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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—This study examined students’ behaviour on the 

college website and the content of information they were able to 

obtain. With the eye-tracking sensor, this study aims to 

investigate the university websites’ effectiveness, satisfaction, and 

efficiency and collect data regarding users' visual impacts. The 

research was carried out using mobile phone neuromarketing 

tools of eye-tracking, facial coding, and supplementary short 

memory post-survey. The study was focused on two web pages, 

the homepage, and the CARE page. The analysis results from 

both web pages were then compared and further discussed. The 

results suggest that participants mostly elicited sadness (29.55%), 

neutrality (33.19%), and puzzlement (13.60%) while browsing 

the homepage, regardless of the areas of interest (AOI). They also 

elicited slight disgust (4.33%), fear (3.51%), joy (5.21%), and 

surprise (29.55%). The heat map for the CARE page reveals that 

the top of the CARE page was a point of attraction for 

participants. The study found that participants' negative feelings 

were more intense than good ones concerning homepage 

scrolling. Also, their pleasant mood intensity increased 

moderately when they looked at regions with only photos in a 

subdued color scheme or where brighter colors were used to 

emphasize essential textual information such as upcoming events 

and student blogs. This reveals that the website's complexity 

further affects the cognitive load. Therefore, making it more 

accessible will be beneficial to students. According to the 

student's responses, change such as the page's design, color, and 

text could be implemented. 

Keywords—Neuromarketing; eye-tracking; student behavior; 

college website analyses; mood intensities; visual impact; website 

conversions 

Abbreviation 

HCI: Human-Computer Interaction 

OSH: Workplace Safety and Health 

OBC: Oxford Business College 

CARE: Centre for Applied Research and Entrepreneurship 

AOI: Areas of Interest 

TTFF: Time to First Fixation 

I. INTRODUCTION 

A college's website is becoming an effective tool for 
students to collect information in the decision-making process 
for higher education. The first impressions of potential students 
are affected by the website. Thus, the digital presence of a 

college is crucial since it has been discovered that browsing the 
website first is a prelude to visiting the campus. Colleges and 
universities use websites to attract prospective students [1]. 
Every year, most students decide to pick the higher education 
institute that will have far-reaching consequences for the rest of 
their lives. This choice will impact their career, wages, and 
professional growth. In 2005, private schools spent 
approximately $2,073 per new student to apprentice, making 
communication and recruitment efficiency significant for 
institutions [2]. Where do awaited students go to learn about 
colleges and universities? They look through the websites 
developed by universities and colleges [2]. An appropriate 
Web-User communication system must be present to catch 
students' attention, thus, beginning with highlighting the 
specific users that extensively rely on web pages, the concerns 
on which the Web page focuses, or the message it wishes to 
convey to the users [3]. Therefore, it is crucial to investigate 
the whole process, for instance, how students approach a Web 
page and how they conclude it. This process must strive for an 
admiring emotional influence in visual content focused entirely 
on the student‟s experience. The basic scheme favors 
consumers‟ methods to develop an interactive web design. Eye 
tracking is an existing tool that allows for carrying out this 
task. Although its primary purpose has been the retail industry 
[4,5,6], it has applications in research and commercial grounds 
underlying human thinking and behavior. Eye tracking is 
heavily used in studying the influence of imaging to drive new 
consumers [7,8], but it also has wide use in clinical studies 
[9,10]. Understanding the visual impact from an emotional 
perspective is an attractive topic [11] and crucial to different 
disciplines. However, limited studies attempted to understand 
students‟ behavior in learning [12,13] and even lesser to 
website visual interpretation [14]. 

Since Students rely on visiting colleges‟ websites to help 
make their selection, the aspects influencing their decision are 
fundamental. Therefore, the current study analyzes the 
emotional responses to website conversion stimulated by visual 
impacts. Our main aim is to examine the effectiveness, 
satisfaction, and efficiency of university websites using eye-
tracking analysis and collect data regarding the visual impacts 
of users. Eye-tracking recognizes the human pupil and traces 
and analyses the eye movement and fixation when viewing 
images or websites to allow the investigator to identify where a 
person is looking at a given period and the arrangement in 
which their eyes travel from one side to the following [15]. An 
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eye tracker is a device that measures the location of the eyes 
[16]. The software will then generate a so-called “heat map” 
through which the colors will identify the viewers' focused 
attention [15], permitting investigation of students' emotional 
reflections on websites. 

 Due to the development of sophisticated and economical 
technologies such as wearable sensor techniques, affective 
computing researchers are increasingly interested in emotion 
detection. Hence the current study emphasizes the following: 

How visual impact can evoke emotional responses reflects 
website conversion and the eye-tracking analysis of college 
websites. 

This research comprises several steps that initiated the 
creation of a public link on the OBC official website and 
served as an invitation to participate. The study was performed 
using online neuromarketing research technologies from 
mobile phones for their numerous uses by the students and 
everybody who visits their website. The experiments were 
performed in real-time operating neuro metrics combined with 
supplementary short memory post-survey questions. No 
additional hardware or application was required due to the 
advanced development of mobile cameras and machine 
learning algorithms. Tobii Sticky provided a way to acquire 
large-scale eye-tracking data. 

II. MATERIALS AND METHODS 

A sample of 529 OBC students (both genders, 18-50) 
participated in the study, exploring how visual impact can 
evoke emotional responses and reflects on website 
conversions. Three hundred thirteen participants completed the 
entire experiment, from which we got one hundred eighty-six 
usable recordings whose gaze and/or emotion was trackable 
during their session (i.e., had proper lighting and did not 
move). One hundred twenty-four participants partially were 
involved in the study (participants who started the experiment 
but closed the browser or had timed out before reaching the 
end), zero participants were excluded from the study, and 
nighty two were screened out (participants that ended their 
session based on a screen out the question or did not meet 
technical requirements). 

This study lasted ten days and was accessed via a pop-up 
banner on the OBC's website specifically created for study 
purposes. To ensure that the desired level of power and 
significant results are achieved, the required sample size was 
calculated a priori using G*Power [17]. Based on the G*Power 
output to detect the effect with 95% power, a two-sided 
significance level of 5% and a sample size of n=23 for the 
OBC homepage and n=35 for the CARE page are required (see 
Appendix). Tested subjects were recruited from the database of 
Oxford Business College. Participation in the study was 
voluntary, and no incentives were given. 

The Institute for Neuromarketing Ethics Committee 
approved this research and supervised the study to be 
underlined with local and international ethical guidelines 
officially posted on the official Institute‟s website. Following 
the British Educational Research Association's ethical 
guidelines for educational research [18], all participants were 
informed about the study. They gave their written, informed 

consent in digital form before participating in the study. 
Participants' data were treated according to standard practice 
and in compliance with GDPR (General Data Protection 
Regulation). 

The online platform for advanced quantitative research, 
'Tobii Sticky,' was used to measure eye-tracking and facial 
coding. According to the results, Sticky's average gaze error in 
a real-world (non-lab) environment is 1.6 to 1.8 degrees (~5% 
of the screen width and 7% of screen height) on a laptop which 
is more than accurate to the vital outcome. Therefore, since this 
research is conducted outside the laboratory without physical 
control over the ISO eye-tracking standards, to avoid data 
obtained from participants who did not meet entirely technical 
requirements, only recordings labeled as "usable" in Tobii 
Sticky were utilized. Participants were also provided with a set 
of images with instructions to ensure compliance with the 
technical requirements of the eye calibration test. The task 
started with a 5-point-eye-tracker calibration, a standard 
procedure for eye-tracking devices. After the calibration, all 
participants looked for 25 seconds at the identical two website 
pages (main page and CARE page) at the domain 
https://oxfordbusinesscollege.ac.uk/ pre-recorded in the form 
of the scrollable image, presented in the same order as on the 
OBC‟s website page. They could not skip a certain part of the 
research, but with mouse clicks, it was measured how many 
participants wanted to stop the research. Such data indicated 
the total number of participants interested in the content 
published on the official website of the OBC. While browsing 
through the two website pages as they usually do, participants' 
gazing activity and emotional expression were measured over 
time using webcam-based eye-tracking. After each website 
page was presented, participants were given five statements to 
rate, assessing their conscious preferences and opinions about 
the seen website. They had 10 seconds to do that. The total 
duration of the study was 1 minute and 93 seconds per link 
(See 3.1.3.). 

Participants‟ data were treated according to standard 
practice and in compliance with GDPR and the European Code 
of Ethics for Research. Since the study was conducted outside 
a controlled laboratory environment, participants received 
participation details with the html link. Participants received 
two „html‟ links to participating in this study. One link led to 
the homepage of the OBC website, while the other led to a 
subpage related to the brand CARE. They were asked to 
exclusively access the study from their mobile devices with a 
working webcam due to the website analytics on how most 
visits are applied from the mobile phone. We have limited 
participants to access from mobile; according to the stats, the 
majority of OBC students participate in the website through 
mobile devices only. 

In the first task, participants were asked to navigate through 
the OBC's homepage as they usually would, while in the 
second task, they were asked to browse through the CARE 
page to find more information about the research resources 
offered since the goal of the research was threefold: 1) to 
determine how much the content on the homepage is following 
the preferences of visitors; 2) how the website can be improved 
based on the obtained neurometrics; 3) to get an insight into 
participants' attentiveness levels leading to encoding and recall 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

3 | P a g e  

www.ijacsa.thesai.org 

of information based on the page design. During this website 
testing, participants' gazing activity was measured over time to 
calculate their attention distribution. Heat maps were utilized to 
observe the movement pattern around the website, and 
emotions were analyzed through facial coding to obtain 
insights into participants' behaviour and reactions to the 
website. In the end, participants were also asked to answer five 
questions to gauge their user experience, learn about their 
expectations and reasons for visiting the website, and test their 
attentiveness levels. 

III. RESULTS 

The experiment data obtained from participants were 
grouped into two subgroups: homepage and CARE page, each 
representing one website at the official OBC website link: 
www.oxfordbusinesscollege.ac.uk. 

A. Homepage 

The participants‟ results from the homepage test were 
investigated through the analysis of the eye tracking data, the 
facial coding, and the survey data. 

1) Eye-tracking data: Regarding the eye-tracking 

measurements, a one-way repeated-measures ANOVA was 

performed for time to first fixation (TTFF), percentage of 

participants who fixated on the AOI, number of fixations 

within AOI, and time spent fixating on the AOI. The heat map 

for the OBC‟s homepage reveals that the top of the homepage 

was a point of attraction for participants (Fig. 1). This is not 

surprising as the top part is immediately visible once you open 

the webpage, while to see other information, one needs to 

scroll the website. The seen order indicates that participants 

first notice the part of the homepage in the middle of their 

screen and their eye level height (AOI 2), followed by the 

upper part of the homepage (AOI 1). 

Based on the obtained heat map, in this browsing-only 
condition, gaze points were concentrated from left to center, 
meaning that most information presented on the right was not 
seen. For the quantitative eye-tracking analysis, the OBC's 
homepage was divided into five areas of interest (AOIs) 
(Fig. 2). 

A one-way within-groups analysis of variance (ANOVA) 
was used to assess the impact of AOIs of the OBC's homepage 
page on the attention metrics (i.e., Number of fixations, time to 
the first fixation, time viewed, Number of visits, Fixating 
Percentage) (Table I, Table II). 

Null hypothesis: There are no significant differences 
between the number of fixations, number of visits, time to the 
first fixation, time viewed, and a fixating percentage between 
AOIs of the homepage. 

The result of the analysis showed there was a significant 
difference within the number of fixations between the AOIs of 
the OBC's homepage (F (5, 180) = 7.223, p = .000). The post 
hoc analysis demonstrated that the total number of fixations of 
AOI 1 was significantly higher than that of AOI 3 (mean 
difference = 21.07), AOI 4 (mean difference = 30.70), and AOI 
5 (mean difference = 29.83). The total number of fixations of 

AOI 2 was significantly higher than AOI 4 (mean difference = 
28.30) and AOI 5 (mean difference = 27.43). The total number 
of fixations of AOI6 was not significantly higher or lower than 
any other AOIs on the homepage. 

 

 
Fig. 1. Heat map and seen order for the OBC‟s homepage. 

TABLE I. SUMMARISED STATISTICS FOR OBC'S HOMEPAGE 

Number of Fixations F (5, 180) = 7.223, p = .000  

AOIs Mean Difference p-value 

AOI 1 AOI 2 2.40 .999 

 AOI 3 21.07 .019* 

 AOI 4 30.70 .000* 

 AOI 5 29.83 .000* 

 AOI 6 18.50 .058 
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AOI 2 AOI 3 18.67 .054 

 AOI 4 28.30 .000* 

 AOI 5 27.43 .001* 

 AOI 6 16.10 .142 

AOI 3 AOI 4 9.63 .682 

 AOI 5 8.77 .762 

 AOI 6 -2.57 .999 

AOI 4 AOI 5 -.87 1.000 

 AOI 6 -12.20 .428 

AOI 5 AOI 6 -11.33 .513 

Number of Visits F (5, 180) = 9.082, p = .000 

AOI 1 AOI 2 -1.30 .705 

 AOI 3 1.93 .274 

 AOI 4 3.13 .009* 

 AOI 5 2.80 .028* 

 AOI 6 3.77 .001* 

AOI 2 AOI 3 3.23 .006* 

 AOI 4 4.43 .000* 

 AOI 5 4.10 .000* 

 AOI 6 5.07 .000* 

AOI 3 AOI 4 1.20 .771 

 AOI 5 .87 .931 

 AOI 6 1.83 .333 

AOI 4 AOI 5 -.33 .999 

 AOI 6 .63 .982 

AOI 5 AOI 6 .97 .894 

Time to First Fixation F (5, 180) = 16.205, p = .000 

AOI 1 AOI 2 1.26 .847 

 AOI 3 -4.18 .002* 

 AOI 4 -7.64 .000* 

 AOI 5 -8.04 .000* 

 AOI 6 -7.69 .000* 

AOI 2 AOI 3 -5.44 .000* 

 AOI 4 -8.90 .000* 

 AOI 5 -9.30 .000* 

 AOI 6 -8.95 .000* 

AOI 3 AOI 4 -3.46 .030* 

 AOI 5 -3.86 .008* 

 AOI 6 -3.51 .058 

AOI 4 AOI 5 -.40 .999 

 AOI 6 -.05 1.000 

AOI 5 AOI 6 .35 1.000 

Time Viewed F (5, 180) = 7.244, p = .000 

AOI 1 AOI 2 .09163 1.000 

 AOI 3 1.38 .022* 

 AOI 4 2.01 .000* 

 AOI 5 1.95 .000* 

 AOI 6 1.22 .059 

AOI 2 AOI 3 1.29 .040* 

 AOI 4 1.92 .000* 

 AOI 5 1.86 .000* 

 AOI 6 1.13 .101 

AOI 3 AOI 4 .63 .693 

 AOI 5 .58 .768 

 AOI 6 -.15 .999 

AOI 4 AOI 5 -.05 1.000 

 AOI 6 -.79 .462 

AOI 5 AOI 6 -.73 .544 

Fixating Percentage F (5, 180) = 0.896, p = .519 

TABLE II. AVERAGE VALUES OF EYE-TRACKING METRICS FOR OBC‟S 

HOMEPAGE 

Time to First Fixation (s) 

AOI M 

AOI 1 1.66 

AOI 2 0.40 

AOI 3 5.84 

AOI 4 9.30 

AOI 5 9.70 

AOI 6 9.35 

Number of Fixations 

AOI 1 1301 

AOI 2 1229 

AOI 3 669 

AOI 4 380 

AOI 5 406 

AOI 6 746 

Number of Visits 

AOI 1 188 

AOI 2 227 

AOI 3 130 

AOI 4 94 

AOI 5 104 

AOI 6 75 

Time Viewed (s) 

AOI 1 2.95 

AOI 2 2.76 

AOI 3 1.52 

AOI 4 1.01 

AOI 5 1.00 

AOI 6 2.71 

Fixating percentage (%) 

AOI 1 96.67 

AOI 2 100 

AOI 3 96.67 

AOI 4 83.33 

AOI 5 90 

AOI 6 60 
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Fig. 2. AOIs for OBC‟s homepage. 

A significant difference was observed within the time until 
noticed between the AOIs of the homepage F (5, 180) = 
16.205, p = .000. The post hoc analysis demonstrated that the 
meantime, until notice of AOI1, was only significantly lower 
than that of AOI3 (mean difference = -4.18), AOI4 (mean 
difference = -7.64), AOI5 (mean difference = -8.04), and AOI6 
(mean difference = -7.69) of the home page. 

The mean time until noticed of AOI2 was only significantly 
lower than that of AOI3 (mean difference = -5.44), AOI4 
(mean difference = -8.90), AOI5 (mean difference = -9.30), 
and AOI6 (mean difference = -8.95) of the home page. The 
mean time until notice of AOI3 was only significantly lower 
than that of AOI4 (mean difference = -3.46) and AOI5 (mean 
difference = -3.86). 

The analysis result also showed a significant difference 
within the time viewed between the AOIs of the homepage F 
(5, 180) = 7.244, p = .000. The post hoc analysis demonstrated 
that the mean time viewed of AOI1 was only significantly 
higher than that of AOI3 (mean difference = 1.38), AOI4 
(mean difference = 2.01), and AOI5 (mean difference = 1.95) 
of the home page. The mean time viewed by AOI2 was only 
significantly higher than that of AOI3 (mean difference = 
1.29), AOI4 (mean difference = 1.92), and AOI5 (mean 

difference = 1.86) of the home page. Finally, the mean time 
viewed by AOI6 was not significantly higher or lower than any 
other AOIs on the homepage. 

AOI 1 and AOI 2 have the highest number of gaze points 
(AOI 1 = 1301; AOI 2 = 1229), the shortest time to first 
fixation (AOI 1 = 1.66; AOI 2 = 0.40), and the longest dwell 
time (AOI 1 = 2.95; AOI 2 = 2.76), suggesting that they attract 
the most visual attention and all of the important information 
for visitors should be placed there. 

A significant difference was observed within the number of 
visits between the AOIs of the homepage F (5, 180) = 9.082, p 
= .000. The post hoc analysis showed that the total number of 
visits of AOI1 was only significantly higher than that of AOI 4 
(mean difference = 3.13), AOI 5 (mean difference = 2.80), and 
AOI 6 (mean difference = 3.77) of the home page. The mean 
number of visits of AOI2 was only significantly higher than 
that of AOI 3 (mean difference = 3.23), AOI 4 (mean 
difference = 4.43), AOI 5 (mean difference = 4.10), and AOI6 
(mean difference = 5.07) of the home page. 

No significant difference was observed in the fixating 
percentage between the AOIs of the homepage (F (5, 180) = 
0.896, p = 0.519). While all of the AOIs had high fixating 
percentages (AOI 1 = 96.67%; AOI 2 = 100%; AOI 3 = 
96.67%; AOI 4 = 83.33%; AOI 5 = 90%, AOI 6 = 60%), only 
AOI 1 (188) and AOI 2 (227) had the highest number of visits 
suggesting again that these AOIs attracted participants‟ visual 
attention the most. 

2) Facial coding: Tracking of facial expressions elicited 

during the exposure to the website's homepage was used to 

pinpoint the emotional activity of the website. 

The results suggest that participants mostly elicited sadness 
(29.55%), neutrality (33.19%), and puzzlement (13.60%) while 
browsing the homepage, regardless of the AOI (Fig. 3). They 
also elicited slight disgust (4.33%), fear (3.51%), joy (5.21%), 
and surprise (29.55%). When combined with survey responses, 
such emotions can be attributed to the colour scheme used, 
difficulties in reading the material due to inadequate text colour 
contrast, and a mismatch between presented information on the 
homepage and participants' motivation for visiting the page. 

 
Fig. 3. Probability distribution of elicited emotions per AOI on the OBC‟s 

homepage. 
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Fig. 4. Emotional valence intensity during OBC‟s homepage browsing. 

During the 20-second interval of scrolling the homepage, 
the chart suggests that participants seemed to subconsciously 
show aversiveness towards the material presented on the 
website (Fig. 4). A slight decrease in aversiveness was 
observed between the second and fourth minute as, in that 
period, participants were looking at the images with the muted 
colour scheme. With the slight increase of aversiveness as time 
passed, it is possible that participants did not find the 
information they wanted and that the colour scheme used 
created a sensory overload. 

Throughout homepage browsing, participants had relatively 
higher intensities of negative emotions than positive ones 
(Fig. 5). The most significant difference was observed towards 
the end of browsing. Scattered gaze points across the 
homepage in that period could be attributed to the fact that: 
1) after the 12th second, nothing was interesting enough to 
capture their attention; 2) the page layout did not meet their 
expectations, and they did not find the information they were 
looking for; 3) the colour scheme used was overly stimulating 
to hold their attention for a more extended period. 

A slight increase in the positive mood intensity was 
observed when participants looked at the areas with only 
images with muted colour schemes or used brighter colours to 
highlight crucial textual information such as upcoming events 
and student blogs (AOI 4 & AOI 5). 

 
Fig. 5. Intensity of positive and negative emotions while browsing OBC‟s 

homepage. 

3) Survey: Participants had different reasons for visiting 

the website: to learn more about different courses (25.5%), to 

get updates on events (21.8%), to read interesting news 

(16.4%), and to learn more about research opportunities 

(18.2%). Several participants (18.2%) also had other 

(unknown) reasons. While 34.1% of the participants said it was 

neither hard nor easy to navigate the OBC website, 25% found 

it somewhat easy, and 20.5% very easy. However, 15.9 % 

found it somewhat hard, and 4.5% found it hard (Table III). 

Regarding the preferences on the website, 45.7% would not 
change anything, while 42.9% would change the design, 
colours used, and text. A few participants would change 
everything (2.9%), while 8.6 % needed to know what they 
would like to change (Table III). Some of the comments 
regarding changes were that the text colour on the slider makes 
the text unreadable, change text colour or background, the 
website does not look like a college website because of too 
many colours, and add courses on the homepage. 

Most participants did not know the answer (81.6%). A few 
(15.8%) gave the wrong answer, while only 2.6% answered 
correctly. Taken together with the heat map, this result 
suggests that this vital information was not encoded despite 
being seen. 

B. CARE Page 

The heat map for the CARE page reveals that the top of the 
CARE page was a point of attraction for participants (Fig. 6). 
The seen order indicates that participants first notice the page‟s 
heading (AOI 1); however, the most significant point of 
attraction was the upper part of AOI 2, which is located in the 
middle of their screen and their eye level height. In contrast, 
the area dedicated to research resources was not seen at all 
(AOI 3). 

TABLE III. WEBSITE VISITS, NAVIGATION EASINESS, AND PREFERENCES 

Participants’ reasons for visiting the website 

Learn more about different courses 25.5% 

Event updates 21.8% 

News 16.4% 

Research opportunities 18.2% 

Other 18.2% 

OBC website navigation level of easiness 

Hard 4.5% 

Somewhat hard 15.9% 

Neither hard nor easy 34.1% 

Somewhat easy 4.5% 

Very easy 20.5% 

Preferences 

Change nothing 45.7% 

Change (design, colour, text) 42.9% 

Change everything 2.9% 

Unsure 8.6% 
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Fig. 6. Heat map and seen order for the OBC‟s CARE page. 

Results also reveal that in this text-based webpage, 
participants used the „F‟ pattern scanning of text where the first 
few words on the left of each line at the top of the page receive 
more fixations than subsequent words on the same line, while 
text towards the end is not seen. 

The CARE page was divided into three AOIs to obtain 
quantitative eye-tracking metrics (Fig. 7). A one-way within-
groups analysis of variance (ANOVA) was used to assess the 
impact of AOIs of the OBC's CARE page on the attention 
metrics (i.e., Number of fixations, time to the first fixation, 
time viewed, Number of visits, Fixating Percentage) (Table IV, 
Table V). 

Null hypothesis: There are no significant differences 
between the number of fixations, Number of visits, time to the 
first fixation, time viewed, and the fixating percentage between 
AOIs of the CARE page. 

Alternate hypothesis: There are significant differences 
within the Number of fixations, Number of visits, time to the 
first fixation, time viewed, and the fixating percentage between 
AOIs of the CARE page. 

 

 
Fig. 7. AOIs for CARE page. 
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TABLE IV. SUMMARISED STATISTICS FOR CARE PAGE 

Number of Fixations F (2, 180) = 21.347, p = .000 

AOIs Mean Difference p-value 

AOI 1 AOI 2 -128.43 .000* 

 AOI 3 -9.33 .869 

AOI 2 AOI 3 119.10 .000* 

Number of Visits F (2, 180) = 29.372, p = .000 

AOI 1 AOI 2 -10.80 .000* 

 AOI 3 .13 .995 

AOI 2 AOI 3 10.93 .000* 

Time to First Fixation F (2, 180) = 33.249, p = .000 

AOI 1 AOI 2 -2.48 .243 

 AOI 3 -11.72 .000* 

AOI 2 AOI 3 -9.24 .000* 

Time Viewed F (2, 180) = 22.024, p = .000 

AOI 1 AOI 2 -8.60 .000* 

 AOI 3 -.63 .860 

AOI 2 AOI 3 7.96 .000* 

Fixating Percentage F (2, 180) = 0.171, p = .848 

TABLE V. AVERAGE VALUES OF EYE-TRACKING METRICS FOR THE 

CARE PAGE 

Time to First Fixation (s) 

AOI M 

AOI 1 0.16 

AOI 2 2.63 

AOI 3 15.49 

Number of Fixations 

AOI 1 1715 

AOI 2 5568 

AOI 3 1995 

Number of Visits 

AOI 1 148 

AOI 2 472 

AOI 3 144 

Time Viewed (s) 

AOI 1 3.77 

AOI 2 12.37 

AOI 3 5.75 

Fixating percentage (%) 

AOI 1 100 

AOI 2 100 

AOI 3 76.67 

A significant difference was observed within the number of 
fixations between the AOIs of the CARE page (F (2, 180) = 
21.347, p = .000), where the total number of fixations of AOI 2 

was significantly higher than that of AOI 1 (mean difference = 
128.43) and AOI 3 (mean difference = 119.10)). The total 
number of fixations of AOI 3 was significantly lower than that 
of AOI 2 (mean difference = -119.10). 

A significant difference was observed within the time to 
first fixation between the AOIs of the CARE page (F (2, 180) = 
33.249, p = .000), where the average time to first fixation of 
AOI 1 was only significantly lower than that of AOI 3 (mean 
difference = -11.71) and the average time to first fixation of 
AOI 2 was significantly lower than that of AOI 3 (mean 
difference = -9.24). 

A significant difference was also observed for the time 
spent looking at a particular AOI (F (2, 180) = 22.024, p = 
.000), where the average time viewed of AOI 2 was 
significantly higher than AOI 1 (mean difference = 8.59) and 
AOI 3 (mean difference = 7.96). No significant difference in 
the average time viewed was observed between AOI 1 and 
AOI 3. 

Taken together, AOI 2 has the highest number of gaze 
points (5568) and the longest dwell time (12.37 s) when 
compared to AOI 1 (1715; 3.77 s) and AOI 3 (1995; 5.75 s), 
suggesting that it attracts the most visual attention. Since AOI 
1 has the shortest time to first fixation (0.16 s), followed by 
AOI 2 (2.63 s) and AOI 3 (15.49 s), the information about 
research resources from AOI 3, to be seen, should be placed 
between AOI 1 and AOI 2, as it is the vital point of the CARE. 

A significant difference was observed within the total 
number of visits between the AOIs of the CARE page (F (2, 
180) = 29.372, p = .000). The post hoc analysis demonstrated 
that the total number of visits of AOI 2 was significantly higher 
than that of AOI 1 (mean difference = 10.80) and AOI 3 (mean 
difference = 10.93). In contrast, no difference was observed in 
the total number of visits between AOI 1 and AOI 3. 

No significant difference in the fixating percentage was 
observed (F (2, 180) = 0.171, p = .848). 

IV. DISCUSSION 

Eye-tracking behaviour neurometrics from OBC's 
homepage suggest that the top parts of the webpage are 
noticeable, especially those in eye-level height. Since gaze 
points were concentrated on the webpage's upper left and 
center positions, it is suggested to position all the vital 
information regarding offered courses, events, and research 
opportunities (Fig. 4) there. In that way, not only will visitors' 
attention be grabbed, but most importantly, they will also be 
given the requested information and will even be motivated to 
scroll down the page afterward. 

A comparison between the homepage and the CARE page 
suggests that the time to the first fixation, the number of 
fixations, the number of visits, and the time viewed highly 
depend on the visited page. In contrast, the fixation percentage 
is the only observed metric varying in the same range 
regardless of the visited page (Table VI). Moreover, all the 
metrics were higher for the CARE page, indicating that the 
latter requires higher visual attention than the homepage. 
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TABLE VI. COMPARATIVE TABLE FOR OBC‟S HOMEPAGE AND CARE 

PAGE 

M (OBC’s homepage) M (CARE page) 

Time to First Fixation (s) 

0.40-9.70 15.49-0.16 

Number of Fixations 

1301-746 5568-1715 

Number of Visits 

277-75 472-144 

Time Viewed (s) 

2.95-1.00 12.37-3.77 

Fixating percentage (%) 

100-60 100-76.67 

Observed sadness, puzzlement, and neutrality regardless of 
the AOI within the homepage, together with survey answers, 
could be attributed to the colour scheme used (overly 
stimulating), difficulties reading the material due to inadequate 
colour-text contrast, and mismatch between the order of 
presented information on the homepage and participants 
reasons for visiting the page. This was also supported by an 
observed increase in the intensity of positive mood and a 
decrease in the aversiveness in the page areas where images 
with the muted colour scheme were used. In the future, it is 
suggested to use neutral colours for backdrops and one or two 
stimulating, bright colours to highlight materials of interest 
[19]. 

Based on the eye-tracking behavioural neurometrics, 
emotion analysis, and survey answers, a re-design is 
recommended as information of interest for visitors needs to be 
optimally positioned on the website, and most of it goes 
unnoticed. Even if noticed, it does not get encoded and recalled 
due to inappropriate colour-text contrast(as seen in the survey 
on slide 13) [20]. 

V. CONCLUSION 

The findings of this research showcased the importance of 
college websites and their crucial role in attracting regional and 
international students. Colleges must build better, more user-
friendly websites as current and prospective students 
increasingly rely on technology. The gaze activity was assessed 
over time to determine their attention distribution. The heat 
maps were essential in observing the movement pattern around 
the website. Emotion analyses using facial coding to gain 
insight into their behaviour and reactions to the website played 
an imperative role during this website testing. The results 
showed that participants' negative feelings were more intense 
than their good emotions when the content required page 
scrolling, while a difference was noticed near the end of the 
browsing session. However, looking at regions with just photos 
in a subdued colour scheme or where brighter colours were 
used to emphasize essential textual information such as 
forthcoming events and student blogs, the participants‟ 
pleasant mood intensity increased somewhat. Lastly, 
participants employed the 'F' pattern monitoring of text on the 
text-based homepage, where the first few words on the left of 

each line at the top of the page received more fixations than 
other words on the same line, while text near the end was not 
viewed. According to these lines, this research demonstrates 
how with the help of neuroscientific research tools, an insight 
into students' behaviour and their subconscious preferences. 
Despite the use of online study with the webcam-based eye 
tracking solution (15Hz), the obtained results are an example 
of how very accurate and valuable marketing insights of the 
consumer‟s subconscious on the website‟s perceived process 
and preferences can be obtained. The limitation of the study 
was the big screenout (92 subjects) and 124 participants who 
partially were involved in the study (participants who started 
the experiment but closed the browser or had timed out before 
reaching the end), where we presume this is due to the reason 
what participants did not receive any incentives for attending to 
this research. In addition, the software used is susceptible and 
discredits the participant at a slight shift of the head, which 
gives us merit results at the very end. Since the research was 
limited to the mobile device based on the website stats of 
visitors per device, to achieve the best results possible, the total 
sample size needed to be increased on other devices, too, 
which will result in a better percentage of quality recordings. 

A. Recommendations 

In this age, where everything relies on technology, 
providing students with appropriate websites they can depend 
on to find the needed information is necessary, as they often 
need an alternative. Both homepage and CARE required a 
certain amount of attention with varying magnitude depending 
on the website‟s content. 

B. Homepage 

For this case, enhancing the user‟s experience by: 

 keeping the text clear and concise and avoiding 
complex language. 

 using bright colours. 

 using text alternatives such as images, videos could be 
used. 

C. CARE 

The higher metrics (Number of fixations, time to the first 
fixation, time viewed, number of visits) compared to the 
homepage reveal that further action should be taken to reduce 
the page complexity and the cognitive load and to make it more 
accessible to students. Such action includes changing the page's 
design, colour, and text since over 42% opted for such changes. 

Similar suggestions to the homepage can enhance the 
number of fixations, and time to the first fixation, time viewed. 
Moreover, the higher number of visits can be improved by 
providing ways to help the visitor get around the website, 
identify the main content, and where the navigation is. 
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APPENDIX 

G*Power output for OBC homepage and CARE page. 

 
Based on the G*power output [16], to detect the effect with 90% power and a two-sided significance level of 5%, a sample size of n=23 for the OBC homepage 

and n=35 for the CARE page is required. 
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Survey questions used in the study: 

1) How often do you visit this website? 

2) Never / Very Rarely (once per month) / Rarely (2-3 times per month) / Occasionally (2-3 times per week) / Frequently (1-2 times per day) / Very 

Frequently (more than three times per day) 

3) Why are you visiting this website? 

To learn more about the offered courses / To read interesting news / To get updates on events / To learn about research opportunities and resources / Other 
(please specify) 

4) How easy was it to navigate this website? 

Very Hard / Somewhat Hard / Neither Hard nor Easy / Somewhat Easy / Very Easy 

5) What would you like to change on this website? 

6) What is the name of the recent award that OBC got? 
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Abstract—Hadoop’s MapReduce implementation has been
employed for distributed storage and computation. Although
efficient for parallelizing large-scale data processing, the chal-
lenge of handling poor-performing jobs persists. Hadoop does
not fix straggler tasks but instead launches equivalent tasks
(also called a backup task). This process is called Speculative
Execution in Hadoop. Current speculative execution approaches
face challenges like incorrect estimation of tasks run times, high
consumption of system resources and inappropriate selection
of backup tasks. In this paper, we propose a new speculative
execution approach, which determines task run times with
consistent global snapshots and K-Means clustering. Task run
times are captured during data processing. Two categories of tasks
(i.e. fast and stragglers) are detected with K-Means clustering.
A silhouette score is applied as decision tool to determine
when to process backup tasks, and to prevent extra iterations
of K-Means. This helped to reduce the overhead incurred in
applying our approached. We evaluated our approach on different
data centre configurations with two objectives: i) the overheads
caused by implementing our approach and ii) job performance
improvements. Our results showed that i) the overheads caused
by applying our approach is becoming more negligible as data
centre sizes increase. The overheads reduced by 1.9%, 1.5% and
1.3% (comparatively) as the size of the data centre and the task
run times increased, ii) longer mapper tasks runs have better
chances for improvements, regardless of the amount of straggler
tasks. The graphs of the longer mappers were below 10% relative
to the disruptions introduced. This showed that the effects of the
disruptions were reduced and became more negligible, while there
was more improvement in job performance.

Keywords—MapReduce; Hadoop; speculative executions; strag-
glers; consistent global snapshots; K-means algorithm

I. INTRODUCTION

The Hadoop software environment provides a widespread
implementation for distributed data storage and MapReduce
computing [1], [2], [3]. However, the challenge of handling
poor-performing jobs persists. Hadoop launches equivalent
tasks (also called a backup task) in place of straggler tasks
to finish the computation faster. This process is Hadoop’s
speculative execution [4].

Previous research into speculative execution has shown
efforts to improve job performance in MapReduce. Past strate-
gies such as LATE [5] and MCP [6] recognize straggler
tasks based on self-estimation of the tasks’ remaining time.
SAMR [7] and ESAMR [8] use historical information to
classify nodes into slow map and reduce nodes. SECDT [9]
predicts the remaining time of running tasks based on real-
time information on tasks. However, these previous approaches

have various problems. Most have challenges with the accurate
estimation of the remaining time of slow tasks. Some have
significant overheads during the estimation of straggler tasks’
remaining times.

Our work proposes a new speculative execution approach,
which estimates task runtimes with consistent global snapshots
and K-Means clustering. Task progress is captured consistently
during data processing. Two categories of tasks (fast and
straggler) are identified with K-Means. A silhouette score is
applied as decision tool to determine when to process backup
tasks. This helped to reduce the overhead incurred in applying
our approached since, the stragglers were quickly detected and
rescheduled.

We evaluated our approach on different data centre con-
figurations. The data centre configurations were selected after
considering Hadoop cluster requirements from the industry. We
focused our experiments on two objectives: (i) the overheads
caused by implementing our approach and (ii) job performance
improvements. Two categories of backup tasks were consid-
ered in our experiments. (i) backup tasks that can transfer their
states when shifting from one node to another and (ii) backup
tasks that need to restart after their transfer (i.e. tasks supported
by Hadoops original speculative execution).

We experimented with mappers as there are typically
more of them in a Hadoop application than reducers. Since
reducer handling is done the same way as mapper handling in
Hadoop, our results are applicable to both. We also focused
on different durations of mappers, which provided the details
of how long the mappers took to process data. From these,
we concluded on the following (i) the overheads caused by
applying our approach is becoming more negligible as data
centre sizes increase. The overheads reduced by 1.9%, 1.5%
and 1.3% (comparatively) as the size of the data centre and the
task run times increased. (ii) longer mapper tasks runs have
better chances for improvements, regardless of the amount
of straggler tasks. The graphs of the longer mappers were
below 10% relative to the disruptions introduced. This showed
that the effects of the disruptions were reduced and became
more negligible, while there was more improvement in job
performance.

The remainder of this paper is structured as follows. In
Section II, we reviewed concepts and related works about
MapReduce and Speculative Executions. In Section III, we
present our methodology for detecting straggler tasks and
proposed improvements. In Section IV, we discussed the
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procedure for evaluating our approach via experiments and
we analysed the results. Section V concludes the paper with
recommendations for future work.

II. CONCEPTS AND RELATED WORKS

A. Concepts

In this subsection, we briefly discuss few concepts related
to the MapReduce programming model.

1) MapReduce: MapReduce (MR) is a programming
model for massive data computing used in Apache Hadoop.
MapReduce is used for writing applications that process and
analyse large data sets. These applications ran in a parallel
fashion on large clusters in a scalable and fault-tolerant man-
ner. A MapReduce job breaks and divides the input data into
chunks which are first processed by the “Map phase” in parallel
and then by the “Reduce phase” [10], [11] as seen in Fig. 1.

2) Hadoop: Apache Hadoop is an open-source software
implementation of MapReduce. The core of Hadoop includes
a distributed file system, and a MapReduce processor [1]. The
Hadoop distributed file system (HDFS) works closely with
MapReduce by distributing storage and computation across
large clusters [12], [13]. During job processing on Hadoop,
if a task of a job requires an abnormally long execution time,
the total completion time of the job is affected. Such a task is
called a straggler task. MR reruns straggler tasks on a different
machine to finish the computation faster. The process of
diagnosing straggler tasks and assigning them to other nodes is
called speculative execution [14]. These faults are mainly due
to IO contentions, background services, hardware behaviours,
unbalanced load or uneven distribution of resources and other
reasons [15]. Some straggler tasks run significantly slower than
other tasks as shown in Fig. 2, where the straggler tasks take
more processing times than the normal MR tasks [4].

3) Prior speculative execution strategies: A couple of re-
search activities have been conducted to solve poor-performing
tasks.

The Hadoop Naı̈ve Method was implemented with the
Hadoop architecture. However, most of the tasks processed
during runtime were detected as slow tasks and processed as
backup tasks. This affected job completion because there was
no improvement in job completion time after processing the
backup tasks. Also, this strategy is not suitable in heteroge-
neous environments. Therefore, an approach that distinguishes
straggler tasks from the normal tasks during job processing
will ensure job performance improvements.

Zaharia et al. [5] developed the Longest Approximate Time
To End (LATE) algorithm. LATE is a simple, robust scheduling
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algorithm that uses estimated finish times to detect straggler
tasks. LATE is not suitable in heterogeneous environments.
Therefore, a dynamic approach that works in all types of
environments will help estimate the task runtime to ensure
the improvement of job performance.

Chen et al. [7] proposed a Self-Adaptive MR Scheduling
Algorithm (SAMR). SAMR uses historical information to clas-
sify nodes into the slow map- and reduce-nodes. This makes
SAMR dependent on previous tasks information. Therefore, an
approach that applies the information of current tasks without
depending on previous nodes will be welcomed in the research
community.

Sun et al. [8] designed an Enhanced Self-Adaptive MR
Scheduling Algorithm (ESAMR) as an improvement on SAMR
by utilising the K-means clustering algorithm to classify
historical information. Therefore, the reliance of ESAMR on
previous task information makes it only applicable when there
is historical information. Moreover, the K-means clustering
algorithm utilised was not validated to determine the straggler
tasks. Therefore, an approach that is not affected by changes
in dataset and validates the kmeans clustering will allow users
to better assess tasks behaviours.

Chen et al. [16] proposed the Maximum Cost Performance
approach, which considers the cost performance of cluster
computing resources to estimate the slow tasks. However,
in the map phase, task satisfying data localisation executes
faster than those not satisfying data localisation. This provide
an unfair comparison between the tasks at the same level.
Therefore, an approach that considers all tasks at the same
level will ensure an appropriate estimation of task run times.

Huang et al. [9] proposed a new Speculative Execution
Algorithm based on C4.5 Decision Tree (SECDT) to improve
predicted execution times among previous research resulting
in poor job performance. However, navigating the decision
tree implemented by this strategy is prone to significant
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overheads. Therefore, an approach that determines task run
times via snapshot captures will enable the improvement of
job performance.

In summary, the existing speculative execution strategies
still encounter challenges in managing straggler tasks in
Hadoop. We now discuss the design of our proposed approach.

III. METHODOLOGY

This section focuses on the design of our approach which is
designed to improve job performance on MapReduce Hadoop
(MRH). The approach consists of two algorithms that are
interconnected to ensure correct determination of task run
times, appropriate selection of backup tasks and reduction in
the consumption of system resources. The goals of this section
are:

• To design an algorithm that captures task run times
during data processing on mappers and reducers. This
is achieved by repetitive capturing of the task run
times at specific intervals.

• To design an algorithm that monitors task performance
on their nodes to foster the rescheduling of straggler
tasks to available nodes for reprocessing.

• To implement K-means clustering algorithm to de-
termine straggler tasks. The K-means clustering al-
gorithm is applied with the Silhouette Coefficient to
validate the outputs of the clustered data sets.

• To assess the algorithms on scalable configurations of
MRH to prove their applicability. A survey of industry
and real-life MRH configurations is conducted to
ensure that the solution is applicable in industry.

A. Consistent Global Snapshots on MapReduce

This approach comprises of snapshot capturing and
task performance monitoring algorithms as seen in Algo-
rithms 1 to 2, and Fig. 3 to 5. Fig. 4 shows state transitions
during the capturing of task run times. The two algorithms
work together to ensure that straggler tasks are detected
correctly and processed as backup tasks.

This approach is designed to dynamically collects real-time
data from all types of environments. The collected real-time
data fosters the early detection of straggler tasks to reduce high
consumption of system resources. Moreover, this approach is
applicable in most environments compared to a few existing
approaches which struggle in heterogeneous environments.
Additionally, some of the existing approaches have limitations
with accurate estimation of remaining time of straggler tasks.
Also, some have significant overheads during the estimation of
straggler tasks’ remaining times. The details of the algorithms
are discussed below.

1) Snapshots capturing algorithm: Algorithm 1 is applied
to explain the snapshots capturing process. The algorithm is de-
signed with specific parameters to foster its comprehension. Ts

and Cs are utilised to model tasks state transitions (Task state)
and the snapshot capturing state transitions (Snap state) during
job processing as seen in Fig. 5 and 4. These two parameters

Algorithm 1 Snapshot Capturing Algorithm

Require: Variables: Ts = Task state, Cs = Snap state,
N = Node

Require: Variables: QI = Tasks Instances,
i = counter for QI

Require: Variables: Gs = captured snapshots
Require: SnapStateFunction:

SnapState : Cs → {snap ready,
snapping, snap paused, snap completed}

1: for i < QI do
2: if Ts = ready then
3: Cs := snap ready // Snap state updates to ready

when tasks processing begins.
4: else
5: Cs := pause snapping
6: check the system and restart the task
7: end if
8: while Ts = running do
9: Cs := snapping // Snap state updates to snapping

during tasks processing.
10: Save the captured snapshots
11: Gs = Gs + 1snapping
12: end while
13: i = i + 1 // Tasks are monitored until they are

processed.
14: end for
15: if Ts = terminated then
16: Cs := pause snapping // Snap state pauses when a

task is terminated with task state updated to terminated.
17: end if
18: while i <= QI do
19: Cs := snapping // Task run times capturing contines

until all tasks are processed.
20: Save the captured snapshots
21: if Ts = completed then
22: Cs := snapping completed // Snap state updates

to snap completed when tasks processing ends.
23: Save the captured snapshots
24: Gs = Gs + 1snapping
25: end if
26: i = i+ 1
27: end while

together with the SnapStateFunction and the TaskStateFunc-
tion help to describe the status of task processing and snapshot
capturing at any specific period.

Algorithm 1 initialises with task processing to foster the
capturing of task run times as seen in Fig. 3. Nodes (N)
are monitored before task processing begins. This is done to
capture the commencement of task processing (start times), as
seen in the snapshot capturing state diagram in Fig. 4. When
job processing commences, data is uploaded into the system
for task processing to commence.

SnapStateFunction is activated, which causes Snap state
(Cs) to be updated to ready snap as seen in lines 1 to 3 of
Algorithm 1. However, if a task is not ready (due to a fault),
Cs is updated to pause snapping and the system is checked
(for the task to be restarted) as seen in lines lines 4 to 7.

While the updated data is being processed, Cs is updated
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from snap ready to start snapping as as seen in lines 8 to 13.
Task run times are captured and saved as seen lines 9 to 10.
Task run times are captured on all nodes and saved on
snapshots text files. Snapshots are captured repeatedly for all
the tasks running on nodes. The accumulated local snapshots
captured constitute the global snapshots (Gs). The details
captured include (i) task start-time, (ii) task completion-time,
(iii) the node (N) on which the task is running, (iv) task
identification, and (v) task status. The task start-time is the
specific time the processing of a particular task t commences.
While the completion-time is the specific time the processing
of t ends. The task identification is the unique key given
to every task t when their processing commences. The task
status is reflective of the current state of t as seen in the state
transition Fig. 5.

Additionally, the TaskStateFunction is activated, which
causes task state (Ts) to be updated from ready to running
as seen in the task state diagram in Fig. 5. Ts remains
unchanged until all the tasks are completely processed. Then,
it transitions from running to completed. However, when a
task’s run time is unnecessarily longer that expected, the
task is suspended, which causes Ts to be updated to termi-
nated and Cs to pause snapping as seen in lines 15 to 17.

When a configurable percentage of the tasks have been
processed with captured run times as seen in Fig. 3; K-means
clustering algorithm is employed to classify the captured data
on the snapshots text files, to determine the straggler tasks.
The straggler tasks identified are then processed as backup
task on available nodes. This causes Ts to be updated from
terminated to rescheduled as seen in Fig. 5.

When the tasks rescheduling is completed, the re-
processing of the backup tasks commences. This causes Ts

to transition from rescheduled to ready. The backup tasks are
processed together with the snapshot capturing until all the
tasks are completely processed as seen in lines 18 to 27 of
Algorithm 1.

2) Task performance monitoring algorithm: The task per-
formance monitoring and the snapshot capturing algorithms
work concurrently to ensure job performance improvement, as

Algorithm 2 Task Performance Monitoring Algorithm

Require: Variables: QI = Tasks Instances,
TR = running tasks, i = counter for QI

Require: Variables: Ni = Node, An = AvailNodes,
TC = completed tasks

Require: Variables: QI = {t1, t2, t3, ...tn}, Ts = Task State
Require: Variables: TET = task execution time,

TMET = task maximum
execution time

Require: TaskStateFunction:
TaskState : Ts → {ready, running,
terminate, reschedule, completed}

1: Begin Tasks Processing in the Map or
Reduce Phase

2: for i <= QI do
3: status← checkTasksStatus
4: switch (status)
5: Ts := ready // task is ready for processing.
6: case still Running:
7: monitor the progress of the task
8: Ts := running
9: if TET > TMET then

10: terminate the task
11: Ts := terminated // straggler tasks are stopped.
12: reschedule straggler tasks on available nodes
13: Ts := rescheduled
14: TR ← (TR + t) // Running tasks list increased.
15: else
16: process all the tasks
17: end if
18: case finished Running:
19: Tasks completely processed
20: Ts := completed
21: Output results
22: An ← (An + Ni) // Available nodes list increased

for backup task.
23: TC ← (TC + t) // Monitor the tasks completed.
24: Qi ← (Qi − t) // Task instance list is reduced.
25: end switch
26: if |Qi| = 0 then
27: Stop tasks monitoring
28: else
29: Continue with tasks monitoring
30: end if
31: i = i+ 1 // Counter is increased to process all tasks.
32: end for

seen in Fig. 3.

Algorithm 2 is applied during task processing to monitor
and evaluate task performance. When data processing begins,
all tasks i.e., t = t1, t2, t3, . . . tn are expected to process data at
the same rate. These tasks are allocated processes on compute
nodes as seen in lines 1 to 2.

The TaskStateFunction is activated which causes Ts to be
updated to ready as seen in line 5. Tasks-instances (QI ) are
monitored to determine whether they are still running (TR) or
are completely processed (TC) as seen in lines 6 and 18.

During task processing, tasks which have relatively longer
run times than the maximum execution times (TMET ) of the
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tasks being processed are terminated as seen in lines 6 to 10.
This causes Ts to be updated to terminated as seen in line 11
and Fig. 5. The K-means algorithm is applied to cluster all
the captured task run times as seen in Fig. 6 on page 16.
The tasks identified as straggler tasks are rescheduled as seen
in lines 12 to 14. Ts transitions from terminated through
rescheduled to ready as seen in Fig. 5.

The states of the tasks which do not exhibit relative longer
run times, transition from ready through running to completed.
This enables their compute nodes to be availed for processing
backup tasks, and reduces the number of task instances. These
processes are seen in lines 18 to 25.

A vital aspect of this algorithm is the monitoring of task
instances (QI ). The number of tasks are monitored throughout
their processing stages. When the number of active tasks are
exhausted, job processing ends. Otherwise, the task processing
continues until the jobs generated are completely processed
seen in lines 26 to 32.

B. Identifying Straggler Tasks with K-Means Clustering Algo-
rithm

The identification of straggler tasks during job processing
was a challenge that required addressing in our approach. This
was achieved via the adoption of a clustering technique.

Clustering was considered because it is the type of unsu-
pervised machine learning where its goal is to partition sets
of objects into groups called clusters. These groups can be
mutually exclusive or they may overlap, depending on the
approach used. It is in contrast to the supervised learning
techniques where the goal is to make predictions about output
value y given an input object or instance x [17]. This made the
choice of clustering suitable for our approach since there was
no need for training any data set to achieve our groupings.

Additionally, we considered K-means clustering as the
clustering technique for our approach because it is a hard
clustering algorithm which delivers mutually exclusive group-
ings. K-means partitions a set of n objects into k clusters,
so that the resulting intra-cluster similarity is high but the
inter-cluster similarity is low [18]. It was the most suitable
clustering algorithm for our approach since two distinct groups
are required; thus fast tasks and straggler tasks.

Our approach applied the K-means clustering algorithm to
categorise task run times (dataset) received from the snapshot
capturing algorithm. The dataset saved on snapshots text files
during the map or the reduce phases are clustered into fast
and straggler tasks as seen in Fig. 6. K-means optimizes the
distance between the task run times to their centre points, as
seen in eq. (1) [19].

J(V ) =

Cd∑
i=1

Ci∑
j=1

(|xi − yj |)2 (1)

Also, the K-means algorithm is implemented with a valida-
tion technique as a decision-making tool in our work. It directs
whether to process backup tasks or not. There are cases where
the dataset presented for clustering is uniform. However, K-
means still tries to cluster it. Thus, clustering results require
validation to determine the goodness of fit of the clusters
created as seen in Fig. 7.

In order to ensure the effective creation of clusters, four
clustering validation techniques were considered. These are
Dunn [20], Davie-Bouldin, Calinski-Harabasz indices, and
the Silhouette score [21]. However, the silhouette score was
selected for our approach. The first three were not implemented
because of the following: first, although the Calinski-Harabasz
index defines how dense and separated a cluster is, the absence
of upper- and lower-bounds ranges made it inapplicable. Sec-
ond, the Davies-Bouldin index utilizes zero (0) as the upper
bound; and values closer to zero indicate a better partition.
Moreover, the Davies-Bouldin index did not have a lower
bound. In the case of the Dunn index, higher indices indicate
better clustering. However, the absence of a lower bound
makes it inapplicable in our context. Since, without a closed
range of clustering validation values, a deterministic algorithm
based on them would be unreliable. Also, the presence of
the upper-lower bounds fosters faster determination of the
goodness of fit of clusters created. Its absence introduces extra
overheads into our strategy and makes the choice inappropriate
for our research. Nevertheless, the Silhouette score Si utilizes
an easy-to-evaluate metric to determine the goodness of the
clustering. Silhouette score values have a closed range of -1
to 1 [22]. Thus, the silhouette score was chosen for this work.

Algorithm 3 is utilised to identify the suitability of a
clustering output for fast and straggler tasks. This algorithm
validates the silhouette scores after the clustering exercise. It
utilizes the values to decide whether to process backup tasks
or not. For instance, Fig. 7 shows two very close data clusters
which is difficult to ascertain the fast tasks or poor-performing
ones. However, Fig. 8a to 8d on page 17 show well defined
data clusters which will require rescheduling of straggler tasks.

Algorithm 3 Kmeans Clustering V alidation Algorithm

Require: Set the Si threshold lower − bound as
Zx = 0.685

Require: Set the Si threshold upper − bound as
Zy = 0.99

1: Initialize the clustering output as an array A[k]
2: for k = 1 to A.length do
3: if Si > Zx & Si ≤ Zy then
4: Reschedule tasks on available nodes
5: else
6: Run the tasks on current nodes
7: end if
8: end for

The results from the silhouette score are utilized to deter-
mine the goodness of the K-means clustering. If the silhouette
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Fig. 8. K-means clustering of run times from experimental scenarios.

score is higher than a threshold lower-bound value Zx but
less than a threshold upper bound value Zy; backup tasks are
required for the cluster with the straggler tasks as seen in line 3.
Otherwise, no intervention is applied to the task executions.
The remainder of the tasks are then processed on their original
nodes as seen in line 6.

Our silhouette score threshold (i.e., lower and upper bound)
values were determined from several clustering experiments
carried out on our dataset to ensure that the range given
satisfies all possible scenarios.

IV. EVALUATION

The goal of our evaluation was to assess our approach
via two major experiments to prove its applicability. They
are (i) strategy implementation overheads experiments (ii)
job performance experiments. The experiments enabled us
to draw the necessary conclusions on the benefits of using
our approach. The experiments aimed to detect and process
straggler tasks as backup tasks to improve job performance.
The experimental setup is described below.

A. Experimental Setup

The following objectives were considered in order to
achieve the goal of the experiment:

• To determine the start-time of task processing.
• To determine the completion-time of task process-

ing.
• To capture snapshots of task execution times.
• To capture task run times at specific intervals.
• To terminate straggler tasks.
• To restart straggler tasks on available nodes.

The first two bullet points foster the determination of the
overheads introduced by this approach. The last four bullet
point ensures the measurements of the jobs improvement
performance. The termination and restart of the straggler tasks
reduces the high consumption of system resources. The experi-
ment was conducted on our extension of HDMSG MapReduce
(a MapReduce simulator with Simgrid as the main backbone)
available on GitHub1.

In order to utilise HDMSG for the development of this ap-
proach, a couple of features had to be added to the simulator to
make it applicable. Several methods and classes were created
for specific functions. A task monitoring method was created
to monitor the tasks running on nodes on the MapReduce
Hadoop cluster. This method was responsible for terminating
long running tasks. A task rescheduling method was created
to move the terminated task to available nodes to be processed
as backup tasks. A snapshot capturing method was created to
capture the start times and completion times of tasks on nodes.
These captured task run times were saved on text files for k-
means clustering. A disruption injection method was created
to send extra tasks unto arbitrary nodes to serve as background
activities. These extra tasks caused the map or reduce task on
those nodes to experience longer run times. The methods for
the creation of map and reduce tasks were extended to foster
the scalability of the framework. A node scheduling class was
created to foster the chronological processing of data nodes
to enable the capturing of snapshots. Also the class fosters
the selection of available nodes as exhibited in the Hadoop
infrastructure.

Tasks were divided into ten-equal-length subtasks to sim-
ulate the snapshot capturing behaviour with simgrid. This was
done to ensure that the snapshot could capture the start-times
and completion-times of subtasks. The experiments required
the capturing of task processing timelines (i.e. when a par-
ticular subtask ends and when the other begins). Therefore,
dividing a task into ten-equal-length allowed the runtime
behaviours of each subtask to be monitored and captured as
snapshots.

In setting up the experiments, the infrastructure of HDMSG
with Simgrid were defined. The infrastructure was defined
in terms of the following: the number of nodes, CPU cores,
bandwidth, latency metrics, and the nodes’ speed. Additionally,
the number of mappers and reducers, file input size (in
megabytes), and block size (HDFS chunk size in megabytes)
were configured to foster MR computations.

1https://github.com/EbenezerKomlaGavua/MapReduce Snapshots
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To determine real life MR cluster infrastructure and ap-
plication configurations, two surveys about Hadoop cluster
requirements were carried out. The first survey focused on
identifying typical hadoop configurations and the second one
focussed on organisations actively utilising Hadoop clusters
for their data processing in industry.

Several keywords such as hadoop clusters (requirements),
industry cluster infrastructure (setup, configurations) were em-
ployed on several search engines to locate current MRH cluster
configurations. The first survey identified Hadoop cluster con-
figurations such as basic or standard deployments, advances
deployments, hadoop cluster hardware recommendations for
batch processing, in-memory processing, medium data size
and large data size. The first survey found that the most used
CPU speed was 2-2.5Ghz, data block sizes were between 128-
256MB, network bandwidth was 1-10Gbps, cluster nodes was
4-40, number of mappers and reducers were 5-12 per node,
disk capacity range was 32 GB to 1.2TB and total system
memory was 16-512 GB. All hadoop cluster configurations
modes were fully distributed.

The second survey found over one hundred and twenty
top companies actively utilising hadoop clusters from several
websites. Notable companies amongst the list include Alibaba,
AOL, Yahoo, Spotify, Last.fm, Ebay, University of Glasgow-
Terrier Team and Criteo. From this list, the modal CPU cores
per node identified was eight and the modal cluster nodes was
forty.

The findings of the survey fostered the selection of four
infrastructure scenarios (displayed in Table I) for our ex-
periments. The experimental scenarios comprise data nodes
that ranges from 20 to 100 nodes. The range of CPU cores
was 8 to 16. Aside the values displayed in the infrastructure
scenarios table, network bandwidth of 10Gbps was simulated
for all infrastructure scenarios. The smallest data block size
employed was 128MBs. All the experiments were run on fully
distributed hadoop cluster mode to foster conformance with
industry standard.

The details identified from the survey ensure the modelling
of real life applications on the above infrastructures as de-
scribed below. The number of mappers per node was obtained
via eq. (2), as stipulated in2:

Y =
3Cores

2
, (2)

where Y is a positive rational number that represents the
number of mappers per node. Cores is a positive integer which
represents the CPU cores per node.

The number of reducers per node was obtained via eq. (3),
as stipulated in3:

R = 0.95×N × T, (3)

Where R is a positive rational number representing the
number of reducers per node, T is a positive rational number

2https://data-flair.training/forums/topic/how-one-can-decide-for-a-job-how-
many-mapper-reducers-are-required/

3https://hadoop.apache.org/docs/r1.2.1/api/org/apache/hadoop/mapred/
JobConf.html

TABLE I. EXPERIMENTAL INFRASTRUCTURE SCENARIOS

Features 20N×8c 20N×16c 40N×8c 100N×8c
No. of Nodes 20 20 40 100
No. of Cores 8 16 8 8
Mappers per node 5 5 11 5
Total Reducers 38 38 76 190
Total Mappers 107 213 213 533
Input Size 13696 27264 27264 68224

Chunk 0
Chunk 1
Chunk 2
Chunk 3

Chunk 5
Chunk 4

Mapper

Mapper

Mapper

Reducer

Reducer

Output 0

Output 1

Input
(HDFS)

Intermediate Results

output
(HDFS)Map Phase Shuffle/sort Reduce Phase

processed data

Saved
Snapshots

Saved
Snapshots

Overheads Introduced on the 
Map Phase

Overheads Introduced on the 
Reduce Phase

Fig. 9. Structure of algorithm implementation with expected overheads.

representing the mapred tasktracker reduce tasks maximum
value. T is the maximum number of reduce tasks that will be
run simultaneously by a task tracker (2 was used, since it is the
default maximum value). N is a positive integer representing
the number of nodes running on the cluster.

The proposed approach applies to both mappers and reduc-
ers. However, the evaluation was centred on mappers; since
the number of mappers are bigger than reducers. Hence, the
effects of our approach are expected to be more on mappers
than reducers.

B. Determining the Overheads of our Strategy

This experiment determined the overheads introduced into
the infrastructure by the implementation of this approach.
The overheads were caused by the effects of the snapshots
capturing process on the infrastructure as seen in Fig. 9. The
comprehension of the effects of the overheads fosters the
appreciation of the challenges and benefits in applying this
approach on MRH.

The experiment was conducted on the four data centre
scenarios discussed in sub-section IV-A. Mapper tasks with
execution times from 0.5 to 2000 seconds were utilized. The
range for the experiment was derived via the multiplication of
the single values of one, two and five with the power series of
ten. The value of negative one produced 0.5 seconds and we
scaled the task run times until the graph converged at 2000
seconds. This process was done in order to obtain a scalable
range of task run times.

Since this approach involves capturing snapshots during the
processing of subtasks, two measurements were taken. These
are (i) the commencement of tasks processing and (ii) The
completion of task processing. To determine the overhead on a
single mapper, the differences between the completion-times of
the processed portion of the task and the start-times of the next
portion of that same task are determined (i.e. the period for
snapshot capturing). The summation of the differences of these
values (i.e. differences between completion-times and start-
times) is subtracted from the task’s run times (which is the ten-
equal-length subtasks) as shown in Fig. 10. The value realized
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TABLE II. STRATEGY IMPLEMENTATION OVERHEADS

Scenario overheads (%)
Map time (ms) 20N×8c 20N×16c 40N×8c 100N×8c

0.5 96 66 66 51
1 53 53 53 39
2 45 36 36 23
5 28 29 29 16
10 24 20 20 12
20 18 15 15 8
50 8 7 7 3

100 7 5 5 1
200 5 3 3 ∼ 0
500 3 1 1 ∼ 0
1000 1 ∼ 0 ∼ 0 ∼ 0
2000 ∼ 0 ∼ 0 ∼ 0 ∼ 0
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Fig. 10. Strategy overheads.

is the overhead on a single mapper as shown in eq. (4) and
Fig. 10.

QH = 100−
100(TH

E − (
∑n−1

i=1 tH,i
c − tH,i

s ))

TH
E

(4)

Where QH is the overhead of applying our approach on a
mapper H in percentage. TH

E is the task runtime of the given
mapper. tH,i

s is the time the ith snapshot of the mapper H
was started to be captured. Similarly, tH,i

c is the time when we
finished capturing the snapshot of the same task. Equation 4
is exemplified in Fig. 10. TH

E is obtained from subtracting U
from V. The letters a and c are the start times of the first
two subtasks, whilst b and d are the completion times of the
first two subtasks. Hence subtracting b from c produces the
first gap (x1) introduced because of our approach. These gaps
x1 to x9 are summed up and divided by the task run times to
generate the overhead of a task.

C. Discussion of the Overheads of our Strategy Experiment
Results

The overheads of a single mapper were measured on the
four data centre scenarios as seen in Tables II and illustrated
in Fig. 11.

• Scenario 20N×8c: The impact of applying our ap-
proach was gradual. The overheads were high at the
initial stages of the experiment. However, the impact
of the approach caused the high overheads to reduce
gradually with longer runtimes, as seen in Fig. 11.
Therefore, in such small infrastructures, our approach
is only advisable to use with long run times.

• Scenarios 20N×16c and 40N×8c: The two scenar-
ios exhibited similar overhead behaviours during task
runs. Therefore, only the 40 nodes by 8 cores set up
was shown in Fig. 11. The initial overheads observed
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Fig. 11. Cluster overheads.

were 1.5% lower (relatively) than the 20N×8c data
centre scenario. The figure shows that the larger infras-
tructure scenarios converged faster than the previous.
Also, this graph shows that the overheads of larger
data centres improve better than smaller ones when
our approach is applied. Moreover, the overheads of
applying our approach with long run times have a
higher chance of improving than smaller ones.

• Scenario 100N×8c: This demonstrates how our ap-
proach deals with larger data-centres. The overhead
further reduced over the above scenarios. The initial
overheads were 1.9% lower (relatively) than scenario
20N×8c and 1.3% lower (relatively) than the other
two scenarios (i.e. 20N×16c and 40N×8c). Also, as
the task run times increased, the overheads reduced
drastically. Therefore, applying our approach to this
scenario shows that initial overheads are mostly lower
in large data centres. Additionally, the graph shows
that with the large configurations, the overheads re-
duce faster with long mapper run times than in the
other scenarios.

Therefore, from the experiments and industry surveys, it is
recommended that infrastructures with 14 to 20 cluster nodes
(with eight cores) should use scenario 20N×8c data centre
configuration. Infrastructures with 25 to 35 cluster nodes (with
eight or sixteen cores) should use our 20N×16c data centre
configuration. Infrastructures with 40 to 60 cluster nodes (with
eight cores) should use 40N×8c data centre configuration. Fi-
nally, infrastructures with 100 to 150 cluster nodes (with eight
cores) should use 100N×8c data centre configuration. Aside
the above recommendations, our approach is customizable to
suit user data configurations preferences.

D. Application Performance Experiments

This experiment determined the impact of our approach on
job performance. Four measurements were taken to evaluate
our approach. These are:

• Total execution times when there was no disruption on
the MapReduce set-up (i.e. a dedicated Hadoop cluster
scenario).
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• Total execution times when disruptions were intro-
duced on arbitrarily nodes on the infrastructure. These
disruptions were created to interfere with task pro-
cessing so that the task will have long run times than
expected (this experiment was meant to represent a
Hadoop cluster hosted in a multi-tenant environment).
These disruptions were introduced via the running of
extra tasks on arbitrarily nodes which were not linked
to the original map or reduce tasks. The extra tasks
were designed to consume extra system resources
during the map and reduce phase. Also, the disrup-
tions represent background services, IO contentions
or uneven distribution of resources on data nodes for
industry research.

• Total execution times when tasks were terminated and
processed as backup tasks (reschedule) on a different
node. This represents situations where mappers can
restore their mid-execution states. This is applied by
applications with the capabilities of storing their states
during data processing. When such applications get
terminated abruptly (due to factors contributing to
speculative execution); the applications resume task
processing on available nodes from the point they were
halted.

• Total execution times when tasks were terminated
and processed as backup tasks (restart) on a differ-
ent nodes (providing insight into applications which
cannot take advantage of state restoration).

These measurements were utilized to draw the graphs
shown in Fig. 12. The graphs of no disruption, reschedule
and restart were drawn relative to the disruption graphs which
are shown in Fig. 13. The graphs were drawn relative to the
disruption graphs, because we wanted to observe the levels of
job improvements in light of the disruptions introduced into
the system. The details of the various scenarios are discussed
in the next sub-section.

E. Discussion Performance Experiments Results

First, Fig. 12a displays the behaviour of scenario 20N×8c
data centre when our approach was applied. The task im-
provement on this data centre was gradual as seen in the
figure. In relation to the disruption graph, the slope began from
above 80% and reduced gradually below 10%. Furthermore,
reschedule backup tasks improve better with our approach than
restart backup tasks after disruption.

Second, scenario 20N×16c data centre demonstrated con-
siderably more job performance improvement than the previ-
ous data centre as most of the graphs were below the 80%
mark as seen in Fig. 12b. Also, tasks that transfer their states
perform better with our approach than those that cannot. Tasks
with long run times exhibited big improvements as their values
were below 10% relative to disruption. This means that as
the tasks are processed for long run times, the effects of the
disruptions were reduced as the graphs approached the 0%
mark. For industry practitioners, it is advisable to apply our
approach for long run times.

Third, scenario 40N×8c data centre improved more com-
pared to the previous two scenarios as seen in Fig. 12c. Finally,
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Fig. 12. Tasks improvement experimental scenarios.

TABLE III. KMEANS CLUSTERING SILHOUETTE SCORES

Fig. Silhouette Scores
7 0.685
8a 0.985
8b 0.985
8c 0.985
8d 0.985

scenario 100N×8c improved more than all the previous scenar-
ios as the graph showed a gradual improvement from below
the 60% as seen in Fig. 12d. The figure showed that tasks
with long run times had higher chances of improvement in this
data centre. As most of the graphs were below 10% relative
to disruption. Also, reschedule backup tasks improved much
better than the (restart) backup tasks. Since the reschedule
backup tasks have the capability to save their states, it was
easily for them to continue data processing when they were
moved to other nodes. In contrast, the restart backup tasks do
not store their states, hence they could not reschedule their
states, which delayed their task processing durations when
moved to other nodes.

In conclusion, larger data centres have a higher chance
of improvement when applying this approach. This approach
works better with larger data centres because the sizes fosters
scalability with long run times, which also ensures reduction
in system overheads.

F. Disruption Identification with K-Means Clustering

The task run times captured during the experiments were
utilized for the K-means clustering. Two categories of re-
sults were observed after the clustering. Disruption-induced
and disruption-free categories. The straggler tasks formed the
disruption-biased data clusters are seen in Fig. 8a to 8d on
page 17. The large magnitudes of the straggler tasks, enabled
k-means to properly create the two categories.

Silhouette score was applied to validate the data clusters
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Fig. 13. Scenario disruptions.

and to foster overhead reduction in the application of the
kmeans clustering algorithm. Once the dissimilarities between
the dataset was detected, the clustering process was stopped.
Table III shows the disruption-free and disruption-induced map
task runtime data clusters and their respective silhouette scores.
The result of Fig. 7 was closer to our silhouette score threshold
lower-bound value. Since the data clusters created were not
separated enough to ensure task transfer, the task were not
shifted to other nodes. However, the rest of the experiments
show significantly higher silhouette scores resulting in identi-
fiable straggler tasks. The straggler tasks were then moved to
available nodes as either a reschedule or restart backup tasks.

V. CONCLUSION

This paper proposed a new speculative execution approach
to estimate task run times with consistent global snapshots and
K-Means clustering. Our approach applied two algorithms to
monitor and capture task run times as snapshots. A K-means
clustering technique was applied to classify the captured run
times into two categories (fast and straggler tasks). We applied
a silhouette score as a decision-making tool to determine when
to process backup tasks on available nodes. The silhouette
scores also helped to reduce the number of iterations by the
K-means. We evaluated our approach on different data centre
configurations. These were selected based on a survey of
industry requirements for Hadoop clusters and applications.
Our experiments were focused on two objectives; (i) the
overheads caused by implementing our approach and (ii) job
performance improvements. Our experiments enabled us to
show that (i) the overheads caused by applying our approach
were reduced faster with large data centres than the smaller
data centres. The overheads reduced by 1.9%, 1.5% and 1.3%
(comparatively) as the size of the data centre and the task
run times increased. (ii) Mapper tasks with typical longer task
durations had better chances for improvements. The graphs of
the longer mappers were below 10% relative to the disruptions
introduced. This showed that the effects of the disruptions were
reduced and became more negligible. This approach measured
the job performance improvement achieved via the restart back
up tasks. A further work was done for applications capable of
transferring their states as reschedule back up tasks. Most of

the previous approaches did not consider measurements for
reschedule back up tasks.

For future work, we consider implementing auto-scaling
algorithms on MapReduce Hadoop clouds. Our Snapshot cap-
turing algorithm will be applied to foster a comparison with
the job performance approach. Also, a couple of classification
and clustering techniques will be considered to provide further
extensions.
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Abstract—Water quality monitoring, analysis, and prediction 

have emerged as important challenges in several uses of water in 

our life. Recent water quality problems have raised the need for 

artificial intelligence (AI) models for analyzing water quality, 

classifying water samples, and predicting water quality index 

(WQI). In this paper, a machine-learning framework has been 

proposed for classify drinking water samples (safe/unsafe) and 

predicting water quality index. The classification tier of the 

proposed framework consists of nine machine-learning models, 

which have been applied, tested, validated, and compared for 

classifying drinking water samples into two classes (safe/unsafe) 

based on a benchmark dataset. The regression tier consists of six 

regression models that have been applied to the same dataset for 

predicting WQI. The experimental results clarified good 

classification results for the nine models with average accuracy, 

of 94.7%. However, the obtained results showed the superiority 

of Random Forest (RF), and Light Gradient Boosting Machine 

(Light GBM) models in recognizing safe drinking water samples 

regarding training and testing accuracy compared to the other 

models in the proposed framework. Moreover, the regression 

analysis results proved the superiority of LGBM regression, and 

Extra Trees Regression models in predicting WQI according to 

training, testing accuracy, 0.99%, and 0.95%, respectively. 

Moreover, the mean absolute error (MAE) results proved that 

the same models achieved less error rate, 10% than other applied 

regression models. These findings have significant implications 

for the understanding of how novel deep learning models can be 

developed for predicting water quality, which is suitable for 

other environmental and industrial purposes. 

Keywords—Water quality; artificial intelligence; machine 

learning; deep learning; classification analysis; and regression 

analysis 

I. INTRODUCTION 

In the new green economy, monitoring and evaluating 
water quality is a central issue for the life of all organisms. 
Using the classical monitoring ways that depend on chemical 
monitoring is not enough to evaluate the consequences of some 
influences and stresses, as predicting the interactive effects of 
different chemical variables on water microorganisms is very 
difficult [1]. Rapid industrial development has deteriorated 
water quality at an alarming rate. In addition, the infrastructure, 
with the absence of public awareness, and the low quality of 
hygiene, greatly affects the quality of drinking water [2]. 

Polluted drinking water is very serious and can adversely affect 
organisms' health, as well as many environmental, and 
infrastructural impacts. According to a United Nations (UN) 
report, roughly, more than 1.5 million people die every year 
due to water-polluted diseases. In third-world countries, it has 
been declared that 80% of health issues are due to polluted 
water. Moreover, 2.5 billion illnesses and five million deaths 
are reported annually [3], and these are truly terrifying 
numbers. 

Due to the lack of robust water monitoring techniques, 
many countries are unable to enhance their water systems and 
there are shortcomings to produce effective water recovery 
systems. These shortcomings may lead to a greater level of 
uncertainty when developing water resource management 
policies [4]. 

Recently, there has been a marked increase in the 
development of rapidly developing biological monitoring and 
biological assessment tools for water resources that are reliable 
enough to manage many degraded water bodies in the USA, 
Europe, South Africa, and Australia [5]. However, with the 
huge increase in data generated by monitoring devices and the 
futility of manual coding, the shortcomings began to appear in 
those systems due to the lack of an effective mechanism for 
processing that huge data. However, with the growth of 
artificial intelligence based on machine learning and deep 
learning techniques, it can introduce a perfect solution to that 
problem, such as artificial intelligence is characterized by 
many predictions, clustering, and classification techniques to 
produce effective solutions to water quality problems [6]. 
Research of the past decades has focused largely on analyzing 
the water quality of rivers based on artificial intelligence (AI) 
techniques [7]. Using AI models, water quality forecasting, 
classification, and risk assessment can be achieved easily. 
Moreover, advanced early warning systems and effective 
management policies can be designed to add more control and 
monitoring services to rivers and water bodies [8, 9]. 

In this paper, a proposed machine learning framework has 
been introduced for analyzing water quality. It consists of two 
subsystems; the first subsystem is responsible for classifying 
water quality based on nine AI models that have been applied, 
tested, and compared to classify various samples of drinking 
water as safe to drink or unsafe to drink. The applied nine AI 

ORCID: 0000-0002-3229-9794
ORCID:0000-0001-5477-3509


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

24 | P a g e  

www.ijacsa.thesai.org 

models are: Extreme Gradient Boosting (XGBoost) [10], Light 
Gradient Boosting Machine (Light GBM) [11], Decision Tree 
(DT) [12], Extra Tree (ET) [13], Multi-layer Perceptron (MLP) 
[14], Gradient Boosting (GB) [15], Support Vector Machine 
(SVM) [16], Artificial Neural Network (ANN) classification 
[17], and Random Forest (RF) Classifier [18]. The second 
subsystem is responsible for predicting water quality index 
(WQI) based on six regression models, LGBM regression, 
XGB regression, ExtraTrees regression, DT Regression, RF 
regression, and linear regression. These models have been 
applied to a dataset called Water quality, which was 
downloaded from [19]. The experimental results proved the 
superiority of the LightGBM model compared with the other 
eight AI models with an accuracy of 97% in classifying water 
samples to recognize the safe drinking water samples. 
Moreover, the predictive analysis of the used regression 
models clarified outperforms of LGBM regression, and Extra 
Trees Regression models in predicting water quality index 
according to training accuracy, testing accuracy, and mean 
absolute error (MAE) compared to the other four regression 
models. 

The rest of this article is designed as follows: Section II 
reviews the related work. Section III explains the proposed 
machine-learning framework for analyzing water quality. 
Section IV presents and discusses the implementation results. 
Section V presents the conclusion of this work. 

II. LITERATURE REVIEW 

A growing body of literature has investigated the efficiency 
of using machine and deep learning models for monitoring, 
analyzing, and predicting water quality index. The literature 
introduced some reviews that discuss various AI models for 
solving water quality prediction problems [9,20,21]. There are 
several large cross-sectional studies, which introduces multiple 
machine and deep learning to predict water quality index. 

 Ali Najah et al. [22] applied four machine learning models, 
an enhanced Wavelet De-noising Techniques (WDT)-based 
Neuro-Fuzzy Inference System (WDT-ANFIS), Adaptive 
Radial Basis Function Neural Networks (RBF-ANN), Neuro-
Fuzzy Inference System (ANFIS), Multi-Layer Perceptron 
Neural Networks (MLP-ANN), and to predict water quality 
parameters (i.e. pH, ammonia nitrogen (AN), and suspended 
solids (SS)) of Johor River in Malaysia. The experimental 
results clarified outperform of the WDT-ANFIS model in 
prediction accuracy for all the water quality parameters 
compared to the other three used models. 

Amir Hamzeh et al. [23] used the support vector machine 
(SVM) algorithm, Artificial Neural Network (ANN), and 
group method of data handling (GMDH) models for analyzing 
the water quality prediction of Tireh River in Iran. Different 
types of the kernel and transfer functions were validated and 
tested, and the practical results clarified that both ANN and 
SVM are better models than GMDH in predicting the water 
quality of Tireh River. 

Umair Ahmed et al [24] introduced supervised learning 
models for evaluating WQI prediction based on four features of 
water elements, namely, turbidity, temperature, pH, and total 
dissolved solids. The proposed models achieved acceptable 

accuracy and fewer error rates using a minimal number of 
features in predicting the WQI in real-time. 

Abubakr Saeed et al. [25] proposed an efficient machine 
learning algorithm based on the SVM model to forecast the 
WQI of Langat River Basin based on the investigation of six 
variables (Dissolved Oxygen (DO), pH, Chemical Oxygen 
Demand (COD), Suspended Solids (SS), Ammonia Nitrogen 
(AN), and Biochemical Oxygen Demand (BOD)) of dual 
reservoirs that are located in the catchment. The experimental 
results showed that this model could accurately predict WQI 
value with small mean absolute error. 

Mourad Azrour et al. [26] investigated the efficiency of 
machine learning algorithms for evaluating WQI prediction 
value based on four water features: pH, temperature, turbidity, 
and coliforms. The experimental results have proven the 
efficiency of used regression algorithms in predicting WQI. 
Moreover, the artificial neural network proved that it is the 
most highly efficient model in classifying water quality 
compared to other models in the literature. 

They H et al. [27] utilized advanced AI models to evaluate 
WQI prediction value and classifying water goodness. The 
authors applied nonlinear autoregressive neural networks 
(NARNET) and long short-term memory (LSTM) as deep 
learning algorithms for predicting WQI. Moreover, three 
learning techniques, namely, K-nearest neighbor (K-NN), 
Naive Bayes, and SVM have been applied for the water quality 
classification task. The Prediction results showed that the 
NARNET algorithm performed slightly better than the LSTM 
for predicting WQI values. On the other hand, the SVM model 
has achieved the greatest accuracy (97.01%) for water 
goodness classification compared to the other classification 
models. 

Siti Nur Mahfuzah et al. [28] investigated the efficiency of 
two machine learning algorithms, the Random Forest algorithm 
and the Random Tree algorithm for Classifying River Water 
Quality. The practical results have proven that Random Forest 
gives a higher classification accuracy compared to the Random 
Tree algorithm. 

Junhao Wu et al. [29] proposed a hybrid model based on 
discrete wavelet transform (DWT), an ANN model, and LSTM 
model to predict the water goodness of the Jinjiang River. The 
prediction results clarified the efficiency of the proposed 
hybrid model in predicting water quality index compared to 
other models such as the ARIMA model, the LSTM model, 
nonlinear autoregression (NAR) model, the ANN-LSTM 
model, multi-layer perceptron model, and the CNN-LSTM 
model. 

NguyenHien Than et al. [30] investigated water quality 
monitoring for the Dong Nai River at different times based on 
a novel architecture of the neural network model FFNN, and 
LSTM-MA hybrid model at different time series. The 
validation results proved that The LSTM-MA model provided 
more reliable prediction and achieved faster training time than 
the NAR, NAR-MA, ARIMA, and LSTM models. Moreover, 
the proposed hybrid model produced classification results for 
water quality in close agreement with the actual monitoring 
data. 
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Other hybrid machines and deep learning models have been 
developed for investigating water quality index, for example, 
one-dimensional residual CNN (1-DRCNN) and bi-directional 
gated recurrent units (BiGRU) have been utilized for predicting 
Water Quality in the Luan River [31]. Moreover, a hybrid deep 
learning model based on the CNN and LSTM model has been 
applied, tested, and compared for predicting water goodness 
based on real-time monitoring of water quality variables [32]. 

III. WATER QUALITY ANALYSIS FRAMEWORK 

Automatic analyzing drinking water quality from a given 
dataset, a framework consisting of two phases is proposed. The 
first phase is responsible for classifying water samples from a 
given dataset into two classes, safe or unsafe for drinking based 
on nine classification algorithms, whereas, the second phase is 
responsible for predicting the water quality index (WQI) based 
on six regression algorithms. In the following, the two phases 
are discussed in more detail: 

A. Phase 1: Water Samples Classifications 

To classify water samples to recognize safe drinking water 
samples, nine-machine learning techniques have been used, 
tested, and compared. Fig. 1 depicts how these models can be 
used for classifying water samples from a given dataset. The 
classification phase starts by doing a preprocessing step for 
cleaning, splitting, and resampling the used dataset. In the 
second step, the given dataset is divided into training (70%) 
and testing (30%) data parts. The third step focuses on 
extracting water features that may impact water quality through 
a feature selection step. The final step, the classification step 
sequentially calls nine classification algorithms (i.e. learning 
model) one after one for performing the classification task. The 
used classification models can be briefly described as follows: 

 
Fig. 1. Water quality classification model. 

1) Extreme Gradient Boosting (XGBoost): It is depending 

on supervised machine learning, decision trees, ensemble 

learning, and gradient boosting. It is one of the most powerful 

techniques for building stochastic models for regression, 

classification, and ranking problems [33]. It provides a parallel 

tree boosting approach to fix errors made by prior boosted tree 

models [34]. 

2) Light Gradient Boosting Machine (Light GBM): It has 

been developed by Microsoft, which is a popular algorithm 

used for ranking and classification problems. Its structure is 

also based on decision tree models. LightGBM is being 

distinguished by training speed and accurate prediction results. 

This is because of adding an automatic feature selection 

procedure as well as focusing on boosting instances with 

greater gradients [35]. 

3) Decision Tree (DT): It is a common supervised learning 

algorithm used for regression and classification problems [12]. 

The idea is to use learning decision rules deduced from the data 

features to perform classification or prediction tasks. What 

makes DT an effective classification model is: 1) the DT model 

can be prepared with little data. 2) Training a DT model is 

logarithmic in the number of data points. 3) A DT model can 

be validated by statistical tests. 4) Its performance doesn't 

affect any violation in predefined assumptions with the original 

model from which the data were created. 5) DT models can be 

visualized easily and can be understood without mysterious 

[36]. 

4) Extra Tree Classifier (ETC): It is a class of ensemble 

learning approaches. The classification results are collected 

from a forest of several de-correlated DT models [37]. It differs 

from Random Forest Classifier in DT constructions way, where 

DT models are constructed in a "forest". The forest 

construction and creation of multiple de-correlated DT models 

of this classifier are based on extracting a random sample of 

features that leads to the best classification results based on 

some mathematical conditions. 

5) Multi-layer Perceptron Classifier (MLP Classifier): It is 

a class of feed-forward neural network models [38]. There may 

be multiple nonlinear hidden layers between the input and the 

output layers for mapping input data to output data. This 

classifier is based on the functionality of the sigmoid activation 

function for doing the classification task. 

6) Gradient Boosting Classifier (GBC): It is a common 

boosting classifier algorithm [39]. The functionality of gradient 

boosting works based on training N Trees based on the 

repeated fixing errors resulting from the predecessors of 

predictors to form the ensemble of data. The training step of 

the GBC model is done by training the predictors with the error 

labels produced by the predecessor of those predictors. The 

prediction results of each tree model are based on "a shrinking 

routine". 

7) Support Vector Machine (SVM) Classifier: it is a 

supervised learning model used for both regression and 

classification problems [40]. The main goal of the SVM model 

is to identify a hyperplane in an N-dimensional space for 

classifying data items. The kernel of SVM is a procedure that 

depends on low-dimensional input space and converts it into 

higher-dimensional space. Therefore, SVM is suitable for non-

linear classification problems. SVM has some advantages that 

make it an efficient classifier such as memory efficiency, 

effectiveness in high dimensional cases, and possible to 

customize kernel functions. 

8) Artificial Neural Network Classification (ANN): This 

class of ANN is one of the simplest types of neural networks 
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[17]. It is also a fed forward algorithm as it passes information 

in one direction from input neurons through one or more 

hidden layers to output neurons. The main advantages of using 

an ANN classifier are the ability to work with incomplete 

knowledge, storing information on the entire network, having a 

distributed memory, and having fault tolerance. 

9) Random Forest Classifier (RF): It is a non-linear 

classification technique, which consists of a group of decision 

trees. [18]. It integrates multiple decision trees to get more 

accurate predictions. Each decision tree model is used when 

employed on its own. This algorithm is called random because 

they choose predictors randomly at a time of training. In 

addition, it is called a forest since it takes the result of multiple 

trees to make a decision. The main advantage of Random 

forests compared to decision trees is the large number of 

uncorrelated tree models that work as a single unit will always 

outperform the individual tree models. 

B. Phase 2: Water Quality Index Prediction 

The second phase of the proposed framework is responsible 
for the predictive analysis of the water quality index. In this 
phase, we examined the impact of the water quality index 
(WQI) in predicting water quality using six regression models. 
This analysis started by calculating WQI for the dataset using a 

mathematical model specified in equations 1, 2, 3, and 4 [41]. 
After that, six regression models have been applied for 
predicting water quality. These models are LGBM regression, 
XGB regression, Extra Trees regression, Decision Tree 
Regression, Random Forest regression, and linear regression 
[42]. Fig. 2 explains how the six regression models are applied 
to predict the water quality index. 

  
 

∑ 
 

  
 
      (1) 

Where,    is the standard value for each variable of water 
elements, and   is a constant. 

Then, the weight value    of each element can be 
calculated as in equation 2. 

   
 

  
       (2) 

The Quality Impact    value for each element in the water 
dataset can be calculated as in equation 3. 

        
                                      

                                      
      (3) 

Finally, the water quality index     can be calculated as 
in equation 4. 

    ∑       
       (4) 

 
Fig. 2. Water quality index prediction model. 
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IV. EXPERIMENTAL RESULTS AND DISCUSSION 

In this section, we present two types of analysis for 
investigating the efficiency of the proposed machine learning 
approach in predicting water quality. Subsection A discusses 
the classification analysis of water samples using nine 
classifiers, while subsection B discusses the predictive analysis 
using five regression models: 

A. Classification Analysis 

The first set of analyses examined the efficiency and 
accuracy of nine machine learning models used in the proposed 
framework (as explained in section 3.1) for classifying water 
samples to recognize that good samples are suitable for human 
drinking. These performances of these models have been 
applied to a dataset called Water quality, which was 
downloaded from [19]. The used dataset consists of 7996 
samples of water and 19 features (i.e. variables) that impact 
water quality. The data has been segmented into training data 
(6396 samples, 19 features), and testing data (1600 samples, 19 
features). The main objective was to classify water samples as 
suitable for human drinking or not suitable for human drinking. 
The performance of the nine machine learning models used in 
the proposed framework has been tested and evaluated using 
twelve measures as detailed in Table I. The best performance 
among the nine machine learning models according to each 
measure is being highlighted. The obtained results clarify that 
although the random forest algorithm achieved the best training 
accuracy, the Light GBM outperformed the other classifiers in 
recognizing good water samples regarding testing accuracy, 
sensitivity, AUC, F1-score, recall, precision, and mean square 
error. Fig. 3 and 4 present the comparison results of 
classification analysis metrics and mean square error (MSE) to 
nine classifiers, respectively. In addition, Fig. 5 to 13 depicts 

the performance matrices (or confusion matrices) and the 
corresponding receiver operating characteristic (ROC) curves 
of nine machine-learning models, respectively. 

 
Fig. 3. Comparison results of classification analysis to nine classifiers. 

 
Fig. 4. Comparison of results of Mean Square Error (MSE) to nine classifiers. 

TABLE I. PERFORMANCE EVALUATION RESULTS OF NINE MACHINE LEARNING MODELS USED IN THE PROPOSED FRAMEWORK 

Measure XGBoost LightGBM Decision Tree ETC MLP Classifier GBC SVM ANN RF 

Training accuracy 0.97 0.99 0.94 1.0 0.97 0.97 0.95 0.94 1.0 

Testing Accuracy 0.96 0.97 0.94 0.93 0.94 0.95 0.93 0.95 0.96 

Sensitivity 0.97 0.98 0.94 0.93 0.95 0.96 0.94 0.96 0.97 

Specificity 0.91 0.88 0.88 0.88 0.8 0.91 0.82 0.89 0.94 

NPV 0.71 0.81 0.52 0.45 0.62 0.70 0.45 0.63 0.71 

AUC 0.88 0.90 0.76 0.73 0.80 0.84 0.72 0.81 0.85 

F1 Score 0.96 0.97 0.94 0.93 0.94 0.96 0.93 0.95 0.96 

Recall 0.96 0.97 0.94 0.93 0.94 0.96 0.93 0.95 0.96 

Precision 0.96 0.97 0.94 0.93 0.94 0.96 0.93 0.95 0.96 

Mean SE 0.03 0.03 0.06 0.07 0.06 0.04 0.07 0.05 0.03 
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(a) Performance Matrix.   (b) FPR vs TPR curve. 

Fig. 5. (a) Performance Matrix and (b) FPR vs TPR curve of XGBoost classifier. 

  
(a) Performance Matrix.    (b) FPR vs TPR curve. 

Fig. 6. (a) Performance Matrix and (b) FPR vs TPR curve of LightGBM classifier. 

  
(a) Performance matrix.    (b) FPR vs TPR curve. 

Fig. 7. (a) Performance Matrix and (b) FPR vs TPR curve of Decision Tree classifier. 
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(a) Performance Matrix.    (b) FPR vs TPR curve. 

Fig. 8. (a) Performance Matrix and (b) FPR vs TPR curve of Extra Trees Classifier (GBC). 

  
(a) Performance Matrix.    (b) FPR vs TPR curve. 

Fig. 9. (a) Performance Matrix and b) FPR vs TPR curve of MLP Classifier. 

  
(a) Performance Matrix.    (b) FPR vs TPR curve. 

Fig. 10. (a) Performance Matrix and b) FPR vs TPR curve of GB Classifier. 
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(a) Performance Matrix.    (b) FPR vs TPR curve. 

Fig. 11. (a) Performance Matrix and b) FPR vs TPR curve of SVM Classifier. 

  
(a) Performance Matrix.    (b) FPR vs TPR curve. 

Fig. 12. (a) Performance Matrix and (b) FPR vs TPR curve of ANN Classifier. 

  
(a) Performance Matrix.    (b) FPR vs TPR curve. 

Fig. 13. (a) Performance Matrix and (b) FPR vs TPR curve of RF Classifier. 
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B. Predictive Analysis 

The second set of analyses examined the efficiency and 
accuracy of six regression machine learning models used in the 
proposed framework (as explained in section 3.2) for 
predicting WQI. Table II summarizes the predictive analysis 
results of the six regression models after applying the 
mathematical model of WQI in the dataset. The obtained 
results have been evaluated based on the common regression 
metrics, training accuracy, testing accuracy, R2, Adjusted R2, 
and Mean absolute error (MAE). 

The regression analysis results show the superiority of 
LGBM regression, and Extra Trees Regression models in 
predicting water quality index according to training and testing 
accuracy as well as the mean absolute error (MAE) compared 
to the other regression models. Fig. 14 to 16 visualizes the 
prediction results of the six regression models, respectively. 
Fig. 17 presents the comparison results of regression analysis 
of the used six regression models. 

TABLE II. REGRESSION ANALYSIS RESULTS 

Models and Measurement 
LGBM 

Regression 

XGB 

Regression 

Extra Trees 

Regression 

Decision Tree 

Regression 

Random Forest 

Regression 

Linear 

Regression 

Training Accuracy 99.0 97.6 99.9 95.4 98.8 92.9 

Testing Accuracy 95.5 95.4 95.5 94 94.8 93.5 

   94.2 95.47 95.55 94.09 90.6 90.6 

Adjusted    94.1 95.41 95.2 94.02 90.5 90.5 

MAE 10.88% 15.754% 10.07% 17.45% 15.35% 19.34% 

  
(a) LGBM Regression.    (b) XGB Regression. 

Fig. 14. Regression analysis results of a) LGBM Regression and b) XGB Regression. 

   
(a) ET Regression.     (b) DT Regression. 

Fig. 15. Regression analysis results of a) ET Regression and b) DT Regression. 
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(a) RF Regression.    (b) Linear Regression. 

Fig. 16. Regression analysis results of a) RF regression and b) Linear regression. 

 
Fig. 17. Comparison results of regression analysis results of the used six 

regression models. 

V. CONCLUSION 

The present article was designed to investigate the 
efficiency of using a proposed machine-learning framework to 
classify drinking water samples and predict water quality 
index. The classification tier of the proposed framework 
consists of nine classification models, Extreme Gradient 
Boosting (XGBoost), Light Gradient Boosting (LightGB), 
Decision Tree (DT), Extra Tree (ET) classifier, Multi-layer 
Perceptron (MLP) classifier, the Gradient Boosting (GB) 
classifier, Support Vector Machine (SVM), Artificial Neural 
Network (ANN), and Random Forest (RF) classifier. The 
performance of those models has been validated on a 
benchmark dataset consisting of 7996 water samples, and 19 
features. The obtained results clarified good classification 
results to the nine models with average accuracy. 94.7%. 
However, the obtained results clarified that, although the 
Random Forest (RF) algorithm achieved the best training 
accuracy, 100%, the Light GBM outperformed the other 
classifiers in recognizing good water samples regarding testing 
accuracy, 0.97%. The second goal of this study was to 
investigate the efficiency of the regression tier through 
applying six regression models for predicting water quality 
index. The regression analysis clarified the superiority of LGB 
regression, and Extra Trees Regression models in predicting 

water quality index according to training and testing accuracy 
as well as the mean absolute error (MAE) compared to the 
other regression models. Taken together, these findings suggest 
a role for using machine learning models in promoting the 
analysis and prediction of water quality. Moreover, these 
results have significant implications for the understanding of 
how novel deep learning models can be developed for 
predicting water quality, which is suitable for human drinking, 
irrigation of plants and crops, and other industrial or 
environmental purposes. 
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Abstract—The machine learning algorithms, namely, k-

Nearest Neighbor (KNN), Support Vector Machine (SVM), Back-

Propagation (BP) networks, and Convolutional Neural Networks 

(CNN) are four of the mostly used classifiers. Different sets of 

features are required as input in different application domains. 

In this paper, a set of significant leaf features and classification 

model was determined with a high accuracy in classifying 

important indigenous tree species. Leaf images were acquired 

using a scanner to control the image quality. The image dataset 

was then duplicated into two sets. The first set was labeled with 

their correct classes, preprocessed, and segmented in preparation 

for feature extraction. The leaf features extracted were leaf 

shape, leaf color, and leaf texture. Then, training and 

classification was done by KNN, SVM, and BP networks. On the 

other hand, the second set was unlabeled for training and 

classification by CNN. A CNN model was built and chosen with 

the best training and validation accuracy and the least training 

and validation loss rate. The study concluded that using all three 

leaf features for classification by BP networks resulted in a 

93.48% accuracy with training done by supervised learning. 

However, the CNN achieved a high accuracy rate of 98.5% 

making it the best approach for classification of tree species using 

digital leaf images in the context of this study. 

Keywords—Machine learning; feature extraction; 

convolutional neural network; leaf classification 

I. INTRODUCTION 

Computer vision is divided into image acquisition, image 
preprocessing, feature extraction and description, and 
classification. In the case of plant species classification, an 
image of a part of a plant is acquired using a camera. The 
image is then preprocessed in preparation for the next step. 
Operations include eliminating noise, correcting geometric 
distortions or degraded image data, and segmentation. The aim 
is to emphasize the features of the image that are relevant for 
further processing while suppressing the undesired distortions. 
After image preprocessing, features are then extracted based on 
the descriptors established. These descriptors are a set of 
numbers that describe the part of the plant in the captured 
image. Finally, the plant species is recognized using all the 
features that have been extracted [1]. 

Feature extraction is a vital stage in image-based 
classification when it comes to the accuracy and precision of 
the classifier. This is because the underlying machine learning 
principles utilize the features that are supplied into the network. 

Feature extraction techniques need to be selected thoroughly so 
that the image is well-perceived hence, providing the classifier 
enough information for a more accurate and precise 
classification [2]. 

After all the features of the subject in the image have been 
understood, classification is done by a mathematical classifier. 
There are numerous classification algorithms and each one 
requires a different set of features as input. Among the mostly 
used classifiers for image processing are k-Nearest Neighbor 
(KNN) algorithm, Support Vector Machine (SVM), Back-
Propagation (BP) networks, and Convolutional Neural 
Networks (CNN) [2, 3, 4, 5, 6, 7, 8, 9]. In this study, the 
accuracy of classification of each of the algorithms were 
measured to determine which is best for leaf-based tree species 
classification. 

Leaves are the suitable plant organs for computerized plant 
classification as these are numerous and acquired for most of 
the year rather than flowers and fruits since plants produce 
these in a limited period [10]. This is especially true for trees 
since it may take years to produce flowers and fruits. The bark 
of a tree is another organ aside from its leaves that can be used 
for tree recognition. Although these two organs are present 
throughout the year, tree recognition based on its bark can be 
very difficult and can add confusion [11]. In this study, leaf-
based tree species classification was done using computer 
vision techniques. 

As mentioned previously, the classification algorithms, 
KNN, SVM, BP networks, and CNN, require different sets of 
features extracted from an image for an accurate classification. 
These sets of features will always differ for different 
application domains. In the case of leaf-based tree species 
classification, there is a need to determine the significant 
features to be extracted so that there is a high accuracy in 
classifying tree leaf species. 

The general objective of the study aimed to determine 
which combination of leaf features and classification algorithm 
provides an accurate and consistent classification of tree 
species through tree leaf images. Specifically, this study aimed 
to: (1) extract features from digital images of leaves of 
important indigenous tree species using image processing 
techniques, (2) implement classification algorithms for tree 
species classification, and (3) evaluate the accuracy of each of 
the classification algorithms. 
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Tree species classification has always been essential for 
understanding biodiversity conservation. Forests function well 
if there is a diversity of trees as they gather nutrients, which are 
then released when the trees die and decompose. These 
functions include growing wood to be used for furniture and 
timber among others, counteract climate change, and prevent 
soil erosion and regulate the water cycle. Forests that have 
diverse trees should provide better ecosystem goods and 
services to humans than those that have monocultured trees 
[12]. Scientists working to document and study forest flora and 
fauna, which is key to biodiversity conservation, are 
overwhelmed with the rich forest species biodiversity due to 
limited taxonomic expertise making it very difficult to abate 
the rapid degradation of forests [13]. On the other hand, 
inexperienced persons will even find it more difficult to 
classify the surrounding trees. Hence, the development of a 
program with enough tree taxonomic knowledge that enables 
recognition of tree species in a quick manner is significant to 
overcome this challenge. With the proposed tree recognition 
system, users will now have a tool that can classify trees. Users 
will be given good information and are likely able to make 
informed choices about which trees are suitable for 
biodiversity conservation. 

This paper continues first by investigating which leaf 
features are commonly used in leaf classification in previous 
works. Then, KNN, SVM, BP networks, and CNN are also 
investigated in previous works. The performance of these 
classification algorithms against datasets in previous works 
were noted as well as the leaf features used for leaf 
classification. Next, the paper explains how the dataset was 
prepared for supervised and unsupervised learning and for 
classification. The results are then discussed, and the accuracy 
of the classifiers are indicated. The paper then concludes which 
classification algorithm worked best in the context of this 
study, and recommendations are also mentioned for future 
work. 

II. RELATED WORKS 

A. Leaf Features 

There are many techniques that have been introduced to 
extract features from digital leaf images. Leaf shape is the most 
common extracted feature for classification. It is often used 
because of significant differences between leaf shapes of 
different plants. Important indigenous tree species in Leyte 
exhibit differences in their leaf shapes as well. Among the 
various works on leaf classification, the most common 
extracted representations of shape features are the following: 
aspect ratio, eccentricity, compactness / roundness, and 
rectangularity [14, 15, 16]. 

In some research, the leaf’s texture is also considered in its 
classification [14, 17, 18, 19]. This is also an effective way of 
differentiating leaves as some have different textures compared 
to others, especially at a very small scale. The grey level co-
occurrence matrix (GLCM) is commonly used to extract the 
leaf texture features. There are 14 textural features suggested to 
be computed [20]. These statistical features determine 
differences in the intensity of the pixels and the spatial 
relations between them. 

Leaf color can also be used for plant species classification 
especially when there is a difference in leaf color among 
different species [17, 18]. Leaf color features are usually 
extracted along with another attribute, usually leaf shape and 
texture, when there is a subtle difference between leaf color 
among the species. Leaf color features are represented by the 
distribution of color in the image in each of the three color 
planes (red, green, and blue). If an image follows a certain 
distribution, then the color features can be used to identify the 
image. 

B. Mathematical Classifiers 

This study assessed which of the classification algorithms, 

namely k-Nearest Neighbor, Support Vector Machine, Back-

Propagation networks, and Convolutional Neural Networks 

would provide the most accurate results when classifying tree 

leaf images of important indigenous tree species. Related 

research works regarding the use of the algorithms are 

investigated. The commonly extracted features utilized by the 

classifiers are also taken into consideration. 

1) k-Nearest Neighbor (KNN) algorithm: The author in 

[15] implemented the k-Nearest Neighbor (KNN) classifier for 

tree taxonomy. The leaf’s shape features were extracted. It 

was concluded that the classifier best performed when 

eccentricity, a moment invariant and maximal indentation 

depth were the features used. The performance of the KNN 

classifier was low when all the features were used. This was 

because some of the features were redundant and hindered the 

success rate. Also, the success rate improved to almost 90% 

when the user inspected more nearest neighbors (specifically, 

when the k-value was 10). The author in [16] used three shape 

features: slimness (aspect ratio), roundness (compactness), and 

dispersion for classifying leaves using the KNN algorithm. 

The Flavia dataset was used which consists of 32 classes of 

1907 leaf images. The classifier performed best when the k-

value was 3, with an overall accuracy of 94.37% in 

classification. The author in [14] combined leaf shape features 

and leaf texture features for classifying leaves using the KNN 

algorithm. The shape features included aspect ratio, 

rectangularity, narrow factor, circularity, and solidity. 

Meanwhile, contrast, homogeneity, correlation, and energy 

were the texture features extracted using grey level co-

occurrence matrix (GLCM). The classification had an 

accuracy rate of 94%. The author in [6] used leaf venations in 

identifying selected dicot plant species. The leaf venations 

were represented as a graph and relevant graph metrics were 

computed. Each of the graph metrics of the plant species 

served as input to different classifiers including the KNN 

algorithm. The study also used the Support Vector Machine 

(SVM) and Back-Propagation (BP) networks, specifically, 

Multilayer Perceptron (MLP), mathematical classifiers which 

are discussed in the next sections. The KNN classifier 

achieved an accuracy of 21.64% while the SVM and MLP 

classifiers reached 24.85% and 23.65%, respectively. 

According to the authors, this was due to the low cardinality 

of the dataset which was only ten leaves for each of the 50 

plant species. 
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2) Back-Propagation (BP) networks: In [21], the accuracy 

rate of back-propagation (BP) neural networks and k-nearest 

neighbors (KNN) were compared. It was concluded that the 

BP networks produced a higher accuracy rate of 93.3% than 

the KNN, which had an accuracy rate of 85.9%, for a large 

dataset. For an otherwise small dataset, the KNN classifier 

outperforms the BP networks approach. The author in [10] 

also used BP networks in leaf-based classification of plants. 

The classifier produced 96% accuracy rate in classification. 

Both studies used the Flavia dataset and used shape features 

for classification. 

3) Support Vector Machine (SVM): The author in [18] 

utilized SVM for plant leaf recognition. The authors extracted 

the leaf texture and color features which were used by the 

classifier. With color features alone, the classifier produced 

low accurate results. This was because of the high similarity 

between the colors of the leaf images. But, when texture and 

color features were used, the accuracy rate of classification 

went up to 92%. The author in [17] also extracted leaf texture 

and color features for use of the SVM classifier. According to 

the authors, SVM performs well when compared to the KNN 

classifier. The system implemented in their work attained an 

average accuracy of 93.26%. The author in [19], on the other 

hand, only extracted texture features for classification using 

SVM. The classifier had an accuracy of 90.27%. The authors 

concluded that this may be improved if other leaf features 

could also be considered. 

4) Convolutional Neural Networks (CNN): In the study 

[7], CNN was employed for plant leaf recognition. The image 

dataset used was the Flavia dataset and the sizes were changed 

to 229x229 to fit the model. The structure of their proposed 

model had five convolution layers followed by their proposed 

inception module, then the pooling layer of size 8x8. Input 

images also included discolored leaves and damaged leaves. 

Despite the discoloration and damage of the leaves, the system 

has a recognition rate of above 94%. Another work in [8], uses 

a deep convolutional network model. It consists of 16 weight 

layers: 13 convolutional layers and 3 fully connected layers. 

The Flavia dataset was used, and the input images were 

resized into 224x224 pixels. Data augmentation was also 

performed which added the transformations of the initial 

image dataset as input. Because of this, using deep 

convolutional neural network, the system achieved an 

accuracy of 99.9%. The author in [9] also used data 

augmentation on the Flavia dataset. In their work, the images 

were resized to 256x256 pixels. There were three 

convolutional layers with an addition of a PReLU activation 

function after each convolution. The accuracy rate for the 

trained model is greater than 94.6% on 32 kinds of plants. 

III. METHODOLOGY 

The tree species identified were limited to important 
indigenous tree species in Leyte due to the small number of 
tree classes which can all be classified through the tree’s 
leaves. The 25 tree species to be classified are listed in 
Table I. The leaves of important indigenous trees were 

collected from the forest reserve of the Visayas State 
University. The trees from which the leaves were collected 
have already matured spanning the ages between 15-20 years 
old. The framework shown in Fig. 1 depicts the different 
processes that were involved in the study which mainly 
applies image processing and the leaf classification 
techniques. Supervised learning is when the dataset was 
labeled. This was when KNN, SVM, and BP networks were 
used for training. Meanwhile in unsupervised learning, the 
dataset used was unlabeled and CNN was used for the training 
phase. 

A. Image Acquisition and Preparation 

With the help of an expert on taxonomic classification of 
important indigenous tree species, leaves were collected and 
scanned immediately using a scanner to control the image 
quality. The images were manually categorized according to 
its species and stored in their respective folders. A sequence of 
pre-processing techniques was performed that would make 
these images appropriate for extracting related information. 
The techniques included cropping, to emphasize the region of 
interest; scaling, to reduce the image size; and applying noise 
removal operation, to improve the image quality. 

TABLE I. LIST OF TREE SPECIES CLASSIFIED 

Family Name Scientific Name Local Name 

Anacardiaceae Dracontomelon dao Dao 

Calophyllaceae Calophyllum blancoi Bitanghol 

Dipterocarpaceae Shorea astylosa Yakal 

Dipterocarpaceae Hopea plagata Yakal Saplungan 

Dipterocarpaceae Shorea contorta White Lauan 

Dipterocarpaceae Shorea almon Almon 

Dipterocarpaceae Shorea squamata Mayapis 

Dipterocarpaceae Dipterocarpus grandiflorus Apitong 

Dipterocarpaceae Shorea falciferoides Yakal Yamban 

Dipterocarpaceae Shorea guiso Guijo 

Dipterocarpaceae Hopea philippinensis Gisok-gisok 

Dipterocarpaceae Dipterocarpus validus Hagakhak 

Dipterocarpaceae Parashorea malaanonan Bagtikan 

Dipterocarpaceae Shorea polysperma Tanguile 

Dipterocarpaceae Dipterocarpus kerrii Malapanau 

Dipterocarpaceae Hopea malibato Yakal Kaliot 

Euphorbiaceae Securinega flexuosa Anislag 

Fabaceae Afzelia rhomboidea Tindalo 

Fabaceae Pterocarpus indicus Narra 

Fagaceae Lithocarpus llanosii Ulayan 

Lamiaceae Vitex parviflora Juss. Molave 

Lecythidaceae Petersianthus quadrialatus Merr. Toog 

Myrtaceae Xanthostemon verdugonianus Naves Mangkono 

Sterculiaceae Pterospermum acerifolium Willd. Bayog 

Tiliaceae Diplodiscus paniculatus Turcz. Balobo 
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Fig. 1. Conceptual framework of the study. 

B. Image Segmentation 

The leaf images were first converted into grayscale. 
Afterwards, Gaussian filter of size (25, 25) was applied to 
smooth the image. Next, adaptive image thresholding using 
Otsu’s thresholding method was applied. Lastly, 
morphological closing was applied to close any holes present 
in the leaf. Fig. 2 shows how the image was transformed in 
preparation for feature extraction. 

 
Fig. 2. Image segmentation techniques. 

C. Feature Extraction 

Feature extraction was performed to get useful information 
that served as basis for leaf classification. Shape, color, and 
texture features were extracted from the leaf images. Boundary 
extraction was first done before calculating the shape features. 
Leaf boundary extraction was done using contours. The shape 
features that were calculated from the leaf images are area, 
roundness, aspect ratio, eccentricity, and rectangularity. For 
leaf color feature extraction, the original colored image was 
converted from RGB to HSV to get the hue, saturation, and 
value. The mean, standard deviation, skewness, and kurtosis of 
the HSV values were calculated. The texture features were 
extracted using the grey level co-occurrence matrix (GLCM). 
The 14 Haralick textural features (angular second moment, 
contrast, correlation, etc.) were computed. The original colored 
image was converted from RGB to grayscale before computing 
for the 14 features. 

D. Feature Selection 

All the extracted features, especially the texture features, 
may be correlated to each other. This means that there may be 
redundant features that do not contribute information for 
classification. So, feature selection was employed to find the 
most suitable features to improve the accuracy of classification. 
Feature selection was done using Pearson’s correlation through 
the Waikato Environment for Knowledge Analysis (Weka) 
tool. 

E. Training and Classification Phase 

The training dataset was composed of 80% of the total 
number of acquired images. To determine which set of leaf 
features was best for classification, shape, texture, and color 
features were first used individually for training and 
classification then, a combination of two features, and finally, 
all three leaf features were used as basis for classification. The 
KNN, BP, and SVM classification algorithms were used for 
training and classification of the tree leaf species through the 
Weka tool. 

For training and classification through CNN, TensorFlow 
was used to build the classification model. 80% of the image 
dataset was also used for training and 10% of the image dataset 
was used for validation. The mini-batch gradient descent 
learning algorithm was applied on the dataset with 32 batches 
processed at each time. This means that 789 batches per epoch 
were processed to go over the 25,271 images. The learning 
process went for 250 epochs and the validation dataset was 
used as reference to determine the performance of the model 
for each epoch. 

When compiling the model, the standard cross-entropy loss 
was used to calculate the error rate of prediction from the 
original value. Categorical class classification was used to 
predict from 25 tree species/classes. The adam optimizer was 
used to adjust how the model learns during the training 
process. Finally, the accuracy was used to determine how the 
model can correctly predict the tree species using the validation 
dataset during training phase. 
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F. Testing Phase 

The remaining 20% of the total number of images was used 
as test dataset. The same feature extraction processes were 
performed on the dataset and then classification was carried out 
by the classifiers. For testing the best CNN model, 10% of the 
image dataset was used. The accuracy of the classifiers was 
computed using (9): 

 ccuracy 
number of correctly classified images

total number of testing images
       (1) 

In addition, the following evaluation metrics for 
classification models were also computed: 

Precision 
True Positives  TP 

True Positives (TP)   False Positives  FP 
     

 ecall 
True Positives  TP 

True Positives (TP)   False Negatives  FN 
       (3) 

 pecificity 
True Negatives  TN 

True Negatives (TN)   False Positives  FP 
       (4) 

F   core 
    Precision    ecall

Precision    ecall
       (5) 

G. Building the CNN Model 

The CNN architecture used in this study, shown in Fig. 3, 
was inspired by a similar architecture albeit with modifications 
to the parameters and configurations used in [22]. The dataset 
first passes through convolution layers followed by activation 
layers, and then pooling layers. This sequence of layers is 
repeated twice to add more hidden layers. Lastly, the fully 
connected network acts as the classifier for the model. 

 
Fig. 3. Convolutional neural network architecture of the study. 

The convolutional layers extract features from the input 
images. The number of filters follows the trend of 32-64-128 
filters. Rectified Linear Unit (ReLU) activation was used for 
the activation layers. Pooling layers have a filter size of 2x2 
with a stride of two which shrinks the dimensions of the data 
by half. After passing through the convolution-activation-
pooling sequence twice, the final output was flattened into a 
vector and fed into a fully connected dense network. The first 
dense layer has 256 nodes followed by a batch normalization 
layer which standardizes the input before being activated by a 
ReLU function. Dropout layer follows next to prevent 

overfitting. The last dense layer has 25 nodes activated by 
softmax activation layer which allows the model to predict 
from 25 tree species with the highest probability. Table II 
depicts the layers and their corresponding output shape as well 
as the number of parameters. 

TABLE II. SUMMARY OF THE MODEL 

Layer (type) Output Shape Param # 

conv2d (Conv2D) (None, 126, 126, 32) 896 

activation (Activation) (None, 126, 126, 32) 0 

max_pooling2d (MaxPooling2D) (None, 63, 63, 32) 0 

conv2d_1 (Conv2D) (None, 61, 61, 64) 18496 

activation_1 (Activation) (None, 61, 61, 64) 0 

max_pooling2d_1 (MaxPooling2D) (None, 30, 30, 64) 0 

conv2d_2 (Conv2D) (None, 28, 28, 128) 73856 

activation_2 (Activation) (None, 28, 28, 128) 0 

max_pooling2d_2 (MaxPooling2D) (None, 14, 14, 128) 0 

flatten (Flatten) (None, 25088) 0 

dense (Dense) (None, 256) 6422784 

batch_Normalization 

(BatchNormalization) 
(None, 256) 1024 

activation_3 (Activation) (None, 256) 0 

dropout (Dropout) (None, 256) 0 

dense_1 (Dense) (None, 25) 6425 

activation_4 (Activation) (None, 25) 0 

Total params: 6,523,481 

Trainable params: 6,522,969 

Non-trainable params: 512 
  

IV. RESULTS AND DISCUSSIONS 

The total number of leaf images scanned is 31,508. This 
includes both the top and underneath sides of the leaf. The 
distribution of the images per tree species is shown in Table III. 

TABLE III. NUMBER OF IMAGES PER TREE SPECIES 

Class No. of images Class No. of images 

almon 1258 mayapis 1184 

anislag 1264 molave 1212 

apitong 1112 narra 1328 

bagtikan 1308 tanguile 1284 

balobo 1300 tindalo 1404 

bayog 1282 toog 1208 

bitanghol 1240 ulayan 1300 

dao 1526 white lauan 1158 

gisok-gisok 1236 yakal 1164 

guijo 1386 yakal kaliot 1224 

hagakhak 1252 yakal saplungan 1198 

malapanau 1234 yakal yamban 1216 

mangkono 1230   
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A. Supervised Learning Results 

The shape, color, and texture features were computed through 
Python code and saved in a .csv file. These were then used for 
training and classification by KNN, SVM, and BP networks 
using Weka. Fig. 4 shows the accuracy of the classifiers with 
the corresponding leaf features as input. 

 
Fig. 4. Accuracy of classifiers through supervised learning. 

The individual sets of leaf features produced relatively low 
values of accuracy, the lowest being only 51.3% using the leaf 
color features by the SVM classifier. As the number of leaf 
features used was added, the accuracy improved. Among the 
two sets of leaf features used, color and texture features 
produced the best accuracy by the three classifiers with BP 
classifier having an accuracy of 90.65%. With the color, shape, 
and texture features used, the KNN classifier displayed 
91.873% accuracy, and the SVM classifier displayed 89.873% 
accuracy. Meanwhile, the BP classifier showed the best 
accuracy among the three with 93.4762%. Table IV shows the 
time taken to build the models with the corresponding 
combination of leaf features extracted. 

TABLE IV. TIME (IN SECONDS) TO BUILD THE MODEL THROUGH 

SUPERVISED LEARNING 

Features Extracted KNN SVM BP 

Color 0.02 4.98 147.67 

Shape 0.01 2.39 115.01 

Texture 0.01 6.36 265.35 

Color + Shape 0.03 4.46 188.51 

Color + Texture 0 6.8 403.79 

Shape + Texture 0 5.9 306.68 

All three features 0.02 6.63 463.54 

Using the model built through back-propagation network, 
a confusion matrix was derived. Table V shows a high 
performance of the BP model in classifying tree species 
through leaf images with up to 99% precision. 

B. CNN Model Results 

The training and validation performance of the CNN 
model is shown in Table VI. It took an accumulated time of 
about 50 hours to finish the training and validation phase due 
to the numerous digital leaf images. For choosing the best 
CNN model, it is generally ideal to choose a model with the 
best training and validation accuracy as well as the least 

training and validation loss rate. The best training accuracy 
rate is 98.62% at epoch 240 while the least loss value is 
0.0431 at epoch 245. However, the best model can be 
observed at epoch 249, with a significant validation accuracy 
rate of 98.79% and a loss value of 0.0554. 

TABLE V. EVALUATION METRICS OF THE BP MODEL 

Class Precision Recall Specificity F1 Score 

almon 97.08% 92.46% 99.88% 94.72% 

anislag 98.37% 48.02% 99.97% 64.53% 

apitong 99.10% 98.21% 99.97% 98.65% 

bagtikan 82.76% 92.31% 99.17% 87.27% 

balobo 99.62% 99.62% 99.98% 99.62% 

bayog 96.12% 96.88% 99.83% 96.50% 

bitanghol 95.74% 99.60% 99.82% 97.63% 

dao 93.22% 90.46% 99.67% 91.82% 

gisok-gisok 84.59% 95.16% 99.29% 89.56% 

guijo 96.30% 94.20% 99.83% 95.24% 

hagakhak 91.54% 98.81% 99.62% 95.04% 

malapanau 97.48% 93.55% 99.90% 95.47% 

mangkono 97.00% 91.13% 99.88% 93.97% 

mayapis 90.46% 92.37% 99.62% 91.40% 

molave 89.59% 98.77% 99.54% 93.96% 

narra 91.04% 92.42% 99.60% 91.73% 

tanguile 93.98% 97.66% 99.74% 95.79% 

tindalo 93.20% 97.86% 99.67% 95.47% 

toog 84.36% 96.67% 99.29% 90.10% 

ulayan 91.82% 95.00% 99.64% 93.38% 

white lauan 89.71% 94.37% 99.59% 91.98% 

yakal 100.00% 97.42% 100.00% 98.70% 

yakal kaliot 97.56% 98.36% 99.90% 97.96% 

yakal saplungan 96.76% 87.08% 99.88% 91.67% 

yakal yamban 97.98% 99.59% 99.92% 98.78% 

TABLE VI. TRAINING AND VALIDATION LOSS AND ACCURACY OF THE 

CNN MODEL 

Epoch No. 
Training Validation 

Loss Accuracy Loss Accuracy 

1 2.436 0.2602 1.8804 0.3785 

25 0.2588 0.916 0.6342 0.8428 

50 0.15 0.9507 0.6239 0.8597 

75 0.1079 0.9663 0.3062 0.9228 

100 0.0959 0.9701 0.1508 0.9563 

125 0.0729 0.9765 0.2956 0.9391 

. . . . . 

. . . . . 

. . . . . 

240 0.0446 0.9862 0.1643 0.9601 

245 0.0431 0.9857 0.1349 0.9688 

249 0.0503 0.9843 0.0554 0.9879 

250 0.0497 0.985 0.1343 0.9707 
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Fig. 5. Accuracy plot of the models by epoch 

 
Fig. 6. Loss plot of the models by epoch 

Fig. 5 shows the CNN model accuracy by epoch while Fig. 
6 shows the CNN model loss values by epoch. It is 
demonstrated in Fig. 5 that the model has learned significantly 
at epochs 1-25 and the accuracy during training and validation 
continues to improve. It also shows the model’s improving 
performance in the validation phase is not significantly 
different from the training phase. 

TABLE VII. EVALUATION METRICS OF THE CNN MODEL 

Class Precision Recall Specificity F1 Score 

almon 99.21% 100.00% 99.97% 99.60% 

anislag 94.74% 100.00% 99.77% 97.30% 

apitong 94.07% 99.11% 99.77% 96.52% 

bagtikan 96.30% 100.00% 99.83% 98.11% 

balobo 99.23% 99.23% 99.97% 99.23% 

bayog 99.21% 97.66% 99.97% 98.43% 

bitanghol 100.00% 100.00% 100.00% 100.00% 

dao 100.00% 94.08% 100.00% 96.95% 

gisok-gisok 98.35% 95.97% 99.93% 97.14% 

guijo 100.00% 97.10% 100.00% 98.53% 

hagakhak 98.43% 99.21% 99.93% 98.81% 

malapanau 98.40% 99.19% 99.93% 98.80% 

mangkono 100.00% 97.58% 100.00% 98.78% 

mayapis 97.52% 100.00% 99.90% 98.74% 

molave 100.00% 98.36% 100.00% 99.17% 

narra 98.50% 99.24% 99.93% 98.87% 

tanguile 100.00% 100.00% 100.00% 100.00% 

tindalo 98.58% 99.29% 99.93% 98.93% 

toog 96.75% 99.17% 99.87% 97.94% 

ulayan 99.23% 99.23% 99.97% 99.23% 

white lauan 98.31% 100.00% 99.93% 99.15% 

yakal 100.00% 98.28% 100.00% 99.13% 

yakal kaliot 100.00% 99.18% 100.00% 99.59% 

yakal saplungan 100.00% 92.50% 100.00% 96.10% 

yakal yamban 96.83% 100.00% 99.87% 98.39% 

The trained CNN model at epoch 249 was used for 
classifying the testing image dataset. Out of 3,151 images, the 
model was able to correctly classify 3,104 leaves according to 
their tree species. Therefore, the model has an accuracy rate of 
98.5%. 

A confusion matrix was derived from classifying the 25 
tree species using the CNN model. Evaluation metrics were 
derived from the confusion matrix as shown in Table VII. This 
reflects the model’s high performance in classifying the  5 
tree species especially the bitanghol and tanguile tree species 
with a recognition rate of 100%. 

V. CONCLUSIONS AND RECOMMENDATIONS 

The study was able to extract the leaf color, shape, and 
texture features from digital images of leaves of important 
indigenous tree species using image processing techniques. A 
combination of these features was used for classification by 
three machine learning algorithms: k-Nearest Neighbor 
algorithm, Backpropagation networks, and Support Vector 
Machine. Among the possible leaf features combinations, it 
shows that using all the three features provides higher 
accuracy of classification compared to using just one or a 
combination of two leaf features. BP networks also provides 
the highest accuracy with 93.48% out of the three supervised 
machine learning algorithms for this study. However, the 
model built using Convolutional Neural Network has an 
accuracy rate of 98.5% making it the best approach for 
classification of tree species using digital leaf images in the 
context of this study. 

It is recommended to include more tree species for 
classification as well as adding more shape features, and even 
more leaf features like leaf venation, in the case of supervised 
learning. This may reduce the likelihood of Type I and Type II 
classification errors. Modifying the configurations in building 
the CNN model is also recommended to further increase the 
accuracy rate. The models could also be trained in order to 
recognize unknown classes or images that are outside of the 
training dataset. Additionally, using other devices to acquire 
more detailed leaf images, such as digital SLR cameras or 
hyperspectral imaging devices, could also be used to extract 
more features from leaves for a more accurate classification. 
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Abstract—Over the last 10 years, Arabic language have 

attracted researchers in the area of Natural Language 

Processing (NLP). A lot of research papers suddenly emerged in 

which the main work was the processing of Arabic language and 

its dialects too. Arabic language processing has been given a 

special name ANLP (Arabic Natural Language Processing). A lot 

of ANLP work can be found in literature including almost all 

NLP applications. Many researchers have been attracted also to 

Arabic linguistic knowledge. The work expands from Basic 

Language Analysis to Semantic Level Analysis. But Arabic text 

semantic analysis cannot be held without considering 

diacritization, which can greatly affect the meaning. Many 

Arabic texts are written without diacritization, and Diacritizing 

them manually is a very tiresome process that may need an 

expert. Automatic diacritization systems became a demand as an 

initial step for processing Arabic text for any Arabic Language 

Processing application as Arabic diacritization is very important 

to get a readable and understandable Arabic text. For this 

reason, many researchers recently worked on building systems 

and tools that automatically diacritize un-diacritized Arabic 

texts. This work presents a novel deep learning-based sequence-

to-sequence model to diacritize un-diacritized Arabic poems. The 

proposed model was tested and achieved high diacritization 

accuracy rate. 

Keywords—Text diacritization; deep learning; sequence-to-

sequence; regex; tokenization; ANLP 

I. INTRODUCTION 

Arabic language is spoken by more than 360 million 
people, and its speakers are distributed in the Middle East, and 
many other neighboring regions. It is noteworthy to know that 
it is one of the six official languages of the United Nations. 
Some ANLP work in literature includes sentiment analysis 
[1], machine translation [2], dialect identification [3], Named 
Entity Recognition NER [4], question answering [5], 
summarization [6], etc. What makes Arabic special and 
challenging at the same time is the diacritization. Diacritics 
play an important role for understanding the meaning of 
Arabic statements. Undiacritized Arabic sentence may be 
ambiguous and difficult to understand. Arabic text is naturally 
written in some percentage of diacritics to avoid misleading 
meaning. The percentage of these diacritics depends on the 
context or the domain. For example, religious text like the 

Holy Quran is fully diacritized to minimize chances of 
understanding it incorrectly. Hadeeth books are also 
diacritized with high percentage. So are kids‟ educational 
books. Classical literature and poetry tend to be partially 
diacritized as well. However, newspapers and other genre are 
rarely diacritized. Naturally Arabic text consists of two classes 
of symbols: letters and diacritics. Letters comprise long 
vowels such as A, y, w as well as consonants. Diacritics on the 
other hand comprise short vowels, gemination markers, 
nunation markers, as well as other markers (such as hamza, 
the glottal stop which appears in conjunction with a small 
number of letters, dots on letters, elongation, and emphatic 
markers) which in all, if present, render an exact precise 
reading of a word. The remaining of this paper is organized as 
follows: A literature survey of the recent work in this area can 
be found in the following section. Section III describes the 
approach proposed by this paper. Experimental work is 
demonstrated in Section IV. Section V presents the Results 
and Discussion. Conclusion and suggestions for future work 
can be found in Section VI. 

II. LITERATURE REVIEW 

A lot of Arabic Natural Language Processing ANLP work 
has been done in literature. For instance, Farghaly and Shaalan 
started their investigations in 2009. Their research showed the 
significance of the Arabic language and its properties. Their 
work also discussed the challenging characteristics of the 
language like agglutination and morphological non-
concatenation [7]. Habash in 2010 [8] has wrote a 
comprehensive survey about Arabic language characteristics 
and features. The survey wasn‟t limited only to Modern 
Standard Arabic (MSA) but also, it‟s dialects. Habash‟s 
survey extended to talk about different orthographic, 
morphological and syntactic aspects of this language in 
details. Five years later another ANLP comprehensive survey 
of Shoufan and Alameri [9] has been published. The authors 
proposed a general categorization of dialectical Arabic 
language processing into four main classes: (1) Basic 
Language Analyses (BLA). (2) Building Resources (BR), (3) 
Language Identification (LI) and (4) Semantic-Level Analysis 
(SemA). Their survey can be considered as a reference for 
knowing relevant contributions that address a specific ANLP 
aspect for Arabic dialects. 

https://www.sciencedirect.com/topics/computer-science/natural-language-processing
https://www.sciencedirect.com/topics/computer-science/natural-language-processing
https://www.sciencedirect.com/topics/computer-science/syntactics
https://www.sciencedirect.com/science/article/pii/S1319157818310553#b0510
https://www.sciencedirect.com/topics/computer-science/level-semantics
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Moving to automatic Arabic diacritization attempts found 
in literature, Diab and Habash [10] studied the impact of 
Arabic diacritization on statistical machine translation (SMT). 
Their research confirmed that the SMT performance is 
positively affected by the presence of diacritization to the 
extent that would make it robust to slightly high OOV rates. 
They reported that diacritization step is needed before 
translation attempts to achieve high SMT performance. In 
2008, Shaalan el al [11] used SVM to diacritze undiacrtized 
Arabic text and they achieved accuracy rate of 95.3% and 
82% F-measure, but their technique only adds diacritics to the 
last letter of the word, while the diacritization of internal 
letters can affect the meaning, for example عمّان means 
(Amman – Captial of Jourdan) and عُمان (Oman - Arabian 
Country). In 2016, Bouamor et al [12] limited their study to 
three types of diacritical marks: short vowels, nunation, and 
shadda (gemination). They were mainly interested in reducing 
the time consumed in Diacritizing undiacritized Arabic text, 
so they conducted a pilot study for a minimum diacritization 
scheme. Their proposed scheme mainly encoded the most 
relevant differentiating diacritics to reduce confusability 
among words that are homographs but not homophones. They 
finally confirmed that it is difficult to build such a scheme 
because of subjectivity and they promised to dig deeper in 
future work. In 2017, Darwish et al [13] built an Arabic 
diacritizer using a Viterbi decoder to diacritize every word 
including stems and all morphological patterns. Their 
diacritizer also used transliteration mining combined with 
sequence labeling to diacritize named entities that have 
English transliterations. They also used SVM but combined 
with some filters, and they achieved good results for case 
ending diacritization. In the same year, Fashwan and Alansari 
[14] used morphological and syntactic processing to discretize 
Arabic texts, in which Morphology-dependent that selects the 
best internal diacritized form of the same spelling, whereas 
Syntax-dependent that detects the best syntactic case of the 
word within a given sentence using the parsing tree of that 
sentence. In their discussion section they stated that they need 
to improve their system through adding more morphological 
and syntactic Arabic rules. In 2018, Alosaimy et al [15] have 
created a tool for accurate diacritization of highly cited texts 
by automatically “borrowing” diacritization from other 
citations using n-grams matching, and they used the well-
known sunnah book „Riyad Al Salheen‟ to test their tool. They 
reported a high accuracy in their conclusion, but their tool 
only works with highly cited texts. Darwish et al [16] in the 
same year, limited their study to Moroccan and Tunisian 
Arabic, using deep neural networks DNN, and they reported a 
small error rate for both languages. In 2019, Fadel et al [17], 
used Feed-Forward Neural Network (FFNN) and Recurrent 
Neural Network (RNN), to diacritize Arabic texts. Their 
models were trained using 50 epochs and tested only on the 
available benchmark datasets, and they reported a good 
diacritization results. M. Madhfar, A. M. Qamar in 2021 [18], 
used simple baseline deep learning model, encoder-decoder 
model, and encoder model that is used in text-to-speech 
system. The authors mainly studied the impact of presence and 

absence of diacritics on a text-to-speech, and they concluded 
that diacritics play a major role in the successfulness of almost 
all ANLP applications. They also stated that there is a big 
difference between Modern Standard Arabic (MSA) and 
Classical Arabic (CA) language, the fact that makes the 
problem more challenging and data demanding. Abuali and  
Kurdy in 2022 [19], studied the relationship between the full 
diacritization of the Arabic text and the quality of the speech 
synthesized in screen readers, and they came up with a 
conclusion that it is mandatory to diacritize Arabic text before 
converting it to audio. Thompson and Alshehri [20] in 2022, 
stated that training a diacritizer to diacritize and translate 
Arabic text is much better than training the model to only 
diacritize the text as it resolves a lot of ambiguity issues. The 
authors used the standard data splits of Diab et al. [21], and 
they achieved a low error rate of 4.8% on the Penn Arabic 
Tree-bank datasets. 

III. DATASET 

In this work, we collected a variety of textual sentences 
along with their diacritized version. The sentences varied in 
lengths and contexts (talking about different topics) in Arabic 
Language. Fig. 1 depicts the histogram of the different 
sentence lengths in our data (number of characters is used to 
measure sentence length). As you can see from the figure, 
nearly all the data are concentrated at lengths less than half of 
the maximum length in both the un-diacritized (Yellow) and 
diacritized sentences (Blue) which is a good reason to use the 
half of the maximum length as a padding length in the data 
preprocessing stage. More about the padding and data 
preprocessing will be explained in the next section. 

The collected data contains 2000 sentences being 
represented as an ordered set of characters in the input and 
their equivalent 2000 sentences characters and their 
diacritization in the output Table I. This research, unlike 
related work in literature covers all types of diacritization of 
Arabic language (Harakat) such as: Fataha, Kasara, Damma, 
Skoon, Fathatan, Kasratan, Dammatan and Shaddah. 

 
Fig. 1. Histogram of the lengths of the sentences diacritized (Blue) and un-

diacritized (Yellow). 

https://www.semanticscholar.org/author/M.-Madhfar/1417217291
https://www.semanticscholar.org/author/A.-M.-Qamar/34722833
https://www.researchgate.net/scientific-contributions/Batool-Abuali-2226281843?_sg%5B0%5D=oVNEZ8-H8M3KjnHotGDStIp0io6Nn_fUD3rPtIMtL8mSWlO3Aon4lLJIYki_tdfw_L0s6sY._wF3Q_xZN85_QW48Dr1baZlicy3JIKD6m5hUsTg8AjINoOjW-zEVPJb4Gay7AKe3IVieANPNrXiCjJzFQCkl3A&_sg%5B1%5D=N79BWNbR7KuGKhqRwMHCiSI3DZujSPDtLkG-XAuUArlIbOJUzh8xK-3CF85DmyuCh8eEC5g.qVNLoNm08SiIDfauj2Qm530Oc-PCRpKiGVFBkyR7GH888rzjgfQEpIQ4WsL41hj48ZjWXTtCZgokkPj87wS2ow
https://www.researchgate.net/profile/Mohamad-Bassam-Kurdy-2?utm_content=businessCard&utm_source=publicationDetail&rgutm_meta1=AC%3A13751761
https://www.researchgate.net/profile/Mohamad-Bassam-Kurdy-2?utm_content=businessCard&utm_source=publicationDetail&rgutm_meta1=AC%3A13751761
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TABLE I. EXAMPLE OF INPUT / OUTPUT TEXT SEQUENCE 

 

 

Input 

Sequence 

كزنك كبٌ يٍ أهذاف حشكخ الاستششاق خذيخ 

يخططبد انيهىد في هذو الإسلاو وانتًكيٍ نهى في 

فهسطيٍ عٍ طشيق تشىيه انتبسيخ انعبو، وتأكيذ 

حق انيهىد في فهسطيٍ، ورنك يب يشيش إنيه 

انًشحىو انذكتىس محمد انجهي ثقىنه: إٌ هؤلاء 

أقجهىا عهى الاستششاق لأسجبة ديُيخ، وهي 

يحبونخ إضعبف الإسلاو وانتشكيك في قيًته 

وإثجبد فضم انيهىد عهى الإسلاو ثبدعبء أٌ 

انيهىديخ هي يصذس الإسلاو الأول، ولأسجبة سيبسيخ 

تتصم ثخذيخ انصهيىَيخ فكشح أول، ثى دونخ 

ثبَي. ولا يغيت عٍ ثبنُب أٌ انًستششقيٍ هى 

انزيٍ طشحىا عهى إَجهتشا فكشح إَشبء وطٍ 

قىيي نهيهىد في فهسطيٍ في يؤتًش نُذٌ 

 انًُعقذ في سُخ سجع وتسعًئخ وأنف

 

 

Output 

Sequence 

هْذَافِ حشََكَخِ الاستِْششَْاقِ خذِْيَخُ 
َ
كَزَنِكَ كَبٌَ يٍِْ أ

يُخطََّطَبدِ انْيَهُىدِ فِي هَذْوِ الإِْسلاوِ وَانتًَّْكِيٍُ نَهُىْ فِي 

كِيذِ 
ْ
فِهِسطِْيٍَ عٍَْ طشَِيقِ تَشىِْيهِ انتَّبسِيخِ انْعَبوِ ، وَتَأ

حَقِ  انْيَهُىدِ فِي فِهِسطِْيٍَ، وَرَنِكَ يَب يُ شِيشُ إِنَيْهِ 

انًَْشْحُىوُ انذُّكْتُىسُ يُحََّذٌ انْجَهِيُّ ثِقَىْنِهِ: إٌَِّ هَؤُلاءِ 

قْجَهُىا عَهَى الاستِْششَْاقِ لأسَجَْبةٍ دِيُِيَّخٍ، وَهِيَ 
َ
أ

يُحَبوَنَخُ إِضْعَبفِ الإِْسلاوِ وَانتَّشكِْيكُ فِي قِيًَتِهِ 

 ٌَّ
َ
وَإِثْجَبدُ فَضْمِ انْيَهُىدِ عَهَى الإِْسلاوِ ثِبدِ عَبءِ أ

انْيَهُىدِيَّخَ هِيَ يَصْذَسُ الإِْسلاوِ الأوََّلُ، وَلأسَجَْبةٍ سِيَبسِيَّخٍ 

وَّلً، ثُىَّ دَوْنَخً 
َ
تَتَّصِمُ ثِخذِْيَخِ انصِ هْيَىَِْيَّخِ فِكْشَحً أ

ثَبَِيً. وَلا يَغِيتُ عٍَْ ثَبنَُِب أٌََّ انًُْستَْششِْقِيٍَ هُىْ 

انَّ زِيٍَ طَشَحُىا عَهَى إَِْجهِْتِشَا فِكْشَحَ إَِْشبَءِ وَطٍٍَ 

قَىْيِيٍ  نِهْيَهُىدِ فِي فِهِسطِْيٍَ فِي يُؤْتًََشِ نَُْذٌََ 

نْفٍ 
َ
 انًُُْْعَقِذِ فِي سََُخِ سجَْعٍ وَتِسعًِِْئَخٍ وَأ

IV. THE PROPOSED APPROACH 

Using our collected diacritized dataset, the proposed 
methodology exploits techniques in Deep Learning and Text 
Analysis to diacritize un-diacritized Arabic text. The objective 
is to take an input un-diacritized text and output its equivalent 
diacritized text. Unlike most of work in literature that used 
regular text analysis or statistical text classification to partially 
diacritize un-diacritized Arabic text, we used sequence-to-
sequence model to diacritize text through mapping the input 
sequence of un-diacritized characters into diacritized ones. In 
our work, we clean the input and output texts and generate a 
parallel map between the two texts as a first stage to be able to 
train the deep learning model as a second stage. A further 
explanation of both stages can be found in the following 
subsections: 

A. Data Preprocessing 

In the data preprocessing stage, several text processing 
techniques were utilized. At first, data cleaning was used to 
remove irregular characters from the data such as “\ufeff” 

and “\u200f” which appeared so often because the data was 

stored in a bytes-like fashion. Then, regular expressions were 
used to remove any irregular character to Arabic language 
from the data including but not limited to English characters, 
question marks, dashes, dollar signs, asterisks, etc. Fig. 2 
shows the regex we used to remove all the strange characters 
from the data. After that we tokenized the input and output 
text into their letters and diacritization (character wise 
tokenization). The character tokenization was done to make 
the model predicting the diacritic per character not per word. 
Following tokenization, we padded the sequences to a 
maximum length which we chose to be half of the maximum 
length and because of limitations on computational power. 
After the padding, we extracted all the unique tokens from the 

input text and output diacritized text which was 36 (Arabic 
characters count) and 44 characters (Characters + diacritics) 
respectively. The strength of the regex we used was the main 
reason to be able to extract the unique characters of the data 
and to make it ready for use. We then used these unique 
characters to do one hot encoding of the data to be able to use 
them for deep learning training. Fig. 3 depicts the steps of the 
text preprocessing stage. 

 
Fig. 2. Regex symbols used in this work to clean data. 

 
Fig. 3. The basic steps of text preprocessing stage. 

B. Sequence-to-Sequence LSTM Model 

After the text preprocessing stage, a sequence-to-sequence 
language model was built. The input to the model was the 
padded sequence one hot encoding of characters obtained 
from the text preprocessing stage. The sizes of the input data 
array and output data array were (4000, 4994, 36) and (4000, 
9124, 44) respectively. The 4000 represents the total number 
of sentences we had that is why it is fixed in both input and 
output arrays. 4994 and 9124 indicate the padding length of 
the inputs and outputs respectively (half of the maximum 
length of both). Lastly, the 36 and 44 represent the number of 
unique tokens in the input and output respectively. The 
sequence-to-sequence model can generally be seen as 
encoder-decoder model. The encoder model has an input layer 
and an LSTM layer of 200 nodes. The decoder model has also 
input layer, LSTM layer of 200 nodes and output dense layer 
of the 44 output nodes (the unique output tokens). The 
activation functions used was SoftMax in the output layer. The 
model has in total 394,444 trainable parameters. We used 
Adam optimizer, and categorical_cross_entropy loss. 25% of 
the data were used for validation with 200 epochs. We used 
LSTM layer because of its ability to capture long sequence 
dependencies which is of great help in language modeling. 
The results obtained are discussed in the next section. 

V. RESULTS AND DISCUSSION 

This section demonstrates the experimental work done to 
evaluate our model. We used Google Colab GPU using a high 
RAM station to train the model. Training the 200 epochs took 
more than 6 hours. Due to the very long time of training, we 
used the first 50 epochs to show the accuracy results that was 
92.12.  However, after training the model for the complete 200 
epochs later, we obtained an accuracy rate of 96.83%. The 
accuracy was a good metric for testing the model predictions 

Data Cleaning Regex Tokenization 

Padding 
Unique Tokens 

Extraction 
One Hot 
Encoding 
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because the padding length didn‟t use lots of zeros because 
most of the data were concentrated in that length. However, 
we also used loss as an evaluation metric. The Model loss for 
the first 50 epochs is recorded in the figures below (Fig. 4). It 
reached below 0.19 for training and below 0.22 for validation. 
After the end of the 200 epochs, the loss obtained was 0.074 
and the validation was 0.080. It seems clearly that the model 
isn‟t overfitting and obtaining excellent results. 

To test the model, we needed to convert the sentence into 
all its corresponding characters and feed them into the trained 
model and recollect the characters predicted to get the output 
correct sequence. The results are clearly outperforming 
previous methods and are a good potential for the use of 
sequence-to-sequence modeling for automatic text 
diacritization. We can see that the main reasons for obtaining 
these excellent results are due to the correct data 
cleaning/preprocessing using regex and ell the text 
preprocessing steps. In addition, the padding length does not 
allow the use of lots of zeros in the sequence the thing that 
made the data represented in an excellent manner. In addition, 
the size of the validation data along with the absence of 
correlation between the features (because of one-hot 
encoding) allowed the model not to be overfitting. One of the 
main strengths of this work also, was that we extracted the 
exact unique tokens of both input and output which allowed 
the sequence-to-sequence model to perform excellently and 
outperform preceding sequence-to-sequence models. In the 
most recent research in literature RNNs and LSTMs were used 
but without the text preprocessing steps and size settings, they 
failed in obtaining high results using sequence-to-sequence 
models due to their inability to extract the exact unique tokens 
of diacritics and Arabic language. 

 

 
Fig. 4. The Accuracy/Loss vs epochs for the model training for the first 50 

epochs. 

VI. CONCLUSION AND FUTURE WORK 

This work achieved a high accuracy rate and low loss rate 
that outperforms results found in literature using sequence-to-
sequence model to diacritrize Arabic text. The main strength 
points in this work compared to related work in literature are: 

1) The coverage of all Arabic diacritics rather than 

focusing on certain diacritics. 

2) Diacritizing the whole word rather than diactrizing the 

end of it, and 

3) The good text preprocessing and the extraction of 

unique tokens before using the LSTMs to diacritize the un-

diacritized text. 

As a future work, we are planning to gather more data for 
further evaluation of our proposed model. We are also 
planning for using transfer learning to evaluate different deep 
learning models applied for the same problem. 
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Abstract—COVID-19 pandemic has dramatically changed the 

public life style as well as the daily work activities across the 

world. This indeed has led both public and private sectors to 

attempt to adapt thereby shifting to remote work and adopting 

and enabling new technologies and online services in order to 

sustain their businesses while saving people lives. Unfortunately, 

a decent number of those endeavors have been undertaken 

unwarily in a hurry without taking the due diligence of all 

relevant aspects including cybersecurity and privacy. This survey 

aims at exploring the current state of the practice during the 

Covid-19 pandemic lockdown and the revolving challenges of 

using and publishing online services in Saudi Arabia. It also 

investigates the needs for investment in the cybersecurity field 

which would increase the trust on and reliability of them; and 

thus encouraging organizations to move confidently towards the 

real digital transformation. 

Keywords—Cybersecurity issues; investigative survey; remote 

work; COVID-19 Pandemic; Saudi Arabia 

I. INTRODUCTION 

COVID-19 pandemic has changed the life style of people 
in many aspects including social and work perspective. Indeed, 
the reliance on the Internet has become one of the daily life 
activities since the internet services have been used in most of 
the world countries. These activities include a variety of fields 
such as social network, entertainment, shopping, studying, and 
working. Therefore, about 4 billion users access the Internet, 
spending an average of 170 minutes daily – the majority of 
which was on social media [1]. However, the COVID-19 
lockdown has forced the countries and their organizations in 
public/private sectors to empower remote working to keep their 
organizations running. Remote work is the means that allow 
employees to perform some or all of the work from home or 
any location other than their work site. 

According to the statistical survey conducted by [2] to 
measure the remote system experience of epileptologists before 
and after the pandemic, they found that those who experience 
remote system have dramatically increased from about 63% to 
86% within few months. In the UK, the remote working hits 
about 38% of the employees during the lockdown raising from 
21% in 2019 [3]. This unforeseen noticeable changes in the 
policies and procedures of working that permeate over 
countries have made some challenges. These issues might be 
related to different aspects such as place, technology, and 

security. The Forbes survey of remote workers showed that 
72% of employees are not working from a dedicated office 
place [4]. In addition, the majority of them (56%) has faced a 
difficulty to bring their work equipment to their homes. In the 
report published by Global advisory and accounting networks 
[5], cyber security concerns were raised thereby showing that 
nearly 65% of organizations announced they have been either 
breached or exposed to cyberattacks during remote work. On 
the other hand, about 13% of the organizations were not 
prepared at all, compared to 45% somewhat prepared and 42% 
claimed they have prepared very well for the transformation in 
the work manner. Consequently, the damage of their income 
was incredibly hard in the majority of organizations across the 
world. According to the Office for National Statistics (ONS), 
the UK economy is still not close to the pre-corona virus output 
levels [6]. The report anticipated that the damage of the 
lockdown just in April 2020 might hit 15 billion to 20 billion 
GBP. Globally, the crisis could lead over 2020 and 2021 to an 
overall loss of around 9 trillion USD which is greater than two 
countries’ economies such as Japan and Germany [7]. 

The cyber security aspect has been considered as main 
pivotal pillar in the remote work status. The struggle becomes 
clearer with the technology and security in response to the 
quick transfer in the work environment and probably paradigm. 
Indeed, the number of cyber attacks has dramatically increased 
to those organizations whilst processing information about the 
pandemic. For instance, during the pandemic crises, the World 
Health Organization (WHO) has mentioned that the number of 
cyber attacks to its staff and emails have surged more than five 
times compared with the same period a year before. 
Consequently, it is moving to a more secure authentication 
system after a leakage happened in its system [8]. 

Generally, the studies about the remote work have focused 
on the services that can be remotely provided. For example, [9] 
emphasized on some of the security challenges that need to be 
considered in each level of the cloud to secure the remote 
access to the site such as implementing and managing Identity 
and Access Management (IAM) systems. However, the 
pandemic incidence has forced organizations to think for a 
reasonable manner that can help in this partial or complete shift 
in their daily work. The author in [10] carried out a study 
focused on using PKI certificate and mobile device 
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management platform to secure the organization system during 
this accelerating change. 

In this work, we investigate the challenges that have faced 
organizations within Saudi Arabia during moving to the remote 
work. In addition, it is going to concentrate upon the 
cybersecurity aspect and to what extent it might be limiting 
and/or enabling remote work transformation. The subsequent 
section explains the design methodology of the conducted 
survey. The Results Analysis Section presents a detailed 
illustration of the responses received and then followed by 
exploring and discussing them and succeeded by some drawn 
conclusions with a set of relevant future directions. 

II. METHODOLOGY 

The survey was designed to explore and assess the maturity 
level of the organizations run in Saudi Arabia and its 
surroundings when they have moved to the remote work and 
challenges they have faced. Furthermore, it sought to explore 
the encountered information security breaches and utilized 
techniques during the COVID-19 pandemic. This was to 
answer the following research-related questions: 

 What is the current state of the practice in the Saudi 
public and private sectors during the COVID-19 
pandemic lockdown in relation to the growth of using 
and publishing online services and the revolving 
challenges and issues? 

 Are cybersecurity concerns one of the vital issue(s) that 
may delay the digital transformation to online services? 

A number of questions were devised and piloted with a 
number of specialized academic colleagues in order to obtain 
their perceptions on whether they are understandable and serve 
the purpose. After a few revisions based on the received inputs, 
the final version contained 28 questions and divided into four 
sections and structured as follows: 

1) Personal demographic: Exploring the participants’ 

demographic characteristics, related to gender, age, 

qualification, and job level. 

2) Organization information: Establishing background of 

the organizations at which the participants work, in term of the 

type, field, size and location. 

3) Exploration of the current state of the practice: 

Understanding technologies that were utilized into moving to 

remote work and during it, in addition to what extent online 

services have met the demand and requirements of 

stakeholders. 

4) Investigation of cyber security related issues: Studying 

the reason(s) that has/have hindered or may hinder the growth 

of/ transformation to the remote work as well as security 

techniques that were used during it, their vulnerabilities and 

potential solutions. 

The survey was set to be conducted over the Internet via an 
online questionnaire hosted by survey monkey website. Public 
users were targeted with three conditions: they are 18 years and 
above as well as were employees and worked in any means 
during the COVID-19 pandemic in Saudi Arabia. Those were 

recruited via e-mail besides other social media, such as 
WhatsApp, Twitter and LinkedIn from acquaintances and 
professional societies and groups. 

III. RESULTS AND ANALYSIS 

A total of 300 participants completed the survey over a 
period of eight weeks, during which the survey was active. 
Table I depicts that the majority of them (49%) belonged to the 
age group of 30-39 years, followed by 26% from the age group 
of 40-49 years. A huge gap between the proportionality of male 
and female participants was observed. About 89% of the 
partakers were male, reflecting the unequal participation of the 
different genders. However, as the investigated aspects of this 
research related to the organizations’ employees, it is more 
likely to be common practices regardless of the genders. With 
respect to educational qualifications, the majority of the 
participants held bachelor’s degree, followed by Master’s, and 
Ph.D. – indicating high literacy levels of them and hence high 
probable informed responses. 

Moreover, the majority of the participants assumed high 
job positions including mid-senior (41%), director (21 %), and 
executive (7%) – showing good work experience and exposure 
with various areas of business operations. Accordingly, most 
partakers were working on the area of technology (30%), 
followed by 27% in education sector, and 12% in industrial 
field. 

Fig. 1 shows that the participants were from diverse fields 
of work, representing more realistic and reflecting results. 

TABLE I. SUMMARY OF PARTICIPANTS’ DEMOGRAPHIC 

CHARACTERISTICS 

Demographic 

Factors 
Characteristics Relative Frequency 

Age 

18-29 16.79% 

30-39 49.38% 

40-49 25.68% 

50 and above 8.15% 

Gender 
Male 89.38% 

Female 10.62% 

Qualification 

High School/ Diploma/ 

Associate Degree 
6.91% 

Bachelor 39.75% 

Masters 30.12% 

PhD 23.21% 

Job Position 

Entry Level 11.60% 

Associate 19.01% 

Mid-Senior 40.99% 

Director 21.23% 

Executive 7.16% 
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Fig. 1. Distribution of participants fields of work. 

In addition, two thirds of the participants worked in public 
enterprises, while a third worked in private enterprises, 
indicating the distribution of participants in the two main 
sectors of the economy. In terms of the size of participants' 
organizations, 53% of the participants' organizations employed 
a thousand employees or more; 21% had between 100 and 999; 
and 19% had less. Thus, the size of the participants' 
organizations reflects the consideration of different small, 
medium, and large scale organizations, thus improving the 
analysis coverage of the results of this study. 

Focusing on the strong technical infrastructure of the 
organizations that meets the needs of participants, it was 
identified that more than 77% of the participants stated that 
their needs were met. However, considerable number of 
participants (18%) were neutral, and about 5% stated that their 
needs were not met as illustrated in Fig. 2. Therefore, it can be 
a cause of concern for enabling and maintaining remote 
working conditions, suggesting a need for improvement in the 
technical infrastructure of the organizations. 

Analyzing the use of devices in remote working conditions 
(as demonstrated in Fig. 3), it is identified that the majority of 
the participants relied on personal devices. 48% were using 
personal laptops, 17% personal desktop, besides 40% used 
personal smartphones/tablets for remote working. On the other 
hand, organizational laptops, desktops and smartphones/tablets 
were also being used by 48%, 23% and 10%, respectively. This 
increase in the use of personal devices for remote working may 
reflect the escalation in the security threats, as personal devices 
may be more prone to security attacks if proper security 
configuration is not maintained. Additionally, the diverse 
platforms usage indicates that most of the current remote 
workers probably own/use many digital devices with different 
operating systems and configurations –emphasizing the need to 
consider universal applicability as a crucial aspect in any 
proposed mechanism/solution. 

Moreover, Fig. 4 represents the type of network connection 
utilized during remote working. The majority of the 
participants relied on private Wi-Fi connections (61%), 
indicating a more secured network compared to public Wi-Fi 
that was used by 6%. This may probably lead to potential 
security attacks that might affect the organizations and result in 

huge losses. Whilst 43% utilized Fiber Optic and 12% relied on 
broadband services, 44% used mobile internet services. The 
latter indicates the possibility effect on the work flow due to 
mobile low speed or loss of connection. In this context, only 
22% of the participants strongly agreed and 49% agreed that 
their internet service provider has met their expectation in 
terms of speed and connectivity. In addition, almost 13% of the 
participants stated that their internet service provider did not 
meet their expectations, while 17% were neutral. These results 
indicate that the internet and communications infrastructure 
was not fully upgraded/reliable in order to meet the 
requirements of remote working system. 

 
Fig. 2. The extent to which participants’ organization meet their needs. 

 
Fig. 3. Usage of digital devices during remote working. 

 
Fig. 4. Types of internet connections in use. 
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Considering the cloud services usage illustrated in Fig. 5, 
only 7% of the participants indicated that they do not use cloud 
services. Corporate cloud email services (60%) were the most 
preferred option by the participants, followed by the generic 
cloud file sharing services (34%) such as Google Drive, One 
Drive, Dropbox, iCloud, Nextcloud. As more than 90% of the 
participants used cloud computing services, it is likely that 
sensitive information may be accessed and updated during the 
remote working, leading to potential rise on privacy concerns. 
This, in addition to considering the diverse devices and 
network connections (from Fig. 3 and Fig. 4) used by the 
participants, cloud services may be more effective as they offer 
broad spectrum of universality and acceptability. 

Regarding the security practices during remote working, 
Fig. 6 shows that only 5% of the participants did not use any 
authentication or security methods. Password/PIN/Pattern is 
the most commonly used authentication method adopted by the 
majority of participants (52%), followed by using VPN (39%) 
for remote working, and OTP (28%) for remote authentication. 
Face recognition and hardware token are other practices used 
by few participants. These results indicate that participants 
have adopted a range of security methods reflecting the use of 
multiple or a variety of security methods (44%) which adds an 
additional security layer for various activities during the remote 
working. Such practices improve security and privacy, thereby 
avoiding potential online security threats or loss of data. 

Analyzing the impact of lockdown on the daily work of the 
respondents illustrated in Fig. 7, it can be identified that half of 
them stated that their daily work was affected, with 31% not 
affected and 19% was neutral. The results clearly indicate that 
lockdown has severely impacted their daily work routine while 
working remotely, indicating a greater influence of external 
factors (not internal to organization) on the daily work. 
Lockdown has not only affected the employees, but also the 
organizations, and their work culture. Most of the 
organizations shifted to remote working model in a far larger 
way than ever before. In this context, 76% of the participants 
stated that home Lockdown (Curfew) has encouraged or 
pushed their organizations to publish or enable more online 
services; while only 5% stated that it had no impact on their 
organizations in enabling more online services. Therefore, it 
can be inferred that there is a significant impact of lockdown 
on the organizational work paradigm, steeping more towards 
remote work. 

 
Fig. 5. Types of cloud file sharing services. 

 
Fig. 6. Types of security / authentication practices. 

 
Fig. 7. Impact of lockdown on the daily work of the respondents. 

Due to the sudden change in work culture, it is common 
that there could be many issues that might have to be dealt with 
by employees and organizations in shifting towards complete 
online services. In this context, Fig. 8 demonstrates the various 
challenges encountered by the participants and their colleagues 
during the remote working from home. The lack of high speed 
or quality connectivity infrastructure was the most common 
challenge identified by many participants (37%). These 
findings can be correlated with the earlier mentioned low 
satisfaction about their ISPs. Thus, it is evident that the lack of 
high-speed internet infrastructure in some areas of Saudi 
Arabia [11] and other states in the Middle East [12] was one of 
the major challenges affecting the remote working culture in 
the organizations. In addition, other major challenges included 
the lack of appropriate software (27%), the lack of appropriate 
hardware (23%), and the lack of appropriate skills/awareness 
(23%). These results indicate the lack of readiness of the 
employees and organizations in handling the unexpected 
change. However, it is unsurprising to note that 26% of the 
participants mentioned that they could not identify any 
challenge related to remote working during the lockdown, 
indicating an effective change management practices adopted 
by few participants and organizations during the lockdown. 

Considering these sudden changes in the work culture, it is 
essential to compare the offline and online practices in order to 
improve the online services. Therefore, participants were asked 
to compare the organizational outcomes of online and offline 
services of their organizations. It is interesting to note that 62% 
of the participants reflected their opinion that online services 
used by their organizations delivered better outcomes than their 
counterpart offline services. Only 6% of the participants 
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indicated that offline services delivered better outcomes than 
online services. The results signified that adopting the online 
services and remote working culture resulted in better 
outcomes compared to offline practices - implying the 
advantages of remote working. Aspects such as flexibility, 
convenience, saving travel time and transport expenses might 
probably have contributed to the improved work efficiency of 
the participants while remotely working from home during the 
lockdown. 

Fig. 9 indicates that Zoom was identified to be the most 
commonly used platform, followed by Cisco Webex, Microsoft 
teams, Blackboard, Skype for Business, and Google Meet. Due 
to its easy-to-use feature with limited required resources or 
memory, applications such as Zoom might have been preferred 
over other commercial applications such as Skype.  
Availability and adoption of various platforms for online 
meetings, as illustrated in Fig. 9, may improve the 
communication and interactivity among the various employees 
and entities within online environment resulting in improved 
process and operational efficiency leading to better outcomes. 
On the other hand, it was identified that password security 
method was the most commonly applied authentication 
technique by the majority of participants (58%) for joining 
online meetings. In addition, other authentication techniques 
used included OTP, VPN and multi-factor authentication. 
These security practices adopted online meetings can be 
correlated with the adopted general security practices (Fig. 6), 
reflecting similar practices. 

Focusing on the various factors that may hinder the 
transformation from traditional work practices to online 
services, various important issues were identified by the 
participants. Cybersecurity, lack of infrastructure, and lack of 
trust were the three major issues identified for transforming 
traditional services into online services, as illustrated in Fig. 
10. In addition, the lack of staff and users’ skills and awareness 
were the succeeding key challenging factors identified in this 
study against moving towards digital teleworking. 
Accordingly, 82% of the participants held an opinion that 
cybersecurity may be adversely affected by the online services. 

In this context, the participants were asked about the 
probable vulnerabilities that might occur due to the increase in 
online services and remote working. Fig. 11 presents that 
information/data leak was identified to be the most important 
vulnerability by the majority of the participants (76%). 
Furthermore, identity theft (55%), and unauthorized 
information access (41%) were the following most 
vulnerabilities identified. 

In view with the use of different devices with different 
configurations, and the increased usage of personal devices 
illustrated in Fig. 3, the potential risk of security attacks would 
be higher. Accordingly, information leak/theft, unauthorized 
accesses are some common vulnerabilities that could occur, but 
can have huge impact depending on the type of data loss. Thus, 
the results indicate that there is a high probability of security 
attacks or vulnerabilities in remote working process. In 
reference to the probability of vulnerabilities occurrences, the 

participants were asked if they had experienced any security 
incidents during working from home. Even though 73% 
indicated they did not experience any security incident, a non-
negligible number of participants (16%) indicated that they did. 
This result can be in line with the level of cyber incidents in the 
Middle East, which may not only affect the remote working 
infrastructure, but also affect the organizations in a number of 
aspects. Moreover, 10% of the participants stated that they do 
not know if they have experienced any security incident. 
Unawareness about cyber incidents is another major issue, 
which may result in continuous exploitation by the 
attackers/hackers without being detected. 

 
Fig. 8. Challenges faced by the participants in remote working during the 

lockdown. 

 
Fig. 9. Types of platforms used for online meetings. 

 
Fig. 10. Challenges in moving towards online services during the lockdown. 
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Fig. 11. Types of vulnerabilities that may occur during remote working 

process. 

Considering the risk of security incidents during the remote 
working, it is important to analyze if the organizations are 
ready to invest in more effective cyber security solutions. 
Fig. 12 elucidates that over 80% of the participants strongly 
agreed and agreed that their organizations would invest more in 
cyber security solutions, indicating a growing importance for 
deploying effective security infrastructure in the process of 
transformation to online services. From the employees’ 
perspective, it is essential to assess the impact of investments 
in cyber security solutions on trust and reliability in shifting to 
online services. In this context, over 87% of the respondents 
strongly agreed and agreed that the growth of investment by 
organizations in cyber security solutions will increase their 
trust and reliability in the growing online services and remote 
working. 

 
Fig. 12. Organizations’ Readiness to invest more in cyber security solutions. 

 
Fig. 13. Influence of transparent continuous authentication on enhancing the 

security levels. 

With regard to the use of transparent and continuous 
authentication, participants’ opinions were gathered whether it 
could enhance the security level in general and during online 
meetings specifically. Fig. 13 demonstrates similar results in 
both conditions, indicating a greater expectation and 
acceptance of transparent continuous authentication process. 

IV. DISCUSSION 

The respondents of the survey were from a diverse 
population with respect to age, qualification, job position, work 
field and enterprise sector and size, making it quite 
representative in relation to the investigated issues. Despite the 
overwhelming belief on the strong technical infrastructure of 
the organizations, there is an apparent increase in the use of 
personal devices for remote working, leading to potential surge 
of security threats due to the usual relaxed security practices 
while interacting with personal devices. Nevertheless, 
employing proper mobile device management (MDM) 
solutions would lead to more suited security measures and 
maintenance, hence alleviating cybersecurity vulnerabilities 
and attacks. 

It is apparent that most of the current remote workers 
own/use a number of digital devices with different operating 
systems and configurations. This is coupled with the evident 
adopted several online meeting platforms and cloud services, 
emphasizing the need to consider universal applicability and 
interoperability as a crucial aspect in any offered security 
mechanism. 

Given the fair range of applied security authentication 
practices, still the knowledge-based methods outweigh the 
others, rendering the remote working susceptible to its well-
known shortcomings that affect the security level. This 
prevalence can be attributed to the fact that these approaches 
are the main provided ones by the majority of platforms, 
portals and services besides other low accurately configured 
and more intrusive alternatives such as the biometrics of 
fingerprint and facial recognition. Users’ inclination to the ease 
of use may yield to apply the PIN/Pattern method, for example, 
at the expense of a further layer of protection that is introduced 
with biometrics as a single factor or an additional factor. 
However, implementing them in a usable and robust manner 
would lead to a resilient online working environment with less 
effect on the day to day tasks than what was declared. This can 
also be aided by better early preparedness in terms of 
appropriate devices, applications, quality internet connections, 
and staff skillsets and awareness in order to have improved 
smooth transition of processes and operations leading to 
efficient online remote or hybrid work paradigm. 

It is observed that cybersecurity and the lack of 
infrastructure and trust are the major challenges of digital work 
transformation. This also can be seen by the respondents’ 
perceptions regarding the wide range likely vulnerabilities 
during remote working including data leakage and 
unauthorized modification and identity theft. Therefore, an 
intelligent security solution that balance the higher protection 
and usability is required and can be provided by continuous 
and transparent authentication approach which gained high 
acceptability and expectancy by participants, stemming to a 
potential success. This is also supported by the anticipated 
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increase in investment in cybersecurity solutions by 
respondents’ organizations. 

V. CONCLUSION 

The survey findings were derived from a fair range of 
participants’ backgrounds with regards to demographics, 
employments, as well as organization types, fields, sizes and 
somewhat locations. Exploring their state of the practice, it was 
found that a variety of technologies were adopted and operated 
into transforming to remote work and during it, in terms of 
devices, connectivity, Cloud File Sharing Services, and online 
meeting platforms. 

Despite the acceptable level of satisfaction about the used 
and offered online services in meeting the demand and 
requirements of stakeholders, still a number of challenges were 
raised and needed to be tackled, such as cybersecurity and the 
lack of high speed/quality connection infrastructure, 
appropriate software/hardware/device(s), and technical 
skills/awareness. 

With reference to issues that hindered or may hinder the 
growth of or the transformation to the remote work, 
cybersecurity had the highest concern including confidentiality, 
authenticity, integrity, malware and availability (in order). 
Moreover, the lack of infrastructure, trust, and financial 
support were of those matters to be considered with potential 
solutions for better remote work experience. Although many 
organizations have moved relatively fast to the remote work 
and to some extent fulfilled their tasks, many of them have 
faced difficulty to offer appropriate scale of online services. 
Therefore, more investment in cybersecurity techniques and 
employee training could be an incentive towards a more 
effective, efficient and smooth remote work environment. 
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Abstract—Patent documents are a special long text format, 

and traditional deep learning methods have insufficient feature 

extraction ability, which results in a weaker classification effect 

than ordinary text. Based on this, this paper constructs a text 

feature extraction method based on the lexical network, 

according to the inner relation between words and classification. 

Firstly, the inner relationship between words and classification 

was obtained from linear and probability dimensions and the 

lexical network were constructed. Secondly, the lexical network is 

fused with the features extracted from the deep learning model. 

Finally, the fusion features are trained in the original model to 

get the final classification result. T This method is a classification 

enhancement method that can classify patent text alone or 

enhance the accuracy of various types of neural networks in 

patent text classification. Experimental results demonstrate that 

the accuracy of BERT combined with lexical network method is 

as high as 82.73%, and the accuracy of lexical network method 

combined with CNN and LSTM is increased by 2.19% and 

2.25% respectively. In addition, it was demonstrated that the 

lexical network feature extraction method accelerated the 

convergence speed of the model during training and improved 

the classification ability of the model in Chinese patent texts. 

Keywords—Text classification; deep learning; network 

vocabulary; patent; feature extraction 

I. INTRODUCTION 

As the main carrier of scientific and technological 
information, patents contain about 90% of global technical 
information. In 2021, the effective number of Chinese 
invention patents will be 3.597 million, facing a large number 
of patent applications, patent text review takes up a lot of time 
for patent examiners. Patent classification is an important part 
of the patent review, which can reduce the time and cost of 
subsequent retrieval and management of patent documents. At 
present, the main patent classification used in China is the 
International Patent Classification [1]. IPC classification has 
five levels, belonging to a multi-level and multi-label 
classification system. At present, China mainly uses manual 
methods to classify patents. For example, after receiving patent 
application documents, patent examiners need rich professional 
knowledge to accurately classify patents, making subsequent 
patent texts easy to review and retrieve. In the face of massive 
patent texts, intelligent and effective implementation of 

automatic classification of Chinese patent texts has become the 
focus of the industry and academia. 

Automatic text classification is one of the important fields 
in NLP (Natural Language Processing). In recent years, there 
has been much research on text classification using machine 
learning and deep learning, Early text classification models 
generally refer to the support vector machine[2][3], Bayesian 
classifier[4][5], k-Nearest Neighbor algorithm[6][7] and other 
machine learning[8] methods for text classification. However, 
text classification of machine learning methods relies on 
manually constructed features and ignores the context between 
words and sentences, which makes it difficult to improve the 
accuracy of such methods. After Hinton[9] and others first 
proposed the concept of deep learning in 2006, scholars proved 
that deep learning technology has good performance in text 
classification. Since then, in the field of text classification, 
deep learning has gradually replaced machine learning as the 
mainstream research direction. 

Therefore, on the basis of previous studies, based on the 
analysis of a large number of patent data, this paper proposes a 
deep learning feature extraction method based on a vocabulary 
network, which improves the accuracy of deep learning on 
patent text classification through feature fusion between the 
extracted features and the deep learning model. The practice 
shows that this method combined with deep learning has a 
certain improvement in Chinese patent text classification, 
which confirms the contribution of this paper in the following 
aspects. 

1) In this study, a method of combining deep learning 

with vocabulary network feature extraction is proposed 

theoretically. 

2) It is proved in practice that this method combined with 

other deep learning models can speed up the model 

convergence and improve the accuracy of model 

classification. 
The rest of this paper is organized as follows: In Section II, 

we introduced the relevant work and our contributions. In 
Section III, we introduce our research framework. In 
Section IV, we selected text data to verify and illustrate the 
relevant parameters of this model. Finally, the conclusion and 
further work are given. 

*Corresponding Author 
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II. RELATED WORK 

Automatic patent text classification is a technical means to 
use computers to classify and mark the text according to a 
specific label system, which is convenient for the patent 
document management and text search. This paper mainly 
solves the task of automatic patent text classification through 
deep learning. Therefore, this section mainly introduces the 
current research status of scholars using deep learning methods 
to classify text. 

Deep learning text classification is mainly represented by a 
neural network model, attention mechanism and pre-training 
model. 

1) The text classification method based on the neural 

network model presents the text in low dimension by word 

embedding and achieves the classification effect by using an 

encoder. Representative models include convolutional neural 

network (CNN)[10], recurrent neural network (RNN)[11] and 

graphical neural network (GCN)[12], Among them, CNN can 

acquire local relations[13], RNN uses a recurrent neural 

network to have the ability to learn long-distance texts[14], 

GCN can effectively integrate the features of references. 

2) Compared with the neural network model, the attention 

mechanism can focus on a part of the information related to 

the classification task while ignoring the irrelevant part when 

processing tasks, In 2014, Bahdanau et al[15].Used the 

attention mechanism to perform machine translation tasks for 

the first time, making great progress in machine translation. In 

text classification tasks, the attention mechanism is often 

combined with the neural network model, She et al[16]. 

Proposed a text classification algorithm based on the hybrid 

CNN-LSTM model, used the feature vector output from CNN 

as the input of LSTM and used Softmax classifier for 

classification, which can effectively improve the accuracy of 

text classification. Yang et al[17]. Based on the combination 

of convolutional neural networks and long-term and short-

term memory, are used to capture local features to enrich 

feature information and use weight values to adjust the 

enhancement intensity. 

3) The pre-training model is represented by the BERT 

model, and the improvement of model classification results 

mainly depends on the adjustment process of the model[18]. 

BERT has a strong sentence and word expression ability and 

has an excellent performance in NLP tasks at the word 

level[19]. Lu et al[20]. Proposed the VGCN-BERT model, 

which combines BERT's capabilities with vocabulary graph 

convolutional network (VGCN). The different layers of BERT 

interact to enable them to interact and jointly build the final 

classification representation. Zheng et al[21]. Proposed a 

BERT-CNN model for text classification. By adding CNN to 

the task-specific layer of the BERT model, you can obtain 

information about important fragments in the text. 
Some of the above methods have been successfully applied 

to patent text classification tasks, and have achieved some 
results. As a branch of special long texts in text classification, 
Chinese patent texts are difficult to improve the accuracy of 

classification. Many scholars have carried out a lot of research 
on this. For example, Wen et al. [22] proposed a multi-level 
patent text classification model, called ALBERT-BiGRU, 
which combines ALBERT and bidirectional gated loop units. 
The dynamic word vector pre-trained by ALBERT is used to 
replace the traditional static word vector, and the BiGRU 
neural network model is used for training, which preserves the 
semantic association between long-distance words in the patent 
text to the maximum extent. Roudsari et al[23]. Studied the 
effect of applying the DistilBERT pre-training model and fine-
tuned it to complete the important task of multi-label patent 
classification. To sum up, domestic and foreign scholars' patent 
text classification methods based on deep learning mainly 
focus on the fusion application of deep learning models, the 
adjustment of pre-training models or the introduction of 
attention mechanisms to extract relevant features. Although 
these methods can achieve the goal of improving the 
classification effect, they are all cumulative applications of 
existing methods, which not only affect the model 
classification efficiency but also difficult to improve the patent 
classification effect. 

In previous studies, the focus has been on improving the 
models, while ignoring the specific structure of the data itself, 
making it difficult to improve the accuracy of patent text 
classification. Based on this, a generic feature extraction 
method is considered for patent text feature extraction to 
improve the accuracy of automatic patent text classification, 
mainly considering the intrinsic connection between words and 
classification as the basis for feature extraction, and 
introducing the extracted features into the deep learning model 
to fuse with the features extracted by the model to improve the 
model classification effect. 

III. PROPOSED WORK 

Through the analysis of previous text classification studies, 
it is found that LSTM has more advantages than CNN in text 
classification because of its contextual characteristics[24], 
which has also been confirmed in many long text classification 
studies. However, in the classification of Chinese patent texts, 
there is an exception in that the accuracy of CNN is equal to or 
slightly higher than LSTM. Through the analysis of patent data 
and experimental reproduction, it is found that patent 
documents belong to a special format in long texts, and are 
insensitive to the context, but sensitive to the words divided by 
social production practices such as industry and industry. 
Therefore, in the neural network feature extraction stage of 
deep learning, the parameters extracted by traditional feature 
extraction methods in patent texts have the low feature density 
required for classification, and the existence of multi-word 
synonyms in feature words increases the difficulty of 
classification, which makes the full connection layer learning 
feature inefficient and feature learning incomplete in deep 
learning, ultimately leading to low accuracy of Chinese patent 
text classification. In order to solve the problem that the feature 
extraction ability of Chinese patent text of neural network is 
insufficient, this paper proposes a feature extraction method 
based on a vocabulary network to strengthen the feature 
extraction ability of Chinese patent text of deep learning 
network, so as to improve the accuracy of Chinese patent text 
classification.
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A. Deep Learning Model based on Vocabulary Network 

Feature Extraction 

This paper proposes a feature extraction method of a deep 
learning model based on a vocabulary network. This method 
combines the extracted features with the extracted features of 
the original model and expands the features on the basis of 
retaining the features of the original model to improve the 
classification accuracy. Fig. 1 is a schematic diagram of the 
LNFE method of deep learning model fusion, which includes 
four parts: text vector representation, feature extraction, feature 

fusion and text classification prediction. In the figure, Pi is 
patent data, Wi is patent text information after word 
segmentation, and Fi is the feature information extracted from 
text. In the training or prediction process, the patent text is first 
segmented and processed separately. In the deep learning 
network feature extraction, the data is extracted in the original 
feature extraction layer and LNFE, respectively, and then the 
extracted features are spliced and fused, and then the 
appropriate parameters are trained in the full connection layer 
to classify the subsequent data. 

 

Fig. 1. Schematic diagram of vocabulary network and model fusion 

B. Vocabulary Network Generation 

The lexical network is a key step in feature extraction, 
which includes synonym clustering of words in the patent, the 
internal relationship between words and classification and 
other information. In the subsequent feature extraction process, 
the characteristic words of patent text can be accurately 
extracted using the lexical network as a reference. Fig. 2 is a 
schematic diagram of the generation of a vocabulary network. 

First, the word vector (Word Embedding) representation of 
each word in all texts is obtained by unsupervised learning of 
Word2vec, and the word vector similarity is calculated by 
using the cosine formula of Formula 1 to cluster and merge 
synonyms in words, thus avoiding the problem of slow model 
convergence caused by synonyms in the feature extraction 
stage. 

 
Fig. 2. Schematic diagram of vocabulary network generation 

Sim(v⃗ , w⃗⃗⃗ ) =  ∑ 𝑣𝑖𝑤𝑖
𝑁
𝑖  (1) 

Where v⃗  and w⃗⃗⃗  are word vectors trained by Word2vec 
respectively, Sim is the similarity between vector v⃗  and w⃗⃗⃗ , 𝑣𝑖 
and 𝑤𝑖  is the value of the vector v⃗  and w⃗⃗⃗  at different latitudes. 

Each group of word vectors after merging has 
corresponding label labels. According to Formula 2 and 
Formula 3, the prior probabilities of words and classifications 
are obtained from the two dimensions of probability and 
linearity through Label information and word vector 

information, and each word vector is given a classification 
feature weight by weighting. 

ρ =  
∑ (𝑥𝑖−�̅�)(𝑦𝑖−�̅�)𝑛

𝑖=1

√∑ (𝑥𝑖−�̅�)2𝑛
𝑖=1 ∑ (𝑦𝑖−�̅�)2𝑛

𝑖=1

 (2) 

𝑃(𝐵𝑖|𝐴) =
𝑃(𝐴|𝐵𝑖)𝑃(𝐵𝑖)

∑ 𝑃(𝐴|𝐵𝑖)𝑃(𝐵𝑖)
𝑛
𝑖=1

  (3) 

Where the ρ Is the correlation between word vector and 
classification, 𝑥𝑖is the frequency of word change in patent No.i, 
�̅�  appears in this category �̅�  Average frequency of. 𝑦𝑖  is 𝑥𝑖 
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Classification of y in i word patent, �̅�  is the average of the 
categories in the patents with 𝑥𝑖  words. In Formula (3), 
𝑃(𝐵𝑖|𝐴)  represents the probability of being classified as 𝐵𝑖  
when the word A appears, 𝑃(𝐴|𝐵𝑖)  is the probability of 
occurrence of A in 𝐵𝑖  classification, 𝑃(𝐵𝑖) is the probability of 
occurrence of 𝐵𝑖  classification. 

C. Classification Model Design 

Based on the characteristics of existing models, this paper 
selects CNN, LSTM and Bert models to combine with LNFE 
as the new deep learning model, and designs LNFE, CNN, 
LSTM and Bert classical models as the contrast to judge the 
classification effect of the new deep learning model. 

 LNFE-CNN model 

LNFE can use patent text feature extraction to form a 
vocabulary network. CNN cannot extract the context, semantic 
information of the patent text. The LNFE-CNN model 
combines the characteristics of a vocabulary network and 
convolutional neural network to improve the training speed. 
Fig. 3 is the schematic diagram of the LNFE-CNN model. 

 
Fig. 3. Schematic diagram of the LNFE-CNN model 

 LNFE-LSTM model 

LNFE-LSTM model short-term memory is a special RNN 
network, which is mainly used to solve the problem of gradient 
disappearance and gradient explosion during long sequence 
training. LSTM mainly has three gate structures: forgetting 
gate, input gate and output gate. The forgetting gate, mainly 
decides to give up the information and leave important 
information. The input gate, mainly determines which 
information is added, and the output gate determines which 

information can be output after judgment. The supplementary 
calculation formula of the LNFE-LSTM model is as follows: 

Forgotten Gate 

𝑓𝑡 = 𝜎(𝑊𝑓 · [ℎ𝑡−1,𝑥𝑡] + 𝑏𝑓) (4) 

Input gate 

𝑖𝑡 = 𝜎(𝑊𝑖 · [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) (5) 

�̃�𝑡 = tan ℎ (𝑊𝐶 · [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶) (6) 

𝐶𝑡 = 𝑓𝑡 · 𝐶𝑡−𝑖 + 𝑖𝑡 · �̃�𝑡 (7) 

Output gate 

𝑂𝑡 = 𝜎(𝑊𝑂 · [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜) (8) 

ℎ𝑡 = 𝑂𝑡 · tan ℎ(𝐶𝑡) (9) 

In this paper, we propose an LNFE-LSTM model, which 
can accurately extract patent features through LNFE, combine 
LSTM text classification to deal with long text classification 
problems, and has the characteristics of context semantic 
features. 

 LNFE-Bert model 

The Bert model perfectly considers the bidirectional 
semantic features, while retaining the maximum meaning of the 
text according to the context word order features. This paper 
accurately extracts the patented features through LNFE, 
combines Bert (Bidirectional Encoder Representations from 
Transformers) [25] with the bidirectional transformers encoder, 
trains the model through the masked language model and next 
sentence prediction, Have strong sentence expression ability. 
The supplementary calculation formula of the LNFE-Bert 
model is as follows: 

(𝜃, 𝜃1, 𝜃2) = 𝐿1(𝜃, 𝜃1) + 𝐿2(𝜃, 𝜃2) (10) 

𝐿1(𝜃, 𝜃1) = −∑ log𝑝(𝑚 = 𝑚𝑖|𝜃，𝜃1),𝑚𝑖 ∈ [1,2, …，|𝑉|]𝑀
𝑖=1

 (11) 

𝐿2(𝜃, 𝜃2) = −∑ log𝑝(𝑛 = 𝑛𝑖|𝜃，𝜃2), 𝑛𝑖 ∈𝑀
𝑗=1

[𝐼𝑠𝑁𝑒𝑥𝑡, 𝑁𝑜𝑡𝑁𝑒𝑥𝑡] (12) 

D. Evaluation Indicators 

In order to evaluate the classification effect of the LNFE 
method combined with deep learning, this score uses Precision, 
Recall and F1 values as evaluation indicators, and judges the 
feature extraction ability of the LNFE method by comparing 
various indicators of LNFE, CNN, LNFE CNN, LSTM, LNFE 
LSTM, Bert, and LNFE Bert models. Formula (13-15) is the 
calculation formula of the P value, R-value and F1. Generally, 
the higher the P value is, the higher the prediction accuracy is 
which proves that the stronger the prediction ability of the 
model is, the higher the R-value is, the better the model is, and 
the better the classification effect is. Since the single expression 
of the P value and R-value may lead to incomplete 
measurement standards due to the uneven distribution of data, 
F1 value can better evaluate the model by means of a weighted 
average. 

𝑃 =
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝐴𝑙𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑟𝑒𝑠𝑢𝑙𝑡𝑠
 (13) 
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𝑅 =
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝐴𝑙𝑙 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑎𝑚𝑝𝑙𝑒
  (14) 

𝐹1 =
2∗𝑃∗𝑅

𝑃+𝑅
 (15) 

IV. MODEL EVALUATION AND RESULT ANALYSIS 

A. Experimental Platform and Parameter Selection 

The processor of the experimental platform used in this 
paper is Dual Core Intel Core i7, the memory is 8 GB (2133 
MHz) LPDDR3, and the GPU is Nvidia 2080Ti. The operating 
environment is Python 3.9, the network framework is PyTorch, 
and the training models are CNN, LSTM, BERT, LNFE, 
LNFE-CNN, LNFE-LSTM, and LNFBERT. Among them, 
CNN, LSTM and BERT are general comparison networks in 
current patent classification research, and LNFE is a neural 
network that only uses the LNFE method as a feature extraction 
method. LNFE-CNN, LNFE-LSTM and LNFE-BERT are 
neural networks constructed by combining the extracted 
features of LNFE with the original features. Through analysis, 
it is found that the LNFE method has a high correlation with 
the classification in the first 40 words on average in the 
extracted feature times, so the LNFE method intercepts 40 
words for training. In the training process, Table I is selected as 
the parameter of the neural network for training. 

TABLE I.  NEURAL NETWORK PARAMETER SETTING 

net learn rate bach size word size word vector 

CNN 5.00E-4 64 240 200 

LSTM 5.00E-4 64 240 200 

BERT 3.00E-5 32 240 200 

LNFE 1.00E-3 32 40 240 

LNFE-CNN 1.00E-3 64 240+40 200 

LNFE-

LSTM 

1.00E-3 64 240+40 200 

LNFE-

BERT 

5.00E-5 32 240+40 200 

B. Data Source and Preprocessing 

In this experiment, the "part" in the main IPC classification 
number is selected as the classification basis. The classification 
data is from the incoPat patent database. The obtained patent 
information includes the title, abstract, IPC main classification 
number, independent claims and other information. The 
uniform distribution of data in the learning features of the 
model is conducive to improving the learning effect of the 
model. Therefore, patent data are randomly selected from the 
eight IPC ministerial classifications of patents, and 125064 
patents are screened through data denoising. In order to 
evaluate the effectiveness of the model, cross-validation 
method is adopted. The paper experiment extracts 80% of the 
collected data as the training set, 10% as the verification set, 
and 10% as the test set. The data distribution of the patent data 
set is shown in Fig. 4. 

 
Fig. 4. Data distribution 

C. Patent Text and Word Vector 

The title and abstract of a patent are a summary of patent 
documents. Independent claims fully represent technical 
solutions and necessary technical features. This information 
can be used as a feature source of patent classification. To 
classify patents using deep learning, we first need to import the 
text to a word vector into the neural network, so we need to use 
Word2vec to convert Chinese patent text information into a 
word vector and then import it into the neural network for 
learning. This paper combines several neural networks, 
including Word2vec, CNN, LSTM, Bert, and so on. The 
vocabulary length of the training text is fixed during the 
training process. Table II shows the statistics of the vocabulary 
length of patent texts. The vocabulary queue of most patent 
texts is between 200 and 400, with an average vocabulary 
length of 241. In this paper, 240 words are used as the text 
cutting position, and the missing parts are filled with 0 vectors. 

TABLE II.  MODEL PARAMETER SETTINGS 

D. Vocabulary Network Generation 

In the process of vocabulary network generation, 125064 
patent documents generated 272141-word vectors, and 241524-
word vectors remained after removing stop words and merging 
synonyms. By calculating the Spearman correlation and Bayes 
probability weighting of words and tags, 30080 words with 
strong correlation characteristics were obtained and classified, 
and their word network is shown in Fig. 5. Each point in the 
vocabulary network represents a word. The position of the 
point is the mapping of the high latitude of the word vector in 
the low dimensional. The shorter the distance between the 
points, the closer is the part of speech. The colors of the dots 
represent different parts of the patent classification related to 
the word. It can be found from the number of related words that 
a large number of words have a strong relationship with some 
categories. From the distribution of words, the meaning of 
words is also related to classification, which also confirms the 
above statement that “Chinese patent texts are sensitive to 
words classified by social production practices such as 
industries and industries”. 

Data Sample length 

below 200 words 

200 words - 

400 words 

Sample length 

above 400 

Training  12309 62819 20192 

Validation  712 13890 1201 
Test 819 13210 1192 
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Fig. 5. Vocabulary network diagram 

E. Model Training 

The deep learning model used for classification is usually 
trained at the full connection layer after feature extraction. 
Finally, the data are classified through SOFTMAX. After 
repeated training, the accuracy of classification is improved. In 
order to verify whether the LNFE method has the ability of 

feature extraction, the LNFE method is used as the feature 
extraction layer of the neural network to test the classification 
results. First, after removing the stop words and vectorization 
of the Chinese patent text, the similarity analysis of the word 
meaning with the words in the vocabulary network is 
conducted, and the words in the word segmentation results of 
the patent text are replaced with highly similar words in the 
vocabulary network to merge the multi-word consent words. 
According to the weighted results of words and classification, 
the word vector of 40 words with the highest weight is selected 
as the feature, which is sent to the network layer for training. 
The training process is shown in Fig. 6. After several iterations 
of training, the accuracy of the model can be found to improve 
rapidly. This result confirms that the LNFE method indeed 
extracts classified feature data. 

F. Accuracy Verification 

After the LNFE method is confirmed to have the feature 
extraction capability, this section verifies the feature extraction 
effect of LNFE by comparing it with other networks. Table III 
shows the comparison results between the LNFE method and 
other networks. During the validation process, it is found that 
traditional neural networks have improved after combining the 
LNFE method, while Bert has limited improvement ability to 
Bert due to its excellent feature searching ability. Although the

 
Fig. 6. LNFE training process 

Word2vec+LNFE method is slightly higher than other 
networks; it is lower than traditional neural networks combined 
with the LNFE method. This is because the LNFE method only 
extracts features in probability and linear dimensions, while 

traditional networks consider more dimensions. Because the 
LNFE method has the characteristic of being Embeddable for 
neural networks, it has practical value. 



(IJACSA) International Journal of Advanced Computer Science and Applications 

Vol. 14, No. 1, 2023 

60 | P a g e  

www.ijacsa.thesai.org 

TABLE III.  CHINESE PATENT TEXT CLASSIFICATION RESULTS 

Number Model P/% R/% F1/% 

1 Word2vec + LNFE 81.16 73.24 77.00 

2 Word2vec + LSTM+ Attention 78.83 65.23 72.20 

3 Word2vec + LNFE-LSTM + Attention 81.02 69.12 74.60 

4 Word2vec + CNN 79.32 66.43 72.89 

5 Word2vec + LNFE-CNN 81.57 74.51 77.88 

6 Bert 82.31 76.13 79.10 

7 LNFE-Bert 82.73 78.31 80.27 

G. Data Analysis 

The classification results after CNN and Bert classify 
separately and combined LNFE method is shown in Fig. 7. 
Because the text features found by the LNFE method are more 
explicit, LNFE CNN has a faster convergence speed than CNN. 
At the same time, LNFE CNN may learn more text features 
than CNN, so the accuracy of LNFE CNN is slightly higher 
than CNN. The LNFE method has the prior probability of 

words in the patent text so that LNFE Bert can find the 
complex functions of features and classification earlier than the 
Bert model in the training process, that is, the LNFE Bert 
model converges earlier than the Bert model. However, Bert's 
model pays more attention to the feature extraction of text. 
After a lot of training, the accuracy of the Bert model and 
LNFE Bert is almost the same. Therefore, it can be determined 
that the LNFE method can improve the learning ability and 
classification accuracy of traditional depth learning models. 

 

Fig. 7. LSTM and LNFE-LSTM training process chart 

V. CONCLUSION 

When comparing many text classification materials, it is 
found that the accuracy of the classification results of Chinese 
patent texts is lower than that of other texts. Through repetition 
experiments and analysis and verification, it is concluded that 
patent documents are insensitive to context due to special 
formats, and the traditional depth learning model has 
insufficient ability to extract features of Chinese patent texts. 
These two reasons lead to slow convergence speed and low 
accuracy of the model. In order to solve this problem, this 

paper proposes an LNFE feature extraction method, which uses 
Spearman and Bayes to obtain the prior probabilities of 
vocabulary and classification from the probability and linear 
dimensions respectively, constructs the network relationship 
between vocabulary and classification in a weighted way, and 
uses the features extracted from the vocabulary network to fuse 
with the features extracted from the deep learning model for 
classification. The method differs from the traditional method 
of improving the accuracy of the model by altering the neural 
network, by extracting the patent text features in depth through 
the prior probability of the text, thus allowing the combination 
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of various neural networks to enhance the performance and 
accuracy of the network in patent text classification. The 
experimental results demonstrate that the method speeds up the 
convergence of the model to a certain extent and improves the 
classification accuracy of the model. However, in this paper, 
only a ministerial lexical network is constructed to validate the 
method for Chinese patent text classification. In future work, 
we will try the method for more fine-grained patent 
classification in the case of feature extraction, and try the 
method in other text classification to verify whether the method 
is universal. 

In future research, we will enrich the construction methods 
of patent text features based on how to make more subtle 
potential features of patent text, so as to improve the 
classification performance of the model. At the same time, it 
will also further explore the performance of the model applied 
to other tasks in the field, and consider how to deal with multi-
classification problems to provide better help for researchers. 
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Abstract—The Internet of Things means that many of the 

daily devices used by humans will share their functions and 

information with each other or with humans by connecting to the 

Internet. The most important factor of the Internet of Things is 

the integration of several technologies and communication 

solutions. Identification and tracking technologies, wired and 

wireless sensors and active networks, protocols for increasing 

communication and intelligence of objects are the most 

important parts of the Internet of Things. In this article, an 

attempt has been made to determine the parts that can be used to 

make a house smart among the concepts and technologies related 

to web-based programs based on Internet of Things technology. 

Since it is very time-consuming to investigate the effect of all the 

Internet of Things technologies in smart homes, by studying and 

examining various types of research, the web-based program 

based on the Internet of Things is selected as an independent 

variable, and its effect on smart home management is 

investigated. For this purpose, a web-based program based on 

the Internet of Things for intelligent building energy 

management, intelligent equipment management, and intelligent 

security has been designed and implemented. As experimental 

results shown the proposed method the proposed method 

achieves better results compared to other existing methods in 

energy consumption by 33.8% reducing energy usage. 

Keywords—Internet of things technology; smart homes; 

intelligent energy management; fuzzy logic 

I. INTRODUCTION 

At the end of the 20th century, with the development of 
smart technologies, the development of communication 
networks and the Internet, the development of sensor networks 
and sensors, extensive efforts and studies began to use these 
technologies in order to provide solutions to improve human 
life [1-5]. One of the important applications of these 
technologies was communication with objects and obtaining 
information through these objects. This paradigm was 
presented for the first time by Kelvin Ashton in 1998 in a 
mockery. In fact, solutions are presented that could be used to 
communicate with anything through the Internet at anytime 
and anywhere and to identify them in the network. Access to 
environmental information and its status provided new forms 
of communication between people and objects and even 
between the objects themselves. It led to the introduction of the 
Internet of Things, which, in addition to people and 
information, also contained objects [6,7]. The definition of 
objects, according to European research projects on the Internet 
of Things, are all active participants in business, information, 

and processes that can interact and communicate with each 
other and with the surrounding environment and exchange data 
and information in the environment. They deal with sensitive 
things, and they also have the possibility of reacting to real and 
physical world events. Objects have an effective role in the 
running processes. They also have the possibility of creating 
actions and services with or without direct human intervention. 
The Internet of Things is one of the new technologies that can 
be used in exploration and production processes, refineries, 
petrochemicals, pipelines, transportation, and distribution. This 
technology in the industry increases employee security, 
identifies health and safety issues, optimizes production, 
tolerates errors, and reduces operating costs. After the 
publication of the Internet of Things as a solution to 
communicate with objects and collect information from them, 
architectures were presented to establish and implement this 
solution. 

IoT, which also includes machine-to-machine (M2M) 
communication, is a new technology that is used to connect all 
objects through the Internet for remote measurement and 
control. The Internet of Things uses several other technologies, 
such as wireless sensor networks, robotics, Internet technology, 
and smart devices. Conceptually, Internet of Things technology 
means a network of real-world entities, each of these entities or 
objects has a unique address and communicates and interacts 
with each other based on standard communication protocols. In 
fact, the Internet of Things technology makes it possible for 
objects around humans or objects in a building and house to 
exchange information with each other virtually, and by creating 
synergy; it causes a significant growth in optimal energy 
consumption and human life quality [8-10]. Currently, Internet 
of Things technologies are available, and its services and 
achievements can be used in various fields. Knowing the 
capacity and potential of the above technology is very 
important. While choosing the correct path to use in business 
and life, its opportunities and threats should be considered. 
Intelligence is one of the topics that has attracted the attention 
of many researchers in all branches of the modern science in 
today's world. Even today, cities can have the concept of 
intelligence. A smart city is where traditional networks and 
services are made flexible, efficient, and sustainable using 
information, digital, and communication technologies to 
improve city operations for the benefit of its residents and 
create a greener, safer smart city. They are more, faster, and 
friendlier [11-14]. These components make cities smart and 
efficient. Information and communication technology (ICT) is 
the key to transforming traditional cities into smart ones. Two 
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technological infrastructures named IoT and big data (BD) 
make smart cities efficient and responsive. 

The construction industry is not exempted from this 
category. Significant actions have come to the fore during the 
last three decades. One of the most important developments in 
the construction industry is the issue of smart homes, which is 
manifested in residential and non-residential buildings of the 
21st century with the advancement and integration of new 
technologies and with the help of electronic, computer, and 
network sciences. The possibility of its increasing development 
during the coming years has been provided. A collection of 
tools, techniques, and technologies for better management and 
control of homes to increase the comfort and peace of the home 
space is referred to as a smart home. In general, a smart home 
is a type of building equipment to create a pleasant 
environment that can turn the home space into a building with 
higher security, optimal energy consumption, and more 
security [15-18]. Nowadays, the development of smart homes 
to help people live more comfortably has been the focus of 
many researchers. Helping elderly and disabled people, 
creating more security [19], energy consumption management 
[20], and medical care [21] are among the motivations for the 
development of such environments. 

The main work and the items needed for the temporary 
implementation of this research work is a browser that can 
communicate directly with an active device on the Internet. 
Devices that can cooperate have the ability to communicate 
with sensors, actuators, and other devices. One of the important 
features of web-based programs is their usability. The web 
pages in these programs are not simple pages that only contain 
a series of colors and simple images; each of these pages works 
like a web-based program, and due to the quick modifications, 
that can be made in the usability of the content of these pages. 
The web has happened. The content of web-based programs 
can be presented to users more dynamically than before. These 
programs extract data online from various sources and display 
it on web pages through browsers. Also, the growth and 
expansion of the smart grid are accompanied by fundamental 
changes in the distribution networks. These changes cover 
different areas from consumers to distribution companies and 
electricity retailers. On the one hand, electric energy retailers 
confront consumers with real-time or near-real-time changes in 
the price of delivered electric energy. On the other hand, with 
the growth and advancement of technology, scattered products 
in home sizes and with an acceptable initial cost will be 
available to consumers. Therefore, home consumers face a 
problem in the time and amount of use of the electric energy 
sources they need. In addition to this issue, the time of using 
the required household appliances during the day, taking into 
account the level of consumer satisfaction, adds to the 
complexity of the problem. With the growth and expansion of 
factors in smart electric networks, this article considers the 
design of a decision factor to solve this issue. The purpose of 
this factor is the optimal use of various sources of electric 
power supply available to the consumer, including sources of 
distributed household production and electricity purchased 

from the grid, taking into account the level of satisfaction of 
the consumer from the time of using their household appliances 
[22-25]. 

In control systems, different approaches are used to receive 
information, measure the situation, and how make decisions 
and react. One of the widely used and common approaches in 
control systems is the fuzzy approach and fuzzy logic. Fuzzy 
logic is a form of logic used in expert systems and artificial 
intelligence applications [26,27]. Fuzzy logic is more general 
than other conventional logical approaches. The main factor of 
this generality can be seen in having the attitude of solving a 
complex problem in the form of a search space and making a 
decision based on the status of the question, answer, and 
control. This logic provided a basis for developing new tools, 
interacting with natural language, and displaying knowledge. 
An automatic lighting control system automatically turns off 
unnecessary lighting sources. Automatic lighting control 
systems by turning on and off lighting sources at different 
times and situations, as well as reducing the brightness of the 
lighting source based on the state of external factors around 
that source, will reduce energy consumption and increase the 
lifespan of lighting equipment [28-30]. Conventional control 
design methods use mathematical models to develop control 
systems and controllers. Fuzzy control refers to the concept of 
control from the point of view of linguistic description. 
Standard fuzzy logic can be easily applied and used in industry 
and industrial applications because it has a simple control 
structure, and its design is not a complicated and costly 
process. Based on fuzzy logic studies, dynamic fuzzy logic 
control has a more suitable performance than fuzzy logic 
control. In order to control the controller, several dynamic 
fuzzy technologies have been proposed, as examples of which 
we can point out the regulation of membership, the regulation 
of the input/output scale factor, and the regulation of 
descriptive rules. In this study, a fuzzy control system will be 
used to regulate the input and output of electricity and control 
the voltage of the smart home. For this purpose, after 
examining the fluctuations in the input voltage of the house, 
the designed system decides to turn off or light the house in 
such a way that the goal is to create maximum stability of the 
activity of the smart home components. The main goal is to 
design and implement a smart building management system 
using Internet of Things technology. 

The main objectives of this study are as follows: 

1) To develop a method to determine the parts that can be 

used to make a house smart among the concepts and 

technologies related to web-based programs based on 

Internet of Things technology. 

2) To implement a sensor-based automation system based on 

the Internet of Things for intelligent building energy 

management, intelligent equipment management, and 

intelligent security has been designed and implemented. 

3) To use a fuzzy inference system to control smart home 

operations in Internet of Things technology. 
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II. LITERATURE REVIEW 

The improvement of energy management, home security, 
environmental control, and other areas of smart home 
automation systems has been the focus of several research 
publications and existing literature. For analysis, prediction, 
and classification purposes, machine learning techniques have 
also been used in the IoT sector. The articles in this section of 
the IoT library address machine learning applications in 
intelligent systems and smart home automation. 

A smart home automation system leveraging IoT 
technologies was presented by Govindraj et al. [34] to replace 
the current home automation system. Through the use of a 
satellite station and a radio frequency transceiver, the 
suggested system employs an Android application to monitor 
and regulate household appliances, temperature, motion, and 
gases. The ThingSpeak cloud platform is used to store sensor 
data. The essential commands for home control are delivered 
by a base station. Additionally, a mobile application with a 
graphical representation of sensor readings was developed to 
connect to the satellite station, base station, and cloud server 
for overall control of the house. 

Rani et al. [35] suggested an artificial intelligence (AI) and 
natural language processing (NLP)-based voice-controlled 
home automation system. Voice commands are sent to a 
mobile phone to operate household appliances, and the phone's 
built-in natural language processing system decodes them. The 
system was simply utilized to operate household appliances; it 
was not expanded to include other parts of home automation 
like control, monitoring, and motion and intrusion detection. 

A low-cost smart home system design and prototype 
implementation was presented by Aadel and Ali [36]. The 
system was made to regulate the temperature, power, lights, 
and doors in the house. An Arduino board, servo motors, LED 
lights, temperature, and motion sensors were used to 
demonstrate a prototype implementation of the system. The 
INA219 high-side DC sensor was used to monitor the drop and 
supply of power, the DHT11 temperature and humidity sensor 
was used to measure the temperature and humidity in the 
house, and the door and windows were controlled by servo 
motors. The communication method employed by the system 
was Bluetooth, which has a limited range of communication. 

Parsa et al. [37] suggested a system for the optimal and 
autonomous regulation of electrical home equipment. By 
automatically turning on and off the smart plugs connected to 
certain home appliances at the proper times, the suggested 
system is designed to reduce power usage. To choose the ideal 
period of use prior to implementing the automatic switch in 
accordance with the established criteria, an optimization 
approach was applied. The system's design gives the supplier 
the upper hand over the household's electrical user. 

The design of an embedded smart house control and 
monitoring system employing an STM32 microcontroller was 
presented by Xiaodong and Jie [38]. Their technology was 
created for home control and interior environmental conditions 
monitoring (temperature, humidity). To communicate remote 
control and Zigbee terminal connectivity between the home 
gadgets, the authors used a GSM and GPRS module. Their 

method was implemented using a combination of coordinated 
remote control, feedback, and embedded real-time operating 
system (COS-II) for home appliances. 

III. PROPOSED METHOD 

The proposed load model assumes that each user has 
different devices with different energy needs, power demands, 
and working hours. Equipment can be divided into two 
categories: permanent load and temporary load, and each load 
model have its characteristics. Devices with constant load 
(refrigerator, heating, cooling, water heater, electric kettle, air 
conditioning, etc.), this type of load are known as energy 
consumption/production, which covers the entire time interval 
of the energy simulation program. Temporary load devices, 
this type of load is known by the start time and end time of the 
operation. This subcategory can be divided into two other 
subcategories such as (TV, lighting, cooking, hair dryer, etc.). 
The first one represents the devices that are the main choice of 
users and cannot be used backward (such as laptop chargers, 
washing machines, etc.), which is a "transferable burden". The 
second subcategory is more flexible and can be used at other 
times. Each of these two load models can be control or binary 
devices. Control devices are devices with different states to 
stay on, and binary devices have only two states, on or off. The 
proposed system of this research combines different factors 
that react to their environment based on a set of predetermined 
instructions. An agent is an entity that is created to perform 
tasks. An intelligent agent is an autonomous entity that 
perceives its environment through sensors and responds to the 
environment using stimuli [31]. This agent tries to maximize 
his desired productivity. 

A. Coordinating Agent Modeling 

Considering a set of A={a1, a2,…,aN} devices in which 
each device has its proportional energy consumption. For each 
a ϵ A, the energy consumption vector of Ya is calculated as 
equation (1). 

1[ ... ]H

a a aY y y
 (1) 

Where H=24 hours, H is the timing range that indicates the 
number of hours per day that can be used by a ϵ A device. The 
coordinating agent considers the computational domain H to 
decide on the energy consumption schedule. yi

a(iϵ{1..H}) 
represents the energy consumption for a device (a) in one hour. 
For each a ϵ A, the user specifies the convenience of the 
(aa<βa) aa, βaϵH range, while the beginning and end of a time 
make it possible to schedule energy consumption for the 
device. But (βa-aa) must be greater than the time required for 
(ta

req) to complete the normal process of the device (a) as 
described in equation (2). 

req

a a aa t  
 (2) 

where a is the start time of the device operation, β is the 
end time of the device operation. Also, the total daily energy 
consumption for each device is defined as equation (3). 
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ya=0 is expected to be for all h>β and h<aa. Upper and 
lower limits have been specified for ya, which are used in the 
selection of the energy consumption scheduling vector. 

min max

a a ay  
 (4) 

where δa
min is the minimum standby power level, and δa

max 
is the maximum power level. For each center, the total energy 
consumption per hour must be less than or equal to the 
predetermined energy threshold (Emax), as calculated in eq. (5). 

max ,oTatal h

a

a A

EC y E h H


   
 (5) 

where Emax and ECoTotal are used as the input/output of the 
fuzzy system, respectively as an index of the fuzzy threshold 
limit and power demand. By combining eq. (3) to (5), energy 
consumption timing vector choices are determined. Therefore, 
the timing set Y for all ya can be determined as eq. (6). 

min max
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where y=(ya;AaϵA) represents the energy consumption 
scheduling vector that contains all the variables for all devices. 
Therefore, a vector y is true only when yϵY is true. 

B. Permanent Factor Modeling 

The permanent factor is related to any permanent load 
device. In this subcategory, loads flow regularly and depend on 
the device's internal temperature. Also, the comfort range 
depends on the high and low levels of [Tac

min, Tac
max] 

temperature. The permanent agent tries to maximize the 
satisfaction function of each permanent load device. 

min max( ) ( ) ( )

min max

100,

[ .. ]

SF T SF T SF Tac ac

ac acT T T
SF T

 


 

 
  
   (7) 

A constant load device's satisfaction function depends on 
its descriptive variable. For example, the air conditioning 
service is dependent on its temperature (T), which is seen in 
Fig. 1, and a user is satisfied if the temperature of the room in 
which he is sitting is 21oC to 22 oC. 

In order to avoid the peak load demand without affecting 
the user's comfort, the permanent agent uses the scheduling 
operation method, shown in relations (4) and (5). The 
flexibility of this service comes from the possibility of editing 
the quantities of energy consumed/produced in all periods. 
Therefore, it increases or decreases the factor with the assumed 
limits [δa

min, δa
max] of each device. 

 
Fig. 1. Depending on the satisfaction of air ventilation 

C. Temporal Agent Modeling 

The temporary factor is related to any temporary load 
device. Mandatory execution load starts when the user requests 
execution. Since the force consumption is constant, there is no 
other option but to regulate its operations in the normal force 
demand and these tasks do not need scheduling. However, in 
periods of high-power demand of the provider, the operator is 
instructed to use the fuzzy system to control the required load 
operations. The transferable load starts its duty when the 
temporary factor (such as the dishwasher) is according to the 
comfort zone of the user [aa, βa] and the limit of the 
relationship (3) of the operation of each device. The 
satisfaction function of a temporary load device is dependent 
on the transfer time in service [aa, βa], which is also dependent 
on the optimal time of the user's request, shown in equation (8). 
For example, the user wants his clothes to be cleaned at 9:30 
AM, which can be seen in Fig. 2. 

 
( ) ( ) ( )

100,

[ .. ]

SF t SF a SFa a

a at a
SF t





 


 


 (8) 

The temporary agent used the existing list of priorities 
prepared by the coordinator and then used three types of fuzzy 
logic based on the control strategy as an efficient solution to 
transfer the required power of the devices in periods of high 
demand. 

 
Fig. 2. Washing machine satisfaction function 

IV. PROPOSED FUZZY INFERENCE SYSTEM 

In this section, the proposed fuzzy inference system is 
discussed. Principally the controlling of smart devices in IoT 
systems is not contained absolute value to control the various 
processes. Therefore many-value with approximate number ids 
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required to use in these systems Fuzzy logic is a form of many-
valued logic in which the truth value of variables may be 
any real number between 0 and 1. It is employed to handle the 
concept of partial truth, where the truth value may range 
between completely true and completely false [33]. 

Fig. 3 shows the block diagram of the proposed fuzzy 
inference system. 

The proposed method has two inputs and one output 
variable. In the fuzzification stage, the fuzzy controller receives 
the inputs and maps them to their membership functions, called 
fuzzy sets. The degree of membership in the fuzzy set μ for the 
input ϰ is determined in the fuzzification step. This degree of 
numerical membership is between 1 and 1. The value 0 means 
that ϰ is not a member of the fuzzy set; the value 1 means that 
ϰ is completely a member of the fuzzy set. The values between 
0 and 1 specify the fuzzy members, each of which partially 

belongs to the fuzzy set. The membership function (MF) is a 
curve that specifies how to map each point in the input space to 
the membership value (or degree of membership) between 0 
and 1. Sometimes the entrance space of the community is also 
called the entrance. The most used shapes for membership 
functions are triangular, trapezoidal, and Gaussian. In the 
proposed method, membership functions assigned to input and 
output variables are considered triangular. The edges of the 
triangle can be specified by the triplet (a, b, c) (where a<b<c). 
The parameters {a, b, c} of the x coordinates of the three edges 
of the desired triangular function are specified. Fig. 4 shows a 
triangular membership function (2, 4, 6). Point 4 has the largest 
value in the membership function. 

In this study, the fuzzy set includes a maximum of 4 states, 
which are different for each input membership function, which 
is explained in the following sections. 

 
Fig. 3. Proposed fuzzy inference system. 

 
Fig. 4. An example of a triangular membership function. 

A. Input Power Membership Function 

It is assumed that the number of input power modes equals 
(normal, less than normal, medium, and weak). The value of 0 

indicates that the input power is weak, and more care should be 
taken regarding its distribution. While the value of 500 
indicates the normality of the input power. The triangular 
membership function maps the number of input power states 

https://en.wikipedia.org/wiki/Many-valued_logic
https://en.wikipedia.org/wiki/Many-valued_logic
https://en.wikipedia.org/wiki/Truth_value
https://en.wikipedia.org/wiki/Real_number
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from 0 to 500 watts according to the degree of membership 
into 4 fuzzy sets (Weak, Medium, Less Than Normal, and 
Normal). This allocation is shown in Fig. 5. 

According to Fig. 5, the fuzzy sets of this function are 
{Weak: triangle [0 0 1800}, {Medium: triangle [0 1800 
3500]}, {Less Than Normal: triangle [1800 3500 5000]}, 
{Normal: triangle [3500 5000 5000]}. 

B. Priority Membership Function 

The Priority membership function determines the priority 
of the device, which in this research includes (low, medium, 
important, and very important) states. A value of zero for this 
function indicates a low priority state, a value of 1 indicates a 
medium priority, a value of 2 indicates an important priority, 
and 3 indicate a very important state. The triangular 
membership function maps the number of device priority states 
from 0 to 3 according to the degree of membership into 4 fuzzy 
sets (Low, Medium, Important, Very Important). 

This assignment is shown in Fig. 6. The fuzzy sets of this 
function are {Low: triangle [0 0 1}, {Medium: triangle [0 1 
2]}, {Important: triangle [1 2 3]}, {Very Immortan: triangle [2 
3 3]}. 

C. Device Usage Membership Function 

The Device Usage member function specifies the amount 
of device usage. In this study, the Device Input Type variable 
is determined, which includes (control and binary) modes. 
Suppose it is a control device such as a fan. In that case, the 
amount of consumption of the device is decided by reducing 
the input power and the priority of the device. This type's 
device consumption includes (off, low, medium, and high) 
modes. For example, a ceiling fan with a consumption value of 
[65 75], a value of zero for this function indicates that it is off, 
a value of 65 low consumption and 120 consumption It is 
average, and the value of 175 shows a high state. The 
triangular membership function maps the number of device 
usage states to 4 fuzzy sets (Off, Low, Medium, High) 
according to membership degree. This allocation is shown in 
Fig. 7. The fuzzy set of this function is {Off: triangle [0 0 65]}, 
{Low: triangle [0 65 120]}, {Medium: triangle [65 120 175]}, 
{High: triangle [120 175 175]}. 

If the type of input device is binary, we will have only two 
states, off and on, which determine the amount of consumption 
of the device. In this case, the Device Usage membership 
function will be Fig. 8. 

The fuzzy set of this function in this type of device is {Off: 
triangle [0 0 1]}, {On: triangle [0 1 1]}. The input variable 
states with these diagrams do not change quickly from one 
state to the next. Instead, when the input changes, it loses a 
value in one membership function while gaining another value 
in the next state. In other words, an input variable with a 
specific membership degree is a part of two membership 
functions. For example, in Fig. 7, when the Input Power is 
equal to 200 watts, the input completely belongs to the 
membership function of Medium. However, when the Input 
Power is equal to 280 watts, the input is partially (0.5 each) a 
part of two membership functions, Medium and Important. 
Generally, a fuzzy system is formed based on human 

experience and expert information. The limits of the modes are 
also defined in the same way. 

D. Fuzzy Inference System 

An inference engine is equipped with fuzzy rules to decide 
on an output channel based on the current state of the network. 
An inference engine with a set of linguistic statements to 
describe the system using the number of conditional rules (if-
then) where the if-then part is specified by (precedence) and 
the then part is specified by (tail). Usually, the knowledge of an 
expert is used to form the rules of the fuzzy inference system. 
Table I contains rules used in the proposed method for control 
devices with two fuzzy inputs and one fuzzy output. This table 
contains different output values for different input ranges. 
Filling a data table with fuzzy attributes (scalability) is a matter 
of taste. 

Table II contains rules that are used in the proposed method 
for binary devices with two phased inputs and one phased 
output. These tables are prepared based on basic knowledge 
about the effect of each criterion on the overall performance of 
the proposed method. 

The fuzzy rules usually combine several assumptions using 
fuzzy operators such as fuzzy intersection (AND) and fuzzy 
union (OR). If the rule uses the AND relationship to map two 
input variables, at least these values are used as output. In 
contrast, for the OR relationship, the maximum is used. In the 
proposed method, the AND operator is used to combine the 
fuzzy inputs. 

The example in Fig. 7 helps clarify the issue. Input Power 
and Priority parameters have values of 250 and 1.8, 
respectively. As shown in Fig. 9, Input Power is a part of the 
membership functions of Medium and Less Than Normal, and 
the part of each membership function is 0.5. The Priority entry 
is a part of Medium and Important membership functions, 
shown in Figure 10. In this case, the degree of membership for 
membership functions Medium and Important is 0.2 and 0.8, 
respectively. The fuzzy sets of this function are {Weak: 
triangle [0 0 0.33]}, Medium: triangle [0 0.33 0.66]}, {Less 
Than Normal: triangle [0.33 0.66 1]} {Normal: triangle [0.66 1 
1]}. 

Fig. 9 and 10 shows the Input Power and Priority values, 
the four combinations between Input Power and Priority are 
shown in Fig. 11(a) Input Power: Medium and Priority: 
Important, Fig. 11(b) Input Power: Medium and Priority: 
Medium, Fig. 11(c) Input Power: Less Than Normal and 
Priority: Important, Fig. 11(d) Input Power: Less Than Normal 
and Priority: Medium. 

E. Composition and Defuzzification 

Defuzzification is the process of producing a measurable 
result in fuzzy logic and converting the fuzzy control action to 
a definite value. The output of all rules must be collected and 
converted into a single output. Two methods are widely used 
for defuzzification. Method 1 Center of Gravity (CoG): This 
method finds the geometric center. Also, this method selects 
the output with the largest area. Method 2: Maximum mean 
(MoM): This method gives the values that have the maximum 
degree of membership according to the fuzzy membership 
function. 
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It is simpler but loses useful information, while CoG, which 
is used as a common method, is more efficient. CoG is our 
chosen defuzzification method to produce a definite value in 
this research. In the phase of defuzzification, the four output 
values obtained in Fig. 11 are combined, and a single output is 
extracted using the center of gravity method. As shown in 
Fig. 12, the fuzzy outputs of the membership function with the 

same output are added together, while the values in different 
membership functions are taken together (that is, their 
maximum value is considered). 

The output value can be calculated from eq. (9). 

In this case, the output value is equal to eq. (10(. 

Obtained DeviceUsage
Obtained DeviceUsage

Degree of Membership Fanctions


 (9) 

       0.33 0.2 0.33 0.5 0.33 0.2 0.66 0.5
0.45

0.2 0.5 0.2 0.5
Obtained DeviceUsage

      
 

    (10) 

1 420 300 1800 1500 2000 6020oTotal h

a

a A

EC y W



      
 (11) 

(%) (1 ) 100
EUAfter

ES
EUBefor

  
 (12) 

420 300 1800 1500 4020 ,

210 267.6 1274.2 666.7 2418.5 ,

2418.5
(1 ) 100 39.8

4020

EUBefore W

EUAfter W

ES
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According to this formula, the degree of the membership 
function of each rule is multiplied by the maximum value in 
the membership functions in the output value and then divided 

by the sum of all the values of the membership function. In this 
example, the power consumption of the device is set to 
Medium in Fig. 13. 

 
Fig. 5. Input power membership function 
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Fig. 6. Priority membership function 

 
Fig. 7. Device usage membership functions in the control device type 

 
Fig. 8. Device usage membership functions in binary device type 

TABLE I.  INFERENCE RULES OF THE PROPOSED METHOD FOR CONTROL DEVICES 

Results 

Priority 

Low Medium Important Very Important 

Input Power 

Weak Off Off Low Low 

Medium Off Off Low Medium 

Less Than Normal Low Low Medium High 

Normal High High High High 
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TABLE II.  INFERENCE RULES OF THE PROPOSED METHOD FOR BINARY DEVICES 

Results 

Priority 

Low Medium Important Very Important 

Input Power 

Weak Off Off Off On 

Medium Off Off On On 

Less Than Normal Off On On On 

Normal On On On On 

 
Fig. 9. Input power value is equal to 0.5 

 
Fig. 10. Priority value is equal to 0.6 
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Fig. 11. Output for (a) rule1, (b) rule2, (c) rule3, (d) rule4, for control devices 

 
Fig. 12. Output for (a) rule1, (b) rule2, (c) rule3, (d) rule4, for binary devices 
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Fig. 13. Combining the membership function of device usage from all rules and generating a definite value using the CoG method. 

V. SIMULATION EVALUATION 

In this section, the simulation results are evaluated. The 
simulation was done with MATLAB software. Each load 
group is coordinated with a scheduling policy to reduce energy 
by compressing power demand or postponing requests. In this 
section, some devices' power demand control behavior and the 
type of control used have been analyzed. Refrigerators and 
freezers can be used for a short time, provided the temperature 
is kept within a certain range. The agent can predict the energy 
needed for the next time by observing the T parameters and the 
time the door is open. The permanent agent uses the scheduling 
policy according to the comfort range of [Tref

min, Tref
max]. 

The washing machine and dishwasher are binary devices 
with only two states, on or off. Therefore, the temporary agent 
predicts its consumption and gives users the price of electricity 
at the time of use, which the provider provides. The user can 
benefit from washing at night at a lower price. For example, 
the user expects the dishes to be ready by dinner, so he sets the 
time of use as α=2 PM and β=6 PM. So, suppose it is at the 
peak of electricity consumption or during the electricity 
fluctuation. In that case, this device will be turned off and 
transferred to a more suitable time. Television is a device 
whose power level is flexible. The TV has three functions with 
three levels, so the temporary agent uses a scheduling policy. If 
the threshold is soon reached, and some devices cannot be 
stopped, the agent switches the TV's function to ambient light 
or standby mode. Be with the level. TV is a device whose 
power level is flexible. The TV has three functions with three 
levels, so if the threshold is reached soon, the temporary agent 
will use the timing policy. Some devices cannot be stopped, so 
that the agent will adjust the TV function to the ambient light 
or mode. Ready to work with level ya=δa

min. The water heater is 
very important when the user wants a quick shower. However, 
for the user who has planned his bath time, the agent can heat 
the water before the specified time. In addition, this factor can 
cut off the boiler's power for an hour without the user noticing. 
The permanent factor controls the daily energy of the water 
heater using the scheduling policy. 

In this section, we analyze the power consumption control 
in three types of devices in the state of peak power demand in 
Fig. 14. The simulation was divided into 15-minute segments 
during the hours of the day. A set of (t ϵ Time) time segments 
was created in which Time={1,2,3,…etc.} is The minimum 

and maximum power of the devices used in the strategy are 
refrigerator (140 to 420 W) control device, with priority 4, TV 
(100 to 300 W) control device, with priority 2, water heater 
(750 to 1800 W) control device, with Priority 3 and time 
satisfaction function 22-24, air heater (500 to 1500 watts) 
control device, with priority 3 and temperature satisfaction 
function 20-22 degrees Celsius, dishwasher (2000 watts) 
binary device, with priority 1 and time satisfaction function 14-
18. Fig. 14 shows the output phase system of the refrigerator. 
Power below 140 watts will cause the refrigerator to turn off, 
and 300 watts will cause low consumption of the refrigerator, 
and the most consumed time of the refrigerator is 420 watts. 

Fig. 15 shows the fuzzy system of TV output. Power below 
100 watts will turn off the TV, and power of 200 watts will 
cause low consumption of the TV, and the most consumed 
time of the TV is equal to 300 watts. 

Fig. 16 shows the output phase system of the water heater. 
Power below 750 watts will turn off the water heater, and 1400 
watts will cause low consumption of the water heater, and the 
most consumed time of the water heater is 1800 watts. 

Fig. 17 shows the output phase system of the air heater. 
Power below 500 watts will turn off the air heater, and 1000 
watts will cause low consumption of the air heater and the most 
time-consuming air heater is 1500 watts. 

Fig. 18 shows the fuzzy output system of the dishwasher. 
Power below 2000 watts causes the dishwasher to turn off, and 
power below 2000 watts causes the dishwasher to stay on. 

In one hour, the house's energy is calculated based on 
equation (4) and should be a maximum of 300 watts 
(Emax=3000). If all the devices are on and have their maximum 
consumption, the total consumption power is calculated 
according to equation (11). The total power consumption is 
6020 watts, which is more than the maximum consumption. 
Therefore, the coordinating agent predicts the peak power and 
performs some tasks in advance. The operation of the 
dishwasher can be moved to midnight. The TV will work in a 
low-power mode. The refrigerator can be used for one hour as 
long as the door is closed. The agent of the satisfaction 
function checks the water heater and the air heater, schedules 
their operations in case of peak power demand, and cuts off the 
devices with a low priority. The power consumption output by 
the proposed system is shown in Fig. 19. 
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In the first 15 minutes of the simulation, the refrigerator 
consumes 210 watts, the television consumes 267.6 watts, the 
water heater consumes 1274.2 watts, the air heater consumes 
666.7 watts, and the dishwasher consumes zero watts. 
Therefore, the TV and dishwasher are turned off, and the 
refrigerator, water heater, and air heater are on with low 
consumption. In 15 minutes of the 20th simulation, the 
refrigerator consumes 250 watts, the television 150 watts, the 
water heater 900 watts, the air heater 1023.2 watts, and the 
dishwasher consumes 0 watts. Therefore, the dishwasher is 
turned off, and the refrigerator, TV, water heater, and air heater 
are on with low consumption. In the 56th 15 minutes of the 
simulation, which is the time dependent on the satisfaction of 
the dishwasher, the refrigerator consumes 140 watts, the 
television 100 watts, the water heater zero watts, and the air 
heater 750 watts, and the dishwasher consumes 2000 watts. 
Therefore, the water heater is turned off, the refrigerator and air 
heater are on with low consumption, and the dishwasher started 
working for half an hour. After the dishwasher is finished, the 

water heater is turned on and continues its operation. The 
reduction of 15 minutes is due to the reduction in water heater 
consumption. In all cases, the red line in Fig. 19 shows the 
amount of energy consumption without the proposed research 
method. As can be seen, the consumption of the proposed 
method is always lower than the method of the article [31]. The 
amount of energy saving can be obtained by equation (12). 

Where EUAfter indicates the energy consumption after the 
proposed algorithm and EUBefore indicates the energy 
consumption before the proposed algorithm. In fact, building 
energy saving is defined as the difference ratio of energy use 
before and after the implementation of the proposed algorithm 
in the same period. Energy saving has been calculated in two 
intervals. In the interval [1 1], the first 15 minutes, the total 
energy consumption is calculated in eq. (13). In this case, the 
force has been reduced by 39%. In [32 39], the total amount of 
consumed energy was equal to 2990, and the proposed method 
reduced the energy by 29.1%. 

 
Fig. 14. Fuzzy system of refrigerator output 

 
Fig. 15. Fuzzy TV output system 
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Fig. 16. Water heater output phase system 

 
Fig. 17. Phased air heater output system 

 
Fig. 18. Fuzzy output system of the dishwasher 
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Fig. 19. Energy consumption based on 15 minutes out of 24 hours

VI. CONCLUSION 

The proposed load model assumes that each user has 
different devices with different energy needs, power demands, 
and working hours. Devices are divided into two subgroups: 
permanent load and temporary load, each of these two "load" 
electricity amount models can be controlled or binary devices. 
The proposed model of this research consists of two inputs 
named (amount of input power) and (device priority) and one 
output (device consumption). Decision-making for an output 
channel based on the current state of the network is equipped 
with fuzzy rules. The number of input power modes equals 
(normal, less than normal, medium, and weak). The priority of 
the device includes modes (low, medium, important, and very 
important). Suppose the device is of a control type. In that case, 
the device's consumption is decided by reducing the input 
power and the device's priority. This type's device consumption 
includes (off, low, medium, and high) modes. Suppose the type 
of input device is binary. In that case, we will have only two 
states, off and on, determining the device consumption amount. 
Building energy saving is defined as the difference ratio of 
energy use before and after implementing the proposed 
algorithm in the same period. This criterion has been used to 
evaluate the proposed method. According to comparison result 
among the proposed method with other existing methods, this 
method achieves better results compared to methods in energy 
consumption by 33.8% reducing energy usage. 
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Abstract—This study expands our comprehension of museum 

visitor impact within a system quality, information quality, and 

augmented reality (AR) media content quality on mobile 

applications. Museums meet new defiance of escalating 

expectancies of their visitors. As a result of the universal mobile 

phone tool, AR has arisen as the latest technology offered to the 

museum to increase its visitors. These expectancies are fostered 

by the improvement of modern technologies like AR on the 

mobile app. Across an online survey of 241 visitors, the study 

determines the constructs affecting visitor impact within 

museum' mobile apps and the consequential results of AR-linked 

visitor impact. The study proposes a recent set of AR features, 

explicitly, system quality, information system, and AR media 

content quality, and establishes their influence on rational 

hedonism and satisfaction experienced, thus enhancing visitor 

impact. The findings also show that the rational hedonism and 

satisfaction experienced are positioned as full mediators for the 

relationship between system quality & information quality and 

visitor impact. In contrast, these mediators partially influence the 

indirect relationship between AR media content quality and 

visitor impact. Moreover, the results affirm that AR media 

content quality within the mobile application is the most critical 

construct to directly enhance visitor impact, whereas the system 

quality and information quality have no influence yet. From a 

practical point of view, the importance of AR technology for the 

museum can support entice new visitors to museums and 

improve to make more incomes. 

Keywords—System quality; information quality; augmented 

reality media content quality; rational hedonism; satisfaction 

experienced 

I. INTRODUCTION 

The importance of museums as artistic and heritage 
organizations is established, which have a substantial part in 
magnetizing new visitors to endpoint. To entice visitors and 
deliver them with good experiences, museums have begun to 
embrace modern technologies. Some scholars propose which 
are still significant alterations among museums based on high-
tech tools, determined by the sum of aspects such as museums' 
size, site, income, and managerial control in where museums in 
emerging states are a significant burden to foster their 
technological capabilities [1][2]. 

Museums meet recent challenges of increasing the 
prospects of their guests. These outlooks are fostered by 

improving the latest technologies such as virtual reality and 
augmented reality on mobile applications [3]. The escalation of 
information technology and digital forms altered how museums 
involved their visitors [2]. The improvement of digital media 
with mobile devices through augmented reality (AR) 
technology has gained a place in various users' hearts and 
many supporting applications [4]. AR has distinctive capability 
features to interlace the virtual and the material, implying 
museum visitors can suppress themselves in virtually improved 
experiences touching historical objects such artifacts, lontars, 
Subak (Balinese irrigation system) via AR apps. This study 
contends which AR media content provides creative potentials 
for assigning the unique features of historical objects, 
influencing satisfaction experienced and the enjoyment of the 
tour, like hedonism, and consequently increasing visitor impact 
[5]. 

Thus far, the recognition of AR mobile still meets several 
defiances explicitly for customer shopping engagement as the 
limited quality of media content and low quality of media 
layout[6]. Additionally, other concerns are linked to using the 
mobile application, such as lack of information quality and 
lack of system quality with mobile application because it is 
difficult to operate the function and content is not interactives 
[7][8]. These challenges can potentially increase visitors' 
resistance to using the AR mobile application. Conversely, 
there has been a lot to assess the influence of AR mobile's 
quality, system, and information on the acceptance of 
technology. System quality of the mobile application is 
essential to a beneficial user experience of mobile applications 
[9]. Determining the quality of AR mobile application is a 
multidimensional practice concentrating on several features of 
a system like system attributes, quality attributes, serviceability 
elements, and other aspects linked to technical matters [10]. 
System quality is the degree of easiness of utilizing and 
conveying out of assignments [11]. It also exhibits the 
significance of navigability, user-friendliness, organize, 
graphic logic, and stable mobile systems for enhancing a sound 
visitor capability and acquiring [12][13]. Some cosmetic, 
fashion and sports companies have implemented AR media to 
improve the authentic experience of their objects and assist 
customers through decision making [14]. Therefore, this paper 
tries to focus on the research gap by scrutinizing the impact of 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

78 | P a g e  

www.ijacsa.thesai.org 

the implementation of the AR mobile application on visitors in 
the Subak museum. 

To fulfill the research gap, drawing from collaboration 
among the theory IS success model, the theory of Unified 
Theory of Acceptance and Use of Technology (UTAUT2) 
[13], and pure happiness theory [15][16], we construct and 
empirically emphasize a composition propositioning which, 
namely actual rational hedonism and satisfaction experienced 
respectively mediate the connection among system quality, 
information quality and AR media content quality, and visitor 
impact. The objective of this study is three aims. First, to 
investigate the constructs which affect visitor impact through 
AR attributes on mobile apps. Second, to evaluate the effect of 
rational hedonism to bridge the relationship between AR 
features and visitor impact. Thirdly, to assess the influence of 
satisfaction experienced as the mediator of the link between 
AR features and visitor impact. 

II. BASIC THEORY 

A. Factors Affecting Adoption of AR Mobile 

Furthermore, IS success model draws information quality 
as an essential element to an information systems 
accomplishment [17]. A primary function of an AR mobile is 
to deliver visitors with figures appropriate to the historical 
objects [18]. Information, which is evident, recent, appropriate, 
precise, comprehensive, and consistent is trusted to be of 
excellent quality [19]. The performance of a technological 
system such as augmented reality is significant in instruction 
for consumers to implement and utilize such technology [20]. 
Then, a high-tech system is regarded as simple to utilize, which 
lets individuals finish duties, foster their output while also 
improving their performance and productivity [21]. In the 
context of this study, information quality and system quality 
extend to a visitor's view of the expectancies of significant 
others concerning the utilize of AR via mobile app. 

Subsequently, UTAUT2 was initiated to comprise human 
behavior and practice [22]. The enjoyment reflects hedonism 
that has been considered a critical aspect of technology theory 
[22]. It is the action of expanding a particular system that is 
enjoyable in its own right, away from any performance effects 
ensuing from system use. The empirical study draws which 
enjoyment can affect mobile app utilization [20]. AR media 
content is imagined delivering a positive and performing 
experience [23]. Then, hedonism has converted into a 
fundamental construct in interpreting the adoption and 
utilization of the latest technology. 

Regarding the pure happiness theory, the characteristic of a 
person's life is dependent on happiness, that is, the cognitive 
aspect, the hedonistic aspect, the mood aspect (emotional), and 
the hybrid aspect [15]. In this study, we try to implement the 
combination of cognitive and hedonistic views called rational 
hedonism. Each person is slightly hedonistic modestly because 
every person desires to experience an enjoyable life [24]. So, 
rational hedonism involves the pursuit of pleasure, a happy 
condition regarded on rational principles that create more 
significant comfort. 

As a result, through integrating each theory (IS success 
model, UTAUT2, and pure happiness), the study encapsulates 

technology, social and self-correlated constructs in the 
improvement of the theoretic model, which scrutinizes the part 
of rational hedonism and satisfaction experienced in 
enlightening visitors' degree of engagement by AR mobile 
software. 

B. Hypotheses Development 

Particularly, virtual portrayals can influentially create the 
quality and historical objects via the mobile system; an 
improved configuration of a virtual object with visitor carries a 
new figure of exclusiveness; the cover of the virtual artifact-
linked object on physical environments can generate object 
proximity and thus in-depth resonance by visitors than looking 
directly. The previous empiric has recognized how AR 
encourages sensorial elements and enhances individual 
performance [25][26]. Thus, the hypothesis is intended: 

H1a: Higher system quality has a positive influence on 
visitor impact. 

The magnitude of the system quality establishes a 
significant effect on the mobile application [27]. The system 
quality of mobile would interface which discovers new 
methods for collaboration between real and virtual 
surroundings simultaneously [28]. Additionally, it would 
enhance the attentiveness of the visitor. The accessible 
interface enables more artifact visualizations to their visitors, 
thus increasing the level of enjoyment. Such a platform enables 
the user to walk through the virtual museum and indicates the 
virtual depictions super-imposed on physical environments 
[29]. Correspondingly, Imaginings generation as augmented 
reality affordance permitting visitors to visualize 3D object 
portrayals in contrast to the actual condition [14]. 

Furthermore, system quality is acknowledged as easiness of 
learning, easiness of utilizing, the ease of accessibility, the 
effectiveness of system attributes, system complication, system 
attributes, and response time of IS [30]. It is as a degree of how 
well a supplied system meets visitor hopes such as effectual, 
reliable, adaptable, practical, customized, and fulfills the 
requirements [8]. Because visitors frequently settle in the 
comfortable system for longer time, the robust system makes 
enjoyment to consistently use the app, which aids encourage 
visitors’ experiences [31]. The excellent system frequently 
causes visitor interfaces, which convey a perception of 
consistency, receptiveness, assurance, and compassion that can 
help visitors reach their aims and prospects more 
knowledgeably or, in this context, achieve hedonism [32]. 
Some empirical studies have revealed which people with these 
features positively generate pleasing and enjoyable experiences 
for visitors [33][32]. Then, the hypothesis is intended: 

H1b: Higher system quality has a positive influence on 
rational hedonism. 

System quality contains the required features (e.g., easiness 
of utilizing, flexible system, and reliable system) of mobile 
application [34]. Determining the quality of IS is a multi-aspect 
procedure converging on some attributes of a system like 
system attributes, quality attributes, usability attributes, and 
other attributes linked to technical concerns [35]. Characteristic 
determines system excellence in conventional studies involve 
response time and robustness [36]. AR mobile system 
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generates more revelational moments by indicating 
magnificence features in an immersive and sensory-rich 
approach. AR features create historical object components 
proximal and graphicly high-up in physical environments, even 
though the scenery of the linked experiences varies [29]. 
Captivating this contextual museum, more excellent system 
quality is estimated to increase satisfaction experience. Thus, 
the hypothesis is composed: 

H1c: Higher system quality has a positive influence on 
satisfaction experienced. 

Information quality emphasizes the quality of a visitor's 
mobile's outcome (i.e., the information quality which the 
mobile delivers) and its helpfulness. It has been exhibited to be 
a critical success aspect while examining whole information 
system accomplishment [37]. Rich substance delivers the 
quality of the content concerning its practicality, 
comprehensibility, and robustness [38]. Some empirical studies 
have shown which information quality positively influences the 
individual impact [39][17][40]. Based on this discussion, 
information quality enhances the museum visitor impact. 

Mobile informativeness positively influences purchase 
intentions, while information declines the degree of 
improbability to the products and enhances the possibility of 
shopping linked decision-making [41]. The information 
generated by the mobile system is the relative link and 
significance of a mobile regarded on consumer's requirements 
and concerns [42]. The mutual interaction and the quantity of 
information shared online affect cognitive contribution 
[43][44]. Similar to the museum context, the more informative 
and AR mobile, the more visitors endeavor to take back 
information that improves their participation [41]. Then, the 
following hypothesis is proposed: 

H2a: Higher information quality has a positive effect on 
visitor impact. 

The information quality portrays the exactness and 
precision of the information delivered by the mobile 
application; rightness is an alternative key indicator of 
information quality which information must be produced 
within proper and correct. So, visitors can get the latest 
adequacy data related to historical objects; adequacy is another 
attribute of information quality that should be appropriate and 
should comprise all information needed to the end-user [45]. 
Understandability is a valuable attribute of information quality, 
which must be simple to recognize and not be complicated and 
hard to comprehend. Conciseness is an attribute of information 
quality generated by the IS [46]. Moreover, information quality 
shows the outcome features of the mobile app's information, 
which corroborates the appropriate information toward 
museum visitors. The essential information is accessible at the 
exact time to the right man; the info delivered by the 
information mobile must be clear to the end-users [47]. 

Moreover, the spending of information related to history 
and culture can be inferred as a configuration of edutainment 
since visitors can acquire something and relish it 
simultaneously [48]. This is aligned with museums' aim of 
delivering knowledge and amusement, which relates with a 
dual method to recent visitor conduct where 'cognitive and 

emotional aspects are concurrently at perform' [49]. It suggests 
that information generated by mobile enhances the level of 
psychological developments like enjoyment, hedonism, and 
affections [50]. The more helpful information generated by 
mobile applications provides the latest and relevant 
information; further, it is seen as informative, and visitors have 
more delight through the collaboration [41]. Thus, the 
hypothesizes that: 

H2b: Higher information quality has a positive effect on 
rational hedonism. 

Information quality can improve to enhance the satisfaction 
of the experienced visitor in the museum [51]. This empirical 
matches study from the perspective of museum visitors that 
exposed collaborative information affects the satisfaction 
experienced when visiting the museum [52]. Information 
quality plays a vital part in expanding positively to the 
advantages of handling a particular information technology 
(IT) [53]. It is viewed as the primary antecedent of user 
satisfaction [35]. Also, the increase of visitors’ satisfaction due 
to it encourages them greater than static demonstrations. 
Visitors have more participated in the display while they can 
apply interactive displays [54]. Thus, the hypothesis is: 

H2c: Higher information quality has a positive influence on 
satisfaction experience. 

The existence of high-tech in museums turns out to be vital 
and must not be ignored. For instance, the revolution of 
museum experiences aims to the significance of interactive 
technology devices that can assist in accomplishing the 
preferred alters with the aid of explanatory texts and feasible 
activities [55]. Consistently, which museum experts believe 
AR technology is a museum instrument whose incorporation 
into museums generates the foundation for interface via 
involved entertainment [56]. Using multimedia features such as 
AR with interactive content can positively affect learning 
development [57]. Similar to the museum context, virtual 
object generated by AR app enhances learning progression by 
sustaining the visitors' engagement. For instance, the 
implementation of videos and virtual animations can enlighten 
complicated concepts more effectively rather than concern the 
text [57]. Regarded above this discussion, the AR media 
content quality corroboration aspect can act as a vital aspect in 
leveraging the museum visitor impact. Thus, the hypothesis is: 

H3a: High AR media content quality has a positive 
influence on visitor impact. 

AR is the incorporation of digital data with the user's 
situation. It utilizes the present surrounding and overlays the 
latest information on top. This technology enhances the digital 
creation with physical targets, letting a real-domain customer 
flawlessly interrelate with digital elements [58]. The AR 
utilization in an art museum has a vital role in the recent 
improvements linked to acquiring technology that considers the 
latest high-tech instruments as a proposal to encourage the 
learning process [58]. Furthermore, AR is present converting 
human developments by speeding up competencies progress 
and encouraging guidance. 

The amazement of AR is escalating because it carries 
components of the virtual object into the actual environment, 
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then augmenting the objects for seen, heard, and perceived. It 
conveys computer-created objects into the reality surrounding, 
but the visitor can look at the historical object. When utilizing 
AR apps, the user imagines a mix of synthetic and natural 
brightness [59]. Overlaying pictures are projected above 
historical objects, which allocates the figures and collaborative 
virtual objects to be on top of the user's interpretation of the 
natural environment. AR can be very proper for replications, 
specifically in the museum zone [51]. 

Furthermore, AR technology integrates aspects of 
amusement and collaboration into museum propose to entice 
new visitors, particularly the children and teenager 
segment[60]. For instance, the Art Museum in the USA utilizes 
the influence of technology to involve visitors enthusiastically. 
With the aid of the AR app, visitors can perform a mainly 
intended museum game. They are encouraged to reconstruct 
the stances of the sculptures in the museum's gallery. Then they 
are delivered by information related to the art they are 
attempting to reconstruct in the game. In this approach, a 
visitor has amusing and learns together with the support of 
collaborative technology. By embracing AR media content, 
interactive installments entice visitors and create them more 
dynamic for an extended time than standard static displays 
[54]. Collaborative link technologies create the apparent 
authenticity of visitors' familiarity in a museum [50]. The 
museum embraces content entertainment through displays that 
foster all visitors to absorb more about themselves and others 
while they go to the museum [51]. So, technologies in 
museums (AR) can induce visitors' emotional reactions such as 
enjoyable and hedonism [50][6]. Thus: 

H3b: High AR media content quality has a positive 
influence on rational hedonism. 

AR technology delivers objects to improve the visitor tour 
by expanding magnificence features animatedly through 
diverse touchpoints crossways the tour itself [29]. AR’s 
virtuality authentically replicates and increases the more 
excellent quality of objects while covered in the natural realm 
or lined up with visitors’ looks. Moreover, objects can 
implement AR to certify the easy extension of the tour via 
facilitating fewer jarring alterations between virtual and 
physical touchpoints. This study highlights how AR content 
aids historical objects in delivering high-end facilities through 
zooming the high resolution for their objects, which 
satisfaction [61]. So, AR generates more revolution moments 
by demonstrating magnificent content in an immersive and 
sensory-rich approach. Its features generate object media 
proximal and graphicly prominent in physical environments, so 
that increase satisfaction experience. Thus, the following 
hypothesis is proposed: 

H3c: High AR media content quality has a positive effect 
on the satisfaction experience. 

Regarding the pure happiness theory, the characteristic of a 
person's life is dependent on happiness, that is, the cognitive 
aspect, the hedonistic aspect, the mood aspect (emotional), and 
the hybrid aspect [15]. In this study, we try to implement the 
combination of cognitive and hedonistic views called rational 

hedonism. Cognitively evaluating one's life as an entire in a 
positive approach makes to perceive rationality. Each person is 
slightly hedonistic modestly because every person desires to 
experience an enjoyable life [24]. So, rational hedonism 
involves the pursuit of pleasure simply, which is a happy 
condition regarded on rational principles that creates more 
excellent support to comfort. 

Rational hedonism is linked with a fun and exciting 
experience which may ensue in enjoyment. An enjoyable and 
fun mobile application creates positive hedonic contagion by 
augmented reality (AR) technology [62]. Since augmented 
reality (AR) media implements the natural surrounding and 
overlays recent information above it which appears to augment 
the digital domain with physical objects, letting a real-world 
visitor flawlessly interrelate with digital elements [59]. It 
serves users to avoid tediousness to rest; hedonism can be a 
vital feature to generate unique sensory emotion [29]. In 
entirety, hedonic understandings create changes in the users' 
emotional testifies, making a positive response that enhances 
their aims to use AR mobile. 

Hedonism distributes with the customers' affections (happy 
and adoring) and has arisen as a vital aspect in influencing 
social behavior [63][64]. The joyful and ludic part of visiting 
the shop is that visitors are more involved with the practical 
part (fun) of relaxation [65]. In the museum context, visiting 
emphases are considered the hedonic value [66]. Visitors 
appreciate obtaining engaged in the touring process and are 
more attracted to the fun aspect of the touring experience [67]. 
Scholars have discovered which faithfulness of AR app 
improves if the visitors are satisfied with the visual 
involvements, i.e., degree of enjoyment [64]. Hedonism has 
been realized to affect the satisfied visitor positively, then 
encourage the visitor to revisit [68][6]. Then, the hypothesis is 
proposed: 

H4: Rational hedonism has a positive influence on visitor 
impact. 

The satisfaction experience has a substantial effect on 
behavioral intentions [69]. The feelings customers create are 
bound to the aptness of the services obtained (i.e., the contrast 
between performance and hopes [70]). They construct potential 
developments of engagements on their level of satisfaction 
[71]. Satisfaction with a product or service is the essential 
enthusiasm to persist applying it as satisfaction indicates which 
advantages originated from visualizing media content by AR 
application. In the museum context, the satisfaction experience 
with AR mobile would indicate the achievement of the 
estimated advantages, improving the visitor impact to use this 
application to maintain acquiring these advantages [72]. In the 
AR mobile context, the visitor impact enables acquiring local 
knowledge "Subak"; to improve the exploring historical object; 
to makes easier using the application; to improve technological 
skills. The increased visitor satisfaction experience will 
consequently influence visitor impact. Then, the hypotheses is: 

H5: High satisfaction experienced has a positive effect on 
visitor impact. 
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Fig. 1. Conceptual model. 

Based on the above arguments, the satisfaction 
experienced, and the rational hedonism has a significant role in 
mediating the total effect of system quality, information 
quality, and AR media content quality on visitor impact. Thus, 
the hypotheses proposed are (Fig. 1): 

H6a:  The rational hedonism mediates the impact of system 
quality on visitor impact. 

H6b: The rational hedonism mediates the impact of 
information quality on visitor impact. 

H6c:  The rational hedonism mediates the impact of AR 
media content quality on visitor impact. 

H7a: The satisfaction experienced mediates the impact of 
system quality on visitor impact. 

H7b: The satisfaction experienced mediates the impact of 
information quality on visitor impact. 

H7c:  The satisfaction experienced mediates the impact of 
AR media content quality on visitor impact. 

III. METHODOLOGY 

A. Data Collection and Sample 

The research employed a quantitative approach. Collected 
information on the critical research was obtained by the visitors 
of the Subak Museum at Bali Province, Indonesia. The data 
were gathered employing a survey handled through google 
form between May 2021 and July 2021. All items were 
calculated using five-point Likert scales, varying from totally 
disagree (1) to totally agree (5). A pilot study was performed 
on a group of 30 museum visitors who were not involved in the 
primary survey to examine the instrument. An overall of 427 e-
mails was disseminated in May 2021, specifying the hyperlink 
to the survey and requesting its contribution. Two hundred 
seventy-nine responses were obtained toward the end of July 
2021, which relates to a 65.33 percent response rate. Thirty-
eight responses were dropped due to inadequate, resting 241 
(56.44 percent) with valid and finished responses. In Table I, 
the resulting data were gathered from 241 visitors that visited 
Subak Museum in Indonesia. 

TABLE I. DEMOGRAPHIC PROFILE OF RESPONDENTS (N=241) 

Demographics Respondent 

Percentage (%) 
Frequency Percentage 

Gender   

Male 140 59,29% 

Female 101 40,71% 

Age-Group   

17-30 years 137 56,85% 

31-40 years 86 35,68% 

41 years above 18 7,47% 

Education   

High School or below 104 43,15% 

Undergraduate degree 87 36,09% 

Bachelor 37 15,35% 

Master’s degree or higher 13 5,39% 

B. Profile of Subak Museum 

The Subak Museum is a museum that displays a collection 
of traditional agriculture tools utilized in farming and the 
traditional Balinese irrigation termed as Subak. It is one of the 
tourist objects for study tours, which many students and 
travelers from domestic and foreign tourists visit. Subak 
Museum is one of Bali's icons that stores agricultural tools of 
Balinese cultural heritage through the concept of Subak 
network has been recognized by the World Health 
Organization (WHO) as a World Cultural heritage. Museum is 
located in Banjar Anyar Village, Kediri District, Tabanan 
Regency, Bali - Indonesia. The distance from Denpasar City is 
approximately 21 KM. The number of visitors to Subak 
Museum from 2016 to 2020 decreased from 28,355 to 21,104 
visitors. 

History of the Subak Museum was established on 
August 17, 1975, to preserve the Subak traditional institution 
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as a noble cultural heritage of the nation and introduce the 
younger generation and tourists to the unique traditional 
irrigation system in Bali. Subak is an organization of farming 
communities in Bali that deals explicitly with the regulation or 
system of irrigating rice fields/irrigation in a 
traditional/conventional way. 

The Subak Museum provides an experience for visitors to 
see, recognize and learn all things related to agriculture and 
traditional equipment commonly used in agriculture in Bali, 
such as rice cutting and pounding tools, rice plowing tools, etc. 
Furthermore, here visitors get complete information about how 
the Subak irrigation system and processing rice fields from 
start to finish. Such as how to open rice fields, share the water, 
make water tunnels, measure waterways, and complete the 
process of religious ritual ceremonies. 

C. Instrument Development 

Based on previous studies, five constructs have been 
established by the author for supporting student performance 
(System Quality; Information Quality; AR media content 
Quality; Rational Hedonism; Satisfaction experienced; 
Individual Impact). Four items determined system Quality: AR 
mobile is simple to navigate; easy to use; admits visitors to 
search the information; offers proper functionality [73]. 
Information Quality was measured by four items that 
information provided by AR mobile is practical, 
understandable, attractive, reliable [7]. Four items measured 
AR media content quality: AR mobile desires enhancement of 
object reality; delivers powerful momentary; creates 
captivating aesthetic simulations; create real-time interactivity 
between virtual and physical elements [74][75][29]. Rational 
hedonism was measured by four items that visitor enjoys their 
tour through the AR application; have incredible emotion 
through the AR technology; have exciting times to explore the 
historical object; have a discovery of local knowledge [76]. 
The Satisfaction experienced was measured by four items that 
the visitors feel satisfied with their experience; the experience 
matches what visitors expect, the experience has succeeded as 
well as visitor contemplates, the getting auratic from the visual 
object [6][29]. The visitor impact was measured by four items 
that museum visitors enable to acquire local knowledge, 
“Subak”, to improve the exploring historical object; to enhance 
technological skills; to make easier using the application [7]. 
The questionnaire was obtained from empirical studies which 
analyzed the variables in an inquiry in the current research. 

IV. DATA ANALYSIS AND RESULTS 

To recognize the direct and indirect effect of system 
quality, information quality, and AR media content quality on 
visitor impact with the mediating impact of rational hedonism 
and satisfaction experienced at museum visitors in Indonesia. 
For evaluating the entire measurement model, statistical 
SmartPLS software was applied, and analyzing for data was 
utilized by PLS-SEM (Partial Least Square-Structural Equation 
Modelling). 

A. Measurement Model 

Convergent validity and discriminant validity have been 
examined. We have evaluated convergent validity by 
examining factor loading greater than 0.7, composite 

reliabilities greater than 0.8, and the average extracted variance 
(AVE) must greater than 0.5 for all variables (Fornell and 
Larcker, 1981). All factor charges in our model are greater than 
0.7 and measuring objects are removed if their factor loads are 
less than 0.70. The finding results show that our model meets 
the standard of convergent validity. With Cronbach α, we 
examined the internal reliability of scales. Table II states the 
loading factor, AVE, CR and (C-α) of all constructs. 

The latest approach was applied to confirm discriminant 
validity in the Heterotrait-Monotrait (HTMT) formula, and the 
HTMT values are displayed in Table III. If the HTMT is 
greater than 0.90, then the test of discriminant validity is the 
failure[77]. As all the results of HTMT are lower than the 
threshold portrayed in Table III, discriminant validity has been 
confirmed [77]. The measurement of the goodness-of-fit model 
was revealed to be satisfactory (Standardized Root Mean 
Square Residual [SRMR]=0.071, and Normal Fit Index 
[NFI]=0.928) and established the proposed model because of 
SRMR value < 0.08 and NFI value > 0.9 [78].  Conclusively, 
we postulate that tests of convergent and discriminant are valid, 
thus satisfactory to examine the hypothesis for the study. 

TABLE II. CONVERGENT VALIDITY 

Constructs Items 
Factor 

Loadings 
Cronbach   

Composite 

Reliability 
AVE 

System 

Quality 

(SQ) 

SQ1 

SQ2 

SQ3 

SQ4 

0,897 

0,736 

0,801 

0,879 

0,851 0,899 0,690 

Information 

Quality (IQ) 

IQ1 

IQ2 

IQ3 

IQ4 

0,885 

0,712 

0,814 

0,853 

0,722 0,770 0,703 

AR Media 

Content 

Quality 

(AR) 

AR1 

AR2 

AR3 

AR4 

0,689 

0,854 

0,766 

0,787 

0,778 0,834 0,605 

Rational 

Hedonism 

(RH) 

RH1 

RH2 

RH3 

RH4 

0,908 

0,845 

0,649 

0,826 

0,725 0,836 0,645 

Satisfaction 

Experienced 

(SE) 

SE1 

SE2 

SE3 

SE4 

0,893 

0,812 

0,834 

0,745 

0,802 0,884 0,717 

Visitor 

Impact (VI) 

VI1 

VI2 

VI3 

VI4 

0,863 

0,758 

0,848 

0,793 

0,766 0,864 0,679 

TABLE III. DISCRIMINANT VALIDITY 

 SQ IQ AR RH SE VI 

SQ       

IQ 0,455      

AR 0,284 0,701     

RH 0,509 0,272 0,408    

SE 0,349 0,798 0,759 0,684   

VI 0,509 0,812 0,743 0,351 0,682  
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B. Hypothesis Examining 

The study examines the structural relationships among the 
variables by investigatingthe diversemediationeffects accross a 
path analysis. Path analyses were applied to test hypotheses in 
the conceptual model employing the Smart-PLS software. The 
research shown in Table IV depicts path coefficients of the 
study model. Table IV and Fig. 2 describes which the path 
values from System Quality to Visitor Impact was positive and 
non-significant (ß= 0.121; p value > 0.1), in contrary the path 
values from System Qualityto Rational Hedonism was also 
positive and significant (ß = 0.544; p < 0.01) and the path 
coefficients from System Quality to Satisfaction Experienced 
was also positive and significant (ß = 0.278; p < 0.05). 
Therefore,    is not supported but     dan     are supported. 
The path coefficient from Information Quality to Visitor 
Impact was positive and non-significant (ß = 0.095; p > 0.1), 
whereas the path coefficient from Information Qualityto 
Rational Hedonismwas positive and significant (ß = 0.162; p < 
0.1), and the path coefficient from Information Quality to 
Satisfaction Experienced was positive and significant (ß = 
0.145; p < 0.1). Then, there is enough evidence to support     
and     but    was not supported. The path coefficient from 
AR Media Content Quality to Visitor Impact was positive and 
significant (ß = 0.257; p < 0.05), and the path coefficient from 

AR Media Content Quality to Rational Hedonism was positive 
and significant (ß = 0.201; p < 0.05), also the path coefficient 
from AR Media Content Quality to Satisfaction Experienced 
was positive and significant (ß = 0.473; p < 0.01). Thus, there 
is enough evidence to support    ,    and    . The path 
coefficient from Rational Hedonismto Visitor Impactwas 
positive and significant (ß = 0.295; p < 0.01), and the path 
coefficient from Satisfaction Experienced to Visit or Impact 
was positive and significant (ß = 0.254; p < 0.05). Therefore, 
   and    are supported. 

Additionally, the indirect relationship of System Quality, 
Information Quality, and AR Media Content Quality on Visitor 
Impact through Rational Hedonism as mediator was also 
positive and significant respectively (ß = 0.161, p < 0.05; ß = 
0.048, p < 0.1; ß = 0.059, p < 0.1), that    ,    , and     are 
supported. Then, the indirect effects of System Quality, 
Information Quality, and AR Media Content Quality on Visitor 
Impact through Satisfaction Experienced as mediator was also 
positive and significant (ß = 0.071, p < 0.1; ß = 0.036, p < 0.1; 
ß = 0.12, p < 0.05), that state    ,   , and     are confirmed. 
Based on the explanation above, we determine that Rational 
Hedonism and Satisfaction Experienced partially mediate the 
relationship between System Quality, Information Quality, and 
AR Media Content Quality and Visitor Impact. 

TABLE IV. HYPOTHESES TESTING 

Hypothesis Relationship Standard Coefficients Test Result 

    System QualityVisitor Impact 0,121 Non-Significant 

    System QualityRational Hedonism 0,544* Significant 

    System QualitySatisfaction Experienced 0,278 ** Significant 

    Information QualityVisitor Impact 0,095 Non-Significant 

    Information QualityRational Hedonism 0,162*** Significant 

    Information QualitySatisfaction Experienced 0,145*** Significant 

    AR Media Content QualityVisitor Impact 0,257 ** Significant 

    AR Media Content QualityRational Hedonism 0,201 ** Significant 

    AR Media Content QualitySatisfaction Experienced 0,473 * Significant 

   Rational HedonismVisitor Impact 0,295 * Significant 

   Satisfaction ExperiencedVisitor Impact 0,254 ** Significant 

    System QualityRational HedonismVisitor Impact 0,161 ** Significant 

    Information QualityRational HedonismVisitor Impact 0,048*** Significant 

    AR Media Content QualityRational HedonismVisitor Impact 0,059 *** Significant 

    System QualitySatisfaction ExperiencedVisitor Impact 0,071 *** Significant 

    Information QualitySatisfaction ExperiencedVisitor Impact 0,036*** Significant 

    AR Media Content QualitySatisfaction ExperiencedVisitor Impact 0,12** Significant 

Note: Significant at *1%, **5% and ***10% levels 
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Fig. 2. Results of Path Analysis. 

V. DISCUSSION 

The current study results establish which the system quality 
does not influence the visitors' impact in Subak museum, 
which corroborates the findings [79]. Some museum visitors 
have difficulty finding information contained in AR mobile, 
and some of the existing features are still unstable. 
Concurrently, several visitors suppose technological 
constraints often obtained in new, inventive technologies, such 
as arduousness in installing the related software, deficiency of 
computer literacy, and malfunctioning of the AR applications 
(e.g., slow response speediness, cartoony object pictures). 
Then, AR is assumed to be at the growing phase, requiring 
extra scope to enhance to be adored and utilized by more 
visitors. On the other hand, another empirical study reveals 
which system quality has a significant effect on rational 
hedonism, which aligns with the findings [80][81]. Therefore, 
the system quality is an essential aspect for hedonic-seeking 
visitors while they involve in openness services. Some visitors 
obtain it central for the system delivered to be stable with their 
hopes. Then, AR applications should endeavor to recognize 
their visitors' desires and support them in accomplishing their 
aims also is expected to provide a playful and entertaining 
experience for visitors. Moreover, the other finding shows that 
system quality has a significant effect on satisfying 
experiences, which aligns with the findings [6][79][8]. The 
system technology's ability enables visitors to cooperate more, 
handle and suit immersed with objects. Possibly, AR delivers 
visitors with the most interactive kind of technology accessible, 
where persons have managed over their manipulation in 

joining both the actual object and virtual object environment 
[82]. The AR capability can create mental figures which 
reproduce historical objects and experiences, which is the main 
competency through visitors observing the artifact. Visitors 
have long tried to visualize the objects at the museum to 
understand their applicability before looking at the actual 
objects. 

Conversely, the other empirical finding shows that the 
information quality does not influence visitor impacts in Subak 
museum, which aligns with [7].  The display of information on 
the application screen is less reliable with the information in 
the physical diorama, so that there is a misinterpretation for 
museum visitors. For this reason, visitors could not fully 
capture the explanation given from the application, such as 
information about artifacts with precision. In contrast, another 
empirical study reveals that information quality positively 
affects rational hedonism, which aligns with the findings 
[83][80]. The information generated by AR apps enables 
visitors to personalize content to their personal preferences and 
fascinations. Moreover, AR applications could deliver further 
historical objects information like supplementary video media 
and text matter comprising the process of Subak irrigation and 
material information of artifacts. The function that originates 
from this unique subject is possible to improve a visitor's 
enjoyment by having exciting times to explore the historical 
object, obtaining local knowledge, and getting incredible 
emotion. The following finding shows that the information 
quality has a positive effect on satisfaction experienced, which 
aligns with the findings [84][72]. Information is evident, 
recent, appropriate, precise, comprehensive, and consistent and 
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is of excellent quality [85]. This paper shows which higher-
quality information is a vital aspect in attaining satisfaction 
with AR mobile. It offers visitors information, which is recent, 
wide-ranging, simply explicable, and converges the 
information required to enhance a visitor's degree of 
satisfaction. Information could air to improve the sensed 
realism of the museum experienced visitors. They expect AR 
mobile to offer capable and reliable information which would 
satisfy their information necessities. This result match by study 
from the viewpoint of museum visitors that revealed interactive 
information significantly influences the sensed realism of the 
museum [50]. So, visitors displayed with more excellent 
informative object visualizations (i.e., artifacts) indicate a more 
positive experience. 

Furthermore, the other finding demonstrates that the AR 
media content quality influences visitor impacts in Subak 
museum, which aligns with the findings [2]. AR technology 
generates and provides content in an approach that visitors 
favor using. It could enhance the sensed realism of material 
objects, which supports museums in describing and 
interactively showcasing the objects. For example, the Subak 
Museum applies museum's high-tech facility intensifies with 
praxis, its capability to transform and explain collections 
subject improves to generate attractive and impressive museum 
experiences [82]. Moreover, another empirical study shows 
that the AR media content quality positively impacts rational 
hedonism, which aligns with the findings [29][6]. AR content 
could support improving the sensed enjoyment of the visitor 
because it involves them more than motionless expositions. 
Visitors have more participated in the expositions while they 
have a chance to utilize interactive displays. Virtual reality 
overlays on or is incorporated as a role, and physical 
environments can graphicly point out the delicate materials and 
artifacts. The visitor has the facility to improve the 
magnificence aura by envisioning object heritage. Application 
authentically replicates and strengthens the more outstanding 
quality of historical objects while covered in the natural 
environment. The development of supporting virtual finest 
object materials with visitors' emergence attributes is central 
for fitting visitor necessities and customizing the object trial. 
Mainly, virtual depictions could realistically imitate the quality 
and resolution of historical heritages in a way not previously 
likely through a website; the overlay of virtual object-related 
content on physical surroundings can create object proximity 
and, therefore, a deeper resonance with visitors than online 
browsing. The following finding shows that the AR media 
content quality positively affects satisfaction experienced, 
which aligns with the findings [29][6]. Regarding museum 
experience, this research identifies that AR media content 
provides an attentiveness of historical object stimuli round 
detailed dioramas. Specifically, it allows historical objects to 
induce influential emotions in visitors via AR mobile, short-
term faces which are intensively satisfied due to the high-
quality resolution and unique content for particular objects. 
Conversely, auratic magnification provides a new approach to 
constructing an object's distinctive aura – for example, by 
envisioning the object's realism artifact and distinction in an 
immersive method. For essentially encouraged museum 
visitors, the acquiring experience might be improved by AR 
media content, which becomes a crucial aspect of the visitor's 

experience. It provides visitors with information, which is up-
to-date, complete, simply comprehensible, and matches the 
information requirement enhances a visitor's degree of 
satisfaction. So, AR technology helps museums obtain 
attractiveness by facilitating visitors to achieve experiences 
that are concurrently aesthetically educational and 
entertainment [86]. 

The following finding shows that rational hedonism has a 
positive effect on visitor impact, which aligns with the findings 
[21][6]. Hence, enjoyment might be caused due to the 
inventive visualization experience delivered by AR as visitors 
can manipulate objects and have the possibility to generate 
themselves a customizable experience. During a customer's 
experience, enjoyment can be obtained by simulating 3-D 
virtual objects [18][87]. Thus, a diversity of AR media 
attributes that deliver interaction and lucidity to visitors via AR 
might be adept at elevating a visitor's imaginative composition 
progression through their experience, incorporating their 
natural surroundings with the virtual environment to acquire a 
fun experience within the visualization of new objects. The 
other results reveal that the satisfaction experienced positively 
influences visitor impact, which aligns with the findings 
[80][72]. Museum visitors turn into satisfied, delighted, and 
relaxed with their judgments to utilize in AR mobile while the 
application could meet their necessities and facility offerings 
match their hopes. Furthermore, visitors feel a positive appraise 
while they trust that they have obtained reasonable offers for 
AR attributes. The visitor felt value could be determined by 
comparing what they give up (e.g., financial, time, power, and 
affection) with what they obtain (i.e., auratic experiences when 
looking at virtual objects).  The satisfaction experienced by the 
visitor is obtained by quality of the museum experience, as 
well as the level of visitors fascinate, causes to overall museum 
visitors' satisfaction [88]. The opinion of visitors' satisfaction 
improves while the worth incorporation progression outcomes 
in a positive result are naturally more likely to foster positive 
effect. 

VI. THEORETICAL AND MANAGERIAL IMPLICATIONS 

Theoretically, this study cooperates the collaboration 
among the theory IS success model, the theory of Unified 
Theory of Acceptance and Use of Technology (UTAUT2), and 
theory of pure happiness, also information quality, system 
quality, AR media content quality to increase visitor impact 
through rational hedonism, and satisfaction experienced in 
Subak Museum. The rational hedonism and satisfaction 
experienced are positioned as full mediators for the relationship 
between system quality and information quality and visitor 
impact. In contrast, these mediators partially influence the 
indirect relationship between AR media content quality and 
visitor impact. This exemplifies the new model, which fulfills 
the research gap among information quality, system quality, 
and AR media content quality on visitor impact. Additionally, 
the results affirm that AR media content quality within the 
mobile application is the most critical construct to directly 
enhance visitor impact, whereas the system quality and 
information quality have no influence yet. 

From a practical point of view, the paper influences the 
stream of exploring the magnitude of AR technology for 
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museums. Introducing AR media content for museum delivery 
(offline & online) can support entice new visitors coming to 
museums, and therefore improve make more incomes. In 
achieving the interactivity of the visitor experience, the 
museum manager needs to recognize how the media content 
might be employed in the museum's proposal. The level of 
satisfaction experienced, and rational hedonism is summarized 
as a crucial aspect in influencing visitor impact. Then, 
managers must recognize the vital function AR content 
performs in improving visitor interactivity as the involvement 
of their getting satisfaction experienced from utilizing AR app. 
Lastly, the robust system quality of AR mobile creates 
perceived enjoyment that is termed as rational hedonism to 
increase visitor impact. 

VII. CONCLUSION AND LIMITATIONS 

These empirical outcomes have provided some 
substantially beneficial shreds of proof of the role of system 
quality, information quality, and AR media content quality to 
increase visitor impact in the Subak Museum in Indonesia 
through rational hedonism and satisfaction experienced. The 
satisfaction experienced is more influential in the linkage 
between AR media content quality and visitor impact rather 
than system quality, and information quality as antecedents, 
whereas rational hedonism is more influential in the linkage 
between quality system and visitor impact. Thus, the study 
suggests which rational hedonism and satisfaction experienced 
fully mediate the relationship between system quality & 
information quality and visitor impact. Finally, the indirect 
relationship between AR media content quality and visitor 
impact is only bridged by rational hedonism and satisfaction 
experienced. 

There are constraints that propose some future research. 
This analysis employs a cross-sectional design that will let a 
longitudinal study be applied for the following research to 
scrutinize the influences of features AR mobile application on 
rational hedonism and satisfaction experienced that also 
increases visitor impact. Lastly, this study is only conveyed by 
a single type of museum, and it is attractive lead to collect data 
from other museums to provide more corroboration of results. 
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Abstract—In recent years, the city of Kassala has suffered 

from frequent flooding disasters in the Gash River, which is the 

city's lifeblood. But the problem of frequent flooding of the river 

has made it a life-threatening nightmare. The importance of 

research lies in the fact that it is one of the few attempts to 

discuss and study the causes and effects of the Gash River floods. 

It aims to identify the factors affecting river floods. It proposes 

an algorithm to simulate flooding by randomly generating 

different factors that effectively affect river flooding. The 

descriptive analytical approach, the analytical, inductive 

approach, and the analytical deductive approach to desk 

research were used, taking advantage of the primary statistical 

method in its observation and evaluation, which relies on 

primary and secondary information to help make scientific, 

practical, and objective. The research came out with significant 

results related to the problems that threaten the town of Kassala 

from the frequent floods of the Gash River. The study's results 

proved that there is a deviation and discrepancy between the 

floods rate during the year, which gives a negative indication, 

and that deposited quantities vary in different proportions from 

one period to another, which causes a significant threat in the 

future. The research suggests other solutions that help reduce the 

problems and their effects. In addition to the above, the study 

proposes various recommendations that will be the basis for 

future studies to reach the required solutions and goals. 

Keywords—Gash river; flood simulation; influencing factors to 

flood; simulation 

I. INTRODUCTION 

Floods frequently result in significant economic losses and 
harm to people and the community [1]. Flood forecasting and 
management have thus always been difficult for the 
government and local governments [2, 3]. As more and more 
computer models are used for flood management [4], there is 
an increasing need for innovative and effective ways to 
visualize large amounts of data about floods. In addition, 
because interaction is one of the most critical factors in 
modern decision-making tools, simulation effectiveness has 
become a significant factor [5, 6]. Flooding in urban contexts 
is typically associated with a complex landscape involving 
technical, social, economic, and environmental issues [7]. The 
Gash River is a seasonal river that descends from the Eritrean 
plateau and reaches the Sudanese border, 30 km south of 
Kassala. It passes through the city of Kassala, passing through 
the Gash Delta Agricultural Project, to end at the Gash Delta, 
about 91 km north of the area of Kassala [8]. The natural 
features of the Gash River are unique characteristics, 

including the steep slope, which is six times the sharpest 
stream in Sudan, as its slope within the Sudanese borders is 
1.3 m / km at Kassala city, which gave it the ability to bring 
high loads of siltation [9]. 

Soft, sandy soils and fragile banks characterize the 
riverbed banks. It is easily eroded by high currents and 
fragmentation and change course from one place to another. 
These factors combined lead to the occurrence of flood 
phenomenon [7]. The area of the basin of the Gash River is 
estimated at 21.000 km2. Most of it is located within the 
Eritrean lands and at contour heights ranging between 2000 
and 1100 m above sea level. This basin is located between 
longitudes 36.5 and 39.5 east and latitudes 14 and 15.5 north. 
The river in Eritrean territory has a steep slope that reaches 5.5 
meters per kilometer. The transition from about 2000 meters 
above sea level at its source to only about 550 meters at the 
Sudanese border [9] makes the flood waves rush very quickly. 
It reaches 2 meters/sec sometimes [8]. Therefore, the Gash is 
among the fastest rivers in the world [10]. The river's slope 
within the flat Sudanese plain is estimated at 1.3 m / km. 

The importance of the study lies in the fact that it reveals 
the role of technical means in reducing water losses due to 
Flooding and benefiting from them in drinking, agriculture, 
and creating new projects in the agricultural field. And this 
study takes a fresh look at the country's flood management, 
and explores methods for lessening the likelihood of flooding 
and the damage it might cause [11]. 

In addition to reflecting technical progress, designing a 
computer simulation model for the behavior of factors affects 
flooding. 

The Gash River has become a source of fear and anxiety 
because it floods and damages the economy, society, and 
environment. These floods are caused by many factors work 
together. Which is difficult to predict and control, and 
whatever the matter is, floods are a natural phenomenon that 
spreads in all parts of the world, and this is not the dilemma, 
but rather the difficulty remains in that we avoid its 
occurrence and prevent the disaster before it occurs and to 
what extent we contribute to it [12]. 

The study is concentrated in Kassala State. Kassala State, 
its capital, is the city of Kassala. The area of Kassala State is 
55.374 square kilometers, and it is located between latitudes 
12-34 and 36-57 east and longitudes 12-14 and 12-17 north. In 
the east, the state's borders are shared with the country of 
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Eritrea. Internally, it borders the Red Sea, Gezira, and Gedaref 
states [13]. The state enjoys a prominent geographical location 
that helped its growth and made it a center for many 
commercial and investment activities. It provides essential 
services and all factors that help investment. It is known for its 
beautiful scenery and lush gardens, which make it the most 
important place for tourists to visit. There are many 
agricultural projects, such as sugar cane production, corn and 
wheat too. The populace also engages in trading and pastoral 
work. 

II. MORPHOLOGY OF THE GASH RIVER 

The Gash River is known from the morphological point of 
view as a cascading river, where the river is wide and shallow. 
In this type of river, the current takes several directions, is 
unstable, and constantly changes its course and characteristics 
[8]. 

The Gash River carries large quantities of Silt (primarily 
fine sand and Silt). Due to the sharp decrease in the river's 
slope when it crosses the Sudanese lands, these quantities 
exceed the river's ability to transport it. It is deposited along 
the course of the river until its end, which caused the river's 
steadily reducing capacity and inability to transport it Passing 
High Floods Safely [9]. 

III. METHODOLOGY 

The research method used in the study is the descriptive 
analytical method, and this approach is also called the in-depth 
descriptive method. In this method, the research describes 
various scientific phenomena and problems in detail, allowing 
good explanations and results. Using the descriptive-analytic 
approach, different things are compared to similar items. This 
allows data to be collected about the differences and 
similarities between things, which are the most important 
things that make the descriptive-analytical approach different 
from other scientific approaches [15]. 

The descriptive-relational approach is also used because it 
is related to the nature of the study. It also relies on analyzing 
the existing system and using diagrams, graphs, flowcharts, 
algorithms, design, and software to create a more accurate and 
efficient system. According to the explanatory method, 
relational studies define problems and analyze them into their 
essential elements [15] by presenting events and facts and 
analyzing them. Also, the inductive-analytical approach 
involves immersing in the details and reasoning behind the 
points to identify significant patterns, themes, and 
interrelationships, after which the results are confirmed using 
analytical principles rather than rules [14]. The study also 
follows the deductive analytical desk research approach, in 
which the literature related to the subject of the study is 
reviewed. 

IV. MODEL DESCRIPTION AND ALGORITHM 

To study the current situation, the study dealt with the 
problem of the Flooding of the Gash River by simulating the 
factors affecting the Flooding in the form of randomly 
generated variables within the program environment. 

A. Factors Affecting the Flooding of the Gash River 

There are many factors affecting the Flooding of the Gash 
River. Still, they can be limited to natural, technical, and other 
artificial causes attributed to some harmful practices. 

B. Flood Estimate 

The Gash River is distinguished for its wide fluctuations in 
its water revenue throughout and between seasons (Table I). 
Evidence indicates changes in the river's hydrology as a result 
of changing the natural properties of the upper river basin in 
the State of Eritrea, especially the removal of vegetation and 
soil erosion, which made the flood wave more severe and 
shorter in time. This is in addition to the global climatic 
changes that began heralding the high precipitation rates in 
2007 AD [9]. 

TABLE I. SHOWS THE RIVER'S DISCHARGES FROM 1997-2010 (AL-JIRA 

STATION) [8] 

Year 

Total Revenues 

Upstream - Million 

Cubic Meters 

Year 

Total Revenues 

Upstream - Million 

Cubic Meters 

1997 111.58 2009 452.57 

1998 565.21 2010 680.69 

1999 1386.66 2011 1007.41 

2000 1240.00 2012 704.04 

2001 1007.41 2013 888.89 

2002 704.04 2014 1313.09 

2003 1449.49 2015 1300.66 

2004 874.97 2016 440.00 

2005 1101.00 2017 760.00 

2006 1207.75 2018 663.80 

2007 1760.00 2019 450.85 

2008 665.20 2020 673.02 

We note from the above table the great variation in the 
river's revenues during the season. We also notice the 
difference in the discharges and returns of the river during a 
number of selected years at the Al-Jira monitoring station at 
the source (Fig. 1) illustrates this. 

 
Fig. 1. Shows the discharges and revenues of the river at the Jira station 

upstream. 

year

0

5000

1357911131517192123

Revenues of the Gash River at 
the monitoring station of Al-Jira 

(million cubic meters) 

year Total Revenues Upstream - Million Cubic Meters
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Flood estimation methods aim at modeling the relationship 
between falling rain and the resulting surface runoff. In 
general, these methods can be divided into three groups. The 
first group is called simple methods - such as the logical 
method and implicit equations - from which the value of the 
peak behavior can be estimated quickly and based on a Small 
amount of information. The CN Curve Number method is one 
of the methods of the second group or group of medium 
complexity [16]. The third group includes straightforward or 
more complex methods, which depend on the study of each 
element involved in the phenomenon, the transformation of 
rain into a surface runoff, and detailed and in-depth analysis. 
The number curve method is the most prevalent in engineering 
studies and natural resource management projects, especially 
in the US states [17]. 

C. The Nature of the Gash River (The Strength of the Gash 

River Current) 

The significant fluctuation represents the characteristics of 
the Gash River in the flow, the steepness, the high speeds, 
high loads of Silt, the broad stream, and the fragile banks 
combine to form a community that threatens the river's bridges 
and its widths. 

D. Silt 

Problem of Silt is one of the most important problems 
associated with irrigation, drainage, floods, and natural rivers. 
Generally, dredged Silt represents about 5 to 25% of the total 
Silt carried, but its importance is that it affects the roughness 
and stability of the stream. Table II shows the quantities of 
dredged Silt during periods of years from 2010 to 2020. 

As can be seen in Table III, the amounts of Silt vary 
significantly not only from season to season, but even within a 
season. 

TABLE II. SHOWS THE QUANTITIES OF DREDGED SILT DURING THE 

PERIOD FROM 2010 TO 2020 

Year Total - mm3 The upper limit is 3 mm 

2010 1290 470 

2011 0930 385 

2012 0810 370 

2013 1430 870 

2014 0400 205 

2015 0535 365 

2016 1165 575 

2017 1010 395 

2018 0960 290 

2019 0540 295 

2020 0540 295 

TABLE III. SHOWS THE DIFFERENT AMOUNTS OF SILT 

Date Attributed Suspended Silt (ppm) 

21/08/2020 508.0 1753.7 

22/08/2020 507.0 1450.5 

25/08/2020 506.9 13458 

27/08/2020 506.8 13300 

29/08/2020 506.6 11976 

The table shows that silt quantities vary seasonally and 
within seasons. 

The amount of Silt in the water decreases according to the 
amount of water (water levels). The higher the group, the 
higher the amount of Silt attached to the water. We find the 
rise of the stream bed in the two divided sectors of the river, in 
front of and behind the network of bridges and wide's, 
receiving their share of the Silt carried from the upper reaches 
of the river [9]. 

E. Various other Reasons 

There are many harmful practices carried out by the 
population that affects negatively, including some activities 
around the river basin have adverse effects such as planting 
trees around bridges, erecting buildings, constructing bridges 
and beams inside the bay, taking soil from bridges, or digging 
latrines and wells in the areas adjacent to the bridges [18]. 

F. Elevation of the Levels of the Gash River 

This is due to three main reasons: 

First: the climatic and hydrological changes represented in 
the disappearance of the vegetation cover and the increase in 
water and silt discharges, the engineering works that 
prevented the natural venting that was occurring in the Tajuj 
region at high levels, and the collapse of the dams built on the 
Gash River in the State of Eritrea. 

Second: Weakness of the conveying capacity of the gutter 
as a result of the presence of suffocating facilities such as 
bridges and bridges. 

Third: the morphological changes that led to the rise of the 
riverbed due to sedimentation due to the lack of slope. 

All these reasons combine to cause a catastrophe, as 
happened in 2003. Climate change is a global phenomenon 
that warns of more variation in precipitation and high waves 
of floods. The rise in the river water level as result of heavy 
rains was accompanied by the collapse of some dams in the 
country of Eritrea, which exacerbated the severity of the 
floods [8]. 

Program algorithm generating random numbers to simulate the 
factors influencing Flooding 

1. Start 

2.1   let I= 1 

2.2 sum=0 

2.3 pita=300 

3.  Let  Z=random (10) 

4. If (z = 0) 

{x=0} 

Else 

{x=pita*Z} 

5.  Near the value x to an integer 

6.  If (x=0) 

{M=pita/4 Go to 8} 

7.  Let M=ceil(x)*1/4 

8.  Sum = sum + ceil(x) 

9.  Print value ceil (m), ceil(x) 

10.  Let I=I+1 

11.  If (I<=10) 

{Go to 3} 

12.  Print Report 

13.  End 
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In the algorithm 

I: represents the loop counter. 

Pita: means the amount of water. 

Z: represents the randomly generated number from the 
random function. The random process generates random 
numbers for unrelated events; the Ceil function approximates 
the correct number. 

M: represents the amount of Silt, which is calculated by 
the formula m=pita/4. 

Fig. 2 shows the sequence of steps of the above program 
and algorithm through the following flowchart. 

 
Fig. 2. Flow chart of algorithm. 

Fig. 3 illustrates the implementation of the program, and 
we find that the sediment quantities vary in different 
proportions from one period to another, which causes a great 
threat in future periods. 

 
Fig. 3. Shows the program execution screen. 

TABLE IV. SHOWS THE OUTPUT OF THE PROGRAM 

 

Year M (The amount of clay) X (Quantity of Water) 

1 1800 450 

2 2400 600 

3 0300 075 

4 1800 450 

5 1200 300 

6 2400 600 

7 0600 150 

8 1800 450 

9 0300 075 

10 1800 450 

Table IV shows a reflection of the implementation of the 
program shown in (Fig. 3) and shows the relationship between 
the amount of water in the river and the amounts of suspended 
silt for ten consecutive years generated randomly. 

The total amount of Silt after 10 years is 3600 m. 

V. IMPLEMENTATION 

A Markov distribution was used to generate random 
numbers and compare unrelated cases with equal probability 
distribution using the beta parameter calculated from the entire 
population. 

A sample of 10 years was taken to take the average from 
the actual reality of the cascade generation that occurs 
annually starting from the base year. Table V shows the 
average level of the river level during specific years at the Al-
Qash Gash Bridge monitoring station in the city center, as 
well as the lowest rate, highest rate and the standard deviation. 

By comparing the result of the program and the actual 
reality, we find the relationship between the level and the Silt 
is correct. 

Benefit from the program in calculating the amount of Silt 
deposited after each number of years. 

TABLE V. AVERAGE RIVER LEVEL DURING SELECTED YEARS - AL-GASH 

BRIDGE MEASURING STATION 

Year The Lowest Rate Highest Rate Standards deviation 

1990 15.00 210.00 31.2842 

1999 504.00 506.00 0.3167 

2003 504.00 505.90 0.2563 

2005 504.05 505.95 0.3553 

2008 505.40 506.01 0.2986 

2010 504.70 505.95 0.1951 

2015 504.90 506.10 0.2346 

2019 504.19 506.45 0.3481 
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The results of the study proved that there is a large 
deviation and variation between sedimentation rates during the 
year, which gives a negative indicator, and that the amounts of 
sediment vary in varying proportions from one period to 
another, which causes a great threat in future. It is also 
expected that the amount of Silt deposited by this algorithm 
will be about 8.450 mm3 in the year 2035 AD. Different river 
speeds, revenues, and flows reveal a clear relationship 
between the volume of water and its rate and the amount of 
Silt drifting and traveling from one place to another within the 
same season. The study also proved that the annual average of 
rain is not considered a good factor for the strength of the 
rainstorm in estimating the severity of the flood, as it is 
possible for the power of one of the rainstorms to exceed this 
annual average. 

The study also concluded that increased sediment 
quantities over the years led to a rise in the river level higher 
than the level of agricultural lands. This was one of the 
primary reasons and systematic risks that allowed the river to 
stray from its intended path. Changing the course of the river 
may pose a danger in the future. 

VI. CONCLUSION 

Developing this model includes all elements have an 
indirect effect, such as evaporation, soil type, and wind. 

The model works on developing a distant understanding, a 
broad horizon, and an open mind in the applied aspects at all 
administrative levels, especially about the applications of 
simulation models. 

Also, this model benefits in the field of forecasting and 
future estimates of the quantities of silt and water for the Gash 
River. 

The application of this model in the investigation and 
exploration of the river is a powerful technique through which 
we can provide planners of water resources with an acceptable 
estimate of the amount of running water and the quantities of 
suspended Silt that are expected to be deposited. 

The results of the model can also be used to help city 
planners and decision-makers make plans for the future of 
Kassala city; applying this modern technical method 
(simulation models) in flood management in the country. 

The researcher suggests that there will be future studies 
that follow the technical method on the basin's area, the 
mainstream's length, and the peak discharge. 

It is also suggested that there be studies of the geological 
formation, soil permeability, and type of land use around the 
course of the Gash River to avoid the risks of floods in the 
future. 

Similarly, more in-depth studies reach more detailed 
results to advance this region and develop it in the future in 
terms of economic and social aspects. 
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Abstract—As the Supervisory Institution in Statistics, Badan 

Pusat Statistik (BPS) launched an integrated information system 

(IS) to exercise the Open Government Data (OGD) initiative and 

to impose the One Data Policy Act. Albeit challenges arise, BPS 

manages to provide more than 120 thousand publicly accessible 

datasets. With the success of OGD, many scholars have opted to 

examine a similar issue from the perspective of users/citizens. 

However, employees’ perspective remains substantial as 

employees are the OGD provider. This research administers 

employees’ views to pinpoint influencing factors in the success of 

OGD adoption through an IS. The authors seek to comprehend 

the factors from IS and acceptance manner, thus integrating the 

Information System Success Model (ISSM) and Unified Theory 

of Acceptance and Use of Technology (UTAUT) as the 

measurement model. This study also administers a cross-

sectional questionnaire with close-ended questions to obtain data 

from 253 IS users in BPS. Using structural equation modelling 

(SEM), the authors find that all ISSM constructs influence the 

success of IS while only one construct from UTAUT plays a 

pivotal role in defining the success. Information Quality, System 

Quality, Service Quality, User Satisfaction, and System Use 

remain paramount to the successful implementation, while 

Performance Expectancy becomes the sole influencing UTAUT 

factor affecting success. This study therefore offers substantial 

benefits by aiding other researchers in OGD-related areas and 

providing in-depth evidence for practitioners in implementing IS 

for OGD initiatives. 

Keywords—Open data; open government data; OGD; 

employees’ perspective; ISSM; UTAUT; success factors; 

acceptance; impact; integrated IS; One Data Policy; BPS; SEM 

I. INTRODUCTION 

Since its inception in 2009 [1], [2], Open Government Data 
(OGD) have grown exponentially [3] in the last few years and 
has served as the bedrock for a data-driven nation. 
Correspondingly, governments have collected a plethora of 
data to perform their tasks and made it available to the public 
[4]. OGD therefore holds an increasingly pivotal role [5]. In 
2016, President Joko Widodo coined One Data Initiative or 
"Satu Data Indonesia" (SDI), followed by a regulation in 2019: 
Presidential Decree Number 39 of 2019. Similar to principles 
of open data by the Open Knowledge Foundation [1] and the 
United Kingdom’s Government [6], Indonesian 
ministries/agencies must comply with four fundamental 
principles (data standard, metadata, interoperability, and 

reference code). Through SDI, the government intends to 
deliver accurate, up-to-date, integrated, accountable, 
accessible, and interchangeable data for national development 
agendas [7]. 

As SDI’s Central Data Supervisory Institution (Pembina 
Data) in Statistics, Badan Pusat Statistik (BPS) introduced1 an 
integrated information system (SIMDASI) that administers 
SDI principles: interoperability with other ministries/agencies 
[8]–[10] and compliance to data standards, metadata, and 
reference code2. Supported by derivative policies, SIMDASI 
establishes itself as the bedrock of the OGD initiative, 
dispensing most of the open data on the organisation's website3 
with the finest quality through synchronisation processes [8]. 
Presently, SIMDASI houses more than 120 thousand publicly 
accessible datasets4; thus, SIMDASI remains paramount in the 
OGD initiative for BPS. 

Likewise, Information and Communications Technology 
(ICT) adoption for employees becomes tedious [11] and 
information systems (IS) cannot engender benefits should 
employees refuse or fail to use IS accordingly [12]. In 
measuring the success of government systems or services, 
Martono et al. (2020) [13], Puspitarini & Ardhani (2022) [14], 
Stefanovic et al. (2016) [15], and Gangga Dewi & Fajar 
(2021)[16] successfully exercised DeLone and McLean 
Information System Success Model (ISSM) [17] to measure 
the IS success. Accordingly, Stefanovic et al. (2021) [18] 
reaffirm that ISSM is the most widely used measurement to 
measure IS success within the e-government context. 
Stefanovic et al. (2016) [15] also evaluate the IS success of an 
e-government system from the view of employees in the 
Republic of Serbia. The result shows that the use of an e-
government system influences the net benefits perceived by the 
employees. 

At the organisational level, moreover, many scholars stress 
the challenges hindering OGD adoption: lack of technical skills 

                                                           
1
 https://nasional.kontan.co.id/news/bps-luncurkan-sistem-data-statistik-

terintegrasi. Accessed: 7 November 2022 
2
 https://www.bps.go.id/menu/8/Peraturan.html. Accessed: 7 November 

2022 
3
 https://www.bps.go.id/indikator/indikator/list_/da_01/. Accessed: 7 

November 2022 
4
 https://simdasi.bps.go.id/. Accessed: 7 November 2022 
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from employees, staff shortage, and organisational 
understanding [19]–[25]. Wang et al. (2019) [24] even address 
that the United Kingdom's OGD programme relies on 
employees' enthusiasm, skills, and goodwill. Subedi et al. 
(2022) [26] also imply that individual and organisational 
factors influenced OGD adoption by Nepali government 
officials. Hence, the acceptance from employees has proven 
substantial in the OGD adoption. 

In assessing the acceptance, the Unified Theory of 
Acceptance and Use of Technology (UTAUT), developed by 
Venkatesh et al. (2003) [27] and perfected by Venkatesh et al. 
(2012) [28], becomes one of the baseline models to explain 
user intention to use an IS in an organisation setting such as in 
e-government research [12], [26], [29]–[38]. Their findings 
prove that the four construct (Performance Expectancy, Effort 
Expectancy, Facilitating Conditions, and Social Influence) 
affect the intention to use, which subsequently influences the 
system use .Further, Stefanovic et al. (2021) [18] explain that 
many scholars combine UTAUT in the ISSM construct to 
complement their studies [12], [14], [29], [38], [39]. 

In OGD-related research, however, many scholars 
employed the citizens' perspective [31], [37], [39]–[43] to 
measure the success of OGD, although Syuhaini and László 
(2022) [12] highlight the importance of taking employees’ 
perspective as they design, implement, run, and expand the 
systems. Talukder et al. (2019) [43] propose additional 
dimensions from ISSM to clarify the usage intention of OGD 
users. Prior studies have yet to discuss the benefits of IS as the 
foundation of OGD and employees' acceptance as OGD 
providers for the public; they stop at the behavioural intention 
to use OGD. Considering the gaps and the limited number of 
research on OGD from employees' perspective, this study 
formulates the following research questions: 

RQ1. What are the IS factors that influence the use of 
SIMDASI? 

RQ2. What acceptance factors from employees affect the 
use of SIMDASI? 

RQ3. What direct factors determine the success of 
SIMDASI as an OGD adoption tool? 

To address the research question, the authors propose an 
UTAUT-integrated ISSM model aimed at unearthing benefits 
from administering SIMDASI as an OGD adoption tool from 
employees’ perspective. The model 

The study therefore is organised as follows: Section II 
elaborates theoretical background and hypotheses; Section III 
explains the research methodology; Section IV expounds on 
the research results; Section V explicates the discussion 
regarding the research objectives and the implications; 
Section VI closes the research with the conclusion and 
limitation of the study. 

II. LITERATURE REVIEW AND HYPOTHESES 

A. DeLone & McLean Information System Success Model 

(ISSM) 

ISSM offers a comprehensive metric to gauge the success 
of an information system [44], [45]. Correspondingly, this 
approach proposes an idea in which system quality and 
information quality affect the use and the adoption of IS, 
resulting in individual and organisational impact [43], [45]. 
DeLone and McLean (2003) [17] further propounds upgrades 
with the inclusion of the service quality dimension to help 
explain the effectiveness of an IS [45]. DeLone and McLean 
(2016) [46] then recommended the integration of intention to 
use and use into the system use dimension, of which the model 
measures the degree of usage in a mandatory IS —the case of 
SIMDASI. The ISSM model thus stipulates six dimensions as 
follows: 

1) Information Quality (IQ) 
Providing users with accurate, timely, and relevant 

information becomes the driving force for IS applications; 
hence, the IQ dimension remains paramount in the model [45]. 
DeLone and McLean (2016) [46] argue that IQ contributes to 
user satisfaction and declares that this dimension should be 
viewed as a success metric independent from end-user 
satisfaction measurements. Further, they assert that IQ has 
been demonstrated to be substantially correlated with system 
usage and net benefits in both individual and organisational 
settings [44]–[46]. 

Stefanovic et al. (2016) [15] and Martono et al. (2020) [13] 
also prove that IQ influences the usage of e-government 
systems. Correspondingly, Talukder et al. (2019) [43] pinpoint 
that IQ influences citizens' usage of OGD. For the satisfaction 
issue, Gangga Dewi & Fajar (2021) [16] verify that IQ affects 
employees’ satisfaction in using IS at Kominfo, Indonesia, 
similar to the research by Puspitarini & Ardhani (2022) [14]. 

This study therefore refers to the IQ dimension as a 
measurement of SIMDASI following the criteria: relevance, 
usefulness, understandability, accuracy, reliability, 
completeness, and timeliness [45], [46]. Accordingly, the 
authors suspect that IQ influences system use and user 
satisfaction. 

2) System Quality (SQ) 
DeLone and McLean (2003) describe that SQ constitutes 

the desired attributes of an IS; thus, SQ subsumes measures of 
the IS itself [44]–[46]. These measures typically emphasise 
usability aspects and performance attributes of the examined 
IS. DeLone and McLean also reiterate that there is no universal 
measurement in SQ; thus, they establish ease of learning, ease 
of use, availability, system reliability, and system interactivity 
as ways to gauge the SQ [44]–[46]. 
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In this model, SQ influences the system use and user 
satisfaction of the IS examined. Puspitarini & Ardhani (2022) 
[14], Talukder et al. (2019) [43], and Stefanovic et al. (2016) 
[15] demonstrate how SQ affects both intention to use and user 
satisfaction in their research. In addition, Martono et al. 
(2020)[13] uncovered that SQ has a significant influence on 
system usage, and Gangga Dewi & Fajar (2021) [16] have 
verified the correlation between SQ and user satisfaction in 
their research. 

The authors suspect SQ significantly influences user 
satisfaction and system use in the model. 

3) Service Quality (SEQ) 
SEQ, the updated ISSM dimension, denotes the quality of 

assistance provided to users by the IT support team or IS 
department, such as training, hotline, or helpdesk [44]–[46]. 
DeLone and McLean (2016) [46] reclarify the SEQ dimension, 
which they believe is misunderstood and understudied, merits 
inclusion as a component of IS success because SEQ enhances 
individual performance. They further propose that the key 
measures for today’s digital environment are reliability, 
empathy, responsiveness, contact, and interactivity. 

Puspitarini & Ardhani (2022) [14] and Gangga Dewi & 
Fajar (2021)[16] evince that SEQ influences both system use 
and user satisfaction. Stefanovic et al. (2016) [15], on the other 
hand, verify the relationship between SEQ and system usage in 
their research but fail to identify the correlation between SEQ 
and user satisfaction. The same goes for Martono et al. (2020) 
[13], as they failed to determine the connection between SEQ 
to either user satisfaction or system use. 

As SIMDASI remains a mandatory system for OGD 
adoption and a specific department is available to assist users 
with technical and nontechnical support [8], the authors believe 
that the inclusion of SEQ is beneficial and thus argue that SEQ 
has a significant influence on system use and user satisfaction. 

4) System Use (SU) 
DeLone and McLean (2016) [46] explain that SU is the 

degree and manner in which employees utilise IS capabilities. 
Further, they also rectify the misconceptions among many 
scholars to omit SU where the system is mandatory. Realising 
the system's benefits is expected to be significantly impacted 
by variations in quality and intensity[46]. 

While prior studies stop at the SU, Stefanovic et al. (2016) 
[15] and Gangga Dewi & Fajar (2021)[16] seek to uncover the 
relationship between SU and the net benefits, which leads to 
the realisation that SU has a significant influence on the net 
benefits either for organisations or individuals. 

The authors then suggest using SU as the mediating factor 
from IQ, SQ, and SEQ to the net benefits. Accordingly, 
DeLone and McLean (2016) [46] highlight indicators to 
measure SU: frequency of use, duration of use, nature of use, 
appropriateness of use, number of functions or features used 
(extent of use), thoroughness of use, attitudes toward use, and 
intention to reuse. 

5) User Satisfaction (US) 
The US dimension constitutes users' satisfaction when 

utilising an IS and is considered an essential factor in 

measuring IS success. As SIMDASI remains mandatory, 
employing this dimension becomes favourable [44]–[46]. 
Gangga Dewi & Fajar (2021)[16] have proven the relationship 
between US to SU and US to net benefits, further proving the 
notion from Stefanovic et al. (2016) [15]. Urbach and Müller 
(2012) [47] also argue that US has a strong relationship with 
both system use and net benefits. The authors believe that US 
mediates IQ, SQ, and SEQ to SU and net benefits. The 
measurement of effectiveness, enjoyment, and overall 
satisfaction is an effective way to gauge US in this model. This 
study hence employs this US dimension as part of the 
measurement model. 

6) Individual Impact (II) 
DeLone and McLean (2016) [46] splits net impacts into 

individual and organisational impacts. This dimension 
explains the extent to which IS contributes to an individual's 
success, such as improved personal productivity. This paper 
suggests the inclusion of the II construct to measure the success 
of SIMDASI among individual levels that attribute the success 
of OGD adoption. The measurement of learning, decision 
quality, decision time, productivity, or task performance is 
proven effective. 

7) Organisational Impact (OI) 
DeLone and McLean (2016) [46] also propose 

measuring cost reduction, overall productivity, improved 
outcomes, and e-government positioning through the OI 
construct at the organisation level. As this study intends to 
unravel the success of SIMDASI to OGD initiatives in BPS, 
the authors propose using OI in the measurement model. 

Given the above, the authors establish the proposed 
hypotheses to measure IS usage in the following lists: 

H1. IQ positively and significantly influences on SU to 
operate SIMDASI for OGD adoption. 

H2. IQ positively and significantly influences on US to 
operate SIMDASI for OGD adoption. 

H3. SQ positively and significantly influences on SU to 
operate SIMDASI for OGD adoption. 

H4. SQ positively and significantly influences on US to 
operate SIMDASI for OGD adoption. 

H5. SEQ positively and significantly influences on SU to 
operate SIMDASI for OGD adoption. 

H6. SEQ positively and significantly influences on US to 
operate SIMDASI for OGD adoption. 

H7. US positively and significantly influences on SU to 
operate SIMDASI for OGD adoption. 

B. The Unified Theory of Acceptance and Use of Technology 

(UTAUT) 

The UTAUT, a modified TAM model, uses two variables 
from TAM and expands them into four constructs 
(performance expectancy, effort expectancy, social influence, 
and facilitating conditions) affecting the behavioural intention 
to use a technology and/or technology use [27], [28]. 
Venkatesh et al. (2003) [27] imbue the construct with eight IT 
adoption theories, perfecting the theory. The eight standards 
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used in the construct are the Theory of Reasoned Action 
(TRA), Technology Acceptance Model (TAM), Motivational 
Model (MM), Theory of Planned Behaviour (TPB), a model 
that combined TAM and TPB, Model of PC Personal 
Computer Utilization (MPCU), Innovation Diffusion Theory 
(IDT), and Social Cognitive Theory (SCT). 

Venkatesh et al. (2003) [27] have also tested the UTAUT 
resulting in a variance of 70%. Many scholars hence deem the 
UTAUT as the most comprehensive model in predicting 
employee behaviour in the e-government setting [12], [13], 
[29], [30], [38], [39]. Venkatesh et al. (2003) [27], Venkatesh 
et al. (2012) [28], and Taherdoost (2018) [48] report that, 
compared to other frameworks, the UTAUT boasts a better 
explanatory capability in forecasting the behavioural intention 
toward an IS. This study therefore employs the following 
constructs to complete the measurement: 

1) Performance Expectancy (PEX) 
The Performance Expectancy construct defines the degree 

of individual belief in which one feels that using the system 
will help improve his or her job performance [27], [45]. In 
general, Puspitarini & Ardhani (2022) [14] have established the 
evidence that PEX influence the usage of a technology. 
Further, in the e-government area, Yavwa and Twinomurinzi 
(2018) [33] failed to validate the connection between PEX and 
the usage behaviour. Yet, many scholars have successfully 
verified the correlation between PEX and usage behaviour 
[30]–[32], [34]–[36]. Mutaqin and Sutoyo (2020) [36] even 
prove that PEX stands as the most influential factor in the 
behavioural intention of e-government usage. 

In the area of OGD-related study, Zainal et al. (2019) [39] 
propose an UTAUT-based model, which includes PEX, to 
measure the use of OGD in the academic setting. Further, 
Subedi et al. (2022) [26] certify the presence of PEX construct 
as the influential factor among OGD use by Nepali users. 
Hence, the dimension measured in this construct comprises 
perceived usefulness, job-fit, and outcome expectations [27], 
[28], [45] to gauge the acceptance of SIMDASI with the 
following hypothesis: 

H8. PEX positively and significantly influences on SU to 
operate SIMDASI for OGD adoption. 

2) Effort Expectancy (EEX) 
The notion of the Effort Expectancy construct introduces a 

level of comfort related to using the accepted technology  [27], 
[30], [45]. In the integrated model, Puspitarini & Ardhani 
(2022) [14] establish definitive proof that EEX affects the 
behavioural usage of the system. Albeit Taiwo et al. (2012) 
[34] dismissed the link between EEX and system usage, many 

researchers propose evidence from their findings point to the 
connection between EEX and the usage of e-government 
services [30]–[33], [35], [36], [38]. 

In their research, Zainal et al. (2019) [39] expound on the 
correlation between EEX and system usage. In addition, 
Subedi et al. (2022) [26] depict the link between PEX and 
OGD use in Nepal. The authors thus propose this construct 
with the following measurement dimensions: perceived ease of 
use, learning time, and complexity [27], [28], [45]. For this 
dimension, the authors also formulate the hypothesis: 

H9. EEX positively and significantly influences on SU to 
operate SIMDASI for OGD adoption. 

3) Facilitating Conditions (FC) 
The notion, known as the Facilitating Conditions construct, 

depicts how much one assumes the organisational and 
technological infrastructure support using the system. [27], 
[45]. Although Subedi et al. (2022) [26] ignore this construct, 
other scholars using the FC approach have presented the 
evidence. They claim that FC influences the behavioural use 
and the use of the system[30], [32]–[36], [39]. As for the 
measurement, this construct proposes the following criteria: 
perceived behavioural control, facilitating materials, and 
compatibility. Thus, the authors postulate the following 
hypothesis: 

H10. FC positively and significantly influences on SU to 
operate SIMDASI for OGD adoption. 

As for the Social Influence (SI), the authors believe that 
mandatory IS [8] compels employees to use the system without 
the influence of people around them. Al-Swidi & Faaeq (2019) 
[32] and Faroqi et al. (2020) [35] have proven that SI does not 
influence the usage behaviour in e-government services; the 
authors then decide to omit this construct from the model. 

Finally, to unravel the benefits of SIMDASI in the context 
of OGD adoption. The authors formulate the following 
hypotheses: 

H11. US positively and significantly influences on OI from 
SIMDASI as the OGD adoption tool. 

H12. US positively and significantly influences on II from 
SIMDASI as the OGD adoption tool. 

H13. SU positively and significantly influences on II from 
SIMDASI as the OGD adoption tool. 

H14. SU positively and significantly influences on OI from 
SIMDASI as the OGD adoption tool. 

Fig. 1 illustrates the measurement model in this study. 
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Fig. 1. Proposed measurement model 

III. RESEARCH METHODOLOGY 

A. Design of the Study 

This study outlines findings on the factors influencing 
OGD adoption through an integrated system based on 
employee views. The authors identify four endogenous 
constructs (system use, user satisfaction, organisational 
impacts, and individual impacts) and two mediating factors 
(user satisfaction and system use). Fig. 1 depicts the suggested 
model, which incorporates two models (ISSM and UTAUT), 
resulting in ten latent variables: Information Quality (IQ), 
Service Quality (SEQ). System Quality (SQ), User Satisfaction 
(US), System Use (SU), Performance Expectancy (PEX), Effort 
Expectancy (EEX), Facilitating Conditions (FC), Individual 
Impacts (II), and Organisational Impacts (OI). 

The authors further establish fourteen different paths 
among the variables. In IS usage measurement, the authors 
construct seven hypotheses (H1–H7), while in uncovering 
employees' acceptance, the authors employ three hypotheses 
(H8 –H10). Finally, the authors also hypothesise that SU and 
US are predictors of individual and organisational impact with 
four hypotheses for direct effects (H11–H14) [Fig. 1]. 

Furthermore, the authors employ a quantitative technique to 
obtain data, utilising questionnaires as the instrument. To 
pinpoint the correlation between one or more 
independent/dependent variables, the authors also use the 
structural equation model (SEM) methodology [49]. This study 
also focuses on BPS as the leading sector of OGD in Indonesia, 

hence resulting in a small sample size. With addition of a 
complex measurement model in the study (many indicators and 
relationships), the authors hence select the partial least square 
(PLS) SEM as the modelling technique for the study [50]. 
Previous studies show that PLS SEM helped researchers in 
performing statistical analysis in a similar setting [13], [14], 
[16], [31], [32], [35], [43]. 

As for data analysis, the authors administer PLS software 
called SmartPLS 4 [51] to execute PLS-SEM [50], [52] and 
one-tailed bootstrapping tests [50], [53]. Finally, as advocated 
by Hair et al. (2017) [50], the authors utilise two-stage 
analysis: measurement model assessment and structural model 
assessment. 

B. Instrumentation 

The authors then collect the data using a cross-sectional 
questionnaire with close-ended questions. The questionnaire 
used in this study is designed in two parts: respondents' 
information and respondents’ view regarding the proposed 
model. The first part of the questionnaire comprises eight 
questions that collect basic information about the respondents: 
name, email, phone number, location (office), gender, age, 
education level, and working experience. The second part 
contains 44 indicators to evaluate the proposed model. Each 
item is assessed on a five-point Likert scale: 1-strongly 
disagree; 2-disagree; 3-neutral; 4-agree; 5-strongly agree. 
Appendix A exhibits the measurement items for this study and 
Fig. 2 depicts the recommended indicators for the model. 
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Fig. 2. Proposed measurement model with 44 indicators 

C. Participants 

The authors sent the questionnaire to approximately 613 
employees who operate SIMDASI frequently. The authors then 
distribute through emails registered to SIMDASI from all BPS 
offices (headquarters, provincial offices, and 
regency/municipality offices), of which 253 responses were 
collected between 9 and 18 November 2022. In collecting the 
data, the authors inform and guarantee the security of the 
answer as their responses will remain secret and used only for 
academic purposes. 

  
 

     
 

To determine whether the collected responses have met the 
minimum sample requirement, the authors employ Slovin's 
formula to check the validity in equation (1), where n equals 
the required sample size, N means population size, and e is the 
margin of error. As Tejada et al. (2012) [54] recommended, the 
authors use a 95% confidence level or 5% of margin error, 
resulting in a 242 minimum sample size from a known 613 
population. In a similar fashion, Kock & Hadaya (2018) [55] 
propose a sample size of 146 or 160 should researchers do not 
know the value of path coefficient with the minimum absolute 
magnitude. Thus, this study has met the required sample size. 

Furthermore, as seen in Table I, 88,2% of the valid 
responses come from regional offices (province and 
regency/municipality offices), with most of the respondents 
being male (58,9 per cent). Then, nearly half of the respondents 
are 30–39 years of age (48,2 per cent). Then, nearly 99 per cent 
of respondents possessing higher education (diploma to 
doctorate) backgrounds and 39,5 per cent of the participants 
had worked for 11 to 20 years in BPS. 

TABLE I.  RESPONDENTS’ PROFILE (N=253) 

Item/Description N % 

Location (Office) 

Headquarter 30 11.9 

Provincial Office 66 26.1 

Regency/Municipality Office 157 62.1 

Gender 

Male 149 58.9 

Female 104 41.4 

Age (years) 

20–29 73 28.9 

30–39 122 48.2 

40–49 39 15.4 

> 50 19 7.5 

Education Level 

High School 1 0.4 

Diploma 4 1.6 

Bachelor's Degree 170 67.2 

Master's Degree 77 30.4 

Doctorate 1 0.4 

Working Experience (years) 

< 5 51 20.2 

5–10 68 26.9 

11–20 100 39.5 

> 20 34 13.4 
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IV. RESULT 

A. Measurement Model Assessment 

Hair et al. (2017) [50] and Hair et al. (2019) [52] 
recommend tests for examining the measurement model: 
reflective indicator loadings, internal consistency, convergent 
validity, and discriminant validity. 

1) Reflective indicator loadings (outer loadings) 
Hair et al. (2017) [50] employ indicators of a reflective 

construct as a different technique for evaluating the same 
construct. The higher the outer loadings, the more common are 
the associated indicators on a construct. According to Hair et 
al. (2017) [50], an indicator's outer loading should be greater 
than 0.708 and, in most cases, 0.700 is adequate. Further, when 
an outer loading of an indicator is < 0.40, Hair et al. (2017) 
[50] recommend deleting the reflective indicator, while an 
outer loading between 0.40 and 0.70 should be analysed to 
check the increases of average variance extracted (AVE). 

From the calculation in Table II, two latent variables 
possess < 0.700 outer loading values, namely, IQ5 and SQ5. 
Accordingly, the authors prompted another reflective indicator 
loadings test by omitting IQ5 and SQ2 to examine changes in 
AVE. As identified in Table III, the AVE from IQ and SQ 
increase to 0.052 and 0.082, respectively. Thus, the authors 
agree to exclude IQ5 and SQ5 from the proposed model, 
resulting in above 0.700 outer loading values for all indicators 
shown in Table IV. 

TABLE II.  INITIAL REFLECTIVE OUTER LOADINGS 

Indicator Loading Indicator Loading 

EEX1 0.826 OI5 0.879 

EEX2 0.887 PEX1 0.852 

EEX3 0.925 PEX2 0.915 

EEX4 0.915 PEX3 0.935 

EEX5 0.861 PEX4 0.903 

FC1 0.840 SEQ1 0.917 

FC2 0.792 SEQ2 0.924 

FC3 0.843 SEQ3 0.941 

FC4 0.789 SEQ4 0.888 

II1 0.872 SEQ5 0.915 

II2 0.909 SQ1 0.836 

II3 0.931 SQ2 0.879 

II4 0.907 SQ3 0.833 

IQ1 0.748 SQ4 0.728 

IQ2 0.800 SQ5 0.608 

IQ3 0.848 SU1 0.830 

IQ4 0.784 SU2 0.906 

IQ5 0.696 SU3 0.870 

OI1 0.865 US1 0.918 

Indicator Loading Indicator Loading 

OI2 0.924 US2 0.882 

OI3 0.879 US3 0.926 

OI4 0.904 US4 0.914 

TABLE III.  CHANGES IN THE AVE BEFORE AND AFTER EXCLUSION 

Latent Variable 
AVE 

Changes 
Before After 

EEX 0.781 0.781 0.000 

FC 0.666 0.666 0.000 

II 0.819 0.819 0.000 

IQ 0.604 0.656 0.052 

OI 0.793 0.793 0.000 

PEX 0.813 0.813 0.000 

SEQ 0.842 0.842 0.000 

SQ 0.613 0.695 0.082 

SU 0.756 0.755 0.000 

US 0.829 0.829 0.000 

According to Table IV, Service Quality, SEQ3 obtains the 
most significant loading with 0.946, while the most negligible 
loading alluded to System Quality, SQ4 (0.718). After 
analysing the indicators, forty-two items were incorporated for 
the following assessment: 

2) Internal consistency reliability 
The subsequent measurement to be examined is internal 

consistency reliability: Cronbach's Alpha (Alpha) and 
Composite Reliability (CR). Alpha assumes that all indicators 
are equally reliable and are used to measure internal 
consistency reliability. Due to its limitations, Hair et al. 
(2017)[50] introduce an additional measure called CR, which 
accounts for different outer loadings of the indicators. 
Additionally, Hair et al. (2017) [50] and Hair et al. (2019) [52] 
emphasise that both CR and Alpha should be above 0.700. 

Table VI shows that both Alpha and CR for all structures 
are acceptable, exceeding the appropriate level. For the 
acceptance factors (EEX, FC, PEX), the recorded Alphas are 
0.929, 0.834, and 0.923, consecutively. As for the CR, these 
factors counted 0.947, 0.889, and 0.946, respectively. 
Regarding IS success, the measured factors (IQ, SQ, SEQ, US, 
SU, II, and OI) possess Alpha values in the following order: 
0.825, 0.852, 0.953, 0.931, 0.840, 0.926, and 0.935. As for the 
CR values, the IS success factors recorded 0.884, 0.901, 0.964, 
0.951, 0.902, 0.948, and 0.950. 

3) Convergent validity 
Convergent validity constitutes a measure that correlates 

positively with alternative measures of the same dimension. 
Therefore, the indicators should converge, sharing a 
considerable proportion of variance. Hair et al. (2017) [50] 
state that the appropriate measure for convergent validity is 
AVE with a value above 0.500 or more, explaining 50% or 
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more of the variance. Table IV shows that all constructs 
received AVE values higher than the 0.500 variances. 

4) Discriminant validity 
Discriminant validity represents how a construct differs 

from others by empirical standards, implying the uniqueness 
among the variables. The Fornell-Larcker criterion and 
heterotrait-monotrait ratio (HTMT) are the best measurements 
to gauge the discriminant validity of the model [50], [52]. 

The Fornell-Larcker construct compares the square root of 
the AVE values with the latent variable correlations [50], [52]. 
The correlation between the two variables should be lower than 
the square root of the AVE. Appendix C exhibits this concept; 

the square root of EEX AVE (0.781) is 0.884, and the 
correlation between FC and EEX is 0.750, which means that 
FC and EEX achieve discriminant validity. 

Furthermore, HTMT translates as the ratio of the between-
trait correlations of indicators among all variables. To obtain 
discriminant validity, the HTMT should be below 0.900. 
Appendix B depicts all HTMTs from the latent variables that 
are < 0.900 and vary from one another. Through the Fornell-
Larcker criterion and HTMT examination, the authors hereby 
declare that the proposed model achieves discriminant validity.

TABLE IV.  INDICATOR LOADINGS, INTERNAL CONSISTENCY RELIABILITY, AND CONVERGENT VALIDITY 

Latent Variable Item 
Loadin

g 

Alph

a 
CR AVE Latent Variable Item 

Loadin

g 

Alph

a 
CR AVE 

Effort Expectancy (EEX) 

EEX

1 
0.826 

0.929 
0.94

7 

0.78

1 

Performance Expectancy 

(PEX) 

PEX

1 
0.852 

0.923 
0.94

6 

0.81

3 

EEX

2 
0.887 

PEX

2 
0.915 

EEX

3 
0.925 

PEX

3 
0.935 

EEX

4 
0.915 

PEX

4 
0.903 

EEX

5 
0.861 

Service Quality (SEQ) 

SEQ

1 
0.917 

0.953 
0.96

4 

0.84

2 Facilitating Conditions 

(FC) 

FC1 0.840 

0.834 
0.88

9 

0.66

6 

SEQ

2 
0.924 

FC2 0.792 
SEQ

3 
0.941 

FC3 0.843 
SEQ

4 
0.888 

FC4 0.789 
SEQ

5 
0.915 

Individual Impact (II) 

II1 0.872 

0.926 
0.94

8 

0.81

9 
System Quality (SQ) 

SQ1 0.859 

0.852 
0.90

1 

0.69

5 

II2 0.909 SQ2 0.909 

II3 0.931 SQ3 0.838 

II4 0.907 SQ4 0.718 

Information Quality (IQ) 

IQ1 0.774 

0.825 
0.88

4 

0.65

6 

System Use (SU) 

SU1 0.829 

0.840 
0.90

2 

0.75

5 
IQ2 0.809 SU2 0.906 

IQ3 0.869 SU3 0.871 

IQ4 0.783 

User Satisfaction (US) 

US1 0.918 

0.931 
0.95

1 

0.82

9 

Organisational Impact 

(OI) 

OI1 0.865 

0.935 
0.95

0 

0.79

3 

US2 0.882 

OI2 0.924 US3 0.926 

OI3 0.879 US4 0.914 

OI4 0.904 
      

OI5 0.879 
      

B. Structural Model Assessment 

In assessing the structural model, Hair et al. (2017) [50] 
assert that PLS-SEM is beneficial in estimating the parameter 
to maximise the explained variance of the endogenous latent 
variable(s). The key criteria for evaluating the structural model 
are collinearity, path coefficients, and coefficient of 
determination (R2 values) [50], [52]. 

1) Collinearity 
Collinearity refers to the degree of correlation between two 

predictor constructs; thus, a high level of collinearity is crucial 
[50], [52]. To measure the collinearity, Hair et al. (2017) [50] 
recommend administering variance inflation factor (VIF), and, 
in the context of PLS-SEM, the VIF value should be in a range 
between 0.20 and 5. Appendix D delineates the VIF statistics 
from the inner model and shows that all VIFs are within 
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recommended values. Therefore, collinearity is not a concern 
for the model used in this research. 

2) Path coefficient (β) 
Representing the hypothesised relationships among the 

constructs, the path coefficients (β) possess standardised values 
between -1 and +1 [50], [52]—the closer β value is to 0, the 
weaker is the relationship. Then, to check whether the βs are 
significant, the authors attempt a one-tailed bootstrapping test 
procedure with 5,000 resamples, resulting in t-values and p-
values. The authors compare the critical value and inspect the 
significance of every hypothesis. 

Table VI informs the estimation results for the proposed 
hypotheses in this study. The path from user satisfaction to 
individual impact possesses the highest value (β=0.662; 
t=10.508), while the relationship from facilitating conditions to 
individual impact and organisational impact with 0.018 value 
for both paths. In addition, Table VI also confirms that eleven 
out of fourteen proposed hypotheses are supported. 

3) Coefficient of determination (R2) 

R² value becomes the most applied measurement to assess 
the structural model by measuring the model's predictive 
capability [50], [52]. This approach allows researchers to 
examine the coefficient between exogenous latent variables' 
combined effects on the endogenous variable [50]. Table V 
explains that all endogenous model variables possess moderate 
effects [50], with individual impact receiving the highest R2, 
meaning that system use and user satisfaction explain 71.1% of 
the variance. Moreover, information quality, system quality, 
service quality, and user satisfaction explain a 55.8% variance 
in system use, the lowest R2 value in the model. 

TABLE V.  COEFFICIENT OF DETERMINATION FROM THE MODEL 

Endogenous Variable R2 

Individual Impact 0.711 

Organisational Impact 0.654 

System Use 0.558 

User Satisfaction 0.644 

TABLE VI.  ESTIMATION RESULTS FOR PROPOSED HYPOTHESES 

Hypothesis Relationship (from  to) Path (β) t-value p-values Result 

H1 Information Quality  System Use -0,003 0,033 0,487 Not Supported 

H2 Information Quality  User Satisfaction 0,329 5,123 0,000 Supported* 

H3 System Quality  System Use 0,163 2,013 0,022 Supported** 

H4 System Quality  User Satisfaction 0,308 4,281 0,000 Supported* 

H5 Service Quality  System Use 0,107 1,525 0,064 Supported*** 

H6 Service Quality  User Satisfaction 0,291 5,506 0,000 Supported* 

H7 User Satisfaction  System Use 0,191 1,676 0,047 Supported** 

H8 Performance Expectancy  System Use 0,242 2,953 0,002 Supported* 

H9 Effort Expectancy  System Use 0,114 1,161 0,123 Not Supported 

H10 Facilitating Conditions  System Use 0,059 0,659 0,255 Not Supported 

H11 User Satisfaction  Organisational Impact 0,570 9,751 0,000 Supported* 

H12 User Satisfaction  Individual Impact 0,604 9,367 0,000 Supported* 

H13 System Use  Individual Impact 0,306 5,412 0,000 Supported* 

H14 System Use  Organisational Impact 0,304 5,199 0,000 Supported* 

Note: * 1% significance level, ** 5% significance level, *** 10% significance level

V. DISCUSSION 

The findings from this study provide insightful information 
into the factors influencing the success of IS as the mediator 
for OGD adoption. Through the integration of ISSM and 
UTAUT, the study successfully unravels the influencing 
factors in IS and acceptance manner from employees' 
perspective. 

The proposed forty-four indicators establish ten latent 
variables developed. The authors exclude two indicators 
through outer loadings assessment, leading to valid constructs 
for further assessment. The forty-two indicators establish 
internal consistency reliability and validity through convergent 
and discriminant tests. In the structural model assessment, the 

VIF values verify that no collinearity exists in the model. With 
the path coefficient test, the authors test the hypotheses at 1% 
and 5% significance levels. In addition, the authors also 
determine the R2 value to explain the model's predictive power. 
The authors then also investigate internal documents [8]–[10] 
for further analysis. 

RQ1: What are the IS factors that influence the use of 
SIMDASI? 

IQ provided by SIMDASI shows no sign of effects on SU 
from employees (H1) (β=-0.003; t=0.033); however, IQ 
possesses a significant correlation with US in operating 
SIMDASI (H2) (β=0.329; t=5.123). H2 resonates with the 
previous studies proving that IQ influences US [14], [16]. H1, 
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however, shows that IQ provided from SIMDASI has no 
influencing power in the use of SIMDASI. This finding differs 
from previous studies by Stefanovic et al. (2016) [15], Martono 
et al. (2020) [13], and Talukder et al. (2019) [43] that identified 
IQ as a salient construct affecting system use. The nature of 
employees working in data-driven departments [8]–[10] might 
cause the absence of a positive correlation between information 
quality and system use (H1), as employees are accustomed to 
working with all types of data and information quality. 

Then, SQ exercised by SIMDASI resulted in a proven 
correlation to SU (H3) (β =0.163; t=2.013) and a causal effect 
to US (H4) (β=0.308; t=4.281). H3 and H4 further prove the 
same results from Puspitarini & Ardhani (2022) [14], Talukder 
et al. (2019) [43], Stefanovic et al. (2016) [15], Martono et al. 
(2020)[13] and Gangga Dewi & Fajar (2021) [16]. This 
research shows that the system's quality is a driving factor 
leading to more usage and higher satisfaction among 
employees in BPS. To put differently, employees are keen to 
use the system when it offers adequate usability and 
performance. 

SEQ provided by the department in charge of SIMDASI 
has significant connections for both SU (H5) and US (H6) with 
β values of 0.107 and 0.291 with t-value of 1.525 and 5.506, 
consecutively. This outcome further proves the notion from 
Puspitarini & Ardhani (2022) [14] and Gangga Dewi & Fajar 
(2021)[16]. The presence of service personnel providing a 
hotline and helpdesk [8] becomes the main reason in this 
finding. The findings prove that aid from service personnel 
becomes paramount in the use of the system and the 
employees' happiness, corresponding to the original theory 
from ISSM [44]–[46]. 

Table VI also confirms the existence of the US-SU 
correlation (H7) with β value of 0.191 and a t-value of 1.676. 
This finding reaffirms the evidence from Gangga Dewi & Fajar 
(2021)[16] and Stefanovic et al. (2016) [15]. The results above 
prove that only IQ, SQ, and SEQ influence the employees' 
happiness in operating SIMDASI. Then, three IS-based 
constructs remain influential regarding using SIMDASI: SQ, 
SEQ, and US. 

In view of the above, the authors find that the quality of 
system and services, along with satisfaction among employees, 
become the influencing factor from SIMDASI, which affects 
its usage. In addition, IQ, SQ, and SEQ are the predictor of US, 
which subsequently affects SU. 

RQ2: What acceptance factors from employees affect the 
use of SIMDASI? 

In the acceptance factors, Table VI validates that PEX 
plays a significant role in determining system use (H8) with β 
value of 0.242 and a t-value of 2.953. This finding matches the 
same result from previous studies [30]–[32], [34]–[36]. This 
finding depicts that when employees perceive SIMDASI as 
valuable and influential to their job performance, their 
intention to use it increases, corresponding to the original 
theoretical foundation of UTAUT [27], [28]. 

On the other hand, EEX (H9) and FC (H10), surprisingly, 
are proven to be noninfluential for the use of SIMDASI. H9 
ratifies the same result from Taiwo et al. (2012) [34], of which 

they find no correlation between EEX and system usage. The 
findings elaborate that employees in BPS presume that the 
usage of SIMDASI requires effort (H9) and lacks support by 
an organisation and technological infrastructure (H10), 
reflected in the internal evaluation documents (such as lack of 
knowledge transfer, incomprehensive training, and medium to 
low participation from regional areas) [9], [10]. This study 
proves that the increase of effort expectancies or facilitating 
conditions plays no part in the increase of system use. The 
mandatory of SIMDASI could also lead to this finding, as the 
employees have no choice but to use it to disseminate OGD in 
BPS. 

Hence, this study proves that performance expectancies 
remain the only independent variable from the acceptance 
factors that influence the use of SIMDASI. 

RQ3: What direct factors determine the success of 
SIMDASI as an OGD adoption tool? 

For the direct effect, US and SU are proven to be strong 
predictors for II and OI at a 1% significance level. The US in 
this model possesses the two highest path coefficient values in 
determining the net benefits: 0.604 (H12) of β to II and 0.570 
of β to OI (H11)—denoting the findings from Stefanovic et al. 
(2016) [15] and Gangga Dewi & Fajar (2021)[16]. The use of 
the system and employees' happiness impact OGD adoption in 
individual and organisational contexts and empower employees 
and organisations via the adoption of OGD. This finding also 
corresponds to the updated theoretical foundation of ISSM 
[17], [46] that explains the predictors from II and OI are SU 
and US. 

This study therefore concludes that system use and 
employees’ satisfaction become the predictor variables in 
determining the success of SIMDASI toward OGD initiatives 
in BPS. Those two variables account for 71.11% of the 
variation in II and 65.4% of the variance in OI. 

This research contributes to the literature by proposing an 
integrated model while also demonstrating a valuable paradigm 
for understanding the following: 

 Information Quality, Service Quality, and System 
Quality strongly influence employees' satisfaction in 
operating SIMDASI. 

 Service quality, system quality, and user satisfaction 
become influential in escalating the use of SIMDASI 
among employees. 

 Performance expectancies may also improve 
employees' usage of SIMDASI. 

 The rise in usage of SIMDASI and employees’ 
satisfaction leads to positive development for 
individuals and organisations alike. 

A. Theoretical Implications 

The proposed model comprises seven constructs, namely, 
IQ, SQ, SEQ, US, PEX, EEX, and FC are used as potential 
dimensions that may influence the use of SIMDASI. In 
comparison, three constructs are established to explain user 
satisfaction: IQ, SQ, and SEQ. US and SU constructs are then 
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evaluated to examine the influential power for personal and 
organisational impact from SIMDASI to OGD initiative. 

This research employs two frameworks (ISSM and 
UTAUT) to assess the findings. The significant theoretical 
impacts and implications of this research are elaborated below: 

 The ISSM model has been proven to be an ideal 
framework for understanding Information Quality, 
Service Quality, and System Quality in enhancing 
employee satisfaction (H2, H4, and H6), which 
subsequently could improve the use of the system (H7). 
This model also helps explain the predictor variables 
from individual and organisational impacts: user 
satisfaction and system use (H11–H14). 

 The UTAUT model has offered evidence that 
performance expectancies (H8) play an increasingly 
pivotal role in using SIMDASI as the medium of 
individual and organisational benefits. However, in a 
mandatory setting, effort expectancy and facilitating 
conditions become less influential for system use (H9 
and H10). 

 The integrated model covers the weaknesses of each 
model, resulting in a better predictive power to uncover 
the benefits of IS for an organisation from the 
employees’ perspective. 

B. Practical Implications 

This study possesses a wide array of practical implications 
for decision-makers in the government. This study also 
promotes a variety of priorities to comprehend employees' 
acceptance of using IS and strengthen employees' happiness 
with operating the IS by combining two ideas of IS and 
acceptance: ISSM and UTAUT. Although some hypotheses 
regarding acceptance constructs are not supported, one of the 
acceptance factors, such as PEX, holds predictive power in 
explaining the increase in system use. PEX subsequently 
influences the individual and organisational benefits through 
the medium of system use. 

The following are the key findings of the study in a 
practical manner: 

 In increasing satisfaction among employees, decision-
makers should be more mindful of the quality of the 
information provided by the system (usefulness, 
understandable, engaging, and reliable), the availability 
of services to aid the employees (willingness, personal 
attention, punctuality, resourceful, and completeness), 
and the performance of the proposed system (easy to 
use and navigate, interactive, and accessible). 

 With the increase in employee satisfaction, service 
quality, and system quality, the decision-makers have 
the upper hand in enhancing the use of the system; thus, 
all involved parties must attend to this matter. 

 Decision-makers should also establish employees' 
beliefs regarding how the IS may improve their job 
performance. This perception may alter the use of the 
proposed system in the process. Decision-makers 
should attend to the resources and knowledge available 

for the employees, the compatibility with other 
technologies, and the presence of a specific person for 
assistance. 

 Government ministries/agencies could benefit from an 
integrated IS should they adopt OGD. Consequently, 
the adopters must pay close attention to the satisfaction 
of employees as they operate the system on a frequent 
basis. 

VI. CONCLUSION 

This study aims to pinpoint factors contributing to the 
success of an integrated IS to OGD imitative from the 
employees' perspective. The authors declare the objectives for 
this research: (1) to investigate the IS factors affecting the use 
of SIMDASI in OGD initiative;(2) to examine acceptance 
factors in the usage of SIMDASI; (3) to uncover influencing 
factors from the success of SIMDASI employees' point of view 
in adopting OGD. Thus, with the integration of ISSM and 
UTAUT, this paper covers the IS success factors and user 
acceptance by measuring ten different latent variables: IQ, SQ, 
SEQ, US, PEX, EEX, FC, SU, II, and OI. The authors then 
postulate twenty-six hypotheses to answer the objectives. 

The authors then administer a quantitative method using a 
cross-sectional questionnaire with close-ended questions. 
Between 9 and 18 November 2022, the researchers collected 
253 responses from the employees in BPS who use SIMDASI. 
The authors also decide to employ SEM in determining the 
correlations among the latent variables with the help of 
SmartPLS 4. 

Moreover, this paper examines the validity and reliability 
of the proposed measurement model of ISSM-UTAUT through 
measurement model assessment. The test resulted in the 
exclusion of two indicators among 44 initial indicators. 
Reflective indicator loadings, internal consistency reliability, 
convergent validity, and discriminant validity—these are the 
tests conducted to confirm the model's validity. In addition, this 
paper also conducts a test on the structural model to verify the 
proposed hypotheses using the path coefficient. Eleven out of 
fourteen hypotheses are supported and the additional test of R2 
values presents comprehensive information about the variance 
caused by exogenous factors. 

The accepted hypotheses give insight into the research 
objectives. Although information quality influences employees' 
satisfaction in operating the system, information quality 
remains noninfluential for the usage of the system. However, 
the quality of the system and the services (provided by a 
specific department) are proven to affect system use and 
employees' happiness. 

Regarding the acceptance factors, employees' belief in 
using the system to improve their job performance (PEX) has 
become the driving factor leading to the acceptance of 
SIMDASI. Nevertheless, this paper disproves the connection 
between employees' degree of ease (EEX) associated with 
SIMDASI and the use of SIMDASI. The same goes for the 
organisational and technical infrastructure support (FC) plays 
no part in defining the use of SIMDASI. 
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In general, this paper uncovers the influencing factors from 
the benefits generated by SIMDASI to OGD initiatives: 
individual and organisational benefits. The outcome of the 
assessment shows that system use and user satisfaction are 
predictors of the benefits from the view of IS. The result also 
clarifies that only performance expectancy has a part in 
defining the benefits of SIMDASI to OGD initiatives. 
Therefore, the use of system and employees’ happiness stand 
as the explanatory variables for organisational and individual 
impact in OGD initiatives. 

A. Limitations of Study 

Albeit this study presents exciting findings, it has certain 
limitations: participants and the measurement model. 

First, is the limitation of sample size and the focus on a 
single type of organisation. As the Central Data Supervisory 
Institution in Statistics, BPS owns a better understanding of 
disseminating statistical data; hence the OGD adoption might 
be acceptable. Additionally, with relatively supporting policies 
available, adopting new technologies becomes more 
straightforward. Thus, the findings of this study may reflect 
different factors in other government ministries/agencies. 

Second, is the measurement model. The measurement 
model lacks specificity for the observed area by only 
integrating two predefined models. Other factors that might 
contribute to the success of IS in adopting OGD such as 
experience/habit, characteristics of technology and task, or 
employees' training prior to the use. 

Finally, despite the limitations, this study successfully 
pinpoint the influencing factors using IS to OGD adoption. 

B. Future Work 

The authors suggest expanding the sample size and more 
coverage from government organisations such as 
ministries/agencies from central to local. Moreover, employing 
a longitudinal approach may result in more accurate findings to 
explain the behaviour of the employees. The data collection 
method could be improved by administering an assisted 
interview method to help respondents understand the questions 
better. 

Future research could also exercise the same measurement 
model in different backgrounds: different countries or types of 
organisations, thus, validating the extent of the model used in 
this study. Additionally, since this study employs ISSM and 
UTAUT constructs, future research could extend this model by 
updating the model with the current version, such as UTAUT2. 
Next, introducing novel factors outside ISSM and UTAUT 
construct could provide a broader understanding of how IS 
influences the success of OGD adoption from employees' 
perspective. Task-Technology Fit (TTF) or Fit-Viability theory 
could help explain the impact of an integrated IS for 
government ministers/agencies in OGD initiatives. 

Therefore, the authors believe that many possibilities are 
available in the future regarding this research—A better way to 
understand how an information system affects the adoption of 
open government data. 
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APPENDIX A: MEASUREMENT ITEMS 

Dimension Code Items Reference 

Information Quality 

(IQ) 

IQ1 The information provided by SIMDASI is useful. 

[15], [17], 

[44], [46], 

[47], [56] 

IQ2 The information provided by SIMDASI is easy to understand 

IQ3 The information provided by SIMDASI is interesting 

IQ4 The information provided by SIMDASI is reliable. 

IQ5 The information provided by SIMDASI is up to date 

System Quality (SQ) 

SQ1 SIMDASI is easy to use 

[15], [17], 

[44], [46], 

[47] 

SQ2 SIMDASI is easy to navigate 

SQ3 SIMDASI provides interactive features 

SQ4 SIMDASI is accessible 

SQ5 SIMDASI provides integration with other systems 

Service Quality (SEQ) 

SEQ1 
The responsible service personnel are always highly willing to help whenever I need support with 

SIMDASI. 

[17], [44], 

[46], [47], 

[56] 

SEQ2 The responsible service personnel provide personal attention when I experience problems with SIMDASI. 

SEQ3 The responsible service personnel provide services related to SIMDASI at the promised time. 

SEQ4 The responsible service personnel have sufficient knowledge to answer my questions regarding SIMDASI. 

SEQ5 The SIMDASI overall service quality from assigned personnel is complete 

System Use (SU) 

SU1 I spend 3 to 4 days weekly on SIMDASI to complete my task 

[17], [44], 

[46], [47] 
SU2 I try new features and functions in SIMDASI for specific tasks to make me more efficient than others 

SU3 I feel at ease when using SIMDASI 

Facilitating Condition 

(FC) 

FC1 I have the resources necessary to use SIMDASI. 

[27], [28], 

[45], [56] 

FC2 I have the knowledge necessary to use SIMDASI. 

FC3 SIMDASI is compatible with other technologies I use. 

FC4 A specific person is available for assistance with SIMDASI difficulties. 

Performance 

Expectancy (PEX) 

PEX1 SIMDASI would be useful for me to complete my tasks. 

[27], [28], 

[45], [56] 

PEX2 SIMDASI would allow me to complete my tasks more quickly. 

PEX3 Using SIMDASI would increase my productivity levels. 

PEX4 Using SIMDASI would improve my performance. 

Effort Expectancy 

(EEX) 

EEX1 It would be easy for me to become skilful at using SIMDASI. 

[27], [28], 

[45], [56] 

EEX2 Learning how to use SIMDASI is easy for me. 

EEX3 My interaction with SIMDASI would be clear and understandable. 

EEX4 I would find it easy to get SIMDASI to do what I want it to do. 

EEX5 Overall, I believe that it is easy to use SIMDASI to support my tasks. 

User Satisfaction (US) US1 I was very content with SIMDASI. [15], [17], 
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US2 I was very satisfied with the information in SIMDASI. [44], [46], 

[47] 

US3 I was satisfied with the efficiency of SIMDASI. 

US4 Overall, I felt delighted with SIMDASI. 

Individual Impact (II) 

II1 I have learnt much through the presence of SIMDASI. 

[15], [17], 

[44], [46], 

[47] 

II2 SIMDASI enhances my awareness and recall of job-related information. 

II3 SIMDASI enhances my effectiveness in the job. 

II4 SIMDASI increases my productivity. 

Organisational Impact 

(OI) 

OI1 SIMDASI has resulted in cost reductions (e.g., administration expenses or data collection activities). 

[17], [44], 

[46], [47] 

OI2 SIMDASI has resulted in overall productivity improvement in BPS. 

OI3 SIMDASI has resulted in improved outcomes or outputs (e.g., data quality). 

OI4 SIMDASI has resulted in improved business processes. 

OI5 SIMDASI has resulted in better positioning for Open Data in BPS. 

APPENDIX B: DISCRIMINANT VALIDITY ANALYSIS MATRIX (HETEROTRAIT-MONOTRAIT RATIO) 

 
EEX FC II IQ OI PEX SEQ SQ SU US 

EEX 
          

FC 0.849 
         

II 0.801 0.760 
        

IQ 0.789 0.751 0.664 
       

OI 0.713 0.726 0.880 0.690 
      

PEX 0.773 0.746 0.816 0.723 0.772 
     

SEQ 0.656 0.639 0.666 0.622 0.608 0.606 
    

SQ 0.742 0.698 0.685 0.801 0.668 0.598 0.690 
   

SU 0.722 0.685 0.800 0.661 0.768 0.727 0.636 0.693 
  

US 0.819 0.758 0.874 0.796 0.833 0.799 0.707 0.798 0.757 
 

APPENDIX C: DISCRIMINANT VALIDITY ANALYSIS MATRIX (FORNER-LARCKER CRITERION) 

 
EEX FC II IQ OI PEX SEQ SQ SU US 

EEX 0.884 
         

FC 0.750 0.816 
        

II 0.748 0.676 0.905 
       

IQ 0.697 0.624 0.584 0.810 
      

OI 0.671 0.652 0.820 0.607 0.891 
     

PEX 0.722 0.661 0.759 0.630 0.719 0.902 
    

SEQ 0.622 0.587 0.626 0.557 0.574 0.570 0.917 
   

SQ 0.669 0.589 0.609 0.681 0.597 0.535 0.625 0.834 
  

SU 0.654 0.591 0.720 0.572 0.695 0.652 0.579 0.606 0.869 
 

US 0.768 0.674 0.813 0.701 0.778 0.742 0.666 0.714 0.685 0.910 
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APPENDIX D: VARIANCE INFLATION FACTOR (VIF) 

 
EEX FC II IQ OI PEX SEQ SQ SU US 

EEX 
        

3.680 
 

FC 
        

2.601 
 

II 
          

IQ 
        

2.535 1.969 

OI 
          

PEX 
        

2.735 
 

SEQ 
        

2.070 1.732 

SQ 
        

2.601 2.228 

SU 
  

1.882 
 

1.882 
     

US 
  

1.882 
 

1.882 
   

3.839 
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Abstract—In this study, a novel method is proposed for 

determining whether a child between the ages of 3 and 10 has 

autism spectrum disorder. Video games have the ability to 

immerse a child in an intense and immersive environment. With 

the expansion of the gaming industry over the past decade, the 

availability and customization of games for children has 

increased dramatically. When children play video games, they 

may display a variety of facial expressions and emotions. These 

facial expressions can aid in the diagnosis of autism. Footage of 

children playing a game may yield a wealth of information 

regarding behavioral patterns, especially autistic behavior. You 

can submit any video of a child playing a game to the interface, 

which is powered by the algorithm presented in this work. We 

utilized a dataset of 2,536 facial images of autistic and typically 

developing children for this purpose. The accuracy and loss 

function are presented to examine the 92.3% accurate prediction 

outcomes generated by the CNN model and deep learning. 

Keywords—Autism in children; machine learning; deep 

learning; convolution neural network (CNN); video games; 

prediction 

I. INTRODUCTION 

Autism is a complicated, behaviorally defined, static 
condition of an immature brain which is of significant concern 
to practicing pediatricians due to a staggering 55.6 per-cent 
rise in pediatric incidence from 1991 and 1997, surpassing 
spina bifida, cancer, and Down syndrome [1]. Rather than new 
environmental effects, this increase is due to increased 
awareness and evolving diagnostic criteria. Autism is a 
condition with numerous nongenetic and genetic origins, 
rather than a disease. Autism (autism spectrum disorders) is 
defined as a group of developmental disorders characterized 
by deficiencies in three behavioral domains: [2] 

1) interpersonal interaction. 

2) a diverse set of areas of interest and hobbies; and 

3) speech, communication, and creative play. 

A. Autism and its Characteristics: 

Early childhood autism is a pervasive developmental 
disorder. Autism affects communication, relationships, and 
self-control. Infants often get autism. Autism is a "spectrum 
disorder" that affects people differently. It has many traits. [3]. 

Early diagnosis can help a person with autism live a full 
life. According to the DSM-5, autism is characterized by 

persistent differences in communication, interpersonal 
relationships, and social engagement [4]. Example: Being 
nonverbal or having abnormal speech patterns, having trouble 
understanding nonverbal communication, developing and 
maintaining relationships, and having trouble maintaining a 
traditional back-and-forth conversational manner [5]. 
Repetitive habits, interests, and behaviors. Excessive 
awareness to or significantly reduced sensitivity to many 
sensory stimuli, repetitive sounds or phrases (echolalia), 
preference for homogeneity and complexity with transition or 
regimen, rigid or heavily restricted and strenuous interests, 
hyper sensitivity to or dramatically reduced sensitivity to 
many sensory stimuli, rigid or severely regulated and intense 
interests, hyper sensitive. According to the American 
Psychological Association's Diagnostic statistical, autistic 
traits must be present in early childhood, but they may not 
fully express until social pressure builds the person's strength 
to deal with them, and difficulties may be covered up by 
learned coping skills [6]. 

B. The Role of Video Games in Autism 

According to research, enabling youngsters to play games 
using smart phones might help detect autism. Dr. Jonathan 
Delafield-Butt, a senior professor in childhood development, 
said it was important to detect autism early so parents and 
children could receive a variety of support services. [7]. 
Autism is a neurodevelopmental disorder with many shared 
traits, challenges, and abilities. Many autistic people have 
visual-spatial thinking, pattern identification, and a visual 
preference. Games that require visual clues and spatial skills 
are rewarding to such people. Games are creative but 
structured. RPGs and scrolling shooters satisfy research 
participants' desire for imagination without requiring self-
generated creativity, which many autistic people lack. Video 
games have many audio and visual cues. Autistic people value 
rules and objectivity more than neurotypical people. To avoid 
anxiety and sensory meltdowns, follow clear guidelines. 
Video games reinforce clear expectations. Autistics need 
routine and repetition. Unknown circumstances cause anxiety, 
discomfort, and a desire to escape. Video games allow for 
controlled practice and mastery [8,9]. Games are more 
controlled than real life. Autism makes unpredictable human 
behavior difficult. Understanding social signs, idioms, humor, 
sarcasm, and satire can also cause anxiety. Playing a game that 
becomes more familiar each time helps autistic gamers 
overcome these challenges in a safe, controlled environment. 
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Parents and educators worry that autistic students spend too 
much time gaming instead of socializing. Playing has many 
benefits if encouraged and controlled [10]. 

II. RELATED WORK 

Modern diagnostic tools for mental diseases were 
developed in the late 1800s, although their origins may be 
dated back to the 4th century B.C (Before Christ) Era [11]. 
The gold standard for diagnosing often these mental-disorders 
relies heavily on information gathered from various 
respondents (e.g., parents, teachers) about the onset, direction, 
and duration of various behavioral descriptors, which is then 
considered by providers when making a diagnosis predicated 
on DSM-5 (Diagnostic and Statistical Manual) Categorization 
of Diseases-10th Installment (ICD-10) requirements [12]. 
Providers employ a variety of strategies to collect this data, 
ranging from subjective (e.g., assessment scale) and 
unstructured (e.g., semi - structured or unstructured 
interviews) to much more objective (e.g., actual observations) 
and organized (e.g., structured diagnostic interviews) [13]. 

 
Fig. 1. Machine learning model for prediction and classification 

Fig. 1 shows the architecture of the machine learning 
model that is used commonly for prediction of machine 
learning along with video games. The video of the child 
playing the game is captured and then the data is 
preprocessed, and machine learning is applied on it to predict 
the results. 

Autism spectrum disorder (also referred to as ASD) and 
attention deficit hyperactivity disorder (also referred to as 
ADHD) are both conditions that are relatively common in 
children and can continue into adulthood. Autism spectrum 
disorder (ASD) is a developmental condition that causes 
patients to have difficulties with speech, behavior, and social 
interaction. Patients with ASD also tend to engage in 
repetitive behavior, have impatience issues, and attention 
problems. Since the publication of the fifth edition of the 
Diagnostic and Statistical Manual of Mental Disorders (DSM-
5), the term autism spectrum disorder (ASD) has been used to 
refer to a more comprehensive diagnostic entity that formerly 
referred to a number of distinct disorders, including Autistic 
Disorder, Asperger's, and other Pervasive Chromosomal 
Anomalies [14]. According to findings from recent studies, the 
prevalence of autism spectrum disorder (ASD) in children and 
adolescents has increased from 1 in 100 to 1 in 59 in the past 
14 years (from the year 2000 to 2014). Inattention, 
hyperactivity, and impulsivity are all symptoms of attention 
deficit hyperactivity disorder (ADHD), which is a common 

brain condition found in children and adolescents. Both autism 
spectrum disorder and attention deficit hyperactivity disorder 
(ADHD) tend to continue into adulthood. A diagnosis of the 
condition is made in approximately 5.9–9.4% of all infants. 
Because autism spectrum disorder (ASD) and attention deficit 
hyperactivity disorder (ADHD) are so common in children, 
accurate and timely diagnosis of these conditions is critical. 
[15,16,17]. 

The field of artificial intelligence known as machine 
learning has the potential to significantly improve the use of 
computer methods in the field of neuroscience. A significant 
amount of research has been done to establish machine-
learning models and deep-learning approaches in order to 
interpret high-dimensional MRI (Magnetic Resonance 
Imaging) data in order to simulate neural networks that 
regulate the brains of people who suffer from a variety of 
mental illnesses. [18,19]. These studies resulted in the 
development of machine-learning methods for the 
classification of Alzheimer's disease, mild cognitive 
impairment, right temporal epilepsy, schizophrenia, 
Parkinson's disease, dementia, attention deficit hyperactivity 
disorder, autism spectrum disorder, and major depressive 
disorder [20]. These statistical algorithm-based machine-
learning models are well-suited to complex issues that require 
a combinatorial explosion of options or non-linear processes. 
This is because typical computer models fail in terms of 
quality or scalability in these situations, but these statistical 
algorithm-based machine-learning models succeed [21]. 

Senju et al, discussed the approaches to early detection of 
autism in infants. Early detection here refers to before 18 
months of age. It gives an overview of the known processes of 
early social development in children that can fall under the 
category in which “core deficits” are manifested in young 
children and summarizes a criterion for the same. The paper 
concludes by discussing how the preferences for social stimuli 
changes in the infants over time [22]. They develop a 
preference for familiar people in first couple of months of life. 
They begin to have one to one interaction with their caregivers 
between three and six months of age. This is the period where 
they understand the interactive styles of their usual social 
partners. During four to seven months, infants can 
differentiate between emotional expressions of the face. Soon 
they develop preferences for caregivers and after 12 months, 
they display a pattern of response to separation and reunion 
that demonstrates what they have learned to expect from their 
experiences with their caregivers [23]. 

So, in the case of the infants with autism, one would 
speculate that the dyadic interactions would be less intense 
and lower capacity to recognize the emotional expressions of 
others. However, by three to five years of age, autistic 
children would be capable of forming secure attachments to 
their caregivers. The author concluded that similar patterns of 
attachment security and insecurity are found in typically 
developing children, it is very unlikely to be considered as a 
core deficit in autistic infants. In infants, failure to 
discriminate emotions can be considered as an important 
feature to characterize autism. But however, the rate of false 
positives could be very high. Children with autistic tendencies 
make use of different methods and skills to develop secure 
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attachments and to obtain the capacity to differentiate between 
the facial expressions and emotions than the typically 
developing children. 

Whalen et al. [23,24] discovered that using a computer 
game to teach children with autism improved motivation and 
engagement when compared to the traditional methods of 
trying to teach children with autism. They established the 
computer game Teach Town to assist autistic children improve 
social, emotional, academic, and adaptive skills [25].Whalen's 
findings are in line with what others in the area have found: 
video-game-like tools are beneficial with students with ASD 
because they are constant and predictable, entail few social 
variables, and enable children to control and set the speed of 
the activity. Many children on the autism spectrum have 
visual-spatial abilities that create videos actual gameplay an 
area of expertise. While it's normal to be concerned about 
inattention, behavioral concerns, and even addictions, there 
really are simple ways that may help autistic children get the 
most out of computer games and computers without causing 
additional problems at home or at school. The digital world 
provides a wealth of resources for teaching issue, social skills, 
adaptability in new contexts, and even motor skill 
development. Raising autistic children may be difficult, but 
apps, games, and technologies can make contacting and 
educating autistic children simpler. Tbatah et al [26]   laid out 
a principle called anger superiority hypothesis as its 
foundation. This hypothesis states that “angry faces capture 
attention faster than happy faces” in common individuals. The 
authors aim to test and compare the threat detection abilities in 
autistic people with individuals with a history of typical 
development using a facial visual search paradigm. 

Thabtah et al [26] theory is based on building 
classification systems using machine learning, specifically a 
new method called Rules-machine Learning. This approach 
helps in detecting autistic traits and offers user knowledge 
bases (rules) which enables the professionals to make better 
analysis of the reasons behind the classification. 

The primary objective of this technique is rule discovery 
by search method which can be done using covering 
classification. Then, evaluation is performed on the discovered 
rules to discard any redundancies and to optimize it further by 
reducing the number of discovered rules. In order to improve 
the overall efficiency of the training process, this phase 
contributes to the narrowing of the search space for individual 
data items. The classifier, which is utilized to make 
predictions regarding the value of the class, is more 
comparable to an outcome of the rule evaluation phase 
described above. For the purpose of generating the necessary 
data from the participants, a mobile application known as 
ASD Tests is utilized [27]. It implements four screening 
methods for toddlers, children, adolescents, and adults based 
on the Q-CHAT-10 (Quantitative Checklist for Autism in 
Toddlers), AQ-10-child, AQ-10-Adolescent, and AQ-10 adult, 
respectively. The Q-CHAT-10 is a quantitative checklist for 
autism in toddlers. In addition to this, the author made use of 
the datasets that were previously deposited in the University 
of California Irvine Data Repository by the authors. 

Wu et al [28] analyzed the performances of various ML 
techniques such as Bagging, Boosting, rule induction, and 
decision tree classifiers on child, adolescent and adult ASD 
screening datasets. The error rates of adult dataset for the 
above techniques were between 5.68 and 8.23 per cent 
whereas the Rules Machine Learning (RML) model 
outperformed them with an error rate less than 5.6 per cent. 
Hence the paper was concluded by clearly revealing how ML 
approaches like covering can be used for obtaining promising 
results [29]. 

Jacob et al [29] obtained a high standard clinical data of 
children at risk for ASD to implement machine learning 
algorithms. The aim is to build a low-cost and easy to use 
ASD screening tool. To implement this, the author chose to 
proceed with a combination of two approaches. Two different 
algorithms are trained to combine their outputs as a final 
screening assessment. One is based on the short, structured 
parent- reported questionnaires and the second is based on 
tagging key behaviors from casual home videos of the test 
subjects. The first classifier was trained using data from ADI-
R (Autism Diagnostic Interview) score sheets with labels 
corresponding to established clinical diagnoses. The training 
of second classifier i.e., the video classifier was done using 
ADOS (Autism Diagnostic Observation Schedule) instrument 
score sheets and diagnostic labels. To ensure sufficient 
training volume, progressive sampling was used in both the 
cases. After evaluating multiple machine learning algorithms, 
the author chose Random Forests for its robustness against 
overfitting [30]. 

In the clinical sample, the results showed that the parent 
questionnaire classification approach performed better than 
some of the more established screening tools, such as the M-
CHAT (Modified Checklist for Autism in Toddlers) and the 
CBCL (Child Behavior Checklist). By combining the two 
different methods of classification into a single evaluation, 
performance was improved. The author concluded by stating 
how ML can play a crucial role in enhancing the performance 
of the behavioral health screeners and how this research 
demonstrated a significant improvement over established 
screening tools for autism. The author also mentioned how the 
research demonstrated how this research demonstrated 
significant improvement over established screening tools for 
autism. Chorianopoulou et al. [31] presented an ML-based 
approach to early diagnosis of ASD from videos of infants by 
identifying specific behaviours from them. This approach was 
based on using videos of the infants. They used a dataset that 
contained 2000 short videos with various behaviours of 
interest, such as directed gaze towards faces or objects of 
interest, positive affect vocalization, and other similar 
behaviours, all of which were manually coded by expert raters 
[32]. This dataset was used to conduct their research. 

The authors addressed the issue by employing a deep 
learning model that was image-based and that was based on 
facial behavior features. Gorriz et al [32] has applied the 
various feature transformation techniques such as Log, Z-
score, sine functions to the collected datasets of toddlers, 
children, adolescents, and adults [33]. In the next stage, 
various classification techniques were implemented with these 
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transformed ASD datasets, to evaluate and assess their 
performance [33]. 

For toddler dataset, the median highest result was 
calculated by Adaboost for Log transformation, Adaboost and 
SVM (Support Vector Machine) for Scale transformation 
respectively as 99.06%. The mean highest result which was 
reported to be 98.77% was calculated by SVM for Log and 
Sine transformations. The maximum highest result was 
recorded to be 100% was calculated by Adaboost, GLMboost 
and SVM for all feature transformation methods and C5.0 for 
Scale transformation [27, 34]. 

For child dataset, the median highest accuracy of 100% 
was achieved by LDA (Linear Discriminant analysis) and 
PCA (Principal Component Analysis) for Log and Scale 

feature transformations. The mean highest accuracy of 97.2% 
was achieved by Adaboost for Log and Scale, respectively. 
Finally, the maximum highest accuracy of 100% was achieved 
by all classifiers and feature transformation methods [34,35]. 

For adolescent dataset, the median highest accuracy of 
95% was obtained by C5.0, LDA, PCA where LDA and PCA 
for both Log and Scale as well as C5.0 for Scale. The mean 
highest result of 93.89% was obtained by PCA for Log and 
GLMboost for Scale, respectively. The maximum highest 
result of 100% were achieved by all classifiers and feature 
transformation methods [35,36]. 

Table I summarizes previous studies and its findings and 
limitations on usage of algorithms and the different features 
for the autism spectrum disorder 

TABLE I.  SUMMARIZED PREVIOUS STUDIES AND ITS FINDINGS FOR AUTISM SPECTRUM DISORDER 

Reference Findings Limitations 

Thabtah et al, 2018 

[6] 

Inside the ASD screening tool, SVM was used to integrate the ML algorithm. 

97.6 % accuracy 

Datasets were not balanced. The sample is 

small comprising 612 autism patients and 11 

non-autism instances. 

Thabtah et al, 2020 

[26] 

Rules-Machine Learning is a machine learning approach based on rule induction 

(RML). 

Covering learning was used to generate non-redundant rules in a simple method. 

RML classifies with greater prediction accuracy than typical algorithms such as 

boosting, bagging, and decision trees, thanks to the use of ten times cross-

validation to split the dataset into ten subsets. 

 In terms of class labels,    

RML appeared to be ineffective when dealing 

with unbalanced data sets. There were no 

examples of toddlers in this article. 

Vaishali et al, 2018 

[27] 

Optimal feature selection was automated using the Binary Firefly algorithm (ten 

out of twenty-one features were chosen as the best). 

There was no concern with class imbalance (there are 151 occurrences with class 

'yes' and 141 instances with class 'no' in the ASD youngster‟s dataset). Models 

such as NB, J48, SVM, and KNN were used. SVM obtained the highest accuracy 

of 97.95 percent. 

 In the ASD kid dataset, there were some 

occurrences that are missing. There was a risk 

of model overfitting on the dataset because to 

the smaller number of occurrences in the 

dataset. Swarm intelligence wrappers had 

certain drawbacks (Binary Firefly algorithm) 

Al banna  et al, 2020 

 

[33] 

Analyzed the patient's condition using facial expressions and emotions, 

employing an AI system and sensor data. 

Sent out frequent messages to parents, assisting the patient in coping with ASD 

during COVID-19. A smart wristband with an integrated monitor and camera is 

linked to a smartphone app in this system. Used real-time grayscale photos from 

one Kaggle dataset of 35,887 images to detect ASD. The Inception-ResNetV2 

architecture had the greatest accuracy of all the models, at 78.56 percent. 

When compared to other methods, the 

accuracy is poor. The research is still in its 

early phases. 

Sen et al, 2018 

[37] 

The authors devised a new algorithm that combined structural and functional 

characteristics. Drew many different depictions of the brain's functional 

connections. The results showed that incorporating multimodal characteristics 

improves case discrimination accuracy the most. 

In contrast to earlier studies, the ML models  

utilized demonstrate a 4.2 percent 

improvement  in the accuracy of the 

predictions for Autism. Datasets suffer 

significantly from fluctuations. 

Van den et al, 2017 

[39] 

SVM, Naive Bayes, and Random Forest classification algorithms are used. 

There were 95,577 kid records with 367 variables, of which 256 were deemed to 

be adequate. Different qualities were well delineated. Created a dataset with four 

classifications (ASD: None, Mild, Moderate, Severe). The J48 algorithm attained 

the highest accuracy of 87.1 percent (2 class) and 54.1 percent (4 class) (decision 

tree) 

Doesn't predict the severity of ASD. A 

cursory collection of traits (criteria) used to 

identify ASD, which may or may not always 

correspond to an instance of ASD. 

III. METHODOLOGY 

This study demonstrated the use of Deep Learning and 
Image processing techniques for the detection of Autism using 
facial expressions. The initial approach was to build and train 
a neural network based on the available data on Autism. 
Following this, any video of the patient which clearly shows 
their facial expressions could be taken as the input through an 
interface created for the users. This input was used for the 
detection of autistic characteristics using the previously 
trained model [38]. 

The methodology followed can be divided into five steps 
as shown in Fig. 2: 

1) Capturing the facial expressions while playing a Video 

Game. 

2) Data Preprocessing. 

3) Model Building and Training. 

4) Prediction and Optimization. 

5) Uploading the video to the Web Interface. 
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Fig. 2. Work flow of the method for the detection of facial expression while 

playing video games 

A. Capturing the Facial Expressions while Playing the Video 

Game: 

The facial expression of the child is captured while she/he 
is playing the video game using the web camera attached to 
the personal computer. The video is captured and saved 
locally and then the same video is uploaded to the website 
user interface and then the trained Convolutional Neural 
Network (CNN) model predicts if the child in the image 
broken down from the video is autistic or not [40]. 

B. Data Preprocessing 

The collected image dataset was preprocessed by 3 
processes so that the CNN model can train the dataset to 
predict if the child is autistic or not. They were: 

1) Dividing the video into frames: OpenCV was used to 

fragment the video captured into images or frames. The video 

is captured using a webcam while the child is playing the 

game to monitor and analyze the video captured which would 

be broken down into images and then train the CNN model. 

The dataset consists of 2536 images belonging to the autistic 

and non-autistic classes in the training set and 300 images in 

the test set. The required image data is ob-tained from Kaggle. 

The ImageDataGenerator class of keras library enables us to 

read the images from the folders. Rescaling of images is done 

by dividing each pixel value of an image by 255. The images 

in the dataset are of various sizes which calls for resizing into 

one final size of 64x64 pixel and the same can be 

implemented using a function called “flow_from_directory” of 

the above class [40,41]. 

2) Fix target size: The collected image dataset had to be 

resized for uniformity in processing and to do so, all the 

images were resized to 64x64 pixel so that the convolution 

neural network model can be trained using those images [42].  

This was done by using the function “flow_from_directory” 

and the argument to the function changed to 64x64 pixels. 

Whereas the neural network was training on the training data, 

the flow from directory () function was used to read photos 

straight from the directory and enhance them. The technique 

assumed that photos from various classes stored in separate 

directories but are all included within the same parent 

directory. 

3) Horizontal flip: The images needed to be flipped 

horizontally to maintain uniformity, so this is achieved by 

using the function “ImageDataGenerator” and adjusting the 

arguments. 

4) Rescaling: The ImageDataGenerator class may rescale 

pixel values from 0-255 to the recommended 0-1 range for 

neural network models. Normalization is the process of 

reducing data to a number between 0 and 1. Setting the rescale 

parameter to a ratio that may be multiplied by each pixel to 

produce the required range will do this [41,42]. 

C. Model Building and Training: 

Deep learning is a technique for automatic learning that 
implements the use of examples to teach machines how to 
learn in the same way that people do. A self-driving car's 
ability to recognize a stop sign or differentiate between a 
pedestrian and a lamppost is dependent on its use of deep 
learning, which is an essential component of the technology. It 
makes it possible to control consumer electronics with one's 
voice, such as mobile phones and tablets, televisions, and 
hands-free speakers. The concept of "deep learning" has been 
receiving a lot of attention as of late, and with good reason. 
It's about achieving things that weren't possible before you 
started working on them. 

During the process of deep learning, a computer model 
will learn to perform categorization tasks directly from either 
pictures, text, or sound. Models that use deep learning have 
the potential to achieve an accuracy that is on par with or even 
exceeds that of humans in certain circumstances. In order to 
train models, a significant amount of labelled data as well as 
various topologies of multilayer neural networks are utilized. 
The acronym "CNN" stands for "Convolution Neural 
Network". Image recognition and processing are two 
applications that make use of a type of artificial neural 
network known as a convolutional neural network (also 
abbreviated as CNN). CNNs are designed to focus specifically 
on analyzing pixel input. CNN was used to train the model 
based on the image data sets that were taken by the webcam of 
the computer that the child was using to play the video game 
on. CNNs are image processing, artificially intelligent (AI) 
systems that utilize deep learning to perform both generating 
and informative tasks. These tasks frequently include machine 
vision, which includes image and video identification, as well 
as recommendation systems for natural language processing 
(NLP) [40, -42]. A neural network is a piece of computer 
hardware and/or software that mimics the way neurons in the 
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human brain communicate with one another. Traditional 
neural networks were not intended to be used for image 
analysis, so in order for them to do so, they require the images 
to be broken up into smaller chunks. The "neurons" that make 
up CNN are organized more similarly to those in the 
prefrontal cortex, which is the part of the brain in humans and 
animals that is responsible for processing visual input. The 
difficulty of processing images in pieces that is inherent to 
traditional neural networks can be circumvented by arranging 
the layers of neurons in such a way that they cover the entirety 
of the visual field [48]. A CNN makes use of a technology 
similar to a perceptron that is designed to have minimal 
requirements for processing [43]. The layers of a CNN are 
comprised of an input layer, a layer, and a hidden layer. These 
layers are followed by several convolutional layers, average 
pooling, fully connected layers, and normalizing layers. A 
system that is significantly more effective and easier to train 
for image analysis and natural language [43] has been made 
possible as a result of the elimination of constraints and 
improvements in the efficiency of image processing. 

D. Prediction and Optimization 

Optimization plays a crucial role for any machine learning 
problem. Gradient descent is an optimization algorithm that 
finds the lowest possible value or the minimum value of a 
function through iterations. While the loss function which is 
also known as the cost function is all about calculating the 
loss/errors for every prediction that the neural network makes, 
gradient descent can be used to find the minimum of this loss 
function. The goal is to estimate the values of coefficients of a 
function that can minimize the cost function. In other words, 
the new coefficients will have a significantly lower cost. 

This technique is initialized by taking small random values 
as coefficients for the function. The cost is then evaluated by 
inserting them into the function. The next step is to change the 
values of the coefficients in a direction that can lead to a lower 
cost in the next iteration. This direction can be estimated with 
the help of derivatives. The derivative gives a slope (gradient) 
at the desired point on a curve, or a function and the sign of 
that slope can be used to determine the direction in which the 
coefficients can be moved in further iterations [44]. Now that 
the algorithm is aware of the direction of progression of 
coefficients with the help of the gradient at current position, 
the next move is to make a step by scaling it and subtracting 
the obtained value from the current position. Subtracting is 
done as the aim is to minimize the function [40]. Another 
parameter called learning rate is used to scale the gradient and 
control the step size. Learning rate can affect the performance 
in a significant way. Smaller learning rate can lead the 
algorithm to reach the final iteration before even reaching the 
optimum point [41]. The Adam algorithm is implemented by 

this optimizer. Adam optimization is a gradient descent 
approach based on adaptive first- and second-order moment 
estimation. The approach is "computationally more efficient, 
has small memory demand, is robust to diagonally resizing of 
gradient, and is well suited for situations with huge 
data/parameters," as according to Thabtah- et al., 2020. 

E. Uploading the video to the Web Interface 

Streamlit is one of the recent and fastest python-based 
model deployment tools. This open-sourced python based 
framework simplified the whole model deployment cycle 
along with providing an easy way to structure the 
functionalities of the interface [45,46]. 

 
Fig. 3. Web interface for prediction of the disease 

Once the neural network was trained, the model of an 
epoch with the best validation accuracy was saved as a 
„.model‟ file. The interface enables the users to select the type 
of media file that is to be uploaded. If the selected media type 
is an image, the saved model is used to classify the uploaded 
image to Autistic/Non-Autistic for which the result can be 
displayed on the interface [45]. But if the selected media type 
is a video, then the uploaded video is divided into frames 
using OpenCV and each image is classified into Autistic/Non-
autistic with the help of the saved model. The mean value of 
classification of all images is considered as the final 
classification for the entire video and displayed on the 
interface. 
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Fig. 4. Prediction mechanism if autistic or not 

Fig. 3 describes the entire working of the prediction 
mechanism implemented in this project. The video of the child 
while playing the game is captured by a webcam and then the 
video is saved locally. The same video is then uploaded to the 
website interface for the CNN deep learning algorithm to 
work on it. After processing the file and after the prediction 
model is applied on the video, the outcome or result of the 
prediction is shown on the interface as “Autistic” or “Non-
Autistic” as shown in Fig. 4. 

IV. RESULTS AND DISCUSSION 

This study explores the use of video games to discriminate 
between children with and without ASD. Compared to 
previous qualitative techniques, the activities and learning 
metrics in the evaluation game give a quantifiable depiction of 
children's abilities, making the identification of ASD more 
accurate and practical. The use of these games as a 
supplementary tool in educational interventions for kids with 
ASD is also possible. In previous studies, the model has been 
trained using different algorithms such as SVM, Neural 
Network, RML Classifier, Random Forest, Naïve Bayes with 
a maximum accuracy of 97.5% [46]. They have used images 
of a facial expression and behavior of a patient while in our 
study we trained the model using CNN when the child is 
playing video game and capture the image of his behavior and 
facial expression. The Convolutional Neural Network (CNN) 
model is used to extract and produce the proper patterns of the 
face features when the child is playing video game and capture 
the image of his behavior and facial expression such as 
inappropriate snickering and laughing, Lack of pain 
sensitivity, Inability to maintain proper eye contact, unable to 
communicate with gestures, Inadequate reaction to sound etc. 
The model was trained in the cloud using Google Colab with 
python, which supports TensorFlow and Keras. The epoch 
number declared was 159 and it had a batch size of 20. The 
VGG model was used for implementing the convolutional 
neural network. Karen Simonyan & Andrew Zisserman of 
Oxford University's Visual Geometry Group (VGG) proposed 
VGG models, which performed well in the ImageNet 

Challenge [47 -48]. This model gets 92.7% top-5 accuracy on 
ImageNet's 14 million photos from 1000 classes. 300 images 
were used for the testing and 100 images were used for 
validation of the CNN model [48]. 

The model achieved 92.3% accuracy for the testing dataset 
and 87.3% accuracy for the validation dataset. For this study, 
many evaluation metrics were calculated, and the results are 
summarized in the following sections. The results of the 
comparative prediction analysis of our model and existing 
model of the same dataset as shown in Table II. 

TABLE II.  COMPARISON OF THE RESULTS USING THE SAME DATASET 

Author Model Accuracy 

Haque et al [49] ResNet50 89.2% 

Shaik et al [50] VGG19 84.0% 

Our model VGGFace 92.3% 

A. Evaluation Metrics 

Sensitivity, Specificity, Precision, Recall, F1 Score and 
Accuracy were calculated for evaluating the performance of 
the CNN model. The convention True Positive (TP), False 
Positive (FP), True Negative (TN) and False Negative (FN) 
were used. 

1) Sensitivity: Sensitivity measures a model's ability to 

recognize positive cases. TPR is sometimes called recall. 

Sensitivity measures how many positive cases a model 

accurately identified. High-sensitivity models have minimal 

false negatives, meaning they overlook some positive 

examples. Sensitivity is a model's capacity to recognize good 

cases. We need our models to locate all good examples to 

generate accurate forecasts. True positive rate plus false 

negative rate equals 1. Higher true positive rate means model 

correctly identifies positive situations. The sensitivity was 

calculated using the following formula as shown in eq. (1): 

Sensitivity = 
  

     
 (1) 

The Sensitivity of the model was 0.9560 or 95.60%. 

2) Specificity: Specificity assesses the model's ability to 

identify real negatives. This means there will be a percentage 

of true negatives forecasted as positives, or false positives. 

True Nega-tive Rate (TNR). True negative rate plus false 

positive rate equals 1 always. Low specificity suggests the 

model is mislabeling a lot of negative data as positive. The 

specificity was calculated using the following formula as 

shown in eq. (2): 

Specificity = 
  

     
 (2) 

The specificity of the model was 0.8865 or 88.65%. 

3) Precision: Precision is the ratio of True Positives to 

total positive samples (either correctly or incorrectly). It is 

calculated using the formula as shown in eq. (3): 

Precision =  
  

     
 (3) 

The precision of the model was 0.9048 or 90.48%. 
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4) Accuracy: Model accuracy measures which model is 

better at finding correlations and patterns in a dataset based on 

training data. Accuracy is calculated using the formula as 

shown in eq. (4): 

Accuracy = 
     

           
 (4) 

The accuracy was found out to be 92.3% for the testing 
dataset consisting of 300 images and 87.3% for the validation 
dataset. 

5) F1 score: The harmonic mean of accuracy and recall is 

used to get the F1 score. It is calculated using the formula as 

shown in eq. (5): 

F1 Score = 2 * 
                

                
 (5) 

The F1 Score was calculated to be 0.9297 or 92.97%. 

6) Confusion matrix: A matrix called the confusion matrix 

is used to assess how well classification models perform given 

a particular set of test data. As the model cannot afford to 

predict non-autistic when the patient is autistic, the confusion 

matrix was calculated as shown in Fig. 5, which indicates that 

the false positive condition case value should be lower. 155 of 

the 300 images were correctly classified. 

 
Fig. 5. Confusion matrix using CNN for autism spectrum disorder 

 

Fig. 6. a) and b) . Model Training Accuracy and Training Loss 

Fig. 6(a) and (b) depicts the plot of the model‟s training 
accuracy, training loss, respectively for 10 epochs. The 
highest accuracy achieved was 92.3 % with the VGG model 
by applying two dense layers with specific parameters. A loss 
function optimizes ML algorithms. The loss is determined 
during training and validation, and its interpretation depends 
on how well the model performs. It's the total of training or 
validation set mistakes per example. Loss value indicates 
model's performance after each optimization cycle. A 
performance metric measures the algorithm's accuracy.  Model 
accuracy is generally estimated as a percentage based on 
model parameters. It measures how well your model predicts 
actual data. 

V. CONCLUSION 

The study built a deep learning web app to diagnose 
autism using a convolutional neural network and camera 
footage of a youngster playing a video game. CNN's 
architecture can extract facial attributes by generating facial 
feature patterns and assessing facial landmark distances, 
classifying faces as autistic or not. VGG CNN Model 
produced accurate results. Testing accuracy was 92.3%, 
validation accuracy was 87.3%, and precision was 90.4%. 
Future research will improve this model by broadening 
psychologists' autistic kid diagnoses. This programme helps 

identify ASD. A precise autism diagnosis can help pick a 
treatment plan for autistic children. More precision might 
improve autism diagnosis. The platform might reveal this 
neurological disease, bringing treatment closer. This research 
is part of how humans utilize technology to tackle the world's 
healthcare issues. Future studies may use machine learning 
and deep learning algorithms to help individuals recognize a 
range of ailments using the same platform. Although young, 
digital technologies offer unlimited potential. In the case of 
autism, a mix of digital tools and in-person therapy visits is 
expected. Autism therapy isn't one-size-fits-all. These tools 
will help researchers produce medicines for ASD patients 
more swiftly. Language is being studied for potential 
therapies. SFARI-funded researchers are employing 
cellphones and automatic transcription software to record 
speech from autistic youngsters. Based on the data collected 
by recording footage of children playing video games, a video 
game can be designed for children with autism or autistic 
symptoms. This game will help parents or guardians 
determine whether their kid has autism such as Kinect game. 
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Abstract—Aiming at the problems that the movement 

recognition accuracy of lower limbs needs to be improved, the 

optimized SVM recognition method by using voting mechanism 

is proposed in this paper. First, CS algorithm is applied to 

optimize the kernel function parameter and the penalty factor 

for SVM model. And then, voting mechanism is used to ensure 

the recognition accuracy of SVM classification algorithm. Finally, 

the experiments have been implemented and different 

classification algorithms have been compared. The recognition 

results shows that the movement recognition accuracy for the 

lower limbs by the optimized SVM recognition algorithm using 

voting mechanism is about 98.78%, which is higher than other 

commonly used classification algorithm with or without voting 

mechanism. The recognition method for the lower limbs 

proposed in this paper can be used in the field of rehabilitation 

training, smart healthcare and so on. 

Keywords—Surface electromyography; micro inertial 

measurement unit; support vector machine; voting mechanism 

I. INTRODUCTION 

Along with the development of artificial intelligence 
technology, many researchers have focused on the study of 
human posture recognition [1-4]. Recognition for the 
movements of lower limbs is widely used in the field of 
rehabilitation training, physical exercise and so on [5].As for 
the current research, there are many sensors used for the 
recognition of lower limbs, such as visual sensors, inertial 
sensors, surface electromyographic sensors, etc. 

In the study of human behavior recognition using visual 
sensors, Nie proposed a view-invariant method for human 
action recognition by recovering the corrupted skeletons based 
on a 3D bio-constrained skeleton model and visualizing those 
body-level motion features obtained during the recovery 
process with images [6]. Based on the Northwestern-UCLA 
dataset, the classification accuracy of the 10 action images in 
the proposed algorithm is about 94.40%. Nieto-Hidalgo 
proposed an extraction system by analyzing image sequences 
to identify human gait features [7]. The recognition accuracy 
for the normal and abnormal gaits are both more than 90.00%. 
Based on the Kinect sensor, Min proposed an indoor fall 
detection method using SVM method according to the 3D 
skeleton joint array information [8]. The experiment result 
shows that the fall recognition accuracy is about 92.05%. Liu 
proposed an algorithm for human behavior recognition using 
skeletal joint information of deep sequences [9]. The angle and 

position information between joints were captured by RGB 
video, and the obtained feature vectors were used as the input 
of the classifier. The experimental results showed that the 
average accuracy of behavior recognition is 95.00%. It is 
convenient to recognize the human behavior by using visual 
sensors, but the environment illumination, image resolution, 
and autofocus speed will affect the recognition accuracy. 
What’s more, the huge amount of image processing will 
increase the hardware cost. 

In the study of human behavior recognition using inertial 
sensors, Khatun proposed a sensor-based learning method for 
human activity recognition [10] based on a hybrid deep 
learning model coupling convolutional neural network and 
long and short term memory network. The system is based on 
the data set (H-Activity) collected by the smart phone sensor. 
The experimental results show that the accuracy of the self-
collected data set trained by this method is 99.93%, and the 
accuracy of the model trained by the benchmark data set 
(MHEALTH) is 98.76%. Zhang proposed a SVM algorithm 
based on magnetometer and gyroscope sensors to classify the 
human motion postures [11]. Experimental results show that 
the average recognition accuracy for human motion posture is 
about 90.80%. Marron proposed a smart phone system with 
embedded inertial sensors in an indoor environment [12], in 
which the information of human biomechanical models is 
combined. The recognition average accuracy for human 
behavior is 95.00%. Guo proposed a novel monitoring 
framework of human motion sequences based on wearable 
inertial sensors [13], the recognition process can be divided 
into data acquisition, segmentation and recognition stages. At 
the recognition stage the HMM algorithm is used to recognize 
the motion sequence. The experimental results show that the 
average recognition accuracy for human movement is 92.75%. 
As for the inertial sensors used for the recognition of human 
behavior, it has the advantages of high efficiency, but the 
installation will affect the recognition accuracy. 

In the study of human behavior recognition using surface 
electromyography (sEMG) sensors, Qi proposed a gesture 
recognition system based on the principal component analysis 
method and GRNN neural network [14]. By extracting the key 
information of human gestures, the specific action mode can be 
identified. Experiment results show that the system's overall 
recognition accuracy for 9 static gestures is about 95.10%. 
Zhang proposed a dynamic adaptive neural network algorithm 
based on multi-feature fusion of surface EMG signals [15] to 
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achieve accurate recognition of eight lower limb movements 
(walk (WK), left turn (TL), right turn (TR), stand up (TP), sit 
down (ST), go upstairs (UPS), go downstairs (DWS) and jog 
(CD)). Experimental results show that the recognition accuracy 
of this method is 94.89%. As for the application of sEMG 
sensors, human behavior recognition can be easily affected by 
some irregular movements of the human body, such as when 
somebody suddenly falls, it may cause a significant change in 
the sEMG signal of the leg muscles, which will affect the 
judgment of human leg movements. 

From the aforementioned methods for the recognition of 
human behavior recognition, the accuracy still needs to be 
improved. In this paper, take the features of lower limbs into 
consideration, the improved SVM algorithm is proposed for the 
recognition of lower limbs by MIMU and sEMG sensors. First, 
in order to obtain the parameters of kernel function and penalty 
factor, Cuckoo search algorithm (CS) is used to optimize SVM 
model. Then, the voting mechanism is applied to improve the 
recognition accuracy of SVM algorithm. Finally, the 
experiment is carried out to verify the validity of the proposed 
method by seven movements of lower limbs. 

II. CLASSIFICATION ALGORITHM 

A. SVM Classification Algorithm 

As for the complexity of the movements of low limbs, it is 
difficult to recognize the movements directly from the outputs 
of MIMU and sEMG. Thus, it is necessary to extract the 
features of the outputs and then use a kind of mapping 
algorithm to separate the features from the low dimensional 
space to a high dimensional space. SVM classification 
algorithm based on the principle of structural risk minimization 
has the advantages of good generalization ability [16-18]. In 
this paper, according to the features of outputs of MIMU and 
sEMG and take the complexity of the algorithm calculation 
into consideration, SVM classification algorithm is used. 

As for SVM classification algorithm, suppose the sample 

set is D={(x1,y1),(x2,y2),…,(xm,ym)}, where, xiRn，yi{-1,1}, 

m is the number of samples.φ (xi) 
is the eigenvector after 

mapping. Then, the hyperplane is established for classification 
by: 

( ) ( )if x W x b 




Where, W is the normal vector of the optimal hyperplane, b 
is the displacement. The problem to solve the optimal 
hyperplane can be converted by: 

2

1

1
min

2

. . ( ) 1

m

i

T

i i i

W c

s t y W x b
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Where, κ(xi,xj) is the kernel function. And in this paper, the 
gaussian radial basis function is selected by: 

2
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Where, g is the kernel function parameter. Then, solving (3) 
and the following solution can be obtained: 
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In the process to solve the hyperplanes, the kernel function 
parameter g and the penalty factor c are the key parameters for 
SVM classification model. Thus, it is necessary to get the best 
kernel function parameter g and the penalty factor c for the 
SVM classification model to recognize the movements of the 
lower limbs. 

B. CS Algorithm 

CS Algorithm is a heuristic algorithm, which solves the 
optimal parameters by simulating the parasitic brooding 
behavior of cuckoo birds [19,20]. It has the advantages of few 
parameters and fast convergence speed, so it is widely used for 
parameter optimization. 

As for the parameter optimization of the kernel function 
parameter g and the penalty factor c, the finding probability pa 
in CS algorithm will balance the local random optimization and 
global random optimization. The local random optimization 
will updates the position of the nest z=[g c]T as follows: 

( 1) ( ) H( ) ( ( ) ( ))i i a j iz n z n s p z n z n         

Where, zi(n+1) represents the position of the nest i updated 
at the (n+1) times of iteration, zj(n) is the nest selected by 
random substitution, α is the step scale factor, s is the step size, 
H(u) is the unit step function, ε is a random number. 

Then, the global random optimization will update the 
position of the nest z=[g c]T by: 

( 1) ( ) ( , )i iz n z n L s     

Where, L(s,λ) is the Levy distribution. λ is a constant and in 
this paper it is 1.5 for the parameter optimization in CS 
algorithm. 

As for the (n+1) times of iteration, the position of the nest 
will be updated, and it will be used as the input for the next 
iteration. According to the finding probability pa, the highest 
accuracy nest z=[g c]T for the whole nests will be obtained. 
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C. Voting Mechanism 

Voting mechanism proposed in this paper is a combination 
strategy for the movement recognition of lower limbs. The 
basic idea of it is using a sliding window to select the most 
recognition output label by the machine learning algorithm as 
the recognition output label for the middle position of this 
sliding window. Thus, it can correct the error recognition label. 

The hardware for the recognition of the lower limbs in this 
paper is self-designed and the sampling frequency for the 
output data is 150Hz. According to the experiment for a 
consecutive movement of lower limbs, the self-designed 
hardware can collect at least 75 groups of output data. For the 
same movement recognition of lower limbs, it should be the 
same output label when using machine learning recognition 
algorithm. However, for the different movement recognition of 
lower limbs, the voting mechanism is necessary by the sliding 
window to identify and correct the error recognition label. 

III. EXPERIMENT FOR MOVEMENTS OF LOWER LIMBS 

In order to verify the efficiency of the proposed optimize 
SVM classification algorithm, the movement recognition 
experiments for the lower limbs have been carried out. The 
designed recognition flow is shown in Fig. 1. 

 
Fig. 1. Recognition flow for the lower limbs 

The outputs of MIMU and sEMG will be collected by the 
signal detection module. And then the outputs will be 
preprocessed, during this process, the median filter is used to 
preprocess the outputs of the sensors which will remove the 
noise. Then, the features will be extracted by the mean absolute 
average (MAV) before they were sent to SVM classifier. 
What’s more, the voting mechanism will be carried out to 
ensure the recognition accuracy. Finally, the movement labels 
for the movement of lower limbs will be shown. 

A. Hardware for the Experiment 

The self-designed hardware for the recognition of the lower 
limbs is shown in Fig. 2. 

 
Fig. 2. Hardware for the experiment 

MPU9250 and MyoWare muscle sensor is used for MIMU 
and sEMG. And the self-designed hardware will be worn on 
the lower limbs as shown in Fig. 3. 

 
Fig. 3. Hardware worn on the lower limb 

The muscles selected for the experiment should be close to 
the skin surface and there should be large enough to place the 
electrodes. Thus, we choose the tibialis anterior, extensor 
digitorum longus, gastrocnemius muscle, and soleus muscle to 
place the sEMG electrodes for the reason that the muscular 
contraction is obvious when there’s movement of the lower 
limbs. 

B. Definition of Movements of Lower Limbs 

In this paper, there are seven movements of lower limbs 
needs to recognize, which are defined in Table I. 

TABLE I.  MOVERMENTS OF LOWER LIMBS 

Movements of lower limbs Labels 

stand still 1 

mark time 2 

run with raised legs 3 

go straight 4 

run with speed 5 

walk up the slope 6 

walk down the slope 7 

Movements of 
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MIMU/sEMG
Data acquisition 

system

SVM classifier
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extraction

Voting 

mechanism

Data 

preprocessing

Movement 
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Surface electrode

Self designed 

hardware

Laptop

Wireless 

Communication



(IJACSA) International Journal of Advanced Computer Science and Applications 

Vol. 14, No. 1, 2023 

123 | P a g e  

www.ijacsa.thesai.org 

C. Recognition Test 

There are 1072 sets data collect, we choose 872 sets of data 
as a fixed training set randomly, and then the following 200 
sets of data are selected as the test set. 

CS algorithm is used to optimize kernel function parameter 
g and the penalty factor c for SVM classification algorithm. As 
for CS algorithm, the number of parameters need to be 
optimized is 2, the number of nests is 20, the finding 
probability pa is 0.25, the iteration time is 50, the upper bound 
of g and c is 10, and the lower bound is 0.01. Then, SVM 
classification model can be established. 

As for the recognition, 30 independent recognition tests 
have been carried out based on 200 sets of data. Fig. 4 and 
Fig. 5 have illustrated one of the recognition results for the 
proposed optimized SVM classification model with and 
without voting mechanism. 

 
Fig. 4. SVM classification without voting mechanism 

 
Fig. 5. SVM classification with voting mechanism 

As show in Fig. 4 and Fig. 5, it is obvious that the 
recognition accuracy has been improved when voting 
mechanism is used to correct the wrong movements’ labels of 
lower limbs labels. 

In order to verify the effectiveness of the proposed 
optimized SVM recognition method in this paper, the most 
commonly used algorithm for human motion recognition has 
been applied, such as generalized regression neural network 
(GRNN), probabilistic neural network (PNN), and extreme 
learning machine (ELM). 30 independent recognition tests 
have been performed by using the above algorithms with and 

without voting mechanism. The recognition accuracy is shown 
in Fig. 6 and Table II. 

 
Fig. 6. Recognition accuracy for voting and non-voting mechanism 

TABLE II.  STATISTICAL RESULTS FOR THE RECOGNITION 

Recognition 

Methods 

Standard 

Deviation 

Average 

accuracy 

Coefficient of 

Variation 

optimized 

SVM 

Non-voting 8.55×10-3 94.05% 9.09×10-3 

voting 7.73×10-3 98.78% 7.83×10-3 

GRNN 
Non-voting 1.66×10-2 67.57% 2.46×10-2 

voting 6.32×10-2 75.28% 8.40×10-2 

PNN 
Non-voting 1.66×10-2 67.97% 2.44×10-2 

voting 6.32×10-2 75.27% 8.40×10-2 

ELM 
Non-voting 6.03×10-2 52.47% 1.15×10-1 

voting 8.30×10-2 56.77% 1.46×10-1 

Fig. 6 and Table II show that the average recognition 
accuracy of lower limbs by the optimized SVM recognition 
method is higher than other commonly used algorithm for 
human motion. What’s more, the recognition accuracy by the 
voting mechanism is higher than that without voting 
mechanism. 

For the statistical results of 30 independent recognition 
tests show in Table II, the standard deviation and the 
coefficient of variation for the proposed optimized SVM 
recognition method with the voting mechanism are the 
minimum values in the above methods, which indicate the 
stability of the proposed method. 

IV. CONCLUSION 

Aiming at the problems that the recognition accuracy and 
stability for the movements of lower limbs need to be 
improved, the optimized SVM recognition method by using 
voting mechanism is proposed in this paper. CS algorithm is 
used to optimize kernel function parameter g and the penalty 
factor c for SVM classification algorithm. Then, voting 
mechanism is carried out to ensure the recognition accuracy. 
Experiments have been implemented and different 
classification algorithms have been compared. The recognition 
results illustrated that the recognition accuracy by the 
optimized SVM recognition algorithm is higher than other 
recognition algorithms, which demonstrates the validity of the 
proposed optimized SVM recognition algorithm. And the 
accuracy for the recognition algorithm with the voting 
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mechanism is higher than the algorithm without the voting 
mechanism, which demonstrates the effectivity of the voting 
mechanism. The recognition method for the movement of 
lower limbs by MIMU and sEMG can be used for the 
application of smart healthcare, rehabilitation training of lower 
limbs and so on. 
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Abstract—Traditional neural network has many weaknesses, 

such as a lack of mining transformer timing relation, poor 

generalization of classification, and low classification accuracy of 

heterogeneous data. Aiming at questions raised, this paper 

proposes a bidirectional recurrent neural network model based 

on a multi-kernel learning support vector machine. Through a 

bidirectional recurrent neural network for feature extraction, the 

features of the before and after time fusion and obvious data are 

outputted. The multi-kernel learning support vector machine 

method was carried out on the characteristics of data 

classification. The study of multi-kernel support vector machines 

in the weighted average of the way nuclear fusion improves the 

accuracy of characteristic data classification. Numerical 

simulation analysis of the temporal channel length for sequential 

network diagnostic performance, the effects of multi-kernel 

learning on the generalization ability of support vector machine, 

the influence on heterogeneous data processing capabilities, and 

transformer fault data classification experiment verifies the 

correctness and effectiveness of the bidirectional recurrent 

neural network based on multi-kernel learning support vector 

machine model. The experiment result shows that the diagnosis 

performance of bidirectional recurrent networks based on a 

multi-kernel learning support vector machine is better, and the 

prediction accuracy of the model is improved by more than 

1.78% compared with several commonly used neural networks. 

Keywords—Multi-kernel learning; support vector machine; 

bidirectional recurrent neural network; fault diagnosis 

I. INTRODUCTION 

A transformer, one of the key hub equipment in the power 
grid, act as an important link in energy conversion, distribution, 
or transmission. Transformer failure will cause huge financial 
loss and endanger public security. Therefore, timely and 
accurate diagnosis of transformer failure has important 
significance to make sure that the power system in safe state 
[1]. Characteristic gas method is often used for manual 
diagnosis of traditional transformer faults, but the differences 
in experience for fault identification often lead to errors. For 
transformer insulation maintenance, manual judgment requires 
not only a power failure of tested transformers but also regular 
maintenance of replaced equipment or parts. And a large part 
of equipment does not exceed its service life, which often 
causes a waste of resources and reduces the economy of the 
power system. 

When the LSTM network conducts data analysis on time 
series feature quantity, the model is too simple and can only 

consider a single time series. The fault data identification is not 
ideal and the accuracy of long-time series will decline. Besides, 
the ability to generalize is not high. In this paper, a 
Bidirectional Long Short-Term Memory (Bi-LSTM) network 
is proposed and Multi-Kernel Learning Support Vector 
Machines (MKL-SVM) combined optimization algorithm. In 
this method, a reverse sequential LSTM network is added to 
establish a Bi-LSTM network model, which can consider the 
feature quantity of the future time. Then, the kernel functions 
used by SVM are aggregated together by the weighted average 
method to establish the MKL-SVM model, and MKL-SVM is 
used to replace the Softmax function to achieve fault 
classification. The feature of SVM is applied to increase the 
classification generalization ability, and multi-kernel learning 
has more excellent characteristics for heterogeneous data 
classification. A failure in the transformer oil dissolved gas H2, 
CH4, C2H6, C2H4, C2H2, the characteristics of the gas is chosen 
to verify the effectiveness of multi-kernel learning support 
vector machine and bidirectional recurrent neural network for 
transformer fault diagnosis. Compared with several existing 
prediction models, the model can make a more accurate 
judgment on a few heterogeneous data, with stronger 
generalization ability and higher prediction accuracy. 

The rest of this paper is consisted of as: Section II presents 
the related works. The proposed method is described in 
Section III and Section IV. Experimental results and 
performance analysis are discussed in Section V. Finally, this 
paper concludes in Section VI. 

II. RELATED WORK 

Machine learning is used increasingly frequently and 
effectively to process and analyze data as a result of 
technological advancements. Zhang Hang et al. proposed to 
use support vector machine to improve the accuracy of motor 
fault diagnosis, but the model has many limitations, including 
poor generalization ability, low classification efficiency and 
high interference accuracy [2]. Zhang Xin, Wang Heng et al. 
come up with a model of a neural network optimized by a 
sparrow search algorithm, which in view of transformer fault 
diagnosis to increase the correctness more effectively. 
However, the number of probabilistic neural network neurons 
was affected by training samples, and the time it takes to train 
the model would be increased to get a better model [3]. For 
increase the stability of SVM, Qingchuan Fan come up with a 
whale optimization algorithm that introduced the 
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characteristics of a genetic algorithm to improve SVM but 
sacrificed part of the classification accuracy of SVM [4]. In 
view of the contradiction between the stability and accuracy of 
SVM, Yuhan Wu et al. proposed an SVM optimization 
algorithm that adopts adaptive probability formula to balance 
the squirrel search algorithm. The iteration cycle and accuracy 
of the model are increased [5]. Bing Zeng et al. proposed an 
optimized gray wolf algorithm Let-Squares SVM combining 
particle swarm optimization and differential evolution. The 
model got rid of the weakness which it was caught in local 
optimum frequently and improved the correct rate of the 
model, but the generalization ability of the model was greatly 
affected [6]. 

The emergence of deep learning brings new changes to 
machine learning. Miao Jianjie et al. proposed to use improved 
particle swarm optimization algorithm to optimize fuzzy neural 
network, automatically adjust parameters and accelerate 
convergence [7]. Gao Xincheng et al. proposed using improved 
genetic algorithm to optimize convolutional neural networks, 
which shortened the time to obtain the optimal weight and 
improved the convergence and accuracy of neural networks 
[8]. With the emergence of more complex neural networks, 
more deep-learning methods have been put into use for fault 
diagnosis. Taha Ibrahim B. M. et al. come up with an improved 
convolutional neural network suitable for noise environment, 
which perfected the accuracy of the Convolutional Neural 
Network (CNN) model. But the CNN model does not have a 
good classification effect on time series data and cannot 
effectively extract features from time series data [9]. In order to 
enable neural networks to better consider timing features, Fan 
Xiaodong et al. come up with apply Long Short-Term Memory 
(LSTM) network for transformer fault diagnosis, which has a 
better effect than CNN. When LSTM is applied to fault 
diagnosis, it has trouble to ensure the stability of the model and 
the accuracy of long-time series will decline as the number of 
training increases [10]. To improve the stability of the model, 
He Yigang and Wu Xiaoxin put forward a kind of complicated 
correlation characteristic of bidirectional Recurrent Neural 
Network (RNN). The stability of the model is higher and can 
be related to more features. However, when we use models, the 
ability to generalize is not high with only the specific training 
being set to get a better training result [11]. Omar Alharbi 
combine CNN and Bi-LSTM for generating the final features 
representation to be passed to a linear SVM classifier [12]. 
This method used for classification of Arabic reviews show 
that the method achieved superior performance than the two 
baseline algorithms of CNN and SVM in all datasets. The 
combination of multiple machine learning methods has a better 
development prospect. 

III. FAULT DIAGNOSIS PRINCIPLE OF TRANSFORMER WITH 

BIDIRECTIONAL RECURRENT NEURAL NETWORK 

Dissolved Gas Analysis (DGA) in oil is often applied to 
transformer fault diagnosis, which has the merit of easy to 
operate and strong anti-interference ability. In order to ensure 
reliable data collection and effective analysis results, the DGA 
method is adopted in this paper. DGA is a series of classical 
time series data, which collects dissolved gas data in 
transformer oil in a fixed period without interruption in time 
sequence. Therefore, the bidirectional recurrent neural network 
can be used as the feature extraction part of the model to 
feature extraction of time sequence data in transformer oil. 
Make sure that the timing sequence feature extraction ability of 
RNN and the dependability of the real operation, in the passage 
adopts an LSTM network with better timing sequence 
extraction ability and stable operation. 

A. Dissolved Gas Analysis Method in the Transformer Oil 

Transformer faults are split into electrical faults, thermal 
faults, mechanical faults. Yet as the frequency of mechanical 
faults is the lowest with the rest of the several faults, the main 
analysis object of thermal faults and electrical faults. 

When transformer is in the process of fault operation, the 
insulation oil of the transformer will be oxidized and cracked 
due to the action of discharge and heat. The main composition 
of the insulation oil hydrocarbon will produce hydrogen and 
low molecular alkenes, alkenes, alkynes, and other gases. With 
the severity of the fault, the rising rate of each gas is different, 
and the transformer fault type can be roughly judged according 
to the different types of gas and concentration. Table Ⅰ lists the 
characteristic gases of different faults. 

TABLE I.  THE CHARACTERISTIC GASES OF DIFFERENT FAULTS 

Fault Types 
Main Characteristic 
Gases 

Accompany 
Characteristic Gases 

Oil overheating 
Methane CH4, Acetylene 
C2H2 

Hydrogen H2, Ethane C2H6 

Oil and paper 
overheating 

Methane CH4, Ethylene 
C2H4, Carbon monoxide 
CO 

Hydrogen H2, Ethane C2H6, 
Carbon dioxide CO2 

Partial 
discharge in oil 
paper insulation 

Hydrogen H2, Methane 
CH4, Carbon monoxide CO 

Ethylene C2H4 、 Ethane 

C2H6、Acetylene C2H2 

Spark discharge 
in oil 

Hydrogen H2, Acetylene 
C2H2 

 

Arc in oil 
Hydrogen H2, Acetylene 
C2H2, Ethylene C2H4 

Methane CH4, Ethane C2H6 
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According to Table Ⅰ, the characteristics of gas under 
different fault types, the transformer insulating oil by 
electrolysis produces several kinds of characteristic gas for 
parameters. And the characteristics of gas concentration and 
velocity were analyzed in different operation conditions while 
the operating state of the transformer was assessed to decision 
the transformer fault types. The transformer oil is a dissolved 
gas analysis method. This analysis method has the advantage 
of supporting live online detection to spare it from being 
impacted by the signal of electric and magnetic fields and has a 
simple operation mode. DGA applied in transformer state 
monitoring and fault diagnosis [13-14]. 

H2, CH4, C2H4, C2H2, C2H6, and the other five gases in the 
gas concentration detection results are more accurate and can 
determine the transformer fault type. In this experiment, H2, 
CH4, C2H4, C2H2, C2H6 were chosen as the characteristic gases 
of experiment by using transformer fault data. Fig. 1 shows the 
concentration curves of the five characteristic gases. 

 
Fig. 1. The concentration curves of the five characteristic gases 

B. Long Short-Term Memory Network 

The perfect forecast of dissolved gas in oil can more 
effectively understand the operation state of the transformer 
and make a timely judgment of the fault. The Neural structure 
of a Recurrent Neural Network (RNN) has a self-feedback 
function, which can retain both current and previous 
information at the same time and can be used to calculate the 
current output [15]. However, when the RNN model is used to 
analyze the long time series data, there are defects of gradient 
explosion or gradient disappearance present to delayed 
backpropagation during the training process. So the RNN 
network is not good at analyzing long-series data [16]. LSTM 
network is a kind of RNN model that can store time sequence 
information for a long time by adding a gating unit on the basis 
of a general recurrent neural network. As a way of deep 
learning, the recurrent neural network can extract data features 
from time series more efficiently and accurately. The quality of 
features determines the accuracy of classification, and accurate 
classification of fault data can make a more timely response to 
transformer faults. For increasing the precision rate of neural 
network feature extraction for time series data, Take LSTM 
model as the prototype, the reverse time-series memory 

network was introduced to increase the dependence of 
characteristic gases on time series information and increase the 
precision rate gas prediction by the model. 

The basic unit structure of the LSTM is shown in Fig. 2 is 
the input of the current moment while being the value of the 
previous moment in memory unit. The activation function σ 
usually used the sigmoid function. Compared with RNN, 
LSTM is characterized by a gating mechanism, which includes 
three parts, namely the forget gate, input gate, and output gate 
[17]. The responsibility of forget gate is selectively forgetting 
the historical information stored in the memory unit. The input 
gate retains the current external information and integrates it 
with the historical information. And the output gate decides 
whether to output. The output of the LSTM is determined 
jointly by the gating unit and the input. 

1( [ ; ] )t f t t fb  f W X Y  (1) 

1( [ ; ] )t i t t ib  i W X Y  (2) 

1( [ ; ] )t o t t ob  o W X Y  (3) 

1 ( )t t t t tg   c f c i X  (4) 

( )t t th Y o c  (5) 

In the above equation, fW  and fb , iW
 and ib

, oW
 and 

ob
 are weight and bias for the forget gate, input gate, output 

gate respectively. 
( )g

 and 
( )h

 are mappings of tX
→ tc

 

and tc
→ tY

 respectively represents matrix multiplication. tc
 

contains both the input state and the history state, which 
improves the stability of the neural network and solves the 
problem of gradient disappearance that often occurs in the 
RNN. 
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Fig. 2. The time sequence diagram of LSTM 

The time sequence diagram of LSTM is shown in Fig. 2. In 
each epoch of LSTM, the output   will affect the gating unit so 
that the information will not be lost. Because of the existence 
of the forget gate, LSTM can decide when to discard some 
unimportant time information, to maintain the updating speed 
and certain accuracy of the network in the long time series. 
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The dissolved gas data in transformer oil is typical time 
series data. The data at a certain moment is closely related to 
the data at the previous moment, and the general neural 
network cannot find this connection, thus limiting the accuracy 
of the model prediction. LSTM can store historical data at a 
certain time scale due to the existence of memory units. This 
structure gives LSTM great advantages in processing time 
series feature data. 

IV. BIDIRECTIONAL RECURRENT NEURAL NETWORK BASED 

ON MULTI-KERNEL LEARNING SUPPORT VECTOR MACHINE 

DIAGNOSIS MODEL 

Generally, the recurrent neural network uses Softmax 
function to classify, but classification effect depends on the 
data analysis of recurrent neural network and the ability of 
generalization is bad. For solving this problem, we use SVM to 
replace the Softmax function in a recurrent neural network. 
Dissolved gas in transformer oil analysis by recurrent neural 
network, there are often some heterogeneous data located at the 
edge of classification space. For single-kernel support vector 
machines, it is difficult to process heterogeneous data, and they 
often ignore the heterogeneous data. For making more effective 
use of the processed heterogeneous data, MKL-SVM is 
produced by combining multiple kernel functions. The 
bidirectional recurrent neural network model based on a multi-
kernel learning support vector machine is composed of two 
parts. Feature extraction based on a bidirectional recurrent 
neural network is an important part. The classifier of the 
second part uses MKL-SVM. 

A. Data Preprocessing 

According to the selection of H2, CH4, C2H4, C2H2, and 
C2H6, the five characteristics gases, and the ratio of the total 
volume input of the model, the data normalization processing 
is carried out according to the (6). 

( )

m 1 2 3 4 5
,  1,2,3,4,5

i
i x

x i
x x x x x

 
   

 (6) 

In the above equation, 
( )

m

ix  is normalized.

( 1,2,3,4,5)ix i   is the volumes of H2, CH4, C2H4, C2H2, and 

C2H6 before normalization respectively. 

B. Training Set Selection 

For the volume fraction set of dissolved gas in oil, the K-
fold cross-validation method is adopted to partition the data set 
into training and test two parts. The cross-validation times 
are 5. The training set is responsible for training model, and the 
accuracy is evaluated through the test set, which can avoid the 
phenomenon of over-fitting. For large data sets, a relatively 
small training set can meet the requirements of model training. 
For small data set, a relatively large training set is needed to 
train model. In this experiment, the size of data set is small, so 
training set and test set account for 80% and 20% each. 

Based on the study of various representative characteristic 
gases of transformer faults in Table Ⅰ, combined with the faults 
frequently encountered in actual production, a variety of faults 
are summarized according to the characteristics of faults to 
deal with faults faster in actual operation and optimized 

classification ability. And the operation states of transformers 
are classified into six categories: (1) Normal, (2) partial 
discharge, (3) low energy discharge, (4) high energy discharge, 
(5) medium-low temperature overheating, and (6) high 
temperature overheating. 

C. Bidirectional Circulation Structure 

Generally, the data analysis of recurrent neural networks 
depends on time series. Recurrent neural network need the data 
of the previous moment to predict the change of future data. 
When data has a temporal relationship or the data is more time-
dependent, such network structure will often produce large 
errors. In addition, the training of this kind of neural network 
requires large-scale training samples. If there are few elements 
in the training sample, it may be difficult to obtain an ideal 
model. 

To solve these problems, a bidirectional recurrent neural 
network is adopted in this paper. On the basis of original 
recurrent neural network model, a reverse sequential recurrent 
neural network is added. Two recurrent neural networks share 
input and output. Fig. 3 shows the structure of the bidirectional 
recurrent neural network. 

As Fig. 3 show, the recurrent neural network has two 
hidden layers. The data is simultaneously input into the 
forward and reverse timing sequence. W2 is the forward timing 
sequence, and W5 is the reverse timing sequence. W1 enters 
the forward timing sequence, and W3 enters the reverse timing 
sequence. W4 and W6 jointly constitute the output layer. 
Different from the general neural network, the forward cycle 
layer and reverse cycle layer in the recurrent neural network 
are not connected, which can effectively prevent the 
occurrence of the self-cycle phenomenon. 

W1 W1W1
W2W2

W5W5
W6W6W6

W3 W3 W3W4 W4 W4

 
Fig. 3. The structure of the bidirectional recurrent neural network 

D. Support Vector Machine 

The recurrent neural network uses the Softmax function in 
fault classification process, but this function cannot perform 
well in a wide range of faults. When the Softmax function is 
multi-classified, its effect is similar to the Sigmoid function 
used for Logistic regression. Only when various types are 
mutually exclusive, can the Softmax function have good 
classification ability [18]. SVM has a good classification effect 
and generalization ability in the classification task and it is a 
common fault diagnosis method to combine data analysis and 
classification with a recurrent neural network. The LSTM-
SVM model obtained by combining the LSTM network with 
the SVM classifier can simultaneously give full play to 
LSTM‟s ability to process long sequence information and 
SVM‟s ability to classify low-dimensional feature data, to 
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reduce modeling difficulty and computational complexity and 
improve the speed and accuracy of performance degradation 
prediction [19]. 
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Fig. 4. The diagram of the hyperplane dividing two types of samples 

The central theme of the SVM is classification learning. 
For a given training sample set, a classification hyperplane is 
found in the sample space as the decision boundary to separate 
samples of different categories [20]. Fig. 4 shows the diagram 
of the hyperplane dividing two types of samples. 

The hyperplane described by the following linear equation: 

T0 b ω x  (7) 

Sample points in the sample space satisfy the following 
equation: 

Ty b ω x  (8) 

In the above equation, is the weight of the input quantity, b 
is the bias of the value, is the data set of the input, is the 
classification hyperplane of the partition class. 

The distance that sample arrive the hyperplane in the 
sample space expressed as follows: 

T b
r



ω x

ω

 (9) 

The nearest sample that arrive the hyperplane in the sample 
space is called „support vector‟, and the sum of distance 
between the support vectors of two classes and the hyperplane 
is as follows: 

2
 

ω
 (10) 

The basic form of a support vector machine can be obtained 
by maximizing the geometric interval between the data set and 
hyperplane. 
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ω
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From (11), the solution of SVM is a convex quadratic 
programming problem, duality problem got by using the 

Lagrangian multiplier method. The Lagrangian function of the 
dual problem can be expressed by the following formula. 

2 T
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1
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m

i i i

i

L b y b


   ω α ω ω x  (12) 

Here, 
1 2 m( , ,..., )  α . The partial derivatives of the 

Lagrangian function L are taken with respect to ω  and b , 

and they are set to zero respectively to get the optimal solution 
of the function. 
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According to (11), the dual problem is obtained by 
substituting (13) and (14) into (12): 
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According to (8), (13), and (14), the model is obtained. 

T T

1

( ) +
m

i i i

i

f b y b


  x ω x x x  (16) 

It can be seen from (11) that there are inequality constraints 
on    and training samples (     )  in support vector 
machines. 
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The above constraints stipulate that the training samples 

always have 0i   or ( ) 1i iy f x . 

Thinking about nonlinear case, the hyperplane model in the 
characteristic space is calculated below: 

T( ) ( )f b x ω x  (18) 

From (18), ( ) x is the expression generated after the two-

dimensional sample   to a higher dimensional feature space. 
According to (12), (13), and (14), a new dual problem is as 
follows: 

1 1 1
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It is necessary to find a ( , ) ( ) ( )i j i jK  x x x x  function, 

namely the kernel function of SVM, which generally uses 
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linear kernel, Gaussian function kernel, polynomial kernel, and 
sigmoid kernel. 

E. Multi-Kernel Learning 

Generally, single-kernel structures are used in support 
vector machines, which are classified based on a single feature 
space. The selection of kernel functions needs to be judged 
according to actual needs and then selected according to 
experiences. And different parameters are set. Such kernel 
function design is not convenient, and SVM is difficult to train 
the specific data in the training sample, resulting in lower 
accuracy of the classifier. 

For solving above flaws of SVM, this paper adopts the 
combination of multiple kernel functions to establish the MKL-
SVM model and improves the adaptability of support vector 
machine to complex data through multi-kernel learning. MKL 
integrates multiple sub-kernels into a unified optimization 
framework to seek the best combination. Using the multi-
kernel model optimize the performance of the learning model 
and obtain explicable decision functions [21]. With the 
adoption of the multi-kernel learning method, the classification 
effect of a single support vector machine on a few specific data 
is changed, and the classification accuracy of fault data is 
improved. 

The kernel function in multi-kernel learning is composed of 
several basic kernel functions. 

'

1 1

( , ) ( , ), 0; 1
m m

i j i i i j i i

i i

K x x K x x  
 

     (20) 

From (20), m is the number of kernels, and    is the weight 
of each kernel. Before calculating the weight of each kernel 
function, we need to obtain the kernel matrix of each kernel 
function. 
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After the kernel matrix is obtained, the eigenmatrix M is 
calculated according to the eigenvectors that get by data set. 
Getting the weight of each kernel function, the trace of each 
matrix tr(K) and tr(M) is used to characterize the characteristics 
of each matrix. And then the Euclidean distance of each tr(K) 
and tr(M) is calculated as follows. 

( ) ( ), 1,2,...,i iX tr K tr M i m    (22) 

Then the kernel matrix is substituted into the feature matrix 
to obtain the importance of each kernel matrix to the feature. 
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Finally, the weights of each kernel function are obtained. 
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F. Calculation Steps of the Fault Diagnosis Method 

The flow chart of Bidirectional Long Short-Term Memory 
network based on Multi-Kernel Learning Support Vector 
Machine (Bi-LSTM-MKL-SVM) is shown in Fig. 5. 

Sum the output values at the current time to get tY . 

1 2

t t t Y Y Y  (25) 

Step1:The gas data is processed 

according to (6).

Step2:The time step is set to 1. And the input 

gate, output gate, forget gate parameters W and 

b, and initial learning rate are initialized.

Step3:Output at moments ago and value at the current 

moment are calculated according to (1), (2), and (3). 

The value of the forgetting gate, the value of the input 

gate, and the value of the output gate at the current 

moment are calculated.

Step4:According to (4), calculated the value 

ct  .

Step5:The output value Tt
1
 at the current 

time is calculated according to (5).

Step6:According to steps 3, 4, and 5, reverse 

sequence LSTM forward calculation is 

processed to obtain the output value Tt
2
 .

Step7:According to (25), sum the output 

values at the current time to get Tt.
  

Step8:According to the time step, step (2) 

needs to be repeated to calculate the next 

time to get Tt+1.
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LSTM with data set

Step10:The feature vector  extracted from 

features obtained by Bi-LSTM is input to 

MKL-SVM, and kernel functions of different 

combinations of MKL-SVM were selected  

according to the (20).

Step11:The multi-kernel coefficients are 

determined by (21), (22), (23), and (24). x is 

classified by various combinations. Finally, 

the optimal combination and accuracy rate 

are the output.
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Fig. 5. The flow chart of Bi-LSTM-MKL-SVM 
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V. EXPERIMENTAL ANALYSIS 

A. Selection of Training Times 

 
Fig. 6. The accuracy of the training set and test set of Bi-LSTM 

The accuracy of the training set and test set of Bi-LSTM is 
shown in Fig. 6. After 300 training times, the accuracy of the 
test set decreases obviously, and the model training has an 
overfitting phenomenon. Thus the number of sessions is set to 
300 for the best results. 

B. Feature Extraction Performance Analysis of Time Series 

Data 

In Table Ⅱ, the model related parameters for using method 
in this paper are presented. It mainly includes the model 
mentioned in the paper and the parameters used in the model. 

TABLE II.  DESCRIPTION OF MODEL RELATED PARAMETERS 

Abbreviation Description 

Bi-LSTM 
It represents an LSTM with an additional reverse 
sequence 

Bi-LSTM-SVM 
Bi-LSTM is connected with SVM, and SVM is 
used to replace the classification function in Bi-
LSTM 

MKL-SVM 
SVM is used by stacking multiple kernel functions 
according to a certain weight 

Bi-LSTM- MKL-SVM 
Bi-LSTM is connected with MKL-SVM, and 
MKL-SVM is used to replace the classification 
function in Bi-LSTM 

Time step The step size of each computation in LSTM 

forget gate 
It is responsible for controlling the persistence of 
memory cell 

input gate 
It is responsible for controlling the input of the 
immediate state into memory cell 

output gate 
It is responsible for controlling whether the current 
value is printed 

Memory cell It is responsible for storing long-term state 

In order to validate the bidirectional recurrent neural 
network to improve the effectiveness of time-series analysis, 
training set input Bi-LSTM respectively with LSTM, RNN, 
and CNN model and then validated the accuracy of test set. 
The results of four kinds of models of time-series data feature 
extraction accuracy are shown in Table Ⅲ. 

TABLE III.  THE RESULTS OF FOUR KINDS OF MODELS OF TIME-SERIES 

DATA FEATURE EXTRACTION ACCURACY 

Table No Models Accuracy (%) 

1 CNN 80.18 

2 RNN 81.34 

3 LSTM 82.83 

4 Bi-LSTM 84.08 

To ensure no interference to the sequential feature 
extraction ability of the models, the same Softmax function 
was used as the classifier for the four models. According to the 
data in Table Ⅲ, RNN has higher accuracy than CNN in time 
sequence data because of its memorability. Compared with 
RNN, the LSTM network has higher accuracy in data analysis 
due to the gated unit, while RNN has the problem of gradient 
explosion due to the rugged search path. So pruning operation 
is required to decrease learning rate and increase training time. 
Among above recurrent neural networks, Bi-LSTM has the 
highest accuracy, which is more than 84%. In the process of 
model training, Bi-LSTM model not only speeds up the 
convergence rate of the model but also deepens the time 
sequence at the same time for the correlation of each 
parameter. It also corrects the training model, so that the model 
has better accuracy in prediction. The volatility of its accuracy 
is less than other recurrent neural networks and CNN. The 
experiment proves that the Bi-LSTM network can better 
complete the feature extraction task in time series data by 
adding a reverse time series recurrent neural network. MKL-
SVM has a better classification effect on heterogeneous data. 
By comparing the confusion matrix between CNN and Bi-
LSTM, we verify whether the heterogeneous data generated by 
Bi-LSTM is more suitable for MKL-SVM on the basis of Bi-
LSTM having a better feature extraction ability on time series 
data. SVM, as a classical classifier, is compared with Bi-LSTM 
to verify the influence of feature extraction of time series data 
on data sample classification. The confusion matrix of CNN, 
Bi-LSTM, and SVM is shown in Fig. 7. 
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Fig. 7. The confusion matrix of CNN, Bi-LSTM, SVM 

Both CNN and Bi-LSTM use the Softmax function as 
model classifier. CNN model only has a good classification 
effect on partial discharge fault type, but a poor classification 
effect on other fault types. The Bi-LSTM model has a good 
classification effect on multiple fault types. According to 
Fig. 7, the distribution range of Bi-LSTM classification results 
is wider, indicating that Bi-LSTM will generate more 
heterogeneous data in feature extraction of data and affect the 
classification effect of the classifier. SVM and Bi-LSTM have 

similar fault diagnosis effects, but SVM has more misjudgment 
of fault types and the classification effect is not stable, 
indicating that the data extracted by feature can be more easily 
classified. The confusion matrix shows the classification 
performance of Bi-LSTM is significantly better than CNN and 
SVM. After feature extraction, the Bi-LSTM time series data 
generates more heterogeneous data and has a better 
combination with MKL-SVM. 

C. Diagnosis Result Analysis of Bidirectional Recurrent 

Neural Network Model based on a Multi-Kernel Support 

Vector Machine 

In this section, MKL-SVM model will be established 
through kernel fusion to form a multi-kernel. In multi-kernel 
learning, multiple kernel functions can be used for fusion, or 
the same kernel function with different parameters can be used 
for fusion to ensure the diversity of kernel fusion. Fig. 8 shows 
the workflow of MKL-SVM. 

Training set input

Weight calculation

Kernel fusion

Support vector machine

classification prediction

output

Kernel

Function 

1

Kernel

Function 

1
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Fig. 8. The workflow of MKL-SVM 

To prove the effectiveness of Bi-LSTM-MKL-SVM 
network in improving the exactitude of time series analysis and 
prediction, SVM and Bidirectional Long Short-Term Memory 
network based on Support Vector Machines (Bi-LSTM-SVM), 
LSTM and Bi-LSTM and Bi-LSTM-MKL-SVM are used to 
compare and analyze the predicted results of test sets. 

The micro-average PR curve of the five models is shown in 
Fig. 9. On the whole, under the influence of heterogeneous 
data, the classification performance of Bi-LSTM-SVM is not 
different from Bi-LSTM and LSTM. Bi-LSTM-MKL-SVM 
has better classification performance, while the SVM has the 
worst classification effect. 
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Fig. 9. The micro-average PR curve of the five models 

 
Fig. 10. The PR curve of the Bi-LSTM-MKL-SVM model 

The PR curve of the Bi-LSTM-MKL-SVM model is shown 
in Fig. 10. Bi-LSTM-MKL-SVM has good classification 
performance for each fault category under good overall 
classification performance. Compared with the SVM model, 
the combined model that extract time series information by the 
recurrent neural network can effectively improve the 
classification efficiency of the classifier. For the LSTM model, 
SVM classification can significantly optimize neural network 
performance. Feature extraction of time series data by Bi-
LSTM will generate a lot of heterogeneous data. Using general 
SVM can not only improve the performance of the classifier 
but also cause interference with the classification ability of 
SVM. MKL-SVM is more effective for the classification of 
heterogeneous data. Bi-LSTM-MKL-SVM is used to solve the 
influence of heterogeneous data on model judgment better, 
improve the model‟s utilization ability of time-series data, and 
enhance the overall generalization ability of model, as well as 
improves its stability. 

 

 

 

 
Fig. 11. The comparison between the true label and predicted label 



(IJACSA) International Journal of Advanced Computer Science and Applications 

Vol. 14, No. 1, 2023 

134 | P a g e  

www.ijacsa.thesai.org 

Fig. 11 shows the comparison between the true label and 
the predicted label. The data fitting and classification effect are 
shown in Fig. 11; the SVM model has a poor fitting effect on 
test samples. This shows that simple classification algorithm is 
difficult to complete accurate classification of complex data. 
The Bi-LSTM model has better fitting accuracy than the 
LSTM model. This indicates that adding a reverse timing 
network can effectively improve the accuracy of LSTM. 
Compared with the other three models, the Bi-LSTM-MKL-
SVM model has the best classification and fitting effect on test 
samples, indicating that the Bi-LSTM-MKL-SVM model has a 
stronger ability to extract time series features. It proves that 
these optimizations are effective. SVM can significantly 
improve the generalization of neural networks. Multi-kernel 
learning can effectively optimize the classification effect of 
SVM on complex data. 

TABLE IV.  THE ACCURACY OF THE FIVE MODELS 

Table No. Models Accuracy (%) 

1 SVM 81.50 

2 LSTM 82.83 

3 Bi-LSTM-SVM 83.58 

4 Bi-LSTM 84.08 

5 Bi-LSTM-MKL-SVM 85.86 

The accuracy of the five models is shown in Table IV. The 
Bi-LSTM network model is used to process time series data, 
which improves the classification efficiency of MKL-SVM, 
improves the accuracy and stability of the model as a whole, 
and effectively solves the shortcomings of neural networks and 
SVM used alone. It can be seen by comparing with the model 
prediction accuracy, MKL-SVM does better in heterogeneous 
data for more accurate judgment, and it can save time for SVM 
to adjust the parameter and reduce the possibility of error when 
choosing parameters based on experience. More basic kernel 
function combinations optimize the effect of MKL-SVM and 
its applicability. 

VI. CONCLUSION 

In allusion to transformer fault diagnosis, the deep learning 
method has problems with the stability and the effective use of 
data samples. This paper comes up with a kind of model called 
Bi-LSTM-MKL-SVM and takes Bi-LSTM as the feature 
extraction part of model. MKL-SVM is used to replace the 
Softmax function in Bi-LSTM to classify the data after feature 
extraction. By adding reverse time sequence, the Bi-LSTM-
MKL-SVM network model can consider more time sequence 
factors, achieve better prediction effects for time sequence data, 
and carry out more effective feature extraction for time 
sequence data. It has better classification ability for 
heterogeneous data and reduces the time used for reference 
adjustment depending on experience. The feature extraction 
ability and generalization ability of the Bi-LSTM-MKL-SVM 
network model were verified by the confusion matrix, PR 
curve, and accuracy comparison. The accuracy of the Bi-
LSTM-MKL-SVM network model was higher. The Bi-LSTM-
MKL-SVM network model can improve the accuracy of 
transformer fault diagnosis and reduce the misjudgment of 
faults in the operation of transformers, thus reducing the 
economic losses caused by transformer faults. 

The model proposed in this paper has certain limitations on 
the analysis of gas data. Different fault types pay different 
attention to gas data. More accurate selection of the weight of 
each gas in different faults can effectively improve the 
accuracy of classification. Transformer failure is closely related 
to environmental factors, such as ambient temperature and 
humidity. Considering more influencing factors to improve the 
universality of the model is one of the future research 
directions. 
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Abstract—The DataOps methodology has become a solution 

to many of the difficulties faced by data science and analytics 

projects. This research introduces a novel DataOps lifecycle 

along with a detailed description of each phase. The proposed 

cycle enhances the implementation of data science and analytics 

projects for achieving business value. As a proof of concept, the 

new cycle phases are applied in a healthcare case study using the 

UCI Heart Disease dataset. Two goals are achieved. First, a 

dataset reduction by features analytic in which the four most 

effective features are selected. Second, different machine learning 

algorithms are applied to the dataset. The recorded results show 

that using the four most effective features is comparable with 

using the full features (thirteen features), and both approaches 

show high accuracy and sensitivity. The average accuracy of the 

highest four features is 82.32%, and the thirteen features is 

84.28%. That means that the selected four features affect the 

applications with 97.67% accuracy. Besides, the average 

sensitivity of the highest four features is 87.94%, while the 

thirteen features are 87.12%. The study shows an interesting and 

significant result that data modeling needn't be done for all data 

science projects which reduced the dataset. 

Keywords—DataOps lifecycle; DataOps in machine learning; 

DataOps in healthcare; DataOps in data science; feature 

extraction; feature selection 

I. INTRODUCTION 

The fields of data science, analytics, and machine learning 
are expanding at an incredible rate. Businesses are now 
searching for experts who can sort through the data goldmine 
and assist them in making quick, informed business decisions. 
Although today, organizations have a great opportunity to 
access data-driven tools and business intelligence software. 
Most organizations fail to make business value from their 
investments in data [1]. Thus, resulting from the lack of 
maturity in data science projects, most implementations are 
laptop-based research projects that never impact customers. In 
addition to, local applications that are not built to scale for 
production workflows, or high-cost IT projects. Therefore, 
selecting the method for implementing a data-driven project 
must be done carefully to help when maintaining or even 
adding a new feature(s). 

The legacy architecture and tools that require special skills 
to use by data scientists have become bottlenecks for business 
stakeholders. These tools are costly resources, especially when 
producing unplanned data analysis. Machine Learning and 
Artificial Intelligence algorithms are just tips of the iceberg 
[2] for getting business and customer value from data. 

Therefore, the operation of affecting data is the most crucial 
aim. 

Data analytics is used in business to help organizations 
make better business decisions to meet and increase customer 
value. Data draws beneficial conclusions by collecting and 
organizing it; a data-driven process covering everything from 
data collection to analysis. DataOps has emerged to meet such 
requirements. DataOps is an emerging set of practices, 
processes, and technologies for building and enhancing data 
and analytics pipelines [3]. The term DataOps is a merge of 
data and operations which was first introduced by Lenny 
Liebmann in a 2014 blog post titled "3 reasons why DataOps 
are essential for big data success". The term wasn’t 
popularized until Andy Palmer’s 2015 blog post "From 
DevOps to DataOps". Since then, interest has grown when the 
term DataOps was included in Gartner’s "Hype Cycle" for 
data management in 2018 [4].As Agile has a manifesto [5] for 
it4s principles. DataOps has its own manifesto [6] too, which 
consists of 18 principles, unlike Agile 12 principles. The 
DataOps manifesto has been published by Christopher Bergh, 
Gil Bengiat, and Eran Strod [4]. The DataOps manifesto 
principles have complemented the initiative that came out in 
2018 called "The DataOps Philosophy". 

The problem DataOps has come up for solving and 
minimizing analytics "cycle time" between the proposal of a 
new idea and the deployment of finished analytics. For 
example, many organizations require months of cycle time to 
deploy 20 lines of SQL. The long cycle times are the primary 
reason analytics projects fail [7]. This has led to discouraged 
and disappointed users and disturbing creativity. The factors 
that lengthen cycle time are Poor Teamwork, Lack of Group 
Cooperation, Waiting for Systems, Waiting for Data Access, 
Over-Caution, Requiring Approvals, Inflexible Data 
Architecture, Process Bottlenecks, Technical Debt and Poor 
Quality, which were mentioned in [8]. These obstacles pushed 
data experts to find an effective solution; therefore, DataOps 
came up. DataOps's goal for data science is to turn 
unprocessed data into a useful data science product. DataOps 
has provided utility to customers through a rapid, scalable, and 
repeatable process. 

Data experts have given DataOps many definitions 
depending on their points of view. As a result, there have been 
several attempts to define the concept of DataOps. For 
example, Gartner [9] defined DataOps as a collaborative data 
management practice focused on improving the 
communication, integration, and automation of data flows 
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between data managers and data consumers across an 
organization. While Eckerson [10] Group defined DataOps as 
an engineering methodology and set of practices designed for 
the rapid, reliable, and repeatable delivery of production-ready 
data, operations-ready analytics, and data science models. 
DataKitchen [11] said that DataOps is a collection of technical 
practices, workflows, cultural norms, architectural patterns, 
and much more. However, the most appropriate definition 
adopted here is that DataOps is a methodology that applies 
Agile development, DevOps, and lean manufacturing 
principles [12], all together to data analytics development and 
operations where they are the intellectual heritage for 
DataOps. 

Agile is an application of the theory of constraints to 
software development, in which smaller lot sizes decrease 
work-in-progress and increase overall manufacturing system 
throughput. DevOps is a natural result of applying lean 
principles, for example, eliminating waste, continuous 
improvement, and broad focus on application development 
and delivery. Lean manufacturing also contributes a relentless 
focus on quality using tools such as statistical process control, 
to data analytics [11]. Due to different DataOps definitions, 
trying to evaluate different solutions and determine whether 
they will help to achieve DataOps goals or not is a confusing 
matter.The authors in [13] introduced a DataOps Vendors 
Landscape which was organized by the six key capabilities 
required for DataOps success. 

The major contributions of this paper are summarized in 
the following points: 

 Introducing a novel approach for the DataOps lifecycle 
with a detailed description for each phase. 

 The most effective features selection and extraction. 

 Proving that data modeling is not necessary for all data 
science and analytics projects. 

 Presenting a case study in healthcare as a proof of 
concept. 

 Dataset reduction for the UCI Heart Disease dataset. 

 A comparison between different machine learning 
algorithms that have applied to the dataset for both the 
highest four features and all (thirteen) features. 

This paper is organized as it follows. Section II presents 
the related work. Section III introduces the proposed DataOps 
lifecycle. Experiments and recorded results for a case study in 
healthcare are shown in Section IV. Section V has the 
conclusion and future work. 

II. RELATED WORKS 

This section will investigate both DataOps related works 
and the UCI Heart Disease dataset related works. The number 
of DataOps related works are quite a few because of being a 
new research field. The author in [14] has illustrated the broad 
character of DataOps and shown that it is not a particular 
method or tool. However, a collection of principles and a way 
of doing things on a cultural, organizational, and technological 
level. He differentiated between the exploration of DataOps as 

a discipline, which includes methods, technologies, and 
concrete implementations, and the investigation of the 
business value of DataOps. While authors in [15] have defined 
DataOps as an application of DevOps to data, which means 
how effective data operations can be when DevOps concepts 
are applied to data for managing and deriving analytics. They 
also outlined the DataOps process and platform as well as the 
data challenges in the manufacturing and utilities industries. In 
[16], the authors said that DataOps is a new approach that 
aims to improve the quality and responsiveness of the data 
analytics lifecycle. In addition, they broadly organized 
dataOps into three steps: build, execute, and operate. 

The lifecycle of a DataOps process has been illustrated in 
[17]. Besides, it illustrates the main collaborators in the 
DataOps process in charge of generating business value. In 
addition, they have gathered and highlighted good practices in 
DataOps reported in the academic literature, which serves as a 
starting point. While [18] defines DataOps as a method for 
accelerating the delivery of high-quality results through 
automation and orchestration of data life cycle phases. 
Furthermore, a case study in collaboration with Ericsson was 
conducted and introduced. They used the key phases of the 
data analysis methods to explore the key phases of the data 
besides checking their similarities to the popular DataOps 
approach. The common limitations of the above related works 
were either ambiguity of the DataOps lifecycle or the shortage 
of applications. 

In [19], the model they proposed has four phases: first, 
data gathering that was the UCI Machine Learning dataset. 
Second, they used two methods for the features selection: 
Pearson’s Correlation Heatmap where they selected 9 features 
and Chi Squared Test that selected 6 features. The third stage 
consists of K-Nearest Neighbors (KNN), Support Vector 
Machine (SVM) and Decision Tree (DT). After applying those 
algorithms, they have further used Stacking and Voting 
ensemble techniques for better results. Although, their model 
performed better when they have used Pearson’s Correlation 
Heatmap selected features. Their model has some limitations 
that it has taken more time to generate outcomes. 

While [20], they used Logistic Regression (LR), Naïve 
Bayes (NB), Decision Tree (DT), Random Forest (RF), 
Support Vector Machines (SVM), Xtreme Gradient Boosting 
Machine (XGBM), Light Gradient Boosting Machine 
(LGBM), and K-Nearest Neighbors (KNN) for the prediction 
of the UCI Machine Learning dataset individually. Then 
multi-model ensembles were created (Ensemble 1 and 
Ensemble 2), which have far higher accuracies than individual 
models. The models with the best values of the evaluated 
parameters were gathered. In order to train and test the models 
on five distinct folds and to determine the optimal values for 
the hyperparameters in each of the implemented classification 
algorithms, fivefold cross validation and GridSearchCV were 
employed. They used all the UCI Machine Learning dataset 
features in addition to, they grouped models to reach their 
accuracy and that were their limitations. 

Also [21], chose the well-known Logistic Regression 
(LR), Naive Bayes (NB), Random Forest (RF), Decision Tree 
(DT), Support Vector Machine (SVM), and K-Nearest 

https://f.hubspotusercontent10.net/hubfs/2866765/Vendor%20Landscape/datakitchen_vendor_landscape_infographic_040721_M8%20(1).pdf
https://f.hubspotusercontent10.net/hubfs/2866765/Vendor%20Landscape/datakitchen_vendor_landscape_infographic_040721_M8%20(1).pdf
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Neighbor (K-NN) algorithms for the UCI Machine Learning 
dataset prediction; also, for Hungarian cardiovascular disease 
dataset. The proposed system consisted of data acquisition, 
pre-processing, feature/attribute selection, classifications, and 
performance evaluation. The FCBF and mRMR were the 
feature selection algorithms. They used the info gain function 
selection method that’s available on Weka for actual feature 
ranking. The top 10 features were ranked, which was a 
limitation. 

Authors in [22] present three approaches. First Approach 
was without doing feature selection and outliers detection. The 
second approach was with doing feature selection and no 
outliers detection. The third approach was doing feature 
selection and also outliers detection. In all approaches they 
used Logistic Regression (LR), Random Forest (RF), Decision 
Tree (DT), Support Vector Machine (SVM), K-Nearest 
Neighbor (K-NN), and XGBoost ML algorithms for the UCI 
Machine Learning dataset prediction. Their results they have 
been reached needn't to do three approaches. In addition, the 
feature they chose to be either important or not for heart 
disease predication were a limitation. 

III. PROPOSED DATAOPS LIFECYCLE 

Data analytics projects are failing despite qualified people, 
powerful tools, and huge investments. Data scientists spend 
75% [23] of their time massaging data and executing manual 
steps. Slow and error-prone development disappointed and 
frustrated data team members and stakeholders. 

According to the adopted definition, to manage data in 
accordance with corporate objectives, DataOps combines 
DevOps and Agile approaches. For instance, DataOps would 
position data to make recommendations for better product 
marketing, converting more leads, if the goal was to increase 
lead conversion rate. While DevOps procedures are utilized 
for code optimization, product builds, and delivery, Agile 
techniques are employed for data governance and analytics 
development. DataOps uses statistical process control (SPC) 
to continuously monitor and verify the data analytics pipeline, 
much like lean manufacturing does. SPC increases data 
processing efficiency, improves data quality, and ensures that 
statistics are kept within reasonable bounds. SPC helps to 
notify data analysts right away in the event of an anomaly or 
error so they can respond. 

This study proposes a novel DataOps lifecycle as shown in 
Fig. 1, along with a detailed description for each phase. The 
significance of this cycle is to investigate and highlight that 
data modeling is not necessary for all data science and 
analytics projects that reduce the dataset. The following 
subsections will illustrate each phase in detail. 

A. Define Data Domain 

A common mistake in data science projects is the 
confusion between defining a data area and a data domain. A 
data domain is a specific area in a large area. For example, if 
we have a data science project in healthcare, the area is 
healthcare, while the domain is heart disease. This is called the 

first data domain definition. The second data domain 
definition is what disease in the heart disease area we're going 
to work with. 

 

Fig. 1. Proposed DataOps lifecycle 

B. Pick the Team 

From this study point of view, this phase is the most 
critical phase that will determine the success of the coming 
phases or not. Data scientists have been working on different 
tools and outputting the results in different forms. This 
common problem adds another step to reorganize the output 
and merge all the results. Table I defines the criteria that must 
be met to approve each team member and the team as a whole. 

Picking the team may differ from task to task. So, a 
smaller team would be selected by the unicorn for simpler 
problems.  There are two main types of tasks, and each of 
them will be handled differently: First, system creation from 
scratch including data flow, data architecture, data schema, 
integration, etc. Second, solve smaller tasks from working 
with existing data or data that can be obtained. Each will 
require different handling methods and will be taken into 
consideration during the selection process. 

C. Data Gathering 

After everything was agreed upon, the team should start 
data gathering related to the domain. Data may be ready-made 
or performed from scratch. This phase should be done 
carefully as it may need to include any additional data, like 
performing surveys or scraping some data from the web. 
Then, the collected or performed data has to be stored. 

D. Feature Engineering 

Because not all data is important, this phase is concerned 
with obtaining and extracting the important data features. So, 
based on the data domain expert and, of course, the unicorn's 
opinion, the team tries to extract only the important features. 
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TABLE I.  TEAM CRITERIA 

Criteria Criteria Details 

Members and Tasks 

1. Data Unicorn 

Data scientist who has the knowledge for all aspects of data science projects as, data engineering, 

statistical analysis, business analysis, ML, programming, or visualization. He must approve all the other 

members and he manages the whole project. 

2. An expert of domain 

knowledge 

Any data project must have an expert in domain knowledge (with no experience in SWD) to explain all 

domain details and tricks the team want to know, i.e., educational expert in education project and 

medical expert in medical project. 

3. Data Analyst Analyzes data (i.e., Visualizations: Charts, Graphs, Dashboards, Tables, Reports). 

4. Data Engineer Develop, constructs, tests & maintain complete data architecture (i.e., Schema design, Data lakes). 

5. Data Scientist Analyzes and interprets complex data in addition, he is a data wrangler who organizes (big) data. 

6. DataOps Engineer He creates the mechanisms for workflow, manages cycle time and optimizes the quality. 

7. AI Engineer Create end-to-end applications that include the data model(s). 

8. Operations Engineer Deploying the applications into production environments and support service-level agreement. 

Common Knowledge They all must know source control, containerization, clean code, design pattern, security (to some level). 

Tools 
All members must work with the same tool, or different tools that their output format is the same (provided that they will unify this 

later). 

Agreement They must respect the data security and environment ethics. 

The next phase will be stepped to get the insights. The 
featured data may need to be stored or to store the featured 
criteria that have been adopted for similar data. 

E. Store (Optional) 

After collecting the data, it must be stored initially. Then, 
it might be restored or stored again in some other format after 
the next phase is done. For the sake of memory, the team 
might choose to store the data again or override the stored data 
based on its importance and size. 

F. Validate 

In this phase, the team seeks to gather all the collected 
insights. The task goal will be tried to reach based on the 
provided information. If they did, they wouldn't have to do the 
data modelling phase as results might be easily concluded 
only from the insights relying on the experience of the team. 
Data modelling leads to a lot of time, money, and resources; 
therefore, avoiding it on small tasks increases the speed. So, 
based on the problem type and the data, the team may also 
select a collection of algorithms and combine them together to 
obtain the best result for reaching the task goal. Thus, the team 
must successfully manage this phase in order to avoid the next 
if possible. 

G. Data Modeling 

If this phase is applied in the proposed cycle, it means that 
the team has tried every possible scenario to understand the 
data. Nevertheless, it was rather too complicated or critical for 
data modelling to be avoided. The team then must select the 
most perfect and appropriate algorithm for data modeling. 

H. Testing 

After reaching the goal, which of course, may differ from 
one task to another, in which data tasks need to be analyzed, 
visualized, modeled, processed, stored, or some of them, or all 
of them at the same time. The team must test whether the 

results match the original goal or not. It must be checked step 
by step, there is no overfitting, underfitting, or any other data-
related problems. The testing phase also must be reproducible. 
As the data modelling phase may be required to resolve a 
tested issue(s). 

I. Document 

All the work that has been done must be well described 
and documented. The documentation must be self-explanatory 
so that any member of any department can easily understand 
what has been done. Documentation may also involve 
technical writing for developers to complete from where the 
team stopped. Besides, if new data is created, a new data 
schema must be written to fairly describe the new changes. In 
addition to, the reasons why they needed to change the 
original data must be defined. 

J. Deliver 

The task delivery could be a tricky process. If the task 
contains new data, it must be put in the right place without any 
contradiction with the original data or any other data. If it 
contains reports, it must be very readable with visualizations 
to make the image clearer. Finally, if it has a new model 
delivered, it must be uploaded to the place where it will be 
used. So, an API could be created or maybe a model with a 
specific format. Therefore, the delivery must be teamwork to 
get the results in the right format to be used and easily 
deployed in production. 

K. Consume 

At an enterprise level, the published model(s) can be 
reused to derive various analytics required for business. 
“Recommend” solutions for understanding consumer 
preferences can be applied to a host of product lines. The 
tested and deployed solutions can be used with similar data 
sets to solve similar problems. This way not only does the 
enterprise save time by quickly applying proven 
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methodologies, but it also ensures the building of robust 
solutions through the continuous evolution process. 

L. Monitor 

Tasks delivery and doing investigations is not the end of 
the work. All the tasks delivered must be monitored to see 
whether the team succeeded in doing reliable work in the long 
term or not. For example, the team may have been assigned to 
work on a part that is rarely used. Besides, the team may have 
focused on the wrong features at first, and it was so obvious. 
Furthermore, monitoring is essential to predict and avoid an 
immediate system failure or even a small failure. Expect any 
changes before they happen. Detecting any possibility of 
performance reduction and being prepared for what changes 
may come may be enough. Thus, monitoring is essential for 
further improvement. 

M. Archive/Delete 

By the end, the organization might decide to cull out 
unwanted data or archive it to optimize resources and size 
management as well. Periodic data audits should be carried 
out to ensure production systems use fewer resources, running 
more efficiently and reducing storage costs overall. Data 
archiving plans have to be made for easy retrieval and more 
cost-effective information storage. Furthermore, irrelevant 
data needs to be purged. 

VI. EXPERIMENTS AND RESULTS 

This section introduces a healthcare case study for the 
proposed DataOps lifecycle. Healthcare was chosen as it is the 
most sensitive data in which the results affect human life. 
According to WHO [24], cardiovascular diseases are the 
leading cause of death globally. It takes an estimated 17.9 
million human lives each year. So, the chosen dataset was the 
UCI Machine Learning Heart Disease dataset [25]. This 
dataset contains 76 attributes, but all published experiments 
refer to using a subset of 14 (13 feature and target column) of 
them. 

The "goal" which is the target, refers to the presence of 
heart disease in the patient. It is an integer valued between  0 
(no presence) and 1 (presence). The other 13 features are: 

1) age, that stores the age of the patient in years. 

2) sex, where 1 is  for  males  and  0 for females. 

3) cp, chest pain type in which 1 = typical angina, 2 = 

atypical angina, 3 = non-anginal pain,  and 4 = asymptomatic. 

4) trestbps, which is resting blood pressure that  was 

measured in mm Hg on admission to the hospital. 

5) chol, serum cholestoral measured in mg/dl. 

6) fbs, is fasting blood sugar > 120 mg/dl if 1 then true, 

while 0 = false. 

7) restecg, resting electrocardiographic results that has 

three values 0 indicates normal, while 1 indicates having ST-T 

wave abnormality (T wave inversions and/or ST elevation or 

depression of > 0.05 mV) and 2 showing probable or definite 

left ventricular hypertrophy by Estes' criteria. 

8) thalach, includes the maximum heart rate value 

achieved. 

9) exang, exercise induced angina where 1 means yes and 

0 means no. 

10)  oldpeak, that equals ST depression induced by 

exercise relative to rest. 

11)  slope, which is the slope of the peak   exercise ST 

segment that has 3 values, if 1: upsloping, 2: flat,  and  3: 

downsloping. 

12)  ca, includes a number of major vessels (0-3) coloured 

by flourosopy. 

13)  thal, where 3 = normal, 6 = fixed defect, and 7 =   

reversible  defect. 
The proposed DataOps lifecycle shown in Fig. 1 was 

applied as follows: 

A. Define Data Domain 

As illustrated in Section 3.1, the data area in this case 
study is healthcare. But the data domain is cardiovascular 
diseases. 

B. Pick the Team 

For this stage, as explained in Section 3.2. Choosing the 
team may differ from task to task. Therefore, in this case 
study, two main members from Table I must be present, in 
which they are an unicorn and a domain knowledge expert  at 
least. 

C. Data Gathering 

After starting data gathering related to the domain. The 
UCI Machine Learning Heart Disease dataset has been 
chosen. 

D. Feature Engineering 

This phase has been done using Python 3 and the Jupyter 
Notebook IDE.  Feature  engineering has been done as 
follows: 

 Step 1: Read/Load dataset. 

 Step 2: Get the dataset information. The dataset 
information has displayed features(columns) name, 
each feature datatype,  datatype, and total number of 
rows and columns. 

 Step 3: Checking for null values. 

 Step 4: Checking for duplicate. 

 Step 5: Remove duplicate. 

 Step 6: Generate Correlation heatmap. Where 
correlation heatmap is an essential step for data 
analysis, exploratory information in a visually 
appealing way. The value of the coefficient of 
correlation can take any value from-1 to 1 [26]. When 
the value is 1, it's a direct correlation between the two 
variables. That means when one variable increases, the 
opposite variable also increases. While if the value is -
1, it's an indirect correlation between two variables, in 
which when one variable increases, the opposite 
variable decreases. Therefore, when 0 value, there's no 
correlation between two variables as the variables 



(IJACSA) International Journal of Advanced Computer Science and Applications 

Vol. 14, No. 1, 2023 

141 | P a g e  

www.ijacsa.thesai.org 

change in a random manner with reference to one 
another. 

E. Store 

This stage may be visited many times. In this case, it has 
been visited twice. One for storing the gathered data and one 
after finishing the feature engineering stage. 

F. Validate 

In this phase, more data analysis has been applied to 
decide whether the data modelling phase is needed or not. 
Also, validate phase has been done using Python 3 and the 
Jupyter Notebook IDE. It may be done using anthor tools as 
Microsoft Excel or Power BI. 

 Step 1: Display dataset description. A dataset 
description provides the following information for each 
feature: five number summery (minimun value, 25%, 
50%, 75%, maximum value) in addition to mean, 
standard deviation, and count. For example, age feature 
five number summery (29, 47, 55, 61, 77 respectively). 
This means that minimum age in the dataset is 29, first 
quarter of age is 47, second quarter of age is 55, third 
quarter of age is 61, and maximum is 77 years. In 
addition to mean equals 54, with standard deviation 9, 
and count equals 303. 

 Step 2: Generate correlation between target column 
and each feature in descending order. After tagging the 
absolute correlation values. This step gives the most 
effective features that correlate with target column. The 
most four effective features were exang, cp, oldpeak, 
and thalach as shown in Fig. 2. 

 Step 3: Exploratory Data Analysis for each feature. 
This step gives more information about each feature. In 
addition, it represents heart disease root cause value for 
each feature. Table II illustrates each feature root cause 
value for having heart disease. The features have been 
arranged in descending order as same as in Fig. 2. 

 

Fig. 2. Features correlation in descending order 

Thus, in order to determine the most common causes of 
heart disease and what each cause truly affects, the validation 

step is enough for doing that in addition to defining a set of 
values for heart prediction. While, if the task is the prediction 
of heart disease or not, data modelling needs to be done. 

G. Data Modeling 

For the heart disease prediction. This step has done to 
prove and support the proposed cycle. Two models have been 
developed. The same python code has been applied for both. 
One with all the features and the other with only the highest 
four features (exang, cp, oldpeak, and thalach) that highly 
affect the target. The two models were simply implemented. 
Using the following sklearn classifiers: Logistic Regression 
(LR), Naive Bayes (NB), Support Vector Machine (SVM), K-
Nearest Neighbors (KNN), Decision Tree (DT), and Random 
Forest (RF). In addition to that, XGBoost and Neural Network 
models with only one hidden layer and just 300 epochs. 

H. Testing 

Two test cases have been done. Where accuracy, f1 score, 
sensitivity, and specificity have been used in evaluation. 
According to [35,36], accuracy is the number of correctly 
classified data samples over the total number of data samples. 

         
     

           
  (1) 

An F1 score is a measure of a test's accuracy. 

         
    

            
  (2) 

Sensitivity is the accuracy of a test to properly identify 
patients with a disease. In other words, it is the number of true 
positives divided by the number of actual positives. 

            
  

     
  (3) 

Specificity is the accuracy of a test to properly identify 
people without the disease. This means that is the number of 
true negatives divided by all actual negatives. The test is 
positive if the person has the disease and, therefore, the test is 
positive. While true negative means the person doesn't have 
the disease and therefore the test is negative. A false positive 
is when the person doesn't have the disease and therefore the 
test is positive. A false negative means the person has the 
disease and therefore the test is negative. 

            
  

     
  (4) 

In Case 1, the results for both developed models, the 
models with the highest four features and the models with all 
features, have been recorded in Tables III and IV, 
respectivelly. In Table III, the highest four features model has 
achieved great accuracies especially, for the neural network 
that was developed only with one hidden layer and 300 
epochs. The accuracy recorded was 87.32% against 86.89 for 
the developed model with all features. 
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TABLE II.  EACH FEATURE ROOT CAUSE VALUE 

Feature Value Comment 

exang 0 Samples without exercise induced angina are much likely to have heart disease. The same result was mentioned in [27]. 

cp  3 Samples with non-anginal pain are much likely to have heart disease. The same result was mentioned in [28]. 

oldpeak [0, 1] ST depression induced by exercise relative to rest with values from 0 to 1 are much likely to have heart disease. 

thalach [140, 170] Samples with heart rate value from 140 to 170 are much likely to have heart disease. 

ca 0 Number of major vessels equals 0 is much likely to have heart disease. 

slope 3 The down sloping samples of the peak exercise ST segment are much likely to have heart disease. 

thal 6 Fixed defect thalassemia samples are much likely to have heart disease. 

sex 1 Males are much likely to have heart disease which was also mentioned in [29]. 

age >= 40 Age grater or equal than 40 years old samples are much likely to have heart disease as mentioned in [30]. 

trestbps [140, 200] Resting blood pressure value from 140 to 200 samples are much likely to have heart disease as mentioned in [31,32]. 

restecg 1 Resting electrocardiographic of value 1 indicates having ST-T wave abnormality is much likely to have heart disease. 

chol [200, 300] Serum cholesterol samples value from 200 to 300 are much likely to have heart disease as also mentioned in [33]. 

fbs 0 Samples with fasting blood sugar less than 120 mg/dl are much likely to have heart disease as mentioned in [34]. 

TABLE III.  MODELS WITH HIGHEST 4 FEATURES COMPARATIVE ANALYSIS 

Classifier Accuracy F1 Score Sensitivity Specificity 

LR 85.96 86.21 89.29 82.76 

NB 82.46 83.87 92.86 72.41 

SVM 84.21 85.25 92.86 75.86 

K-NN 80 79.52 84.62 76.09 

DT 77.19 77.97 82.14 72.4 

RF 82.46 83.33 89.29 75.86 

XGBoost 78.95 79.31 82.14 75.86 

Neural Network 87.32 86.15 90.32 85.0 

In addition, the accuracies of LR, SVM and XGBoost were 
also greater than the same classifiers accuracies in Table IV. 
This proves that highest four features (exang, cp, oldpeak, and 
thalach) really affected the target column. Moreover, the 
sensitivities of the highest four features model were either 
higher than (as LR, NB, SVM and XGBoost) or comparable 
with the sensitivities of all features model. Thus means, the 
highest four features model greatly classify samples with heart 
diseases. 

In Case 2, the recorded results for machine learning 
classifiers in the model with the highest four features were 
comparable to the results of both P. Gupta et al.'s model (with 
13 features) [20] and Bharti et al.'s model (with 13 features) 
[22]. Fig. 3 to 5 illustrates the accuracy, sensitivity, and 
specificity comparisons respectively. The highest four features 
model classifiers (LR, SVM, RF and XGBoost) achieved 
higher accuracies than the same classifiers in Bharti et al.'s 
model. In consideration, their results were recorded after 
applying three approaches. Also, KNN, RF and XGBoost 
accuracies in highest four features were higher than P. Gupta 
et al.'s model. Moreover, the average accuracy of the highest 

four features model recorded 81.6% against 82.15% in P. 
Gupta et al.'s model and 80.88% in Bharti et al.'s model. 

TABLE IV.  MODELS WITH ALL (13) FEATURES COMPARATIVE ANALYSIS 

Classifier Accuracy F1 Score Sensitivity Specificity 

LR 85.25 86.96 88.23 81.48 

NB 83.61 85.71 88.23 77.78 

SVM 83.61 85.71 88.23 77.78 

K-NN 84.21 86.67 90.69 75.76 

DT 82.89 85.06 86.04 78.79 

RF 90.16 91.18 91.18 88.89 

XGBoost 77.63 80.0 79.07 75.76 

Neural Network 86.89 88.0 85.29 88.88 

The sensitivities, shown in Fig. 4, of all classifiers in the 
highest four features model were higher than both the 
sensitivities in both P. Gupta et al.'s model and in Bharti et 
al.'s model (except for KNN was 84.64% against 85%). This 
means that the highest four features model has classified the 
samples with heart diseases greatly better than both 
comparable models. While the specificities of P. Gupta et al.'s 
model classifiers were higher than the highest four features 
model which mean it has classified samples without heart 
diseases better. 

I. Document 

All the previous steps have to be documented step by step. 

J. Deliver 

After writing the documentation, it is time to deliver all 
that has been done to the operations team for being deployed 
in production. 
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K. Consume 

In this study, the introduced models were decided to be 
consumed. 

 
Fig. 3. Accuracy comparative analysis 

 
Fig. 4. Sensitivity comparative analysis 

 
Fig. 5. Specificity comparative analysis 

L. Monitor 

In real production, this phase must be done to observe 
models' behaviors. 

M. Archive/Delete 

Choosing to do this phase will be an unicorn decision. In 
this study all the work has been archived. 

VII. CONCLUSION AND FUTURE WORK 

This study proposed a novel DataOps lifecycle along with 
a detail for each phase that was applied to a healthcare case 
study. For this case, the UCI Machine Learning Heart Disease 
dataset has been used which has 13 features in addition to 
target column. The dataset has been analyzed without 

modeling to find the best most effective features. This analysis 
came up with highest four effective features (exang, cp, 
oldpeak, and thalach) that affected the target column, 
indicating that data modeling is not necessary for all data 
science project which led to dataset reduction. Then, two 
models, with the same python code, have been developed for 
this dataset. The first included 13 features. The second one 
was with only the highest four (exang, cp, oldpeak, and 
thalach) features after removing duplicates in rows (20 rows). 
Two comparisons using accuracy, f1score, sensitivity, and 
specificity have been done. 

Case 1 is the results of the developed model with 13 
features and the model with only four features. The 
comparison showed that the highest four feature model 
produced higher accuracy and sensitivity, especially for neural 
networks, with 87.32% and 90.32%. Considering that the 
neural network model has been developed with only one 
hidden layer and just 300 epochs; also, the average accuracy 
and sensitivity of the highest four feature model was 82.32% 
and 87.94%, respectively. 

Case 2, The results of machine learning classifiers in the 
four features model were comparable to both P. Gupta et al.'s 
model [20] and Bharti et al.'s [22] results. The comparison 
showed that DataOps gives great impact results when applied 
to machine learning model(s). The accuracy of classifiers in 
the highest four features model, with an average of 81.6%, 
was greater than the accuracy of Bharti et al., with an average 
of 80.88% and comparable with P. Gupta et al. with an 
average of 82.15%. The sensitivity of all classifiers in the 
highest 4 feature model, with an average of 87.6%, was 
greater than the sensitivity of both P. Gupta et al. with an 
average of 74.49% and Bharti et al., with an average of 
81.24% while the specificities were comparable. In addition to 
that, Bharti et al.'s research mentioned that CP and thalach 
features [Fig. 5(c) & (e)] [22] were not important for heart 
disease unlike the proof from the proposed DataOps lifecycle. 

For future work, the proposed DataOps lifecycle may 
apply to other fields such as the economy, education, or 
industry aside from applying it to deep learning model(s). 

NOTES 

For any additional information or more explanation about 
either the proposed cycle or the code, feel free to contact co-
author. 
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Abstract—Badan Meteorologi, Klimatologi, dan Geofisika 

(BMKG) is the weather agency in Indonesia. It has One-Gate 

Integrated Service Application, also known as Pelayanan Terpadu 

Satu Pintu (PTSP) BMKG Application, which is a web-based e-

commerce concept application. Its goal is to provide users with 

information and services related to Meteorology, Climatology, 

and Geophysics (MCG) by using information and communication 

technology. This is part of Indonesia's move toward e-

government. Since January 2020, all MCG service and 

information activities through PTSP BMKG must be done using 

the application. With a questionnaire and multivariate analysis, 

this study aims to determine how the quality of service affects 

customer satisfaction with the PTSP BMKG application. 

Scientists use the E-S-Qual scale to prove that it works and is a 

good measure. The results of this study show that customer 

satisfaction is affected positively and significantly by efficiency, 

fulfillment, system availability, and privacy simultaneously. 

Partially, customer satisfaction with the PTSP BMKG 

application is affected positively and considerably by how well 

the application works and how well it meets customers' needs. 

This has implications for the evaluation that BMKG needs to do. 

Keywords—e-Service quality; one-gate integrated service; e-

government; multivariate analysis; Partial Least Square (PLS); 

Structural Equation Model (SEM) 

I. INTRODUCTION 

The advancement of Information and Communication 
Technology (ICT) has provided convenience in social 
interaction, including in delivering public goods to the 
community [1]. The era of globalization, with the development 
of the ICT field, encourages a new paradigm, namely e-
government, which is a reform of the implementation of 
government that refers to public information disclosure and 
gives responsibility to the government to provide information 
about government activities. Information technology is 
believed to have an essential role in changing the conventional 
way of doing government work to be more efficient and 
effective. Information technology is also one of the keys to 
supporting the implementation of e-government and good 
governance through increased government transparency and 
accountability. 

Badan Meteorologi, Klimatologi dan Geofisika (BMKG), is 
tasked with carrying out government duties in meteorology, 
climatology, and geophysics [2][3]. It has been explained in the 
Presidential Regulation of the Republic of Indonesia Number 
61 of 2008 that the need for data and information in the fields 

of meteorology, climatology, and geophysics is necessary not 
only to support national development but also to protect society 
and minimize the impact of damage caused by disasters caused 
by nature. In all elements of the BMKG environment, in 
performing its duties, the BMKG must apply the principles of 
coordination, integration, and synchronization within the 
internal BMKG and in relations between central and regional 
government agencies [2][3]. 

The Public Service Act has mandated that every 
government institution establish an integrated service system 
formally and legally. Every institution has the right to have the 
authority to make public policies to provide services and 
increase participation in empowering society [4]. 

BMKG One-Gate Integrated Service Application, also 
known as PTSP BMKG Application is a web-based application 
intended to provide information and services related to MCG 
for users by utilizing information and communication 
technology so that it is hoped that public services can be 
achieved optimally in the digital transformation towards e-
Government. PTSP BMKG application is currently focused on 
serving requests for data and information to customers, both 
individuals from the community and companies from 
Indonesia. Based on information from BMKG employees who 
participated in the development, this application is designed 
like a marketplace or e-commerce. e-Commerce refers to 
business conducted electronically or over the internet. 
Generally, it refers to individuals who use the internet to either 
purchase and sell goods or give paid services through payments 
and data flows [5][6]. In PTSP BMKG Application, Customers 
can choose the type of data, information, or services they want 
by entering the shopping cart, paying, and information can be 
downloaded on the application. The application can be 
accessed at https://ptsp.bmkg.go.id/. 

Since January 2020, all MCG service and information 
activities through PTSP BMKG must be served using the 
application. Many complaints are related to services and 
information reported through the PTSP BMKG application. Of 
course, if not handled, the complaint will have a destructive 
impact on the government, especially the BMKG. Even worse 
is that it can generate distrust from users. In addition, based on 
Community Satisfaction Index Report in 2022 by the BMKG 
Database Center, the value of the "system" aspect experienced 
the highest decline. This component has an index value of 3.96 
with a percentage of 79.12 percent in 2021, but it only reached 
a value of 3.81 with 76.29 percent in 2022. This can mean that 
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public satisfaction with the service system has decreased. 
Therefore, it is necessary to evaluate public services to direct 
actions that can positively impact the quality of services 
provided by the government [7]. 

Based on information from one of the BMKG Public 
Relations division employees, BMKG has surveyed customer 
satisfaction. Still, it has yet to include ICT aspects, especially 
web applications used by customers to obtain MCG services. 
Therefore, BMKG itself doesn’t know whether there is an 
influence in terms of web quality on customer satisfaction in 
using the service. 

e-Service Quality is a way to determine how a website can 
facilitate user activities that include product purchase and 
delivery transactions efficiently and effectively [8]. There are 
several measures for evaluating the quality of electronic 
services in the literature. The E-S-Qual measurement scale 
developed by Parasuraman et al. (2005) is well regarded and 
utilized by scientists to validate this scale’s effectiveness 
[9][10][11]. To quantify the quality of electronic services more 
accurately from an e-commerce standpoint, this method 
successfully considers the concerns highlighted while 
maintaining the fundamental principles of E-S-Qual [12]. 
However, from previous studies [13][14][15], not all 
dimensions or variables of E-S-Qual can be accepted from 
hypothesis testing, so in this study, the authors tried to retest 
the dimensions contained in E-S-Qual for case the PTSP 
BMKG website as one of the government services, which has 
the concept of e-commerce.  This study also aims to analyze 
the effect of service quality on customer satisfaction in using 
the PTSP BMKG application as one of the steps to evaluate 
BMKG services. 

The study was organized into five sections. The first section 
is an introduction containing the research's background and 
objectives. The second section is a literature study containing 
previous research, explanations of fundamental theories, and 
conceptual framework. The third section describes the research 
methodology. The results and discussion are described in the 
fourth section. Finally, our work on this paper is concluded in 
the last section. 

II. STUDY OF LITERATURE 

A. Previous Research 

We construct in this study a theoretical framework based on 
prior research on the measurement of E-S Qual. Consider 
several dependent and independent variables, such as 
efficiency, fulfillment, system availability, and privacy, as a 
calculation of customer satisfaction. 

Ahmed et al. (2020) used the E-S-Qual model to analyze 
customer satisfaction, the quality of electronic banking 
services, and the direct relationship between these two 
variables. The immediate research results showed that the E-S-
Qual dimensions positively and significantly influenced 
customer satisfaction. The results of the indirect connection 
showed that customer satisfaction and E-S-Qual dimensions are 
mediated by perceived value and trust [13]. 

The E-S-Qual model has been the subject of more studies. 
The E-S-Qual technique is used by Dastane et al. (2018) to 

research service aspects impacting customer satisfaction and 
loyalty. As a result, although efficiency, system availability, 
and responsiveness have no direct or indirect influence on 
customer happiness, fulfillment and security immediately 
impact it [14]. 

Research using E-S-Qual is also carried out in the public 
sector. This was done by Shafira (2021), who used the E-S-
Qual methodology to research the quality of E-procurement 
services in Malaysia. In this study, three variables are E-S-
Qual: efficiency, privacy, and system availability. The result is 
that efficiency, privacy, and system availability impact user 
satisfaction [15]. 

Based on these three studies, we need to retest all 
dimensions of the PTSP BMKG application used by BMKG to 
serve its users. 

B. E-S-Qual 

The functional performance of a service when clients shop, 
buy and get it via electronic media is known as "e-service 
quality" [6][9]. In obtaining services and information from 
BMKG, customers are currently using electronic-based 
services, so electronic media presently facilitate the interaction 
between sellers and buyers in the form of sites specifically 
designed to carry out buying and selling transactions. 

 
Fig. 1. Conceptual model 

Several professionals have created electronic service quality 
measuring scales in various versions. One is E-S-Qual, which 
Parasuraman et al. created [9][11]. They argue that pre-existing 
measurement scale instruments still need to improve assessing 
the quality of electronic services because measurements cover 
only some stages in the interaction between users and services. 
Therefore, they developed two measurement scales, E-S-Qual, 
and E-RecS-Qual. There are four dimensions of E-S-Qual, 
including: 

 Efficiency: The simplicity and quickness of utilizing the 
website. 

 Fulfillment: How well the website delivers on its claims 
about order fulfillment and item availability. 

 System Availability: the website's proper technical 
operation. 

 Privacy: The website's level of security and privacy 
protection. 
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When an issue occurs throughout the service delivery 
process for customers, the E-RecS-Qual scale is used to gauge 
the quality of e-services [9]. In this study, the E-Recs-Qual 
scale was not included because in getting the service, 
customers can download data and information that has been 
ordered on the application or directly take it to the BMKG 
office. 

C. Customer Satisfaction 

According to Tjiptono, Customer satisfaction is the 
personal feeling of joy or disappointment generated by 
comparing perceived product performance (or results) with 
expected expectations [16]. In this study, we use several 
indicators of consumer satisfaction consisting of  [17][18]: 

 Expectation Conformity: Correspondence between 
consumer expectations and consumer perceptions. 

 Returning Interest: Consumer willingness to revisit or 
reuse related services. 

 Willingness to Recommend: Willingness of consumers 
to recommend recognized services to friends and 
family. 

D. Conceptual Framework 

Based on the theory in the literature study, Fig. 1 describes 
a research model that can be compiled that will be used to test 
the dimensions or variables of E-S-Qual on the PTSP BMKG 
application against its customer satisfaction. 

From previous research, it is said that dependent and 
independent variables such as efficiency, fulfillment, system 
availability, and privacy have a positive effect as a calculation 
of customer satisfaction [13], so a hypothesis can be compiled 
in Table I. 

TABLE I.  HYPOTHESIS 

Code Description 

H1 
Efficiency positively and significantly affects customer 

satisfaction using PTSP BMKG Application. 

H2 
Fulfillment positively and significantly affects customer 

satisfaction using PTSP BMKG Application. 

H3 
System availability positively and significantly affects customer 

satisfaction using PTSP BMKG Application. 

H4 
Privacy positively and significantly affects customer satisfaction in 

using PTSP BMKG Application. 

H5 

Efficiency, Fulfillment, System Availability, and Privacy 

simultaneously positively and significantly impact Customer 

Satisfaction using PTSP BMKG Application. 

Based on these five hypotheses, a questionnaire can be 
prepared. Customers of the PTSP BMKG Application will 
answer that by adjusting operational conditions. 

TABLE II.  STATEMENT OF QUESTIONNAIRE 

Indicators 

(code) 
Statement 

Efficiency 

(X1) 

1. PTSP BMKG application makes it easy to explore what is 

needed related to Meteorology, Climatology, and 

Geophysics services and information [9][11].  

2. PTSP BMKG application makes it easy to quickly 

complete service transactions and information on 

Meteorology, Climatology, and Geophysics [9] [11]. 

3. PTSP BMKG application can load pages quickly [9][11]. 

4. All features in the PTSP BMKG application are well 

organized [9][11]. 

5. The information in the PTSP BMKG application is well 

organized [9][11]. 

Fulfillment 

(X2) 

1. PTSP BMKG application provides services according to 

what you need [9][11]. 

2. PTSP BMKG application following the public service 

offer (completed within 14 working days) [9][11]. 

3. PTSP BMKG application responds quickly to requests for 

services and information [9][11]. 

System 

Availability 

(X3) 

 

1. PTSP BMKG application is always available when the 

user needs it [9][11]. 

2. PTSP BMKG application rarely experiences errors [9][11]. 

Privacy (X4) 

1. PTSP BMKG application doesn’t disseminate customer 

personal information to other parties [9][11]. 

2. PTSP BMKG application protects the personal information 

of its users [9][11]. 

Customer 

Satisfaction 

(Y1) 

1. Customers are satisfied with the service of the PTSP 

BMKG application because the application service is in 

line with expectations. [17][18] 

2. Customers are satisfied with the PTSP BMKG application 

service, so they are interested in reusing it. [17][18] 

3. Customers are satisfied with PTSP BMKG application 

service to say positive things about the application to 

others [17][18] 

III. METHODOLOGY 

This research is a quantitative study using primary data 
obtained from questionnaires. In Table II, the questionnaire is 
prepared based on the variables E-S-Qual and customer 
satisfaction. In each variable, statements are mapped based on 
the dimensions and indicators of each variable. The compiled 
questionnaire will be distributed to customers BMKG One-
Gate Integrated Service Application. The stages of the study 
can be seen on the Fig. 2. 

 
Fig. 2. The stages of study 
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A. Data Collection 

Data collection is carried out at BMKG by providing an 
online questionnaire that customers of the PTSP BMKG 
Application can fill out. The requirement to fill out the 
questionnaire is that the customer has transacted using the 
PTSP BMKG application. The population of this study is 
customers who have been registered and have used the PTSP 
BMKG application to obtain data and information from 
BMKG. However, in this study, using sampling, the number of 
respondents in this study was 72 respondents. A total of 85 
respondents were distributed online questionnaires using email 
by attaching a google form link, assisted by the admin of the 
PTSP BMKG application; 13 customers did not fill out the 
questionnaire. The respondent's demographic profile of the data 
collection can be seen in Table III. 

TABLE III.  RESPONDENT’S DEMOGRAPHIC PROFILE 

Items Categories Percentage 

Gender 
Male 

Female 

68 

32 

Educational 

Background 

High School 

The diploma I/ diploma III 

Bachelor’s Degree 

Master’s degree  

13 

7 

69 

11 

Profession 

Civil servant 

Private Employee 

Students 

Entrepreneur 

Others 

17 

58 

15 

4 

6 

The research questionnaire consists of several questions 
based on the E-S-Qual model and consumer satisfaction 
indicators. All items are measured using a Likert scale. The 
Likert scale was modified to clear doubts in respondents using 
a scale of four, including strongly agree, agree, disagree, and 
strongly disagree. 

B. Analysis 

After collecting the questionnaire data, the next step is to 
process and analyze the data. The data obtained were processed 
using the Smart PLS 4 application to test hypotheses and 
relationships between variables. This study uses a multivariate 
analysis method by testing the outer and inner models on PLS-
SEM. A technique frequently used to process various variables 
is multivariate analysis [19]. The objective is to simultaneously 
look for these different variables' effects on an object. 
According to Hair et al. (2017b), by employing the PLS-SEM 
model, one can get beyond some of the drawbacks of 
covariance-based SEM, including data dispersion, limited 
sample sizes, complex models with numerous indicators, and 
model construction and testing [19] so that the results of the 
analysis can be used as the basis for evaluating e-service 
quality. 

IV. RESULTS AND DISCUSSION 

A. Assessing Reflective Measurement Models 

According to Hair et al. [20], there are four stages in 
reflective measurement models: delivered reflective indicator 
loadings, internal consistency, convergent validity, and 
discriminant validity. 

TABLE IV.  OUTER LOADINGS 

Code 
Outer 

Loading 
Code 

Outer 

Loading 
Code 

Outer 

Loading 

X1-1  0.822 X2-1 0.805 X4-1 0.902 

X1-2 0.746 X2-2 0.784 X4-2 0.937 

X1-3 0.793 X2-3 0.909 Y1-1 0.936 

X1-4 0.872 X3-1  0.946 Y1-2 0.922 

X1-5 0.855 X3-2 0.839 Y1-3 0.860 

Based on Table IV, all outer loading on each indicator has a 
value above 0.708. More than half of the indicator's variability 
can be accounted for by the construct, which also ensures a 
sufficient level of dependability [20]. All indicators can 
proceed to the next stage. 

Internal consistency reliability is the extent to which 
indicators measuring the same structure are related [19]. When 
evaluating internal consistency reliability, Joreskog's (1971) 
composite reliability should almost always be used [21][20]. 
The range of reliability values from 0.6 to 0.7 is considered 
"acceptable in research exploration," but the range of reliability 
values from 0.7 to 0.9 is classified as "satisfactory to good.‖ 
However, results that are either equal to or higher than 0.95 are 
unsatisfactory because it is considered that these values are 
excessive, which can reduce the validity of the construct. Based 
on Table V, the composite reliability value on the fulfillment 
construct is the lowest, with a value of 0.873, and the highest in 
the system availability construct, with a value of 0.933. 
Therefore, all the construct validity is well accepted and 
satisfactory. 

TABLE V.  CONSTRUCT RELIABILITY AND VALIDITY 

Indicators 
Cronbach's 

alpha 

Composite 

reliability 

The average 

variance extracted 

(AVE) 

Customer 

Satisfaction 
0.891 0.933 0.822 

Efficiency 0.877 0.910 0.671 

Fulfillment 0.780 0.873 0.697 

System 

Availability  
0.763 0.888 0.799 

Privacy 0.819 0.916 0.846 
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Convergent validity means a set of indicators explained by 
the construct. Representations can be demonstrated through 
one-dimensionality that can be expressed using Average 
Variance Extracted (AVE) values. An adequate convergent 
validity is defined as a construct's ability to account for more 
than 50 percent of the variance among its indicators [9][22]. In 
Table V, the AVE values for all variables are greater than 0.5; 
therefore, it can be concluded that all the indicators developed 
for this study demonstrate strong convergent validity [23]. 

Researchers employ discriminant validity to ensure that 
each construct's ideas are distinct. The purpose of validity 
testing is to determine how precisely a measuring instrument 
performs its measurement function [24]—calculating the 
discriminant validity of this study using the heterotraite-
monotraite (HTMT) ratio. To evaluate the validity of the 
discriminants, Henseler, Ringle, and Sarstedt (2015) propose an 
alternative method based on the multitrait-multimethod matrix: 
HTMT [25][26]. Structural models with similar constructs 
should have a threshold value of 0.90 [20].  Based on Table VI, 
all indicators have a value of < 0.90; it can be interpreted that 
the matter is reasonable to describe the discriminant validity of 
each indicator used in this study. 

TABLE VI.  HETEROTRAIT-MONOTRAIT RATIO OF CORRELATIONS 

(HTMT) 

Indicator Y1 X1 X2 X4 X3 

Y1      

X1 0.783     

X2 0.880 0.898    

X4 0.504 0.585 0.543   

X3 0.540 0.671 0.703 0.571  

B. Assessing Structural Model 

The structural model should be checked for collinearity 
first, as stated by Hair et al. (2017). Examine the structural 
model's VIF values for each predictor construct [27]. In this 
study, no collinearity problems were found, which can be seen 
in Table VII. Collinearity values are still between 0.5 and 3.0. 
This follows what Cenfetelli & Bassellier (2009) said: It is 
possible to examine the VIF value, and if it is less than 3.0, 
multicollinearity is probably not a concern [28]. Testing 
bivariate correlations between construct scores is an alternate 
strategy. When the bivariate correlation is greater than 0.50, 
multicollinearity may impact the path coefficient's magnitude 
and/or direction [27]. 

TABLE VII.  VIF VALUE 

Indicators Customer Satisfaction 

Efficiency 2.572 

Fulfillment 2.361 

Privacy 1.374 

System Availability 1.691 

The next step is the significance and relevance of the path 
coefficients [17][22]. The results of the coefficient path test for 
direct effect can be seen in Fig. 3. The route coefficients are 
standardized numbers with a possible range of +1 to 1; 
however, they only sometimes get close to +1 or -1. This is 
especially true for large models with many separate structural 
elements [22]. This study found that efficiency, fulfillment, and 
system availability have a positive relationship with customer 
satisfaction, while system availability has a negative 
association with customer availability. 

The following assessment recommended is multiple 
regression models or the coefficient of determination [27][22]. 
The coefficient of determination quantifies all endogenous 
constructions' in-sample prediction accuracy. Because the 
prediction only estimates the predictive power for the sample 
data used in the findings, R2 should not be generalized to the 
population (Rigdon, 2012; Sarstedt et al., 2014) [22]. The 
results of the R2 test showed a value of 59.6%. This can mean 
that 59.6% of customer satisfaction is due to efficiency, 
fulfillment, system availability, and privacy. 

 
Fig. 3. Path coefficient 

C. Hypothesis Testing 

The first for hypothesis testing is the assessment of the T-
statistics or P-value. The result can be seen in the table for the 
T-statistics is more than 1.96 (α = 0,05) [19] and for P-value 
less than 0.05 [20]. Based on the T-statistics and P-value in 
Table VIII, the first hypothesis (H1) is accepted since the score 
of the T-statistics is 2.086, more than 1.96, and the score of P-
value is 0.019, less than 0.05. So that the first hypothesis, 
Efficiency positively and significantly affects customer 
satisfaction using the PTSP BMKG Application, is acceptable. 
Where Efficiency positively and significantly affects customer 
satisfaction is 31.9%. The effect of efficiency is 31,9% based 
on a value in the original sample. 

The second hypothesis (H2) is validated by the T-statistics 
shown in Table VIII because the T-statistics score is 3,181, 
which is more than 1.96, and the P-value is 0.001, which is less 
than 0.05. So that the second hypothesis is that Fulfillment 
positively and significantly affects customer satisfaction using 
PTSP BMKG Application. The second hypothesis is 



(IJACSA) International Journal of Advanced Computer Science and Applications 

Vol. 14, No. 1, 2023 

150 | P a g e  

www.ijacsa.thesai.org 

acceptable. Where Fulfillment positively and significantly 
affects customer satisfaction is 47.7%. The effect of Fulfillment 
is 47.7% based on a value in the original sample. 

The T-statistics reject the third hypothesis (H3) in 
Table VIII because its score is 0,211, less than 1.96, and its P-
value is 0.416, which is more than 0.05. So, system availability 
positively and significantly affects customer satisfaction using 
the PTSP BMKG Application is rejected. Based on the t-
statistics, p-value, and original sample, System availability to 
customer satisfaction is negative and does not significantly 
affect customer satisfaction. 

The fourth hypothesis (H4) is shown to be rejected by the 
T-statistics in Table VIII because the T-statistics score is 0.767, 
less than 1.96, and the P-value score is 0.222, more than 0.05. 
So, privacy positively and significantly affects customer 
satisfaction in using the PTSP BMKG Application is rejected. 
Based on the t-statistics, p-value, and original sample, privacy 
positively impacts customer satisfaction but does not 
significantly affect customer satisfaction. 

TABLE VIII.  ORIGINAL SAMPLE, T-STATISTICS, P-VALUES 

Code 
Original 

Sample 
T-statistics P-values Conclusion 

H1 0.319 2.082 0.019 Accepted 

H2 0.477 3.181 0.001 Accepted 

H3 -0.027 0.211 0.416 Rejected 

H4 0.082 0.767 0.222 Rejected 

To test the fifth hypothesis, we use simultaneous F testing. 
Simultaneous F tests are intended to find whether concurrently 
independent variables (simultaneously) impact dependent 
variables. The F test was performed to prove the impact of all 
free variables simultaneously on bound variables [24].  The test 
results found that the F value was 24.9 or greater than the F 
table, which were 2.51. This follows the fifth hypothesis (H5) 
that Efficiency, Fulfillment, System Availability, and Privacy 
simultaneously positively and significantly impact Customer 
Satisfaction using the PTSP BMKG application. Hence, the 
results of the fifth hypothesis are acceptable. 

TABLE IX.  F-SQUARE 

Direct Relationship F-Square Impact 

Efficiency  Customer Satisfaction 0.098 Small 

Fulfillment   Customer Satisfaction 0.238 Medium 

Privacy  Customer Satisfaction 0.012 - 

System 

Availability  
 Customer Satisfaction 0.001 - 

In this study, the F-square value is used to measure the 
extent to which several aspects of the PTSP BMKG 
application, including efficiency, fulfillment, privacy, and 
system availability, influence customer satisfaction. According 
to Hair et al. [29], if the value of f-square is more significant 
than or equal to 0.02 but is less than 0.15, then the effect has a 
minor influence and falls into the category of "small.". If the f-
square value is greater than or equal to 0.15 and less than 0.35, 

it belongs to the medium impact category. If the value of f-
square is greater than or equal to 0.35, then it belongs to the 
category of a significant impact.  Based on Table IX, the 
efficiency indicator has an f-square of 0.098, meaning that the 
efficiency indicator has a negligible effect on customer 
satisfaction using the PTSP BMKG application. At the same 
time, the fulfillment indicator has an f-square of 0.238. This 
can mean that the fulfillment indicator moderately impacts 
customer satisfaction using the application. The privacy and 
system availability indicators have a very small f-square value, 
so the two indicators have no impact on customer satisfaction 
using the PTSP BMKG application. 

D. Implication of Study 

This study has various implications for problems relating to 
the e-service practice paradigm, which affects consumer 
satisfaction in government apps utilized for public services, 
especially in the PTSP BMKG application, which is one of the 
BMKG services. BMKG needs to improve the quality of its 
application so that users can be more satisfied in obtaining 
services and information through PTSP, including in the 
dimension of efficiency, which focuses on ease of transactions, 
web speed, features, and information that is better laid out. Not 
only that, but the most crucial focus to be noticed and improved 
by BMKG is on the fulfillment dimension, where the speed of 
response to customer requests and submissions to get services 
is at most 14 working days. 

This research can be used as a reference that demonstrates 
that E-S-Qual has developed into an efficient scale in 
government services with a concept like e-commerce, in which 
a website can help users with their activities, such as product 
purchases, and obtain transactions efficiently and effectively. 
Based on the theory explained by Parasuraman et al. (2005), 
efficiency and fulfillment are the most critical aspects of the 
quality of website services [6]. This is in line with the results of 
this study that these two dimensions have an impact on 
customer satisfaction in using applications to obtain data and 
information services from BMKG. The efficiency indicator 
itself is related to the design of the web application interface 
used by customers to get the information needed. Fulfillment 
indicators related to how all customer needs can be available 
and met quickly, as stated on the PTSP BMKG web 
application. Customers PTSP will feel more satisfied if the 
service can be obtained on time or faster than the promised 
time. 

Wolfinbarger and Gilly (2003) claim that consumers who 
often use online applications to transact may not find privacy to 
be as crucial as they formerly did since experience may 
diminish worries about website security [30][9][14]. This is 
also in line with the results of this study that privacy does not 
significantly influence customer satisfaction who have 
transacted through the PTSP BMKG web application in 
obtaining data and information services from BMKG. Even so, 
BMKG must still maintain customer privacy, which has been 
regulated by the government so as not to cause leakage of 
customer data using the PTSP BMKG application. 

The system availability aspect is an essential attribute in 
measuring overall customer satisfaction. However, BMKG 
does not fully control this dimension because the device and 
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internet used can affect this dimension [9]. System availability 
does not affect customer satisfaction with the PTSP BMKG 
application. It could be because customers using the application 
are fine with this dimension. It could also be due to the number 
of respondents, as said by Dastane et al. (2018) [14]. Even so, 
BMKG must still inform customers when the website is being 
maintained. BMKG must think of the right time to maintain the 
website PTSP BMKG so customers are not bothered when they 
want to use the application. 

V. CONCLUSION 

BMKG Indonesia has changed how it serves the 
community conventionally to be more efficient and effective 
since 2020 by presenting the PTSP BMKG application. To 
improve service quality in obtaining customer satisfaction, it is 
necessary to evaluate the PTSP BMKG application. The 
research made use of the E-S-Qual instrument. Considering the 
outcomes of data analysis from 72 respondents of application 
users that have been carried out in this study, it can be 
concluded that the results of statistical calculations show 
Efficiency, Fulfillment, System Availability, and Privacy 
simultaneously has a positive and significant impact on 
customer satisfaction using the PTSP BMKG application. 

But partially, we can conclude that the ease of users in 
searching to find what services and information are needed, the 
ease of completing transactions, the speed of loading web 
pages, and the features and availability of information that is 
better organized on the PTSP BMKG application have an 
impact on customer satisfaction in using the application. This is 
shown in the results of the H1 hypothesis test received, where 
efficiency positively and significantly affects customer 
satisfaction in using the PTSP BMKG application, so BMKG 
must be concerned about efficiency indicators so that 
customers can be more satisfied with the MCG data and 
information services obtained from the PTSP BMKG 
Application. 

Moreover, the suitability of MCG's service and information 
needs and the speed of response to requests and submissions to 
obtain services and information will have a moderate impact on 
customer satisfaction in using the application. This is shown in 
the results of the H2 hypothesis test received, where fulfillment 
positively and significantly affects customer satisfaction in 
using the PTSP BMKG application. Customers will be happier 
if the service is provided on time or earlier than promised. 
Hence, BMKG needs to evaluate fulfillment indicators to be 
able to increase customer satisfaction with the PTSP BMKG 
application. 

A. Limitation of Study 

This paper is focused on PTSP BMKG Application, which 
serves customers to get services and information from BMKG. 
This study only used E-S-Qual without involving E-Recs-Qual 
indicators in analyzing service quality's impact on customer 
satisfaction in using the PTSP BMKG application through a 
questionnaire survey of very limited respondents. 

B. Future Works 

Furthermore, research can be continued by analyzing the 
usability aspect to determine the user experience to improve 

PTSP BMKG Application services. In addition, further analysis 
can also be carried out to find out why this E-S-Qual model 
does not all dimensions have a positive relationship with 
customer satisfaction, especially in government services. 
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Abstract—Input validation is a fairly universal programming 

practice that helps reduce the chances of producing protection-

related vulnerabilities in software. In this paper, an experiment is 

conducted to specifically determine the input validation issues 

found in programs and the problematic functions that lead to 

such issues. The experiment evaluated 12 arbitrarily selected 

open source C projects written by different programmers. The 

top two most common input validation problems are buffer 

overflow/XSS and potential memory mismanagement. In 

addition, the functions that caused the first problem are: 

(a) strings/text functions (e.g., strcpy and strcmp), and 

(b) functions that read from standard input, STDIN (e.g., scanf 

and gets). In contrast, the functions that caused the second 

problem are (a) memory allocation/deallocation functions (e.g., 

memmove and malloc), and (b) file manipulation functions (e.g., 

fopen and fseek). Furthermore, the goto construct—to a small 

extent—plays a role. The recommendations are that 

(a) developers are encouraged to use memory-safe programming 

languages, otherwise, they should perform different types of 

checks for the validity of inputs as soon as they are entered, and 

(b) they should have the required knowledge of secure source 

code and use tools/suites to manage malformed strings. 

Keywords—Input validation; buffer overflow; memory 

mismanagement; safe C functions 

I. INTRODUCTION 

Input validation is accepted as good programming practice 
when writing reliable software. This practice is fairly 
universal and helps reduce the chances of introducing 
protection-related vulnerabilities in delivered software [1][2]. 
This practice can be applied regardless of the programming 
language (PL) used in development, although the way it is 
used depends on the specific PL and notations that are used 
for software development. Every software takes input from its 
environment and processes it. The specification of such an 
input makes assumptions about this input that reflects its real-
world use. For instance, it may be supposed that an employee 
ID is always a 10-digit positive integer. However, the software 
specification does not determine the steps that should be taken 
in case of wrong input. The user often makes mistakes and 
sometimes enters the data incorrectly. Regardless of the type 
of source of unexpected inputs (human, IoT devices, sensors, 

the system itself1, or other systems), the software can behave 
in an unanticipated way and provide incorrect values. Such 
inputs may lead to many security issues. One of these is 
memory error exploitation, which still ranks among the top 
three most dangerous software vulnerabilities [1][3]. 

Buffer overflow and SQL injection are two examples of 
memory and string-based attacks. The former may be 
executed using long input strings, and the latter may be 
performed when a user enters a piece of SQL that is 
interpreted by a server [4]. The decision that one makes if any 
validation check fails relies on the software type being 
developed. For example, while reporting the issue and 
requesting to re-input the value may be enough in a business 
application, the input value might have to be estimated 
according to previous data in a real-time system that should be 
operated continuously. In contrast, if the source of the input 
value is a sensor, the most recent valid value could be enough 
to use. The paper is structured as follows. Section II reviews 
the existing literature. The research approach is stated in 
Section III. In Section IV, the results are analyzed and 
discussed. Section V discusses threats to the study‘s validity. 
Finally, Section VI summarizes the article and presents plans 
for future work. 

II. RELATED WORK 

Scholte et al. [4] proposed a technique to prevent the 
exploitation of cross-site scripting (XSS) and SQL injection 
vulnerabilities based on the automated data type detection of 
input parameters. They implemented the technique for PHP 
and validated it on five web applications with known XSS and 
SQL injection vulnerabilities. Their technique prevented 83% 
of SQL injection vulnerabilities and 65% of XSS 
vulnerabilities while incurring no developer burden. Veen et 
al. [3] presented memory errors and considered attacks, 
defenses, and statistics. During a short period in the 70s, they 
discussed buffer overflows and established CERTs, Bugtraq, 
and various important methods and countermeasures. A set of 
related research areas is also explored. Tirronen [6] proposed a 
technique to eliminate SQL injection attacks by enabling web 
applications to work with abstract syntax trees while ensuring 
uniform interpretation of the result. The method involved 
moving away from processing data as strings to implement a 

                                                           
1 For configuration, a mobile app can directly read the inputs from itself 

[5] 
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non-trivial XSS-protected application with the method in a 
limited resource. Braz et al. [2] designed an online survey 
involving 146 participants to understand the extent to which 
programmers can(not) discover improper input validation 
vulnerabilities. The participants were assigned to changes with 
one of two vulnerabilities: (a) SQL injection, and (b) improper 
validation of specified quantity input. Only 45% of the 
participants found the vulnerability. There was a lack of 
knowledge and practices to detect vulnerabilities when an 
attack scenario is not visible. 

Rodr´ıguez et al. [7] analyzed over 50 documents to gather 
information on the techniques and tools that were used to 
discover XSS attacks. Their results showed that the trend was 
increasing in the analysis of content and patterns and 
decreasing in the use of artificial intelligence to reduce such 
attacks. Zhao et al. [5] demonstrated an important application 
of input validation, exposing input-triggered secrets such as 
backdoors and blacklists of unwanted items. They proposed a 
tool to find both the execution context of user input validation 
and the content involved in the validation to expose hidden 
functionality. The tool was tested with many mobile apps and 
it was found that they contained more than 12,000 and 4,000 
backdoor secrets and blacklist secrets, respectively. Pereira et 
al. [8] studied a number of buffer overflow vulnerabilities in 
the Linux kernel, Mozilla, and Xen open-source C/C++ 
projects to analyze possible methods of improving their 
detection. The results showed that most of the vulnerable 
source code units were with defects in checking and dealing 
with input data types. Static analysis tools lack rules to detect 
missing or incorrect checking logic vulnerabilities. Moreover, 
there is no causality between buffer overflow existence and 
the value of software metrics. Khalaf et al. [9] explored 
detecting/removing bugs from client-side and server-side code 
using an input validation mechanism. They supported tests 
using easy-to-use and accurate models. A program statement 
that was vulnerable in SQL injection was checked according 
to static attributes. They also presented a script whitelisting 
built into the browser‘s JavaScript engine, where the SQL 
injection was detected and the XSS attack resolved using that 
mechanism. 

In conclusion, in contrast to the existing literature, this 
study tries to identify the most common security issues related 
to input validation and the functions that are the source of 
such issues. This will help programmers and developers to 
give more attention to such functions. 

III. EXPERIMENTAL APPROACH 

An experiment was performed to understand how well C 
programs follow input validation practices. The details of the 
experiment are discussed in the following subsections. 

A. Research Questions (RQs) 

The following RQs are investigated: 

RQ1: What are the most common input validation 
vulnerabilities at source code level? 

RQ2: Which functions are the source of the majority of the 
above input validation vulnerabilities? 

B. Subjects and Variables 

As a representative of software source code, C programs 
are used; they are collected from the GitHub repository2. C is 
still one of the most common PLs in the market [10]. A 
controlled experiment is conducted where the subjects of the 
experiment are 12 open source software (OSS) programs 
written in C; the subjects are arbitrarily selected. The software 
developer of the subjects is a factor that could have an impact 
on the results because individual developers could use the 
same input validation practices for all of their programs. 
Therefore, we control this variable by selecting software 
programs that were designed and developed by different 
people. 

C. Data Source and Tools 

In order to evaluate the RQs, the data source in our 
analysis is restricted to the C PL, since (1) it is widely used, 
and (2) it provides input validation functions or constructs. 
Additionally, the experiment can be performed without any 
confounding factors introduced by different PLs. By 
restricting to just one PL, the results can be placed in context, 
and we can have more confidence in the conclusions. Table I 
describes the data source used for this experiment. There is a 
diversity in domains: education, business, management, 
tourism, and health. The differences among experimental 
subjects (i.e., C programs) were not substantial. The well-
known metric of non-commented lines of code (LOC) was 
used to measure the program size. The mean size is 728.2 
LOC, indicating the programs are small and medium-sized. 

Visual Code Grepper (VCG) was used to collect the input 
validation violations of C programs. VCG is a source code 
security tool (available on the web 3 ) to handle different 
programs, including those written in C. The statistical data 
were analyzed using Microsoft Excel 2016. 

IV. RESULTS AND DISCUSSION 

Table II shows the memory-related input validation issues 
that were discovered by VCG. According to Table II, the top 
two most common input validation vulnerabilities are 
potential memory mismanagement and buffer overflow. 
Before going into the main results in depth, we should first 
note that the reader is supposed to be familiar with memory 
and string functions in C. Interested readers can refer to any C 
textbook for more information. 

                                                           
2 https://github.com/  
3 https://sourceforge.net/projects/visualcodegrepp/  
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TABLE I.  DETAILS OF THE EXPERIMENTAL SUBJECTS (C PROGRAMS) 

Subject Project name Domain Program name Program LOC 

CP1 Stellarium Science Indiserver.c 1528 

CP2 Bank-Management-Program Management bank management system.c 507 

CP3 Departmental-store-management-system Business finalProject.c 453 

CP4 Library-Management-System Education FINAL PROJECT.c 1668 

CP5 Calendar Date and time  Calender&age.c 145 

CP6 Contact-Management-System Management code.c 204 

CP7 Pharmacy management system Health Phamacy Managment System.c 913 

CP8 Student-record-system Education main.c 943 

CP9 Phonebook Application Management Phonebook Application.c 288 

CP10 Personal Diary Management system Personal Personal Diary Managment System.c 618 

CP11 Hotel-menu-and-billing-main Business main.c 49 

CP12 Tux paint Entertainment onscreen_keyboard.c 1422 

Average 728.2 

TABLE II.  MAIN ERRORS REPORTED BY VCG 

Vulnerability 

 

 

 

 

Subject no. 

Buffer 

overflow 

Potential Memory 

Mismanagement 

Accepting anonymous 

internet connection or 

unverified input data 

Can expose 

residual 

memory 

contents 

Facilitate 

format 

strings bugs 

improper 

control flow 
Sum 

CP1 48 3 2 5 2 0 60 

CP2 42 0 0 0 0 0 42 

CP3 28 0 0 0 0 2 30 

CP4 25 0 0 0 0 4 29 

CP5 4 0 0 0 0 0 4 

CP6 18 0 3 0 0 0 21 

CP7 29 0 0 0 0 1 30 

CP8 107 1 0 0 0 0 108 

CP9 2 0 0 0 0 0 2 

CP10 32 0 0 0 0 1 33 

CP11 6 0 0 0 0 0 6 

CP12 23 10 4 2 3 0 42 

Sum 364 14 9 7 5 8 407 

Mean 30.3 1.2 0.8 0.6 0.4 0.7 33.9 

A. Potential Memory Mismanagement 

This problem includes a variety of memory-related errors 
such as memory leaks, using memory inefficiently, invalid 
deallocation, double frees, heap corruption 4 , memory 

                                                           
4 Memory leaks result from memory that is allocated but never freed. 

Using memory inefficiently happens when a program allocates memory and 

fails to use it for a long time. It doesn‘t constitute a memory leak, but can 

waste a significant amount of memory. 

overhead, and file-access violation [3]. The reader is assumed 
to be familiar with such type of errors; interested readers can 
consult [3] for more information. Table III shows a sample of 
lines of code and functions that caused the memory 
mismanagement problems in C programs. From Table III, the 
functions and constructs that caused this problem can be 
divided into three groups: 

 Memory allocation/deallocation functions such as 
memmove, malloc, free, new, and 
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delete. 

 File manipulation functions such as fopen, 

fprint, and fseek. 

 The Goto construct. 

As a feature in C, the above C programs offered control on 
memory usage by allowing the optimization of memory 
allocation for their resources. However, this makes the 
developers responsible for tracking any memory that their 
programs dynamically allocate/deallocate. Otherwise, 
memory-related input validation problems will be introduced 
as in most cases in Table IV. Some of the above experiment 
subjects (e.g., CP12) accessed memory via pointers, which 
produced a memory access error. Use of goto should be 

minimized as much as possible; programmers have been urged 
to abandon the goto statement for more than 50 years on the 

advice of Dijkstra [11]. Despite this, it is still very much used 
in C projects [12]. Fig. 1 shows a sample of CP2‘s source code 
that uses goto in such a case. Use of goto came from the 

fact that C is a non-memory-safe PL in the input validation 
principle. In particular, it does not have explicit error handling 
and cleanup constructs like try/catch (for exceptions and errors 
handling) and finally (for cleanup activity) in Java; the 
programmers must therefore resort to using goto statements. 

Most of the current C projects that used goto are for these 

two purposes [12]. 

In general, tracking memory is not simple—even programs 
written by skilled programmers contain such problems. The 
issue originates when an unallocated area is corrupted, and a 
fatal error often happens in the coming allocation request. 
Besides the use of goto in not handling exceptions and input 

errors [12], there are three main causes of potential memory 
mismanagement problems [8]. 

 Passing a wrong parameter to an allocation function 
such as malloc() and realloc(). 

 Passing invalid data to a deallocation function such as 
free() and delete(). 

 Writing before/after the start/end of the allocated space, 
causing an underrun/overrun error. 

B. Buffer Overflow/XSS 

Buffer overflow is a form of memory mismanagement 
problem. It happens when code goes beyond the portion of 
data assigned to a buffer. In particular, code with a limited-
size buffer accepts unlimited length input. In such a case, the 
program can crash or malicious code can be executed. In 
recent years, this issue has grown rapidly with web 
applications; it is known as XSS attacks, which allow an 
attacker to insert client-side scripts into web pages that the 
victim can access; it is also known as internet buffer overflow 
[9]. As mentioned earlier, writing data to memory beyond a 
buffer occurs with non-memory-safe PLs like C and C++ that 
have no bounds checking. Table V shows a sample of lines of 
code and functions that cause the buffer overflow problem in 
C programs. 

From Table IV, several C functions are known to be 
unsafe and the source of the vast majority of buffer overflow 
attacks. They can be divided into two groups: 

 Functions to read from STDIN (standard input) such as 
scanf(), fscanf(), sscanf() and gets() 

where inputs are taken from the keyboard or file. 

 Functions to manipulate strings/texts such as 
strcpy(), strcmp(), strlen(), and 
strtok(). 

The advice herein is that C programmers should never use 
these functions. Fortunately, there are safer alternatives to 
such unsafe functions. The safer alternatives to strcpy() 

and strcmp(), for example, are strncpy() and 

strncmp(), respectively. However, the safer functions are 

not completely safe because strncpy() was a cause for 

buffer overflow in CP1 in Table V. This finding has been 
confirmed by previous researchers [8]. In particular, the 
unsafe strcpy() takes two arguments—destination and 

source—and the function copies the source, including the 
NULL character, to the destination. Contrary to this, the safe 

strncpy()function takes the same two arguments as well as 

n, an unsigned integral type; the function copies the 
first n characters of source to destination i.e., at most, n bytes 
of the source are copied. If there is no NULL character in the 

first n characters of source, the string placed in the destination 
will not be NULL-terminated. Therefore, there is no guarantee 

that the destination will be NULL-terminated i.e., a non-

terminated string in C is waiting to destroy the program. The 
question is why such functions were then built in C? The 
answer comes from C‘s history; those functions were 
particularly designed to address specific problems in 
manipulating strings stored in the manner of original UNIX 
directory entries, which use a short limited-size array of 14 
bytes, and a NULL-terminator was only used when the 

filename was less than the array. 

C. Timely Recommendations 

Although this problem has been known for decades, it is 
still found in C/C++ software, as has been seen in this study. 
Any application must not be vulnerable to input validation-
based attacks. Therefore there are three timely 
recommendations herein: 

 Use memory-safe PLs. Developers should try not to 
use non-memory-safe PLs that fail to validate inputs; 
such a failing can not only lead to buffer overflow 
attacks (due to long input) but also DoS attacks (due to 
low memory). In contrast, safe PLs can address these 
challenges because they check, at runtime, that any 
access to the memory is within the declared bounds; 
they remove most buffer overflows at source. 

 Perform input validation checks. The first 
recommendation would not always be a good choice 
due to the trade-off between performance and security. 
With memory-safe PLs, there is a necessary 
performance penalty for this validation, and, for that 
reason, much code will continue to be written in C. In 
such a case, the validity of the input should be checked 
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as soon as it is read. This check includes the 
specification of the format and structure of the 
expected inputs, especially considering there are 
different sources for input, as mentioned in Section 1. 
Input validation then relies on different checks; used in 
input checks when the software is implemented, four 
types of checks [1][5] are shown in Table V. 

 Undergo training in writing secure code: The findings 
have indicated a lack of knowledge and practices to 
find vulnerabilities. This finding has also been 
confirmed by a recent study [8] that showed that most 
buffer overflow vulnerabilities are associated with 
missing checks (e.g., missing if construct around a 

statement) or incorrect checking (e.g., the wrong 

logical expression used as a branch condition). 
Regardless of the PLs used in coding, developers 
should have the required knowledge, training, and 
practices of secure source code. 

 Use appropriate security tools: they should also use 
static and dynamic analysis security tools that include 
the use of suites of prebuilt attacks and malformed 
strings that can quickly discover and eliminate 
different software vulnerabilities [13]. Examples of 
such tools that can help developers in this regard 
include Clang-Tidy, FlawFinder, and Loggly by 
SolarWinds, which focus on insufficient input 
validation, XNU memory, and log file analysis and 
SQL injection, respectively [14]. 

TABLE III.  MAIN ERRORS OF POTENTIAL MEMORY MISMANAGEMENT REPORTED BY VCG TOOL 

Subject no. Problematic statement Problematic function Error description 

CP1 

 
memmove(ptr, ptr + 1, --len); 

memmove 

malloc 

Unrestricted memory copy function. Can facilitate buffer overflow 

conditions and other memory mismanagement situations. 

CP2 goto account_no; goto 

Use of the goto construct. The goto construct can result in 

unstructured code that is difficult to maintain and can result in 

failures to initialize or de-allocate memory. 

CP3 
file2 = fopen("tempfile.txt", 

"rb"); 
fopen 

Unsafe temporary file allocation.The application appears to build a 

temporary file with a static, hard-coded name. This causes security 

issues in the form of a classic race condition (an attacker creates a 

file with the same name shared between the application's creation 

and attempted usage) or a symbolic link attack where an attacker 

creates a symbolic link at the temporary file location. 

CP4 rewind(fp); 

rewind 

fopen 

 

The rewind function is considered unsafe and obsolete. Using 

rewind makes it impossible to determine if the file position 

indicator was set back to the beginning of the file, potentially 

resulting in improper control flow. fseek is considered a safer 

alternative. 

CP5, 6, & 11 Buffer overflow (See the next section)  

CP7 fmeds=fopen("Medicines.txt","r"); fopen 

Function used to open a file. Carry out a manual check to ensure 

that the user cannot modify filename for malicious purposes and 

that the file is not 'opened' more than once simultaneously. 

CP8 
new_node = (struct node 

*)malloc(sizeof(struct node)); 

malloc 

fopen 

Potential memory mismanagement. Variable name: new_node 

malloc without free. 

CP9 ft=fopen("temp","wb+"); fopen 

Unsafe temporary file allocation. The application appears to build 

a temporary file with a static, hard-coded name. This causes 

security issues in the form of a classic race condition (an attacker 

creates a file with the same name shared between the application's 

creation and attempted usage) or a symbolic link attack where an 

attacker creates a symbolic link at the temporary file location. 

CP10 rewind(fp); 
rRewind 

fopen 

The rewind function is considered unsafe and obsolete. Using 

rewind makes it impossible to determine if the file position 

indicator was set back to the beginning of the file, potentially 

resulting in improper control flow. fseek is considered a safer 

alternative. 

CP12 

layout->keysymdefs = 

realloc(layout->keysymdefs, 

sizeof(keysymdefs) * (i + 1)); 

 

 

realloc 

malloc 

Potential memory leak. On failure, the realloc function returns 

a NULL pointer but leaves memory allocated. The code should be 

modified to free the memory if NULL is returned. 

Dangerous use of realloc: the source and destination buffers are 

the same. A failure to resize the buffer will set the pointer to 

NULL, possibly causing unpredictable behavior. 
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Fig. 1. Sample of goto procedure in CP2 

TABLE IV.  MAIN ERRORS OF BUFFER OVERFLOW REPORTED BY VCG TOOL 

Subject 

no. 
Problematic LOC 

Problematic 

function 
Error description 

CP1 

strncpy(dp->host, "localhost", MAXSBUF); 

 

 

strcpy 

sscanf 

memmove 

gets 

strncpy 

 

The function appears in 

Microsoft's banned 

function list. Can 

facilitate buffer 

overflow conditions. 

While ―safer‖, the 

current "n" functions 

include non-null 

termination of 

overflowed buffers and 

no error returns on 

overflow. 

CP2 scanf("%d/%d/%d",&add.deposit.month,&add.deposit.day,&add.deposit.year); 
scanf 

fscanf  

The function directs 

user defined input to a 

buffer and so can 

facilitate buffer 

overflows. 

CP3 strcpy(item.product_code, code); 
scanf 

strcpy 
As CP1 

CP4 scanf("%d",&i); 
scanf 

gets 

As CP2 

CP5 scanf("%d",&c); Scanf 

CP6 scanf("%d",&choice); 
scanf 

strcpy 

CP7 gets(c1.name); 
gets 

scanf 

CP8 scanf("%f", &new_node-> university_current_result); 
gets 

scanf 

CP9 scanf("%ld",&p.mble_no); Scanf 

CP10 gets(e.duration); 
gets 

scanf 

CP11 scanf("%d",&a); scanf 

CP12 #define strtok_r(line, delim, pointer) strtok(line, delim 

strtok  

sscanf 

strcpy 

add_invalid: 

printf("\n\n\n\t\tEnter 1 to go to the main menu and 0 to exit:"); 

scanf("%d",&main_exit); 

system("cls"); 

if (main_exit==1) 

menu(); 

else if(main_exit==0) 

close(); 

else 

{ 

printf("\nInvalid!\a"); 

goto add_invalid; 

} 
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TABLE V.  CHECK TYPES FOR INPUT VALIDATION 

# Check type Description 

1 Range checks 
Inputs may be within a particular range. For example, any ratio should be between 0.0 and 1.0; the grade of student should be within 

the range 0 to 100, the date should be legal (e.g., not February 31st ), and so on. 

2 Size checks 
Inputs are expected to be a given number of characters or upper limit. For instance, an employee ID should be represented with 10 

integers, no name with more than 40 characters including family name, no address with more than 100 characters, and so on. 

3 Format checks 

Inputs may be of specific types; if a number is expected, no alphabetic characters should be allowed. For example, email address 

should include @ sign, the person‘s name must be alphabetic with no numbers or punctuation (apart from a hyphen) allowed, and so 

on. 

4 Semantic checks 

This check concentrates on the meaning of inputs. As an example, the reading of a household electricity meter should not be so far 

from that in the corresponding duration in the past year because it is known that the amount of electricity used is expected to be 

approximately the same. 

V. THREATS TO VALIDITY 

Here, we present two threats to the validity of the study‘s 
results. 

 Internal validity: Individual developers would probably 
carry out the same (insufficiently robust) practices in 
all programs. This variable was controlled by selecting 
programs that were written by different developers. In 
addition, the selection of subjects was arbitrary. The 
expected threat to internal validity, if there is one, may 
come from errors in the VCG tool. 

 External validity: The 12 OSS projects are chosen from 
different domains to minimize the effect of domain-
specific issues. Two factors may affect the 
interpretation and reduce the generality of the results; 
studying the input validation practices of developers 
from 12 OSS projects may not be sufficient, and all 
projects considered herein are OSS, i.e., not 
representative of all industrial domains. 

VI. CONCLUSION AND FUTURE WORK 

An indicator of secure source code quality is input 
validation. It is believed that good practices improve program 
protection, which directly affects recoverability and reliability. 
In particular, it helps reduce the chances of producing security 
vulnerabilities in software. This paper conducts an experiment 
to identify the input validation vulnerabilities in programs and 
the problematic functions that lead to such issues. The 
experiment assessed 12 OSS projects written in C, a widely-
used PL that provides input validation functions and 
constructs. The projects have different authors. The results 
show that buffer overflow (or XSS) and potential memory 
mismanagement are the top two most common input 
validation problems. The two types of functions that caused 
the buffer overflow problem are (a) strings/text functions such 
as strcpy and strcmp, and (b) functions that read from 

standard input, STDIN, such as scanf and gets. In 

contrast, the functions that caused the memory 
mismanagement are threefold: (a) memory 
allocation/deallocation functions such as memmove and 

malloc, (b) file manipulation functions such as fopen and 

fseek, and (c) the goto construct used in handling input 

errors or exceptions. Two main recommendations are 
discussed: (a) programmers are encouraged to use memory-
safe PLs. Otherwise, they should perform different types of 
checks for the validity of inputs as soon as they are entered 

(four checks are presented in this paper), and (b) in addition 
they should have the required knowledge of secure source 
code and should be able to use tools/suites for malformed 
strings. The results may not be very surprising for skilled C 
developers, but it is important that there is experimental 
evidence about the use of a set of C functions and constructs. 

There is an open point for further research to examine the 
problems of using different mechanisms for (a) more than 12 
software projects, and (b) real-world systems (not only OSS). 
However, in the second mechanism, there might be a ―data 
scarcity‖ research problem due to a lack of sufficient data 
[14]. 
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Abstract—Polar codes are traditionally constructed by 

calculating the reliability of channels, then sorting them by 

intensive calculations to select the most reliable channels. 

However, these operations can be complicated especially when, 

the polar code length, N becomes great. This paper proposes a 

new low-complexity procedure for polar codes construction over 

binary erasure and additive white Gaussian noise (AWGN) 

channels. Using the proposed algorithm, the code construction 

complexity is reduced from O(Nlog N) to O(N), where N=2
n
 

(n≥1). The proposed approach involves storing the classification 

of channels by reliabilities in a vector of length L, and then 

deriving the classification of M channels for every M where 

M<=L. The proposed method is consistent with Bhattacharya 

parameter based Construction and Density Evolution with 

Gaussian Approximation (DEGA) based construction. In this 

paper, the Successive Cancellation Decoding algorithm (SCDA) is 

used.  Thanks to its low complexity and its high error-correction 

capability. 

Keywords—Polar codes; SNR; successive cancellation 

decoding; error correction; low-complexity; code construction; 

additive white Gaussian noise; Bhattacharya parameter; density 

evolution with Gaussian approximation 

I. INTRODUCTION 

It is usual for communication links to suffer from errors 
due to random noise, interference and malfunctioning devices, 
etc. To correct errors in channel coded data streams, a set of 
algorithmic operations is applied to the original data stream at 
the transmitter. A second set of algorithmic operations is 
applied to the received data stream at the receiver. Encoding 
and decoding operations at the transmitter and receiver are 
collectively called channel coding operations in channel 
coding terminology. Research in channel coding is focused on 
developing high performance channel codes that mitigate the 
effects of errors in communication links. A real challenge here 
is to accomplish this with sufficient simplicity to allow 
practical implementation in silicon technology. Everything 
depends on the complexity of a code, including its power 
consumption, memory requirements, computation power 
requirements, and latency, which determine whether or not a 
code is appropriate for any given scenario. Channel coding is 
somewhat revolutionized by polar codes. 

The polar codes proposed by Arikan in 2008 can achieve 
that capacity of any binary discrete memoryless channel [1], 
researchers from all over the world have been interested in 
polar codes ever since their introduction in [1], polar codes 
can be used in lot of applications like cryptgraphy [2], speech 
communication [3],  data storage [4]. Polar codes are also used 

to develop new block [5]. Polar codes are composed of three 
main stages; namely the construction, the coding and finally 
the decoding. The construction of polar codes is a crucial step 
as they affect the performance of polar codes. In polar codes 
construction, synthetic channels are evaluated by reliability. 
Good channels are selected for information transmission and 
the bad channels are frozen. Where polar codes are capable to 
achieving channel capacity for any binary-input discret 
memoryless channel [1]. 

Polar codes construction step encounters the following 
problem: given N code lengths and K information bit 
length,what is the best way to select K channels out of all the 
available ones, knowing that the remaining N-K bit channels 
are frozen and provided to the transmitter and receiver. An 

indication of the quality of a virtual bit channel   
    can be 

determined by using a variety of metrics. Polar codes take 
effect when the length of the code is very large, which implies 
a large number of computes to know the capacity of each 
channel, As a result, building polar codes is extremely 
difficult and requires a lot of resources. This paper considers 
the construction of polar codes over symmetric binary discrete 
memory-less channels by using a new method to reduce the 
complexity of the construction. Many methods have been 
developed previously in literature to build polar codes, Monte-
Carlo simulations are proposed in [1] with a high complexity 
of O(TNlogN)  where T indicates the number of iterations of 
Monte-Carlo simulations. In [6] and [7], polar codes 
construction is based on density evolution, where convolutions 
of functions are performed and numerical calculation 
precision is limited by the complexity of the process. In [8] 
bit-channel approximations are proposed with a Complexity 
under controlled conditions of O(N.μ2 log μ) (μ a user-defined 
parameter that limits the number of output alphabets at each 
step of the approximation process). Another type of algorithm 
can construct polar codes using Gaussian approximation (GA) 
of additive white Gaussian noise (AWGN) channels [9]–[11], 
this approximation function [11] inherently limits the GA 
method, with some restrictions on the length of blocks [11]. 
Bhattacharya paremeters are used to construct polar codes 
in[1], other constructions methods with variable performance 
and complexity are located in [12]–[14]. 

This paper describes an efficient method of constructing 
polar codes to reduce their computational complexity, if the 
method suggested in this paper is compared to other ones in 
the literature, the method presented here is characterised by a 
reduced complexity. 
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In the following sections of this paper, polar codes are 
described, including their background, with a focus on the 
concept of channel polarization. Section III presents the 
traditional method of constructing polar codes, while 
Section IV provides numerical results that demonstrate the 
effectiveness of the proposed method compared to traditional 
methods and state-of-the-art techniques. Finally, the 
conclusion summarizes the key findings of the study and 
discusses potential future research directions. 

II. POLAR CODES 

In general, all channel coding technologies work in quite 
similar ways, even if the excellent performance of turbo codes 
and LDPC (Low Density Parity Check) codes in practice, 
none of the last codes can be demonstrated to attain the 
capacity of channels exempt the binary erasure channel 
(BEC). Polar codes are members of the block code family 
since they operate on blocks of symbols/bits. To construct 
polar code, two key operations are required: channel 
combining and channel splitting. The channel combining 
process, carefully selected combinations of bits are mapped to 
specific channels. 

Let consider N bits to be sent over discrete binary channel 
without memory (B-DMC) W. Each transmission represents a 
use of W, which means that each bit is passed through a copy 
of W as shown in Fig. 1. 

 
Fig. 1. Combination of two copies of W to form W2. 

The map in Fig. 1 between the input   
  and the vector   

  
can be represented by the equation (1): 

  
    

        (1) 

Where G2 is the basic matrix: 

   [
  
  

]    (2) 

The same operation is repeated with W2 as the basic 
element to produce W4 like presented in Fig. 2. Generally At 
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Fig. 2. Combination of two copies of W2 to form W4. 

III. THE NATIVE CONSTRUCTION 

As mentioned earlier, building polar codes is like finding 
all the best positions of reliable bits positions. The selection of 
the information bits is one of the most important steps in polar 
coding. Polar codes are originally constructed using simple 
bounds on Bhattacharyya parameter bit channels [1], The 
Bhattacharyya parameter is linked to the Bhattacharyya 
distance, which measures the similarity of the probability 
distributions of two symbols [15].  It has been widely used to 
produce good polar codes because of its simplicity. By 
creating a system allowing one to access each bit-channel 
individually, one can send data only through those for which 
the Bhattacharyya parameter is close to 0.   Bhattacharyya's 
parameter Z( ) defined in (5) provides an upper bound on the 
error probability of transmission over W with maximum 
likelihood (ML) decisions when the channel is used only once. 
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Accordingly, channels with Z(  
 )<ɛ are almost noiseless, 

whereas channels with Z W(  
  )>1-ɛ are almost pure-noise 

channels where 0<ɛ<1 [15]. However, it has been cited that 
the parameters’ updates succeeded with equality just for the 
Binary Erasure Channel. 

A. Density Evolution with Gaussian Approximation (DEGA) 

Construction 

Over AWGN channel the Density Evolution with Gaussian 
Approximation (DEGA) is the famous construction for polar 
codes. From the channel stage towards the decision stage, 
DEGA attempts to evolve the densities of the LLRs via the 
decoder. Regardless, precise if the begin is with Gaussian 
densities at the channel stage, the consequent densities at the 
following stages are not Gaussian anymore. The DEGA 
decoder relaxes this by supposing they are approximately 
Gaussian, and consequently it only tracks their mean and 
variance throughout the approach. The relationship between 
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mean and variance should survive at all stages [10]. The 
variance and the mean is defined in (6) where the LLR is 
defined in (7). 

  2
2
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  mL 24var 2 
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The next update is accomplished by DEGA[9]. 
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The function   is given by (8). 
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IV.  NUMERICAL RESULTS AND DISCUSSION 

This section analyses the classifications of polar codes 
virtual channels by reliability for different code lengths over 
AWGN and BEC, the information length is not tested because 
the construction of polar codes depends on the code length. 

A. Classification of Polarizing Channels over BEC 

This part starts by the comparison by reability of 8 BEC 
polarizing channels with erasure probability 
0.1,0.2,0.3,0.4,0.5,0.6,0.7 and 0.8, the results are shown in 
Fig. 3. 

The simulated results that are calculated using the relation 
(17) of [1] indicates that virtual channels are classified in the 
same way independently of the erasure probability. Fig. 3 
shows that for all erasure probabilities, virtual channels are 
classified as below 8->7 ->6 ->4 ->5 ->3->2 ->1 (from the 
most reliable to the least accessible). 

Fig. 4 shows the reliability of 16 virtual channels for the 
following erasure probabilities [0,1,...,0,9]. Fig. 4 shows that 
the classification of 16 virtual channels is the same for all 
erasure probabilities, the classification by consequence is 

16-> 15 ->14  -> 12  ->  8  ->  13 -> 11 -> 10 ->  7  -> 6 ->  
4 ->  9 -> 5 ->3->2->1. 

 
Fig. 3. The Bhattacharyya for 8 BEC polarizing channels. 

 
Fig. 4. Comparison of 16 BEC polarizing channels in terms of reliability 

with erasure probability [0.1, 0.2, …, 0.9]. 

 
Fig. 5. Classification of channel by reliability for N=8 and N=4. 

Fig. 5 compares the classification of virtual channels for 
different code lengths N=8 and N=4. 

The results shown in Fig. 5 proof that the classification of 
virtual channels with index less than 4 is the same in both 
codes. 

Table I provides the classification of virtual channels by 
reliability for several code lengths (N=1,2,4,8,16,32) where 
the erasure probability ɛ=0,25. For ease of analysis, each 
channel index is characterized by the same color in each code 
length. The table shows that the classification is the same 
when the length of the code changes. 

B. Classification of Polarizing Channels under AWGN 

This section analyses channel classifications by reliability 
for different code lengths over  AWGN, the Bhattacharyya 
parameters are used to evaluate the reability for each virtual 
channel, note that the same tests can be applied with Gaussian 
density approximation method.  

In the beginning, reliability of eight virtual channels are 
compared under different values of signal to noise ratio 
(SNR). Fig. 6 shows the reliability of eight polarizing 
channels using SNR -2, -1, 0, 1, 2 and 3. It also worth nothing 
that the classification of the eight polarizing channels by 
reliability remains the same when SNR changes. 
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TABLE I. CLASSIFICATION OF VIRTUAL CHANNEL BY BHATTACHARYYA FOR DIFFERENT CODE LENGTH N=2,4,8,16,32 WHERE         

N Channel index 

2 1 0                                

4 3 2 1 0                              

8 7 6 5 3 4 2 1 0                          
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Fig. 6. AWGN polarizing channels reliability for N=8. 

 
Fig. 7. Reliability based classification of polarizing channels. 

Fig. 7 shows also the classification of eight polarizing 
channels according to their reliability where SNR = 3, 4 and 5. 
It is clear from Fig. 7 that the classification of polarizing 
channels remains the same when SNR changes. Next, to 
evaluate the effect of code length in the classification of 
virtual channels by reliability, the simulation examines the 
classification of reliability for the virtual channels when the 
code length is equal to 32. 

The simulation in Fig. 8 shows the classification of 32 
polarized channels reliability where the SNR changes from 1 
to 5. From the last figure, the classification of channels by 
reabilities remains the same when the SNR changes. 

 
Fig. 8. Classification of 32 virtual channel for different SNR. 

Fig. 9 compares the reliability of virtual channels for the 
different length codes N=8 and N=16. The result shows that 
the classification of virtual channels with an index less than 8 
is the same in both polar codes. 

 
Fig. 9. Classification of channel reliability for N=8 and N=16. 

TABLE II. CLASSIFICATION OF VIRTUAL CHANNEL BY RELIABILITY FOR 

DIFFERENT CODE LENGTH N=2,4,8,16 
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The Table II generalizes the simulation of Fig. 9 by 
presenting the classification of virtual channels by reliability 
for several code lengths (N=2,4,8,16) where the SNR=2. For 
ease of analysis, each channel index is characterized by the 
same color in each code length. The table shows that the 
classification is the same when the length of the code changes. 

Mathematically the purposed procedure to construct polar 
codes with low complexity well be described below in 
algorithm 1. This algorithm uses linear search where every 
element in a reliability vector is checked, starting at 0 and 
going through each element until the desired element is found. 
Otherwise, the search continues until the end of the list. 

Algorithm 1: Find out all good channels index and bad ones 

Input :   

 Channel index vector classified by reliability I  with 

length NI 

  polar code length N where N≤NI 

output: 

 S:virtual channel classified by reliability for polar    

 code with length Nr 

1: for k=0 to N do 

2: for J=0 to NI do 

3:   if the value of NI[J] less or equal N 

4:   S[k]= NI[J] 

5:  endif 

6: endfor 

7: endfor 

8: Return S; 

The latest algorithm uses linear search where each item in 
a list is checked, starting at 0 and going through each item 
until the desired item is found. Otherwise, the search 
continues until the end of the list. There is no better search 
algorithm. The complexity of the newly developed build 
algorithm is the same as the complexity of the search 
algorithm, which is O(N). 

To better understand the algorithm designed, let’s take an 
example of building polar codes, assumes that Gaussian 
density was adopted firstly to construct polar codes. The new 
purposed algorithm for constructing polar codes can be 
applied here by storing in a particular vector (R), the 
classification of virtual channels by reliability from the least 
reliable to the most reliable. Next the reliability calculation for 
each virtual channel will not be done in the next polar code 
construction, there is a need to select the most reliable 
channels of the R vector with an index less than the length of 
the new polar codes. 

V. CONCLUSION 

The previous approaches of polar codes construction 
require one to one compute of the reliability for all synthetic 
channels and use only those that are sufficiently reliable [2]. 
For the gain in complexity and resources, it is worthwhile to 

perform an optimized construction polar codes algorithm. the 
proposed method decreases the computation complexity in the 
construction of Polar Codes. Clearly, the complexity is 
reduced to O(N). Note that when using this optimized 
construction approach, extra memory is allocated to store the 
vector of reliability. 

The memory ressources play a crucial part in the outcome 
of this study, these limitations do have a significant impact on 
the primary finding, future research could seek to reduce 
memory's impact by choosing the best value of the vector 
reliability length for every application. 
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Abstract—Now-a-days, with the rapid and broad emergence 

of local or remote access to services on the internet. 

Authentication represents an important security control 

requirement and the MFA is recommended to mitigate the 

weaknesses in the SFA. MFA techniques can be classified into 

two main approaches: based biometric and non-biometric 

approaches. However, there is a problem to maintain the tradeoff 

between security and accuracy. The studies that have been 

reviewed on both authentication mechanisms are found 

contradictory in the direction of others. In the direction of 

authentication-based biometrics the researchers tended to 

increase the recognition accuracy, while in the other direction, 

the researchers proposed to combine many authentication factors 

to increase the security layers. The main contribution of this 

survey is to review and spotlight on the current state of the arts 

in both authentication mechanisms to achieve a secure user 

identity. This paper provides a review of authentication protocols 

and security requirements. In addition to a detailed review with a 

comparison of secure one-time passcode generation and 

distribution. Furthermore, a comprehensive review of cancelable 

biometrics techniques, attacks, and requirements. Finally, 

providing a summary of key challenges and future research 

directions. 

Keywords—MFA; authentication; OTP; cancelable; 

biometrics; security; identity 

I. INTRODUCTION 

Lately, organizations worldwide have made a quantum leap 
in terms of online application as services expand to the 
customers‘ satisfaction [1]. This led to the manifestation of 
widespread modernized applications as example, users can 
easily perform various operations such as withdrawal, 
payment, and transfer over internet banking websites [2]. With 
the increment of using smartphone devices, authentication 
protocols can be classified into two approaches non-
biometrics-based approach and based biometrics approach [3]. 

Online identity access management (IAM) is one of the 
most important services that require customer authentication 
during daily transactions of funds in a secure way [4]. Some 
current surveys emphasized various types of customer 
authentication protocols used for secured data transfer 
including Single Factor Authentication (SFA) and Multi-Factor 
Authentication (MFA). For instance, [5] elaborated in detail 
the significance of various factors used for authentication and 
compared these factors based on different parameters such as 
universality, uniqueness, collectability, performance, and 
usability. The evolution mechanism of the authentication 
systems is explained in [6] where MFA was implemented for 

the user and Vehicle-to-Everything (V2X) interactions. A 
framework was proposed to identify the missing factors and 
further authenticate the users without supplying any sensitive 
biometric information. Consequently, it enabled an elastic in-
car verification of the occupant using efficient integrated 
sensors. 

In [1] authors analyzed the situation of 30 banks regarding 
the MFA execution in online banking, wherein the main aim 
was to determine the impact of the MFA protocols on the 
regulations, practices, and system security against attacks in the 
banking sector. It was acknowledged that although it is difficult 
to implement the MFA systems, wide adoption of the 
validators taking advantage of the inheritance factors can 
improve both the security and efficiency of the MFA systems. 
Broader adoption of authenticators that take the advantage of 
inheritance factors can improve the security and intricacy of 
the MFA systems. In the context of mobile devices, a 
comprehensive survey was conducted on the behavioral 
patterns of biometrics and constant verification methods [7]. In 
addition, the behavioral biometrics and verification of the 
mobile device; various methods of behavioral biometrics and 
feature extraction were analyzed with a focus on machine 
learning (ML) models‘ performance. The limitations of the ML 
models were discussed with respect to their usage due to the 
security, and usability as well as privacy concerns. 

Also, [8] reviewed the current trends of various MFA 
protocols and analyzed the gaps in the current literature for 
future studies related to the perception of users‘ risks. Different 
identifiable trends in the MFA studies were found, indicating 
the need for new validation techniques. However, it lacked risk 
perception analysis. This work disclosed the presence of 
cultural and demographic biases in the user study designs. In 
general, a recruitment bias for the users was achieved in the 
context of an academic background. 

While [9] argued that an increasement in the attacks against 
the MFA mechanism is mainly related to the nature of the 
authentication protocols, factors, and their importance for the 
security of the advent of mobile money. The study conducted a 
literature review of the attacks and countermeasures in the 
MFA for mobile money. The authors recommended for a 
future authentication system use a secure multifactor 
authentication scheme Personal Identification Number (PIN), 
One Time Passcode (OTP), and biometrics features. Moreover, 
protect data during distribution and storage using end-to-end 
encryption methods. Furthermore, it was stated that despite the 
coverage of several attacks against mobile money other attacks 
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must be considered. Some of best practices are recommended 
by [10] to overcome the drawbacks of several mitigation 
strategies. Meanwhile, the implementation of many 
countermeasures like new families of hash functions was 
recommended for security. The study [11] presented a survey 
of the Cancelable Biometric (CB) methods of various types 
based on cryptography, filtering, transformation, multi-models, 
and hybrid methods. It also addressed requirements and 
performance measures as well as attacks and challenges. 

Most of the related surveys are in the field of non-biometric 
factors and concern the issues related to the improvement of 
the authentication by improvement of MFA-based OTP 
generation and distribution. In the second direction, the studies 
tackle the authentication-based current trend of cancelable 
biometrics methods. Secure digital identity management is the 
main aspect of any authentication system that cannot be 
ignored [12]. 

Thus, this study refers to the most common performance 
metrics, requirements, and attacks for both approaches of the 
related studies [1], [4], [5], [6], [7], [8], [9],  [10], and [11]. 

Although multifactor authentication is a growing and 
prospective research scope but lacks a comprehensive survey 
on this field is not available except for fewer research. This 
survey has made the following contributions: 

 The paper has presented a comprehensive survey of 
both multi-factor of authentication approaches and the 
state of arts; MFA-based biometrics and non-based 
biometrics. 

 Comprehensive review of various security attacks and 
performance measures used in CB. 

 Comprehensive review of various security attacks and 
performance measures used in non-based biometrics 
approaches. 

Section II provides a review of identity access management 
and discusses the authentication protocols, authenticators' 
classification, Authentication security requirements, and 
attacks with countermeasures.  Section III presents MFA 
features, Biometrics types, requirements, attacks, and 
performance metrics of conventional and current trends of 
cancelable biometrics, and Section IV provides a review of the 
current state of the arts of cancelable biometrics approaches. 
Section V describes the authentication of non-based biometrics 
and provides a security analysis of the current OTP generation 
and distribution methods. Section VI emphasizes the key 
challenges. Section VII concludes the paper and presents the 
future directories. 

II. IDENTITY ACCESS MANAGEMENT PROTOCOLS 

An Identity Access Management Protocol (IAM), is a 
controlled access that manages the identity provider (Idp), 
controls the client authentication (signed in), and authorizes 
(permissions) the use of the targeted resources. IAM organizes 
the resource's availability, and accessibility and preserves data 
privacy [4]. 

IAM protocols permit the digital verification of a client 
based on several factors. The recent advancement in innovative 

communication, security authentication, computerized e-
payment, and smartphone devices faced increasing 
authentication challenges due to diverse security threats from 
attackers or phishers [13]. 

A conventional SFA approach can keep approved access, 
login, or get to the secret content by utilizing a single factor-
like username and password. Now, this approach was hardened 
by utilizing at least two factors in the combination process 
[14]. According to National Institute of Standards and 
Technology (NIST), the digital identity of a user is defined as a 
series of functions of authentication, authorization, and 
accounting of a client in a specific context in a unique way (for 
example a payment service) [4]. 

The authentication of the digital identity of a user is 
achieved in practice via the so-called authentication protocol to 
get authorization to get access granted to the resources (data, 
computer program, call object, or procedure). The access 
server is explained in [1] where requests additional user 
information for example in the earlier application layer 
protocol Remote Authentication Dial-In User Service protocol 
(RADIUS), OpenID, Kerberos, OAuth delegation 
framework…..etc. Modern identity providers (Idp) rely on 
Role-Based Access Control (RBAC) to access resources. 

Access control utilizes authentication to verify the user 
identity (uid). In addition, the accounting process is the job to 
manage and keep the records of the user or any other related 
objects and works to provide an assertion of the authorized 
object to the Service Provider (SP) [15]. 

Furthermore, there are many protocols used to manage the 
assertion or to transfer the attributes pairs names and values 
like Security Assertion Markup Language (SAML) protocol. 
SAML protocol transfers the authentication, attribute, and 
authorization decision statements from the Idp to SP to perform 
an action on the requested resource among the relying parties 
as in Single Sing on (SSO) protocol [16]. 

SSO is supported by Azure Active Directory (Azure AD) 
SAML authentication sends requests AuthnRequest 
(authentication request) and receives the responses from the 
Idp (Azure AD), Fig. 1 describes the SSO processes sequences 
to use HyperText Transfer Protocol (HTTP) to post and bind 
the responding to the SP [16]. 

 
Fig. 1. Single sign on workflow. 
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A. Authenticators Classification 

Authenticators can be classified into different categories 
such as memorized and look-up secrets, out-of-band devices, 
token devices, and software as shown in Fig. 2. The salient 
attributes of these authenticators are briefly described 
hereunder [1]. 

1) Memorized secret: When a client shares memorable 

pieces of information with the server he/she has to recall 

including passwords, PINs, pass-phrases, and secret questions. 

The old methods keep the memorized secrets through 

encryption or salting. However, according to the 

recommendations of NIST, the memorized secrets must be 

stored in a form that can withstand both online/offline attacks. 

In addition, it must be hashed via the approved hash function 

[17]. 

2) Look-up secret: It can be electronic records of a secret 

set shared between the client and server to attest to a 

possession factor. Then to complete the transaction, the client 

has to provide the secret associated with definite positions in 

the records [18]. For example, the user or applicant may be 

asked by the verifier to give certain subsets of the 

alphanumerical characters or strings printed on a card in a 

tabular format [19]. 

3) Authenticator device: A small hardware device is used 

to generate an authenticator output. This authenticator 

platform may be constructed into a specific user‘s device and 

employed on the connected devices whereas the roaming 

verifier links to a device platform via transport protocols [20]. 

4) Software authenticator: It is sometimes called a 

software token, wherein the programs are executed to generate 

the authenticator‘s output. The software authenticator act as 

the coordinate of verifier devices for both SFA and MFA 

software authenticators. The authenticator based on the 

software may be implemented on laptops, tablet computers, or 

smartphones. For instance, a mobile application on the user‘s 

smartphone can be considered a kind of phone-based 

authenticator [21]. For security purposes and to prevent 

unauthorized access to the private or secret data domain, an 

authenticator based on the software might employ the Trusted 

Platform Module (TPM) on the client device or trusted 

execution environments of the processor. Authenticator 

devices or hardware are classified into SFA and MFA types as 

explained below [22]: 

a) MFA is known as a Time based OTP key (TOTP) 

token. When the TOTP devices or software share the user's 

OTP periodically, OTP will be popped up to the user or reach 

his email or SMS box. Then, the user should manually enter 

the OTP into the input text box for the successful execution of 

an MFA protocol completely [22]. 

b) Using MFA, various devices or software generate 

tokens in the form of alpha-numeric string which needs some 

PIN, biometric or secret data for activation, thereby 

confirming both ownership [22]. 

5) Out-of-band device: These types of authenticators are 

shared exclusively over the specific secondary channels (for 

example an SF device) that approve the possession factor 

initiated by a secondary mobile phone network channel. 

Usually, this kind of authenticator depends on a SIM card [4]. 

The MFA methods rely on mobile phones app where some 

depend on notification or OTP authentication (event and time-

based). Upon receiving the OTP generated by the server and 

dynamical sharing the user can go for the online transaction 

[17]. The SMS notification is subjected to security concerns as 

analyzed afterward. The main flaw in the authentication 

process is that the user must carry many hard tokens for a 

different account like Universal 2'nd Factor of authentication 

(U2F), Near Field Communication (NFC) devices, or Secure 

Digital (SD) cards. Another threat to the authentication of the 

user‘s account is related to the loss or theft of these devices. In 

addition, many organizations prohibit carrying the electronic 

devices to or outside the workplace due to security policies. 

Due to this reason, most of the mobile phones do not have 

flash memory ports. One cannot upgrade or update the hard 

tokens because they require a new hard token for each account 

up-gradation or reconfiguration [2]. High costs are involved in 

purchasing or exchanging tokens of this type. 

 
Fig. 2. Authenticator's classification. 

The MFA scheme for mobile and smartphones gives an 
option for the dedicated physical device. For the authentication 
process, one can use the security tokens in the dedicated device 
(only known by the individual user) and a one-time password 
usually 4 to 6 digits [23]. This OTP is sent to the mobile device 
of the customer via SMS. In short, smartphones are beneficial 
because the customer carries them most of the time and are free 
of cost [24], [25]. Regardless of the popularity of SMS 
verification, it is recognized as the most widely adopted 
method for user account authentication [2]. Google and Apple 
introduced an SFA process for their users with the notification 
of new events when OTP is being delivered to the user‘s 
phone. The SMS application depends entirely on the security 
of the mobile phone operating system [26]. 

B. Security Requirements and Attacks 

The most organization today focuses on information 
security policies to protect their data as the Confidentiality 
Integrity Availability (CIA) model or Availability Integrity 
Confidentiality (AIC) triad Fig. 3. Confidentiality, integrity, 
and availability objectives should be taken together to provide 
information security [27]: 
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1) Confidentiality: The sensitive and personal data of the 

user should be secured from illegitimate access where the 

failure to protect the data means there is a data breach or 

success of the adversary to get access to the data. 

Impersonating, replay masquerade, spoofing, social 

engineering, and phishing are the most common attacks 

against confidentiality. While using Encryption, Quick 

Response code (QR),  Biometrics, username, and password 

represent the common countermeasures techniques against 

these types of attacks [3]. 

2) Integrity: The security control must be able to protect 

the data from being modified which means the accuracy of the 

reverted computational outcomes upon saving or transmitting 

the data over networks. Insider intruders or external Man-in-

the-Middle (MITM) are the common types of attacks against 

integrity. While encryption of the data and error detection in 

the transmission are common countermeasure techniques 

against these types of attacks [27]. 

3) Availability: To ensure the authenticated user 

accessibility to the resources at need or the reliability of the 

system uptime. Denial-of-Service (DoS) and Distributed 

Denial-of-Service (DDoS) are common attacks against 

availability. While virtual systems are the common techniques 

to keep availability [28]. 

 
Fig. 3. CIA security requirements model. 

Performance: Besides security requirements, it is important 
to refer to the most common requirement to implement and 
evaluate any authentication system performance. In addition to 
recognition patterns performance that its indicators can 
evaluate the system's ability to distinguish among the users to 
reduce the EER of biometric systems [29]. 

III. MULTIFACTOR OF AUTHENTICATION TYPES 

Authentication occurs when a user is prompted during the 
sign-in process to different kinds of resources like networks, 
devices, or apps that require the client to provide the identity. 
Using this identity, the client can access these resources 
together with authenticity proof [30] such as entering a code in 
the cellphone of the user or scanning a fingerprint. A basic 
form of authentication requires only one feature or factor, 
typically a password. To add another security layer, access to 
various resources might need over and above one factor so-
called MFA whenever several factors of evidence are required 
[22]. There are many types of MFA as described below in 
Fig. 4. 

 
Fig. 4. MFA types. 

A. Something the user has (Ownership) 

Some physical things the user owns like a secret code flash 
drive, bank Automatic Teller Machines (ATM) card, credit 
card, master or visa debit cards, or hard tokens. In this regard, 
the Universal 2'nd Factor (U2F) is an open standard that 
secures the transaction. It can be designed using USB or 
similar security technology-based Near Field Communication 
(NFC) devices [4], and the main drawback where the devices 
are stolen or lost without enough strength encryption. 

B. Something the user Knows (Knowledge) 

Some knowledge that only the user knows includes the 
password, PIN, secret question, answer, and so forth wherein 
the knowledge-based is the most commonly used. Herein, the 
user needs to reveal secret knowledge for obtaining the 
authentication. The password strength (complexity) represents 
the measure of how effectively a password can resist brute 
force and guessing attacks. Passwords require the use of long 
and random char types that are not found in the usual 
dictionary and might enforce the attackers to attempt all 
probable values [27], [31]. 

C. Somewhere users are (Geo-Time-Zone) 

Employment of the user‘s geographical position acts as a 
location-based factor that deals with the customer's location at 
the login session including the physical location of the user. 
Upon being securely connected to the server, the user is only 
allowed to log in using the PIN code. While connected to the 
network the user might have to enter the password if necessary. 
This can be appropriate as access to the server for monitoring 
the plan depending on the time zone for the user [32], [33]. 

D. Something user is (Biometrics) 

This type represents the biometric features that can be 
classified into the physical characteristics (biometrics) of the 
user like the fingerprints, iris, voice, facial, tongue, ears, and 
the vascular and micro medical biometrics like DNA, and 
ECG. The second type is the behavioral biometrics like typing 
speed, keystroke patterns, emotions, signature, gait, voice, 
height, gender, ethnicity, and so on are in the domain of 
something the user is. Biometric modal can be classified into 
two main types Unimodal and Multimodal [34]. 

1) Unimodal represents a single biometric feature. 

2) Multimodal biometric systems Multimodal biometrics 

are developed by combining many biometrics features. 
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Fig. 5. Biometric system stages. 

For authentication, multimodal biometrics features can be 
combined through fusion at different levels; sensor level, 
Feature-extraction level, Matching-score level, and Decision 
level [35]. Biometrics identity verification techniques can be 
used to measure the features of a user through sequences of 
processes Fig. 5 [36]. 

1) Acquisition stage: in a biometric system the first is to 

acquire the bio-data of users by sensors. For face and iris 

images, the sensor is typically a camera, the sensor like a 

camera is typically used to capture the face and iris, and the 

scanner is used for fingerprints and a microphone for voice. 

the quality of sensors has a significant impact on the 

performance of acquisition bio-data as environmental 

conditions like different sources of noises impacted the 

brightness, resolution of the captured image, or the depth per 

inch (dpi) [11] and [37]. 

2) Feature extraction stage: pre-processed to remove 

noise and abnormalities from the acquired bio-data to extract 

the bio-features for the individual ideally and uniquely. Like 

the fingerprint minutiae point where the position and 

orientation are used in the fingerprint image system to store 

these points during user enrollment. 

3) Matching and decision stage: In this stage decision of 

accepting or rejecting is based on the matching scores 

comparing the features values of the stored template against 

the score that is generated from the enrolled stages comparing 

the matching score to a fixed threshold, the scores should be 

high to indicate the degree of similarity of the same individual 

(genuine matching) [38]. 

E. Biometric System Requirements 

1) Uniqueness: The use of biometric features to identify 

the user's digital identity is one of the authentication methods, 

which must be unique, but twins can have identical features, 

and therefore the methodology is considered incomplete 

without adding other biometric factors such as fingerprints 

[11]. 

2) Collectability: The process of acquiring biometric 

properties should be easy, especially when assembled for a 

database system, and here it needs to be more acceptable. 

3) Performance: As we have reviewed, the biometric 

system must achieve high accuracy and must be with low 

errors or failure to enroll, which represents the main concern 

of researchers and the extended challenge, Failure to Enroll 

(FTE), and an increase in the False Acceptance Rate (FAR) 

and False Rejection Rate (FRR) are among the challenges that 

constitute an added burden when designing multifactor 

authentication systems because the error is costly to the 

system and lead to invocate algorithms and other supporting 

methods when accessing the system [35]. 

4) Spoofing: There can be no guaranteed biometrics 

system. With the presence of various fraud methods, 

signatures can be forged, voices can be imitated, and fraud 

remains one of the most challenging attacks, as these attacks 

must be addressed [7]. 

In addition to the usual context of biometric requirements, 
the new requirements of the cancelable biometric systems. 

1) Non-inevitability: original biometric template should be 

computationally hard to be recovered from the transformed if 

got compromised [11] and [29]. 

2) Diversity: should not use the identical biometric 

template in wide applications to prevent the reusability of the 

compromised templates [11] and [29]. 

F. Attacks on Biometrics System 

Many attacks on the biometric system could attack at the 
sensor level like spoofing attacks, another at the application 
level like brute force attacks, and the database levels like 
inverse, pre-image, and dictionary attacks. Replay, 
presentation, MITM, and eavesdropping attacks are other types 
that thread the network and data transmission which can be 
countered through utilities time stamp or transmit the 
encrypted data over a secure channel [39]. On the other hand, 
clients‘ fears of bio-data breaches are one of the new 
challenges that the International Organization of the Red Cross 
has indicated, which is the refugees‘ fear of leaking their vital 
data upon receiving financial support from the organization, 
even in cases related to their biometric data and medical data 
[40]. 

The stolen and exposure of biometric data is not a 
theoretical concern, there are many existing real-world 
examples, in 2015 about six million fingerprints of people 
associated with the U.S. government sector of Office of 
Personnel Management breach. In 2019 of Suprema‘s BioStar 
2 about 1 million fingerprints, as well as facial recognition 
information records, are stolen from the publicly accessible 
database [40]. In 2020 and according to Kaspersky‘s analysis, 
Kaspersky researchers referred that 37% of the servers that 
process and store biometric data were the target of malware 
attacks. [41] RSA Conference in San Francisco, In February 
2019, the security expert demonstrated the success of real-time 
attacks like social engineering schemes, phishing SMS and 
emails, session hijack, and MITM attacks to intercept the 
traffic to circumvent the MFA[41] and [42]. In academic 
research, many attacks are proposed as [43] proposed an attack 
that used the distribution of order statistics to reverse the 
protected iris template of the ordinal ranking value of the 
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original stored iris templates. The proposed reverse-attack 
successes to recover greater than 95% of the template and can 
correctly correlate two templates of 100%. The author in [44] 
proposed MFA authentication of cancelable biometric hashing 
mechanism against the attacker is assumed to know the user‘s 
password that is bound in the bio-hash code of the face image, 
the scheme is based on 1-bit compressed sensing signal 
reconstruction by reducing the number of measurements 
required to acquire signals through sensing and achieved high 
security 

G. Biometrics System Performance Metrics 

NIST SP 800-63B referred that biometrics can be utilized 
as important factors together with other factors (something 
users know). Furthermore, according to ISO/IEC 2382-37, in 
identification matching and authorization, the choice of the 
threshold value should be assigned carefully in a closed group 
of 0 for no match and 1 for the full match, an intruder or 
imposter matching score that exceeds the threshold give high 
FAR or the False Match Rate (FMR), while the genuine that 
less than the threshold gives high FRR or the False Non-Match 
Rate (FNMR) [42]. While the False positive (FP) denotes that 
exceeding the threshold of imposter scores, the False Negative 
(FN) sign that genuine client scores are below the threshold. 
Where the true positive refers to the genuine client and the true 
negative represents the imposter client [11], [36]. The relation 
of total scores can be defined in the below functions to measure 
the performance metrics: 

 False Acceptance Rate/ False Positive Rate 

FAR=FP/FP+FN                       (1) 

𝐹𝐴𝑅 = 𝐹𝑃𝑅 = 𝐹𝑀𝑅 ∗ (1 − 𝐹𝑇𝐴)   (2) 

 False Reject Rate (FRR)/ False Negative Rate(FNR) 

FRR/FNR=FN/TP+FN             (3) 

 True Acceptance Rate (TAR) or Genuine Accept Rate 
(GAR) 

𝑇𝐴𝑅 = 1 – 𝐹𝑅𝑅                        (4) 

𝐹𝑅𝑅=𝐹𝑁𝑅= 𝐹𝑇𝐴 + 𝐹𝑁𝑀𝑅 ∗ (1 − 𝐹𝑇𝐴)   (5) 

 True Acceptance Rate (TAR) or Genuine Accept Rate 
(GAR) 

𝑇𝐴𝑅 = 1 – 𝐹𝑅𝑅                        (6) 

 Half Total Error Rate (HTER) 

𝐻𝑇𝐸𝑅=𝐹𝑁𝑀𝑅 + 𝐹𝑀𝑅/2          (7) 

 Failure to Enroll rate (FTE): represents the total 
number of the user‘s failed attempts to enroll in the 
bio-system successfully or the number of unsuccessful 
attempts to enroll in the bio-system. 

 The Receiver Operating Characteristic (ROC): this 
curve can plot the FMR on X-axis while plotting the 
FNMR along the Y-axis, or FAR vs FRR, or TAR vs 
the FAR. 

 Equal Error Rate: It is another performance 
measurement to evaluate recognition where the FAR 
and FRR are equal. 

Accuracy=TP+TN/ 𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁     (8) 

 Training Time: is the time of the learning algorithm to 
training data. 

 Testing Time: this is the time of the process to test data 
in the learning algorithm. 

IV. AUTHENTICATION-BASED CANCELLABLE BIOMETRICS 

APPROACHES 

The current trend of authentication research is to integrate 
biometric data through cancelable mechanisms that should 
fulfill the aforementioned cancelable biometrics requirements 
in subsection E of Section III. The concept of cancelability is 
derived from the concept of one-way functions through 
Cartesian, polar, functional, and hybrid transformations, but the 
disparity in the entries of the same user (intra-user variations) 
and subject to errors, and that is what we have been observed 
in most of the researches that attempts to improve the methods 
of transformation through two main approaches BioHashing, 
and BioEncodding [11]. [37] proposed cancelable biometrics 
based on a Hill cipher transformation of the biometric signals 
of face and palmprint as multimodal. The author in [45] 
proposed to use the deep Convolution Neural Network (CNN) 
to protect the face templates based on random projection. The 
first extract is the features vector from the face image with 
224*224 VGG face input. then, during the training of 15 layers 
4096-dimensional output with dimensions of 1599*4096 is 
projected randomly then reducing the dimension of the feature 
vector to 1024, the deep CNN is trained (to predict the binary 
code) by set neuron values to 1 if the threshold is 0.5 and 0 for 
else. Then the proposed deep CNN can remove the 
redundancies feature vector. [46] proposed cancelable 
biometric-based feature random projection to protect the 
template data against the Attack via Record Multiplicity 
(ARM), when the adversary may succeed to obtain multiple 
transformed templates from different applications to retrieve 
the original feature vector, which is critical to privacy and 
identity requirements. The basic matrix is connection with 
local feature slot to generate the key that is discarded after the 
use. 

A valuable privacy-preserving research [47] proposed an 
authentication biometric key agreement based on cancelable 
biometrics. The proposed scheme integrated fuzzy commitment 
and Elliptic Curve Cryptography (ECC) cipher to guarantee the 
security of users' bio-templates against cybercrime thefts. the 
scheme is utilized the Random Distance Method (RDM )to 
generate non-invertible templates by using a random grayscale 
salting matrix that is added to the original feature vector 
values, then performing the median filter to divide each vector 
into two equal-size vectors to get the pseudo-biometric 
template. 

In addition, [48] proposed protecting the transformed iris 
template by using ordinal ranking after XORed the user-
specific string with the IrisCode string. Another proposal by 
[49] is to get better performance by enhancing Index First One 
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(IFO) hashing for iris templates. The binary confidence matrix 
considered the variation in noisy iris Biometric Template 
Protection (BTP) systems. the Fully Connected Architecture 
(FCA) and Bilinear Architecture (BLA) are used by [50] to 
hash a binary vector template.  The proposed framework based 
on Deep Neural Networks (DNN) was tested on 50 subjects 
only. The author in [51] proposed a Multi-Instance Cancelable 
iris authentication Deep Learning (MICBTDL) and used a 
CNN (triplet loss) and trained to differentiate a positive image 
from a negative on IITD and MMU iris dataset images. Both 
[52] and [53] proposed to encrypt the Iris Codes using classical 
cryptography algorithms. 

Table I presents the summarization regarding CB systems 
and provides an overall idea about the recent direction of 
authentication-based CB. Ten recent works have been 
summarized based on four categories which are: ―purpose of 
the research‖, then ―proposed methods‖, ―Bio-Feature‖, ―Bio-
Dataset‖ and finally ―Performance‖ measurement of the 
research that has been used in the experiment. 

TABLE I. SUMMARY ANALYSIS OF THE RECENT CB SCHEMES 

Ref. 
CB Scheme 

Bio-

Features 
Bio-Dataset Performance 

[37] Hill Cipher 
Face 

Palmprint 

Face={ORL, Indian 

Face, Yale} 

Palmprint={PolyU, 

CASIA} 

EER 

[49] 
Confidence 

matrix 
Iris CASIA Iris v4-interval EER 

[45] 
Random 

projection 
Face 

CMU-PIE, FEI, Color-

FERET 
GAR 

[46] 

Feature-adaptive 

random 

projection 

Fingerprint 
FVC2002 DB1-DB3 

and FVC2004 DB2 
EER 

[52] 
Encryption 

(3DES+Twofish) 
Iris CASIA-IrisV3 GAR 

[47] 
Random distance 

method (RDM) 

Fingerprint 

Face 

Iris 

Fingerprint={FVC2006} 

Face={CASIA-Face 

V5} 

IRIS={IRIS(LWIR)} 

FAR, EER, 

ROC 

communication 

computational 

[53] 
Encryption 

(AES) 
Iris CASIA-IrisV3 EER 

[48] Local rank Iris CASIA Iris v3-interval EER 

[50] 

Deep neural 

networks 

Integration 

Face 

Iris 

Face={ Casia-Webface} 

Iris={CASIA-Iris-

Thousand} 

GAR 

[51] MICBTDL Iris IITD+ MMU EER 

V. NON-BIOMETRICS AUTHENTICATION METHODS 

Previous literature demonstrates authentication-based 
cancelable biometrics to account for authentication 
mechanisms and the current methods to enhance the pattern 
recognition of biometric features. 

In this section, non-based biometrics authentication 
methods have been summarized according to the methods for 
generation and distribution. Also, tabular evaluation matrices 
have been summarized in each section. These evaluation 
matrices provide a structured technique for the outcome of the 
metrics and the criteria of the proposed methods. In OTP 
Authentication Procedure The server customer or application 
(Object/Service) as a client has to register an online account 
and provide the mobile number and other required information 

during the registration process so that online login to the bank 
server (as an example) is successful (Fig. 6). 

1) The server exchanges the OTP code with the registered 

mobile number, email, or application, and the code is used as a 

second layer of the authentication mechanism for any 

transaction achieved through the following steps [10], [54]. 

2) The client requests a transaction to connect with the 

server using his credentials username and password. 

3) The server checks the client validity and if successful 

then initiates the OTP generation algorithm. 

4) The output of step ii should be encrypted using 

cryptography algorithms (Symmetric or Asymmetric) or 

hashing then forward to the client. 

5) The client's application decrypts the obtained OTP if it 

is encrypted on the server side. 

6) The client's application gets the OTP code in step 4 and 

enters it manually or automatically in the text box of the bank 

application. 

7) The server receives the code from the client then checks 

the comparison condition if success then completes the 

transaction during the timer period. The server should 

acknowledge the client for the verification of the transaction 

status (success or failure). 

Steps 2 and 3 being optional are recommended according to 
NIST special publication 800-63B privacy requirements [55] 
against various attacks such as birthday, offline/online 
guessing, impersonation, rainbow, a man in the middle, key-
recovery, and collision types. 

 
Fig. 6. One-time passcode workflow. 

B. One-Time Passcode Generation Methods 

The first attempt to overcome the weaknesses of finite OTP 
generation for authentication was by [56] using a hush chain. 
The author in [57] proposed a model to generate OTP. The 
model addresses the weaknesses of the Lamport method when 
finite generation OTP and used the hash chain function. 
However, the bottleneck of the proposed model is the server 
generates an unlimited OTP code for each client login. The 
author in [58] proposed a model to overcome the weaknesses 
of the OTP model of Lamport using a Merkle tree an L-divided 
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tree (with the binary tree), and the hash chain. The author 
illustrated the proposed model examples without 
implementation. A model was proposed [59] for generating the 
OTP using the following steps. The first step was based on the 
certification authority's client login details user name and 
password and converting it to 8 bits. The second step converted 
the message's length to 8 bits. In the third step, a binary code is 
converted to decimal base (CB2D) was used to convert 16 bits 
(2 × 8 bits) to base decimal, the conversion result is two 3 
decimal digits. Fourth step used 3 Vedic multipliers to get the 
OTP multiplied by two decimal digits. The proposed OTP 
generation method used the user name and the password 
credentials without encryption. 

A novel method was introduced [60] for improving the 
verification in mobile banking using lightweight and solid OTP 
generators. The OTP generation model is based on three client 
factors (6 digits of the last transaction date DD: MM: YY. The 
last transaction amounted to 16 digits, wherein three login 
characters of the password were selected. The client must have 
an SD card containing initialization vectors (IV) set of 256 bits, 
AES-256-XTS encrypted random keys, each key of 256 bits 
was divided into two portions, each one containing 128 bits on 
the user‘s side and the other half on the server side. Then it was 
XOR'ed followed by concatenating and hashing together via 
the SHA 256 for using the AES-256-CBC to encrypt the OTP. 
Afterward, it was sent to the client via the internet to the 
mobile device of the client to make a comparison of the 
transaction is succeeded.  All the used 256 keys were stored in 
the hardware component SD Card with the bank client. Later, 
the OTP was sent only through the internet only when the 
client application initiates a session of user online login. OTP 
length is 64 digits only, without considering using case-
sensitive characters like uppercase letters or symbols, charset 
sizes are medium (0-9, a-z). 

An OTP generation scheme is proposed by [31] for 
authentication purposes. The first step encrypts a randomly 

selected image stored in the server database using Bitwise 
Masking Alternate Sequence (BWMAS). A two-step 
authentication model was proposed to generate the OTP on 
many intermediate operations. Then in the second stage, OTP 
was sent by e-mail to the client. The researchers in [61] 
proposed an algorithm for the implementation of secure OTP 
generation. OTP was a mixture of the present time value of 3 
digits from the login time (HH: MM: SS) to shuffle the hex and 
octal which is obtained via the back-end server-generated value 
random operation. This value is 32-bits in size, producing an 8-
digit of number combination. Fixed length OTP of 8 digits only 
is obtained without including the small or capital letters as well 
as symbols, generating a complexity of 232= 4294967296 
combinations. 

Table II elucidates the OTP generation using various 
schemes [59] [60], [31], and [61] including the proposed 
methods, initial data of OTP generation, encryption 
mechanisms, hash functions, delivery methods types such as 
email, SMS, Internet, and the authentication protocol. 

C. One-Time Passcode Distribution Methods 

First, the client has to enroll in the first phase at the server 
for receiving the OTPs. In addition, the client must declare the 
procedure of distributing the OTP via his/her email or SMS, or 
some apps [57]. An approach was proposed [62] for online e-
banking authentication using OTP. This approach provided a 
mechanism for the generation of an infinite and forward OTP 
utilizing SHA3 and SHA2 followed by the dynamical 
concatenation understandable by humans. An inimitable 
verification scheme was employed with a distinct initial seed 
for generating several OTPs on the users‘ mobile devices. This 
method showed superior performance compared to the existing 
authorization techniques. This is due to the eradication, during 
the authorization process, of cellular networks. The findings 
that are critical for online transactions have shown a high 
degree of success and efficacy in the verification and 
authorization. 

TABLE II. SUMMARY ANALYSIS OF DIFFERENT EXISTING ONE-TIME PASSCODE  GENERATION STUDIES 

Ref. Methods Initial data Cryptography 
Hash 

Functions 
Media 

Authentic

ation 

[59] CBCD and 3 *3 Vedic Multiplier Client's User name and Password No No Internet MFA 

[60] 

The OTP generation model is based on client factors 

and then encrypted and hashed them and forwarded to 

the server-side as a 64digits length 

selected three client factors: last 

transaction date DD: MM: YY, 

Last transaction amount to 6 bits, 

three login password characters 

AES-256 SHA2-256 SMS MFA 

[31] 

OTP is generated by applying Bit-wise Masking and 

Alternate Sequence (BWMAS) on selecting a random 

image stored at the server database Provided by 

Clients to generate numeric OTP. 

Biometric Fingerprint No No 
Email/S

MS 
MFA 

[61] 

Server-generated random value OTP would be a 

combination of the current time value of 3 digits from 

the login time to shuffle the hex and octal to that 

combined value. This value is 32-bit in size, which 

produces an 8-digit number combination 

Current Time of login session 

HH:MM: SS 
No No SMS MFA 
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The OTP is sent via cellular data to the client, without 
using encryption methods to protect data privacy. Generally, 
the methods for the OTPs distribution are multiple and have 
their own merits. The business organization looks for a method 
of OTP verification distribution, especially via SMS and email. 
The OTP-based SMS is usually utilized for the users‘ login and 
password resetting. Several organizations particularly the 
financial sectors send the OTPs via SMS and email as an 
additional confirmation step for the users. The following 
modes are used: 

1) Email-Based: The OTP can be delivered to the client 

through his/her Email [63]. 

2) SMS Based: The OTP can be delivered to the client 

through his mobile phone over-the-air SMS or delivered to an 

OTP application [63]. 

3) Push notifications: These can be sent to the client's 

registered smartphone for out-of-band authentication which 

could not be intercepted at the point of password entry when 

the client approves the request. Then, the authentication 

application informs the server that the client is confirmed. The 

authentication-based push notification provides a higher level 

of security since it addresses the most important SMS and 

email shortcomings, such as vulnerability to replay attacks. It 

is even faster than typing in a passcode [64], [65]. 

4) Hard copies: Some banks provide clients with hard-

printed OTPs for each transaction [63]. 

Many methods are used to distribute an SMS or email 
wherein each has its weaknesses. The OTP distribution 
schemes are simpler for the companies because of the 
abundance of the SMTP to SMS channels. No setting is 
required for the clients wherein they just request a code to log 
in. The ease of administration related to the delivery of OTPs 
via SMS and email is frequently utilized, enabling temporary 
access. Nonetheless, OTP is MFA which is something that the 
user knows, and the mobile devices (phones, computers, smart-
watches, tablets, and so forth) something that the user is not 
essentially true. 

Using email and SMS delivery protocols (something one 
has) the OTP is sent to the user. Presently, several phone 
numbers can be cloned which affects the authentication of the 
client identity [66], [67]. In this regard, email phishing, spear-
phishing, and scammers can develop ways that entice the 

clients to enter a username or password and follow a suspicious 
link or download malware applications. Thus, visiting certain 
authentic-looking websites permits the adversary to steal the 
credentials or gain control of the users‘ devices [62], [63]. 

The OTP overcomes the shortcomings of the SFA like 
traditional password because it's not reusable and it can be 
distributed through the Out of Bound (OOB) channel as well as 
not vulnerable to replay attacks. Therefore, it‘s more secure to 
transmit an OTP over a push notification. Due to the rapid 
adoption and fast growth of push authentication, it offers a 
low-cost, easy-to-use, and secure substitution for email and 
SMS distribution methods [68]. 

Table III shows the comparison of main property qualities 
such as security, message size, feedback possibilities, response 
time, and cost among SMS, email, and push notifications. It is 
argued that push notification is the best method that could be 
used for OTP distribution due to the low cost, high speed, and 
more secure than other methods of OTP distribution. While in 
[69] the authors proposed a model to improve the OTP 
distribution security using Elliptic Curve Cryptography (ECC) 
and Iris for key generation. The model encrypted the generated 
OTP and sends it as ciphertext, not as plain text. The use of 
ECC with the iris code-based public key could encrypt the 
OTP successfully and send it through email. The author in [70] 
utilized lightweight cryptography and text steganography to 
encrypt and hide OTP to send the stego text as an SMS to the 
mobile application of the client. This method was used to 
protect the delivery of OTP SMS where the OTP was 
encrypted and steganography ciphering was exploited for 
hiding it in a standard SMS. This process used the Date of 
Birth (DOB) of the customer with the secret four digits of PIN 
only as a key to encrypt and decrypt the OTP. The author in 
[71] proposed a mechanism for protecting OTP delivery from 
many types of attacks, especially smartphone Trojans. A 
virtual dedicated channel was used to secure SMS-based OTPs 
against cell phone Trojans stealing SMS. By assigning a port to 
transmit and receive OTP via TCP/ UDP from the service 
provider, and protect the mobile application's storage files 
internally. 

Table IV enlists the secure end-to-end distribution of OTP 
[69], [70], [71] based on many categories such as proposed 
methods, encryption mechanisms, hash functions, delivery 
methods types (for example email, SMS, internet), and 
authentication protocol. 

TABLE III. COMPARISON OF MAIN QUALITIES IN ONE-TIME PASSCODE DISTRIBUTION STUDIES 

Parameter SMS Email Push Notification 

Security [20] Medium Low High 

Message size [72] Limited (140 Bytes) Long Moderate (according to app settings). 

Feedback Possibilities  [73], [74] Yes (If  the sender is Known) Yes (If  the sender is Known) Yes (according to app settings). 

Response Time [73], [74] Medium Low High 

Usability of intuitive user interfaces[75] Medium Low High 

Cost [76] High Low Low 
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TABLE IV. SUMMARY ANALYSIS OF DIFFERENT ONE-TIME PASSCODE DISTRIBUTION STUDIES 

Ref. Methods Initial data Cryptography 
Hash 

Functions 
Media Authentication 

[60] 
Traditional OTP Generation 

and Distribution 
Numeric (0-9) No No SMS MFA 

[69] Secure OTP distribution Iris of client 
Elliptic Curve 

Cryptography (ECC) 
No Email MFA 

[70] Secure OTP distribution Client date of Birth DOB 
Steganography fixed key, 

lightweight Feistel cipher 
No Internet MFA 

[71] OTP distribution 

Assign a port to receive 

OTP in the user client's 

mobile phone 

No No 

Use a virtual 

dedicated channel 

from ISP 

MFA 

VI. MAIN CHALLENGES 

The combination of new solutions is always challenging for 
both developers and managers for the implementation of a 
strong identity in usability and resistance against known attacks 
[5]. So it is worth mentioning that issues for authentication 
must be tackled regarding the other digital identity 
management mechanisms in authentication. 

A. This Paper has Concerned the MFA Regarding the 

Cancelable Biometrics Approach and Shows the following 

Challenges 

1) Most of the biometric databases vary in type and 

version while low accuracy when in real use, beside train 

biometric recognition systems through machine learning or 

deep learning results in varying accuracy metrics. 

2) Choosing a set of biometric features to design 

appropriate authentication systems is a critical challenge in 

designing MFA based on multimodal cancelable biometrics. 

3) Low user adaptability due to additional hardware 

requirements for sensing and processing persists despite 

smartphone applications. 

4) Concerns increase for biometric data leakage despite 

cancelable biometric requirements. 

5) Difficulties in pattern recognition due to the noise, or 

the variations of large intraclass of transformed templates. 

B. In the Second MFA Approach (Non-based Biometrics) 

The main challenge of non-based biometrics is explained in 
[77] where the impossibility of distinguishing the correlation 
between the ideal-random and pseudo-random sequences in the 
absence of unlimited computational capacity. While in some 
cases the clients may be unable to access the OTP codes offline 
or without a network (for example in an airplane during 
international journeys) [78]. 

In addition to the growth and success of session hijacking 
attacks, research on both approaches did not concern this type 
of attack. The surveyed studies did not concern with its 
proposing of authorization and accounting mechanisms, most 
of them were simulated without paying attention to the impacts 
of decision-making (only pattern recognition enhancement) by 
the identity provider based on the backend database and 
customer account data as well as the target resource, because 
the accessing to a particular resource must direct the matcher 
according to the conditions of access controls policies to direct 
or redirect the accessing of one or several resources. 

Circle of verification and loop of authentication, this means 
without a controller or police (based biometric or non-based 
biometric) in algorithm design, the enrollment and verification 
of the client identity will repeat and will call or invocate the 
system resources (objects, algorithms, procedures) that require 
access from one moment to another and between one object 
and another, and this is costly due to consume the two parties 
of the communication system resources. While the researchers 
in [79] pointed threat of involving third-party authentication, 
especially when this requires the customer's biometric data. 
Also, the research [79] indicated one of the main challenges 
today is to ensure that the customer's biometric data is 
destroyed and not used again (no copy of such biometric data 
on the server side), and to confirm that to the customer. 

VII. CONCLUSION AND FUTURE DIRECTORIES 

The digital identities and MFA are intensively combined in 
the context of advanced information communication 
technologies. This paper comprehensively reviewed various 
MFA in two approaches biometric and non-biometric 
mechanisms besides pointing out many standard protocols. 
Effective non-biometrics MFA schemes are required to 
combine many factors and protocols to secure the data 
distribution in an end-to-end. Cancelable biometrics 
approaches are proposed to transform the templates like iris to 
be difficult to obtain the original traits but still suffer from 
difficulties to maintain the tradeoff between security and 
performance while supporting effective biometrics recognition 
as shown in the literature. Also, we presented different 
performance measures used for cancelable biometrics in both 
identification and verification. Now, we also draw attention to 
future directions in cancelable biometrics. The readers may 
look for propose new mechanisms to transform the templates 
and maintain the recognition performance while protecting the 
privacy of biometric data. The employment of deep learning in 
CB requires a large number of training samples. In some cases 
there is only a single trait for each subject is available that 
imposes limits and constraints on the training. However, the 
future of MFA appears boundless with absolutely secured data 
exchange over the internet and cellular. Concisely, the ongoing 
extensive research activities in the MFA are likely to transform 
many facets of the forthcoming evolution and continue to be 
more secure. 
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Abstract—Text classification is the technique of grouping 

documents according to their content into classes and groups. As 

a result of the vast amount of textual material available online, 

this procedure is becoming increasingly crucial. The primary 

challenge in text categorization is enhancing classification 

accuracy. This role is receiving more attention due to its 

importance in the development of these systems and the 

categorization of Arabic dialogue processing. In the research, 

attempts were made to define dialogue processing. It 

concentrates on classifying words that are used in dialogue. 

There are various types of dialogue processing, including hello, 

farewell, thank you, confirm, and apologies. The words are used 

in the study without context. The proposed approach recovers 

the properties of function words by replacing collocations with 

standard number tokens and each substantive keyword with a 

numerical approximation token. With the use of the linear 

support vector machine (SVM) technique, the classification 

method for this study was obtained. The act is classified using the 

linear SVM technique, and the anticipated accuracy is evaluated 

against that of alternative algorithms. This study encompasses 

Arabic dialogue acts corpora, annotation schema, and 

classification problems. It describes the outcomes of 

contemporary approaches to classifying Arabic dialogue acts. A 

custom database in the domains of banks, chat, and airline 

tickets is used in the research to assess the effectiveness of the 

suggested solutions. The linear SVM approach produced the best 

results. 

Keywords—Dialogue processing; Act; Arabic language; linear 

support vector machine; without cue 

I. INTRODUCTION 

Arabic is recognized as a challenging dialect by non-native 
speakers of the language in the field of automated language 
processing. The recognized dialogue acts provide accurate 
information when the user ask questions and remain silent are 
typically utilized as an input to the Dialogue Manager 
component to assist the system decide what to do next. 
Depending on the dialogue system domain, the Dialogue Acts 
taxonomy varies [1]. To identify speech acts in dialogues, a 
variety of techniques have been employed, ranging from rule-
based approaches to deep learning and machine learning 
techniques. To overcome the lack of appropriate training data, 
novel language interpretation methods have been created [2]. 

The area of artificial intelligence is employed rarely. 
Several computer researchers and scientists are engaged in the 
humanities in order to create computer programmes that 
accurately scan Arabic writings and convert them into digital 
formulas. This is because Arabic and artificial intelligence are 
closely related fields of study. With the advent of new 

approaches like Intersent, Elmo, wordszvec and Use, AI was 
impacted by the introduction of some sophisticated methods 
for presenting the semantic meaning of texts [3]. In text 
extraction and processing, conventional ML techniques are 
typically employed. These techniques include Naïve Bayes, 
Stochastic Gradient Descent (SGD), and SVM with a linear 
kernel. The STS problem is addressed using these techniques. 
Utilizing statistical-based, string and character-based and 
distance-based similarity metrics, several features are 
extracted and utilized [4]. The several perspectives for a 
specific speech sound have typically been represented by 
statistical methods like Gaussian mixture frameworks [5]. 
These methods can be employed in a variety of tasks since 
they are in fact rich in mathematical techniques. 

The simplest language communication unit, or dialogue 
acts (DA) are those that convey the intention of the speakers.  
Automated dialogue act identification is a crucial indicator for 
many activities, including subject detection, machine 
translation, summarization, dialogue systems and human 
conversation interpretation. Annotation and segmentation are 
the two key subtasks in dialogue act detection [6]. These two 
phases can be completed separately—segmentation comes 
first, then annotation is joined in a single stage.   In the context 
for recognizing dialogue acts, the annotation task is crucial.  A 
label describing the user's intention for every segmented 
statement during the dialogue is assigned. ML techniques have 
been tested in studies to detect new DAs. Linear methods and 
vector-based methods are examples of supervised modeling 
techniques that are often employed [7]. Limited vocabulary 
limits are utilized to achieve high speech recognition rates. In 
reality, it is thought that this outcome is adequate for the 
majority of voice activation devices to be implemented. As a 
result, both the learning time and error rate are gradually 
reduced. Additionally, this rate is plainly erratic and is 
influenced by lexicon and language. Nevertheless, the creation 
of advanced ASR systems with increased speech recognition 
rates has emerged as an intriguing topic of interest for all 
academics working in the field of speech recognition. In fact, 
a number of categorization and parametric techniques have 
surfaced to complete the task. Various categorization 
techniques, including Gaussian mixture model, Decision tree, 
machine learning via ANN, K-Nearest Neighbor, Dynamic 
Time Warping (DTW) and HMM, have been utilized in a 
number of publications for isolated-words identification 
systems [8]. But these are inefficient and consume time while 
attaining the results. 

In the Speech Recognition area, computer scientists 
provided particular consideration for creating effective 
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techniques to recognize spoken words. Because of the 
considerable advancements made in this area, Automatic 
Speech Recognition (ASR) technique is widely utilized. Voice 
recognition technology called ASR has been designed to assist 
individuals to communicate better with one another. By 
utilizing these ASR technologies, it is possible to overcome 
the challenges imposed on the world's various dialects. As a 
result, a number of strategies have been developed in the ASR 
field. An effective method for dialogue processing is the 
Support Vector Machine [9]. Support Vector Machine (SVM) 
is used as an estimator of posterior probabilities to improve 
the performance of identification systems as it has a strong 
predictive capacity and discrimination. They also have a 
structural risk minimization (SRM) foundation, where the goal 
is to create a classifier that minimizes a limit on the predicted 
risk instead of the empirical risk [5]. Segregating classifier of 
SVM is considered to have a few practical applications. An 
algorithm of machine learning for binary categorization is 
SVM categorization [8]. For multiclass assignments in the real 
life, it is necessary to change the system's decision-making 
portion. 

SVM is initially intended to function in situations when 
data has only two classes. In other terms, binary classifier 
issues can be solved using it. The goal of the multiclass SVM 
issue is to label cases by selecting labels from a limited 
number of various elements. Reducing the single multiclass 
issue into many multiple binary classification issues is the 
conventional method for utilizing SVM to solve this issue. 
Building one-versus-all classifiers and selecting the class that 
correctly categorizes the test examples with the largest margin 
of error is the most widely used strategy in practice [10]. The 
presented method first transforms the reader's sound waves 
into Mel-Frequency Cepstrum Coefficients (MFCC) features 
before generating a features vector matrix. To train the 
modified SVM-based technique, portions of the retrieved 
features are utilized. The trained SVM performed really well 
when tested twice with the other portion of the collected 
information. The suggested SVM-based technique was 
examined employing real-world data. When assessing and 
contrasting the findings, the tests had very good outcomes. 
Utilizing the identical datasets of gathered waveforms, the 
outcomes of the presented SVM-based technique were 
evaluated with those of other methods for comparison study. 
The developed SVM-based method surpasses competing 
methods in terms of accuracy. 

Background: The situation is complicated, nevertheless, by 
the degrading language used in speeches delivered by 
professionals. As a result, it becomes vital to create new tools 
to aid in the comprehension of flawed Arabic discourses. 
Speech that is illogical will then be automatically corrected  
[11]. In Arabic, there are four divisions: Model Standard 
Arabic (MSA), which is used in newspapers, books, 
broadcasts, documentaries, formal situations, or when the 
reader or audience is from a different nation of Arabic, and 
Dialectal Arabic (DA), which is a dialect of everyday 
experiences, are all still in use today. Ancient Arabic is no 
longer in use [12]. In formal situations like journalism, 
presentations, and courtrooms, the MSA is widely trained in 
schools and colleges. All countries that speak Arabic 

acknowledge MSA as their primary language. Additionally, 
people frequently use their own languages in everyday 
conversation. These languages are taught in schools, but there 
is no organized written record of them. Arabic dialects have 
extremely distinct morphology, vocabulary, phonology, and 
syntax from MSA. Dialectal Arabic is the language that is 
organically spoken in daily life (DA). It varies from one 
country to the next and can be seen within a country [13]. The 
user's inquiries and silence are often used as input to the 
Dialogue Manager component to help the system decide what 
to do next. Recognized dialogue acts give accurate 
information when the user asks questions and remains silent. 

The remainder of this strategy is distributed into the 
succeeding divisions: Section II presents the pertinent works 
and provides a comprehensive analysis of them. Section III 
describes the problem statement. A thorough review of the 
proposed method and analysis for the prediction of act 
classification is provided in Section IV. The results of the 
experiment are given, examined, and in-depth assessed in 
Section V, along with a comparison. Finally, the paper is 
concluded. 

II. RELATED WORKS 

The paper [14] utilized DL-based method to show how the 
meaning of the original and suspect reports was identical. By 
projecting each potential investment onto its neighbors, the 
word2vec method did in fact identify the pertinent 
information. Sentence relating to various could then be 
produced by combining the acquired dimensions. CNN was 
then employed to gather more environmental data and 
determine the level of measuring the similarity. Due to the 
dearth of accessible to the public material, an edited collection 
was created using the skip gramme approach. It performed 
better when substituting an original term with one from 
language skills that was most comparable and belonged to the 
same grammatical class. In terms of precision (85%) and 
recall (86.8%), the work improved efficient environmental 
connection recognition between Arabic materials compared to 
earlier studies. for measuring semantic similarity and 
document modelling, CNN model with various statistical 
regularities was utilized. A word2vec-based Arabic 
paraphrased corpus was created for the trials due to the dearth 
of Arabic paraphrased materials that were accessible to the 
general audience. Every word from the OSAC source corpus 
was replaced with its vocabulary counterpart that was the most 
similar and shared the same grammatical class. 

The automatic comprehension of Arabic dialogues for the 
Egyptian dialect at the utterance level is a challenge that 
addresses in the paper [15] utilized a machine learning 
approach, called YOSR. The extractor has been tested on a 
dataset of impromptu conversations and instant messages for 
the Egyptian dialect. The results from the YOSR classification 
are really encouraging. These are the first outcomes for 
comprehension of the Egyptian dialect that have been 
recorded, as far as aware. As a viewpoint, we intend to 
enhance YOSR by including standard call-center regarding the 
service, context-based characteristics, regional phrase 
modifications, and morphological information such the initial 
verb form and Lemma. In order to enhance the categorization 
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outcomes, also plan to expand the "JANA" dataset for 
training. However, the efficiency of the method is 
comparatively slow down the process. 

Modern Arabic natural language processing, or ANLP 
solutions are being developed using machine learning 
techniques. ML algorithms are commonly employed in NLP 
because to their high level of accuracy regardless of how 
strong the input signal is and how simple they are to utilize. 
On the other hand, the method used in ML-based ANLP 
implementations entails a number of phases.  This evaluation 
clarifies the concept in detail, illustrates how ML techniques 
were used to develop these tools, and identifies well-liked 
ANLP techniques. The paper [16] covers the importance and 
specifications of ANLP as well as the characteristics and 
challenges of the Arabic language. Arabic sentiment 
expressions in tweets can be difficult to distinguish in 
sentiments categorization software. The complexity of the 
Arabic script and the unorganized nature of Twitter usage may 
both contribute to this problem; however, Textual data 
usability evaluation still needs improvement. 

The paper [17] utilized DNN framework was used for 
sentiment classification, text translation, and text analysis.  To 
text categorization are assessed using a sequence-to-sequence 
encoder-decoder paradigm, which would consist of NN 
trained concurrently on outputs and inputs. DNN make use of 
huge datasets to enhance their accuracy. These linkages are 
supported by the method, which by identifying textual focal 
areas, may also be able to manage extensive texts more 
successfully. This work has re-implementing the basic text 
useful when analyzing and adapting the sequence-to-sequence 
structure to Arabic because Arabs have never seen the usage 
of this approach for text summarizing. About 300,000 
elements make up the data set, and each one comprises the 
title that corresponds with the corresponding article 
information. After applying standard summarizing techniques 
on the prior data set, the results are contrasted using the 
ROUGE index. However, the volume of the AHS information 
created and raised to the Gig word collection, but it is not 
much larger than the CNN/Daily Mail database. Additionally, 
it might make use of other strategies that would be 
advantageous in the sequential design, such as See et AI 
demonstrations of a comprehensive approach that uses a 
various performance vector. The perfect place to concentrate 
on would be trying to infer new designs that are useful with 
this vocabulary knowledge in multiple languages, considering 
that Arabic is a particular textual phrase read from right to left. 
The research does not take the possibility of increasing the 
data set into account. 

In [18], used an Arabic Alphabet Sign Language 
Recognition System that is vision-based. Four distinct stages 
make up the process. The technique can be used with three 
possible database types: data with hands bound and an 
alongside a dark tiled wood, information with bare hands and 
a white base, and data with face buried in a darker-collared 
glove. By using one of the offered methods in AArSLRS, a 
hand is first removed from the image and separated from the 
background before the hand features are eliminated using the 
search technique that was employed to eliminate them. For the 
classification of the 28-letter Arabic alphabet using 9240 

pictures in this work used methods of supervised learning. To 
focused on categorizing the 14 special characters and using 
Quranic sign language to sign the first verses of the Qur'an. It 
has been proven that picking a resource allocation problem is 
the optimum choice and that the neighborhood k value of the 
K-mean clustering algorithm affects rating dependability. 
However, the method needs more time for the processing 
phase when compared with other methods. 

For an experimental tests of the connection between 
traditional in the paper [19] employed SR corpus 
compensation approaches (feature vectors, data selection, 
sexual identity acoustic frameworks, and dialect-
dependent/register-dependent variance across Arabic ASR 
samples). The first interaction examined in the paper was that 
between intermittent syntax variance and auditory tracking 
performance. By removing speakers with inadequate teaching 
data and switching to grapheme-based acoustic models instead 
of phone-based ones, discrete specific language difference can 
be rewarded for. The latter method also helps to make up for 
poor capture performance, which is further made up for by 
removing delta-delta acoustic features. Together, the three 
methods decrease Word Error Rate by 3.24 percentage points 
to 5.35 percentage. Alteration in the perfectly alright acoustic 
speech sounds from each phoneme in the phrase is the second 
feature of regional and registration diversity to be taken into 
account. Building way of predicting and dialect-specific 
algorithms contributes to significant reductions in WER since 
empirical findings show that sexual identity and language are 
the primary contributors to diversity in speech. Cross-dialect 
investigations are carried out to gauge how far different 
Arabic dialects are in terms of the acoustic variations between 
phone models needed for each of them. 

Natural Language Understanding has been vastly enhanced 
by DL methodologies such as word representations and DNN 
architectures. This  [20] work provides a method for Arabic 
home automation using DL approaches for text categorization 
and text categorization recognition. In order to achieve this, to 
provide an NLU component that can be additionally connected 
with ASR, a dialogue administrator, and a natural language 
generator component to develop a fully functional making the 
change. The procedure of gathering and categorizing the data, 
constructing the purpose classification and concept extraction 
frameworks, and eventually the evaluation of these techniques 
against benchmark datasets are all included in the study. The 
benchmark results showed that the LSTM effectiveness, with 
an F-Score of 92.0, was marginally superior to the CNN 
achievement for both intent classification techniques. The 
paper employed a hybrid representation of word 
representations and personality language models, which is 
then fed to a Bidirectional LSTM network, to retrieve the user 
objectives and purposes from the information. A high F-Score 
of 94.0 for the BiLSTM with the Char Embedding’s test 
suggests that its efficiency is extremely comparable to the 
most recent English Named Entity Recognition benchmarks. 
However, to create an undertaking dialogue system, the 
Natural Language Understanding module can be combined 
with automatic speech recognition and natural language 
generation modules. 
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III. PROBLEM STATEMENT 

This issue may be exacerbated by the intricacy of the 
Arabic script and the disorganised Twitter usage. The 
evaluation of the usability of textual data still needs work, 
though. The potential for expanding the data set is not 
considered in the current research. When compared to 
alternative ways, the processing step of the current method 
takes more time. To determine how diverse Arabic dialects are 
from one another in terms of the acoustic differences between 
phone models required for each of them, cross-dialect 
examinations are conducted. However, the Natural Language 
Understanding module can be integrated with the automatic 
speech recognition and natural language creation modules to 
form a complex dialogue system. To develop a classification 
model for sentential act prediction, the existing technique used 
a selected group of features extracted from annotated 
utterances and applied in "YOSR", an SVM technique based 
on ML. SVM designs ought to be used as a result for 
improved processing. 

IV. METHODOLOGY 

The suggested approach is based on Arabic conversation 
processing and employs a machine learning algorithm to 
classify Acts. The contact among the operator and clients in 
various industries is the subject of the study. The data was 
gathered from the Jana Corpus in three distinct industries, 
including banking, travel, and chat. The research's major 
objective is to establish a connection with the speaker and 
operator and help them comprehend the dialogue, whether it's 
a request, an obligation, or something else entirely. Previous 

studies have used a variety of algorithms, including deep 
learning, gradient boosting, convolution neural networks, and 
natural language processing, but they have not been able to 
achieve higher accuracy rates. As a result, the research 
focused on interpreting Arabic dialogue without cues and 
makes use of chatbot technology and machine learning 
algorithms to increase productivity. The research is conducted 
in the stages listed below, and Fig. 1 shows the flow diagram 
based on the suggested method. 

A. Dataset Collection  

The data collection used in this study was compiled from a 
variety of sources, including chat, banks, and flights. The vast 
amount of material on the website is useful for any chatbot 
application. The CAMeL tool module for Python was used to 
parse Arabic content and retrieve data. To address a variety of 
issues, researchers present CAMeL Tools, a user-friendly 
Python toolkit for Arabic and Arabic dialect pre-processing, 
morphological modelling, dialect recognition, text 
categorization recognition, and sentiment analysis. The 
application programming interfaces (APIs) and command-line 
interfaces (CLIs) offered by CAMeL Tools cover these 
functions. This also processes Arabic dialogue using data from 
chat, planes, and banks. The bot can practise on a dataset, 
which is a collection of different input expressions and 
outputs. This effort will allow Arabic programmers to use 
more dialects of Arabic. The gathered data were split into 
training and testing samples, with training data making up 
70% of the samples and testing data making up 30% of the 
samples. The sample's division for the testing and training 
processes is shown in Table I and Fig. 2. 

 

Fig. 1. Proposed method. 
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Fig. 2. Input data. 

TABLE I. DATA SAMPLE 

Data from the JANA Corpus involved in the study 

Transcribed Dialogues 

Telephone Calls 52 

Instant Messaging Conversations 30 

Total number of words 20311 

B. Preprocessing 

Preprocessing’s function is to add morphological and other 
additional context to the lemmatizes (and other following 
elements') input in order to simplify the lemmatization 
process. The preprocessing performed by the lemmatization 
technique is quick and light in comparison to cutting-edge 
tools.   Part-of-speech tagging, performed as a quick machine-
learning-based sequence labeler, is used to first enhance the 
tokenized input text. A very basic word segmented component 
is used to progressively segment it, reducing the complexity 
and ambiguity of the words. The procedure' simplicity, which 
is described in full, can be attributed to the POS tagger's 
output of a wealth of morphological features, which makes 
word segmentation essentially easy [21]. 

In order to make the lemmatization process simpler, 
prepressing's role is to add morphology and other contextual 
info to the lemmatizes (and other following sections') input. 
The algorithm performs tokenization, function word 
elimination, and lemmatization for each article in the database. 
There are numerous Arabic dialects. The analysis of dialect 
and vernacular terminology follows. Assessments are often 
written by researchers in their original tongues. Depending on 
the dialect, they use different terms to convey the same 
meaning. The solution to this problem was to create and use a 
dictionary of dialectical terms and their equivalents in 
standard Arabic [22]. 

C. Morphology Analyzer 

Morphological analysis is the first stage of text 
preparation. Breaking down morphologically complicated 
words into their individual morphemes is known as 
morphological analysis, also known as analysis of structures 
(word meaning parts). The morphological analysis of these 
phrases is then carried out using the Alkhalil analyzer. As a 
consequence, researchers are provided with all potential 
lemmas and associated morpho-syntactic information for each 
individual word in the text that has been analysed out of 
contextual [23]. 

D. Normalization 

Experts in Arabic dialogue processing typically employ 
orthographic normalization as a fundamental technique with 
the goal of reducing data noise. This is true whether the 
intention is to produce parallel texts for machine learning, 
information retrieval data, or computational linguistics text. 
Examples of normalizing include Tatweel elimination (an 
effort to eliminate the Tatweel sign), Diacritic removal, and 
alphabet normalization (variant forms to one form conversion) 
[24]. The tokenization procedure should become more 
confusing at this point even if these normalizations would help 
us in the search or discovering phase. As an illustration, if Ta-
Marbuta (ة) and Ha (ه) are normalized, the latter could be 
tokenized as a pronoun. Because of this, normalizations are 
treated as a stepping stone for querying, finding, and other 
operations in the research. 

E. Tokenization 

Reducing the raw text into smaller, more manageable 
chunks is tokenization. It is not an easy problem to solve since 
tokenization is "closely related to the morphology". This is 
especially true for dialects like Arabic, which have rich yet 
complex morphologies. Flowing text is divided into tokens by 
tokenizers so that they can be processed further by 
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morphological transducers or POS taggers. The tokenizer 
recognizes numbers, word boundaries, clitics, multi-word 
phrases, and abbreviations. By doing this, the original text is 
divided into tokens, or words and sentences. These tokens 
support simulation techniques for various processes or 
contextual comprehension. Tokenization makes it easier to 
understand the text's significance by looking at the word 
order. Stop words are typically eliminated in the initial phases 
of tokenization even though there isn't however a defined list 
of Arabic stop words [25]. There could be several degrees of 
Arabic tokenization built, depending on how complicated the 
linguistic study involved is. Researchers worked with the 
Arabic grammar to develop three distinct strategies, or 
frameworks, for Arabic tokenization. In terms of durability, 
adherence to the modular concept, and ability to remove 
unnecessary ambiguity, these systems differ greatly from one 
another. The tokenizer uses white space and punctuation to 
distinguish among major tokens. However, when defining 
sub-tokens, the tokenizer needs more morphological 
information. This information can be provided either 
deterministically or in-deterministically by a morphology 
converter or a token forecaster. In the end, both main tokens 
and sub tokens are identified by the same token borders, 
which are denoted by the symbol "@" throughout the entire 
article. It is believed that separating the text into primary 
tokens using capitalization and white spaces is a 
straightforward strategy [26]. 

1) Utterance feature: The smallest speech unit in spoken 

language analysis is termed an utterance. It is a continuous 

chunk of speech with a distinct pause at the start and the 

finish. Oral languages typically, but not always, have silence 

as their boundary. Only their depictions can be found in 

written language; utterances are absent. The following 

Table II shows the extraction of utterance. 

The utterances' meta data could be used to help with 
dialogue act classification. Additionally, the classification 
procedure could benefit from knowing what happened before 
the current utterance. Researchers made use of: 

Utterance   Speaking Style: The speakers or listeners of the 
current utterance may be able to discern the act of speech 
based on their speaking style. The act of "Service-Question," 
for instance, relates to the customer because they contacted 
customer service to ask about just one service offered, 
whereas the acts of "Other-Question" and "Choice-Question" 
relate to the control system since the operator chooses one of 
the services offered or asks the client's identity. 

Previous Utterance Act: The classification may anticipate 
the act of the present utterance by understanding the 
sequencing of previous statements in the dialogue. For 
example, the act "Confirm Question" almost immediately 
follows the acts "Agree" and "Disagree". 

F. Lemmatization 

The main element of our lemmatization strategy is a 
classifier that uses machine learning. It accepts m-word 
segments as input along with their matching POS tag, taking 
context (utterances and labels) into consideration. The 
inherent ambiguity of Arabic words without diacritics, whose 
meanings are often inferred by both individuals and computers 
from context, justifies the learning-based method. The 
introduction of new cases necessitates retraining the analyzers. 
Another disadvantage is that classifications, like the one from 
OpenNLP that the researcher utilized, frequently settle on an 
output variable that may or may not be accurate. In this case, 
additional NLP processing methods from the entire collection 
of probable lemmas may be able to yield reliable results. To 
solve these situations, investigators supplement the learning-
based lemmatize with a dictionary-based lemmatize. 

Fig. 3 illustrates the results of the lemmatization. The 
analyzer is first used by researchers to look at the words in the 
database's vowelized version. Once this has been done, 
researchers only save lemmas whose given lexical tags 
(clitics, root, and stem) coincide with the word's in-document 
clitics, root, and stem. The analyzer has located and examined 
the corpus's words. One potential lemma of the phrases was 
also discovered during this initial step's study into prospective 
lemmas. Following the identification of the likely lemmas for 
each word in the corpus, researchers asked two linguists to 
select the appropriate lemma from the available options. If the 
correct lemma is not given among the potential lemmas, the 
speaker provides the proper lemma to the phrase. 

After being lemmatized, the text is again processed to 
provide the class feature. The class feature obtained in this 
process is split into final features and final labels, as shown in 
Fig. 4 and 5. Out from clean text, the first word is acquired, 
the first verb is filtered and the class feature is extracted, and 
eventually the class feature is again filtered to obtain the last 
feature and final labels, as shown in Fig. 4 and 5. As part of 
this procedure, the provided data were divided into training 
and testing phases, which were used to classify the data using 
machine learning. 

TABLE II. UTTERANCE FEATURE 

Data 

Conversation Turns 3001 

Average Conversation/turn 6.7 

Utterances 4725 

Average words/Utterance 4.3 
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Fig. 3. Text obtained after lemmatization process. 

 
Fig. 4. Class feature. 
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Fig. 5. Final feature and label text. 

G. Multilayer outcome and Three Layer Hierarchical 

Classifications 

A kind of machine learning called multi-output 
classification predicts many outcomes at once. When 
generating any prediction in multi-output classification, the 
system would generate multiple or more outcomes. In other 
classes, the system usually forecasts just one result. Three 
models—one for each layer—are primarily used in the 
construction of the suggested technique. As a result, 
researchers believe that proposed method of classification is 
quicker than existing classification and may be a more 
effective dialogue act classification model in real-time 
systems. The second distinction is that, while "this approach" 
does not change with the number of dialogue acts or classes, 
the variety of models does change when binary categorization 
is utilized, as in the researchers' strategy [27]. 

1) Three layer hierarchical: Traditional classification 

requires the construction of 26 categories, one for each 

dialogue act, as opposed to hierarchical structure 

categorization, which is separate. Every word stated in a 

discussion is communicated to succeeding tiers to determine 

the next course of action, which is the fundamental tenet of a 

hierarchical organization. The recommended method classifies 

dialogue utterances using a three-layer hierarchical 

framework. In the first layer, the utterance had already been 

assigned to one of the three fundamental categories—request, 

answer, or other. The speech was categorized into various 

discourse actions in the second layer based on its primary 

category, which was established or categorized in the first 

layer. Question, turn management, social responsibility, social 

courtesy, argumentation, response, and discourse structure are 

some of them. Fig. 6 illustrates the hierarchical classification 

that may be made using the multi-class classification 

technique. 

 
Fig. 6. Hierarchical classification. 

Local Classifier per Level: 

 For each level of the classification, there is a single 
multi-class classifier in this system. 

 It is a trim, efficient categorization device. 

Local Classifier per Node: 

 Each node should have a binary classifier. 
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 Multi-labeling comes easy to this strategy. 

Local Classifier per Parent Node: 

 Every parent node receiving a single multi-class 
classifier. 

 This is the most logical method. 

 This strategy is far more frugal than the prior one. 

H. Classification 

The categorization process is conducted out following the 
lemmatization technique. In earlier studies, the majority of 
researchers classify the text using NLP, deep learning, SVM 
classifiers, gradient boosting, etc. Linear Support Vector 
Machine is utilized in this study to categorize the provided 
data. The given dataset was divided into test and training data, 
and the classification method was applied to the data. 

1) Linear support vector machine: One of the most 

popular and well-known machine learning methods is called a 

support vector machine (SVM). SVMs are supervised learning 

models that are further used to evaluate and classify text data. 

SVM is also frequently used for regression evaluation and text 

classification. Research introduced and applied SVM in text 

classification and categorization in 1998. The basic purpose of 

the SVM training method is to create a model that classifies 

fresh documents into a number of predetermined groups. 

SVMs could also be employed as non-linear and linear 

classifiers. A relatively recent class of machine learning 

algorithms called Support Vector Machines (SVM) was first 

developed. Based on the data mining and machine learning 

theory's structure risk minimization concept, SVM seeks a 

decision surface to divide the training data points into two 

classifications and bases its judgments on the training 

examples that are chosen as the only useful components in the 

training dataset. The SVM Classifier is used for the 

classification of the input. The Stages convoluted in the 

procedure are: 

 Stage 1: The necessary libraries are added. 

 Stage 2: Including the necessary dataset. 

 Stage 3: Data pre-processing is carried out. 

 Stage 4: Preparing the training and test datasets 

 Stage 5: The dataset is encoded to distinguish between 

labels, and values of 0 or 1 are assigned. 

 Stage 6: involves converting text data to polygons. 

(The user may choose to utilize Term Frequency-

Inverse Document Frequency TF-IDF) 

 Step 7 involves utilizing SVM to accomplish machine 

learning. 

According to the definition of natural language processing, 
this describes the conversion of any raw input into highly 
comprehending. Fig. 7 depicts the pre-processing stages that 
are involved. 

 
Fig. 7. Preprocessing stages. 

V. RESULTS AND DISCUSSIONS 

Three datasets—the Banks dataset, the Flights dataset, the 
chat dataset is presented in the experimental findings. SVM, 
Nave Bayesian, and logistic regression approaches are used 
independently for each dataset. Moreover, the performance 
evaluation of different dataset for both multioutput 
classification and 3-layer hierarchical structure is also 
presented. Multioutput and local hierarchical classification 
apply  to classifier 3-layer or 3 level structure (primary 
Categories, secondary Categories and dialogue  act ) Primary 
Categories is (Request, Response, and  Other)  secondary 
Categories is (Question, Turn Management, Social Obligation, 
Social Courtesy, Argumentation, Answer, and Dialogue 
Structure. First classifier primary categorise next classifier 
second categories depends on the first classification and last 
act classification depends on first and second classification. 

A. Performance Evaluation 

Accuracy: Accuracy processes how accurately the system 
model operates. Usually, it is the proportion of correctly 
predicted observations to all observations. Accuracy is uttered 
in eq. (1), 

   
                            

                                                         
  (1) 

Precision:  Precision is estimated as the number of 
correct positive estimates of the correct text. It is the fraction 
of precise identification of the text that is computed utilizing 
eq. (2), 
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   (2) 

Recall: The recall is defined as the ratio of the entire true 
positives and false negatives to the right positive forecasting 
accuracy as shown in eqn. (3). 

  
                                       

                              
    (3) 

F1-Score: The F1-score measurement combines precision 
and recall. Precision and recall are used to calculate the F1-
score measure that is symbolized in eqn. (4). 

         
                  

                

 (4) 

In the following research Arabic dialogue processing is 
carried out in machine learning algorithm and the accuracy is 
obtained and compared with the existing method. 

B. Logistic Regression 

The following Table III displays the logistic regression's 
performance measure for the three parameters of recall, 
precision, and F1-score for various interactions, including 
Confirm inquiry, Correct, Disagree, Greet, Inform, 
misunderstanding sign, Pause, Self-introduce, Service 
response, Service question, Suggest, accepting request, 
Thanking, Other answer, other question Warning: Turn 
assignment. 

TABLE III. ACT CLASSIFICATION AND PERFORMANCE MEASURE OF 

LOGISTIC REGRESSION 

Act Precision Recall F1-Score 

Agree 0.93 0.80 0.86 

apology 0.00 0.00 0.00 

Closing 0.82 1.00 0.90 

Confirm question 0.34 0.54 0.42 

Correct 0.00 0.00 0.00 

Disagree 0.63 1.00 0.77 

Greeting 0.95 0.90 0.93 

Inform 0.15 0.57 0.24 

Mis-understanding sign 0.25 1.00 0.40 

Offer 0.00 0.00 0.00 

Other answer 0.59 0.62 0.60 

Other question 0.61 0.86 0.71 

pausing 0.38 1.00 0.55 

Promise 0.00 0.00 0.00 

Repeat 0.00 0.00 0.00 

Self-introduce 0.76 0.94 0.84 

Service answer 0.92 0.62 0.74 

Service question 0.57 0.58 0.58 

Suggest 0.00 0.00 0.00 

Taking request 1.00 1.00 1.00 

Thanking 1.00 1.00 1.00 

Turn assign 0.67 0.85 0.75 

Warning 0.10 0.75 0.18 

C. Performance Evaluation using SVM Multi-output 

Classification without Cue 

Data are displayed without a cue in Table IV using local 
support vector machines. Without cues utilizing a support 
vector machine is explained in Fig. 8. For all datasets, data 
without cue using support vector machine classification 
produced better results in terms of recall, precision, accuracy, 
and f1-score for data without cue. Without employing cue 
data, a support vector machine was used to achieve an 
accuracy value of 0.83 and a recall value of 0.85. 

A baseline system employing the suggested feature set 
even without hierarchical characteristics (the major category 
of the present utterance and the major category of the prior 
utterance) has been developed in order to assess the efficacy 
of a Local hierarchical classification in categorizing dialogue 
acts when used in discussions, flights, and banks. In terms of 
recall, F measure, precision, and accuracy macro averages, the 
proposed systems' performances are shown in the table and 
figure, with multi-output three-layer classification producing 
the largest result and highest result. 

Tables V and VI depict the multioutput classification and 
local hierarchical structure to interpret data without cue. 
Performance assessment accuracy findings for bank datasets 
are higher utilizing Multioutput classification and the 
Hierarchical structure for supplemented data without a cue. 
Fig. 9 displays multioutput classification with enhanced data 
without a prompt. Fig. 10 illustrates data without a cue using a 
hierarchical structure. 

TABLE IV. PERFORMANCE EVALUATION USING SVM 

Performance Metrics SVM Method 

Accuracy 0.83 

Precision 0.84 

Recall 0.85 

F1-Score 0.84 

 
Fig. 8. Performance evaluation using SVM. 
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TABLE V. MULTI-OUTPUT THREE-LAYER CLASSIFICATION 

Multioutput Classification 

 Accuracy Precision Recall F1-score 

Banks 0.96 0.95 0.95 0.95 

Chats 0.96 0.95 0.94 0.94 

Flight 0.95 0.94 0.95 0.94 

TABLE VI. THREE-LAYER HIERARCHICAL STRUCTURE 

Local hierarchical classification 

 Accuracy Precision Recall F1-score 

Banks 0.96 0.95 0.95 0.95 

Chats 0.95 0.94 0.94 0.94 

Flight 0.95 0.94 0.95 0.94 

 
Fig. 9. Multioutput classification. 

 
Fig. 10. Local hierarchical classifications. 

D. Performance Comparison 

Compared to the logistic regression approach shown in 
Table VII, the projected methodology support vector machine 
achieves a greater level of efficiency. Compared to 
performance assessed using the logistic regression method, the 
novel support vector machine produces greater accuracy 
which shown in Fig. 11. Using the support vector machine 
model, an accuracy level of 0.83 was achieved in this case. 
This suggests that a support vector machine is more effective 
at classifying acts than the logistic regression approach. 

TABLE VII. ACCURACY COMPARISON 

Method Accuracy 

Logistic Regression 0.72 

Linear SV 0.83 

 
Fig. 11. Accuracy comparison of logistic regression and linear SVM. 

VI. CONCLUSION 

The structure that supports Arabic dialogue processing has 
been modified for better machine comprehension. The 
proposed classifier was tested using the Jana corpus of real-
world spoken dialogues, and the results are quite positive. 
Researchers made progress in this work by developing an 
Arabic Dialogue Processing that will allow users to interact 
via chat, banking, and flights using textual documents. 
Additionally, researchers provide the JANA corpus, a multi-
genre collection of spontaneous Arabic dialogues that has 
been tagged at the utterance level in Arabic Dialogues Act 
Understanding. A technique for classifying utterances 
according to whether or not they contain function words was 
created in this work. Among the attributes of this methodology 
are a database and a set of function words. On the selected 
dataset, a number of classifiers were tried to see which one 
would be most useful over the long term. The support vector 
machine technique is employed in the study to find the 
customer and operator responses. Better accuracy is attained 
when comparing the classification system's performance 
metrics between the logistic regression approach and other 
methods in the results section. When compared to the other 
method, the accuracy of the support vector machine method is 
0.83. Researchers want to eventually enable clients to make 
reservations over the phone by connecting our Dialogue 
Processing with an active booking system, banking, and chat. 
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To serve as a standard annotated corpus for testing and 
assessing several Arabic software applications in the future. 
Finding the appropriate Support Vector Machine parameters 
can increase accuracy, therefore future research will examine 
the impact of each parameter. Future study may focus on 
determining the best approach to integrate various dialogue act 
classification development techniques in order to enhance the 
utilization of any technique, even the most basic. 
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Abstract—Public private partnership (PPP) is the government 

initiate in accelerating public infrastructure development 

growth. However, the scheme exposes private sector to various 

risks including political risk which in turn affect financial 

performance and reporting of participating firms. Given that one 

of the issues facing the government is the lack of participation 

from the private sector in such arrangements. Thus, the main 

objective of this study is to observe the machine learning 

prediction models on private investor intention in participating 

the PPP program. Tree-based machine learning and deep 

learning are two different types of promising algorithms, which 

proven to be useful in widely domain of prediction problems but 

never been tested on the concerned problem of this study. Based 

on real data of investors for Indonesian listed firms, this paper 

presents the ability of the selected machine learning algorithms 

by means of different assessments point of view. First assessment 

is on the algorithms’ performances in producing accurate 

prediction. Second assessment is to identify the variance of PPP 

attributes in each of the prediction model with the machine 

learning algorithms. The performance results show that all the 

prediction models with the machine learning algorithms and the 

PPP attributes were well-fitted at R squared above 80%. The 

findings contribute a significant knowledge to various fields of 

scholars to implement a more in-depth analysis on the machine 

learning methods and investors’ prediction. 

Keywords—Tree-based machine learning; deep learning; 

prediction; investor intention; public private partnership 

I. INTRODUCTION 

The degree of development of a nation is determined by its 
capacity to provide for the needs of the general population, 
including infrastructure like power, internet, trains, roads, 
ports, and airports. Infrastructure investments may improve 
livelihoods and well-being since they make people's lives 
easier and better [1], [2]. However, many countries have 
several issues and difficulties when constructing public 
infrastructure. Financial factors, regional factors, demographic 
concerns, environmental difficulties, and human factors are 
some of the key causes of infrastructure development delays 
[3], [4]. 

In response to the financial constraint, the government has 

initiated alternative funding programmes for the construction 
of public infrastructure and invited the private sector to 
participate. This special arrangement is known as public-
private partnerships (PPP). PPP has developed in a number of 
developing countries since it was first used in the United 
Kingdom in the early 1990s, including Chile in Latin 
America, Colombia, Brazil, Bulgaria, and Slovenia in Eastern 
Europe, and Indonesia, Malaysia, and South Korea in Asia 
[5]–[7]. However, the degree to which PPPs are successfully 
implemented varies from country to country. For example, in 
Indonesia, despite the surge in PPP projects for infrastructure 
development, the private sector's participation is still low as 
the scheme dominated by Indonesian state-owned enterprise. 
Hence, this study aims to develop machine learning prediction 
model on private investor intention in participating the PPP 
program. This study has important contributions by extending 
prior works on PPP with non-financial factors to be analyzed 
based on the machine learning prediction models. 

The following section provides a brief description on the 
data set of this study and the empirical steps of the machine 
learning research. Section III presents the results of the 
machine learning performances comparisons based on the PPP 
attributes. Finally, Section IV discusses the conclusions and 
future research directions. 

II. LITERATURE REVIEW 

Prior research that applied machine learning on prediction, 
classification and detection studies in financial, accounting 
and finance research highlight the effectiveness and accuracy 
of such methods to that of traditional statistical methods in 
problems such as in detection of financial fraud [8], firm 
performance [9] and finance [10], [11]. Despite the wiser used 
machine learning in accounting and finance, yet study on 
machine learning prediction and classification on PPP 
investment is limited. To date, most of prior studies used 
machine learning to predict successful PPP projects [12]–[16] 
that highlighted the return benefits of deploying the intelligent 
approach for solving various issues of PPP. In [16], Random 
Forest has been identified as the most outperformed algorithm 
but the study has observed different aspects of PPP attributes 
that used in this study. Most of the researchers suggested that 
more advance research on the machine learning algorithms for This research was funded by Ministry of Higher Education Malaysia 

under FRGS grant 600-IRMI/FRGS 5/3 (208/2019). 
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PPP is needed to accelerate the implementation of 
computational system for facilitating PPP projects and 
investments. 

Prior studies on the determinants of PPP highlight several 
financial, economic and environmental factors such as general 
and operational risk [17],[18],  return  [18]; operational and 
cost recovery [19], ownership [20], risk of political instability 
[21]; risk of exogenous uncertainty [22] and environmental, 
development impacts and sustainability [20].  However, there 
are limited studies that have been conducted to examine how 
non-financial factors such as investor trust in the government, 
influence the decision of investors to finance public 
infrastructure through PPP arrangements. To provide a deepen 
current understanding on the private investor intention in 
participating in PPP programs, this study attempted to 
discover non-financial factors including government trust, 
service quality, transparency, and values of similarity as the 
determinants of PPP. Unlike the prior works, this paper 
presents the findings of analysis from the implementation of 
machine learning prediction models. 

To date, more than hundreds of machine learning 
algorithms can be utilized for various domains of problem 
such as  Decision Tree [23], Random Forest [24],  Support 
Vector Machine [24] and Gradient Decision Trees [23]. 
Decision Tree, Random Forest and Gradient Decision Trees 
are categorized as tree-based machine learning. The tree-based 
machine learning is robust to be used for regression and 
classification problems. Additionally, Deep Learning [25] is 
very promising algorithm for prediction problems with 
massive attributes. However, to study its ability on simple 
attributes as proposed in this study will provide another useful 
knowledge to researchers from various fields of interest.  The 
findings will be beneficial to the relevant PPP stakeholders for 
implementing vast and rapid data-driven recommendations 
and decisions. 

III. METHODS 

A. Dataset 

The machine learning algorithms were tested on dataset 
that consists of data from 165 top management of Indonesian 
listed firms. Based on the real collected data, Pearson 
correlation test was conducted to observe the weights of 
correlation coefficient each of the PPP attributes as the 
independent variables (IVs).  Fig. 1 presents the PPP attributes 
correlation coefficient to the dependent variable (DV). The 
DV in the predictor model is the investor intention to the PPP. 
The PPP attributes is the investment intention factors namely 
based on government trust (TrustOnGov), perceived of 
government service quality (GovServiceQ), perceived of 
government transparency (GovTransparency), and similarity 
of values (ValueSimilarity). 

Two of the PPP attributes present positive strong 
correlations (above 0.7 correlation coefficient) to the investor 
intention while the rest of two attributes have moderate 
correlation coefficient (0.5-0.6). In the machine learning 
predictive models, one important matter that need to be 
observed is the contribution of each attribute in providing 

knowledge for the machine learning to make prediction. Two 
questions to be answered in this research are: 

RQ1: Are all the four PPP attributes usable to each of the 
machine learning prediction model? 

RQ2: Which of the attributes are mostly important to all 
the machine learning models? 

 
Fig. 1. Weights of correlation each PPP attributes to the DV. 

B. Machine Learning 

Two machine learning from the family of tree-based 
algorithms namely Random Forest (RF) and Decision Tree 
(DT) were used in this study. Additionally, acknowledging the 
wider used of Deep Learning algorithm, it is interesting to 
observe the algorithm ability in the case of PPP investor 
intention.  Based on preliminary experimental series, the most 
optimal hyper-parameters of RF and DT is listed in Table I. 

The range of number of trees for observing the RF 
accuracy were 20, 60, 100,140. For each combination, the 
worst error rate produced by RF was 11.6% while the best 
error rate was 10.5% with number of tress 140 and maximal 
depth 4. For DT, the range of maximal depth used in the 
preliminary testing is between 2 and 25. The most optimal 
value has been achieved by DT when the maximal depth was 
4 at error rate 11.8%, slightly lower from the maximal depth 
value 2(11.9%). A similar value of error rate at 12.8% has 
been produced when the maximal depth was individually set 
as 7, 10,15 or 25. The production of prediction generated by 
Deep learning is depicted in Fig. 2. The number of layers is 4 
that used Rectifier function for the input layers and Linear 
function as the output layer (layer 4). 

TABLE I.  THE OPTIMAL HYPER-PARAMETERS 

Machine Learning 

Algorithm 
Hyper-parameters Error rate % 

RF Number of trees=140 

Maximal depth=4 

10.5 

DT Maximal depth=4 11.8 

0.795 

0.713 
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Fig. 2. The production of deep learning. 

IV. RESULTS AND DISCUSSION 

Table II presents the performances comparison between 
the three machine learning algorithms by means of Root Mean 
Square Error (RMSE), R squared (R^) and the time required to 
complete (TTC) the processes of training and predicting. 
RMSE measures the accuracy error of the machine learning 
models while R^ is presenting the proportion of IVs variation 
in the prediction models. 

Table II shows that all the predictive models with the PPT 
attributes have contributed at least 80% of the fitted data from 
the R^. Random Forest provided the best results in line with 
the results in [16] but on this cases that used different PPP 
attributes, the R^ is lower that the results in [16]. Although the 
average error presented by the Relative Error and RMSE of all 
models are not very encouraging, the values are within an 
acceptable range to anticipated that the machine learning can 
relatively predict the data accurately. All the algorithms are 
reliable when tested on the PPP dataset as described through 
the results of small standard deviation ranges. 

In term of efficiency, DT has taken the shortest time to 
complete followed by Deep Learning and RF.  Furthermore, it 
will be useful to look the variance of each PPT attributes in 
the machine learning predictive models as listed in Table III. 

As seen in Table III all the PPT attributes were contributed 
some degree of correlations in the prediction models of all the 
machine learning algorithms. Thus, all the PPP attributes used 
in this study were used by the machine learning algorithms, 
than answered the RQ1. Deep Learning received bigger 
weight of contributions from the trust on government and 
value of similarity.  For all algorithms, trust on government 
has given a major influence the prediction models at weight 
above 0.5, which answering the RQ2 of this research. The 
lowest influence from the PPP attributes can be seen from the 
government service of quality. Furthermore, the following 
Fig. 3 and Fig. 4 show the Tree models generated by DT and 
RF, respectively. 

TABLE II.  THE PERFORMANCES RESULTS 

Algorithm 
Relative Error 

(+-std.dev) 
RMSE        (+-std.dev) 

R^                                (+-

std.dev) 

TTC 

(ms) 

RF 
9.9% 

(3.8%) 

0.487 

(0.108) 

0.826 

(0.094) 
553 

DT 
10.3% 

(2.5%) 

0.5 

(0.108) 

0.802 

(0.114) 
61 

Deep Learning 
10.4% 

(2.5%) 

0.477 

(0.098) 

0.824 

(0.056) 
342 

TABLE III.  WEIGHTS OF CORRELATION BETWEEN PPP ATTRIBUTES IN MACHINE LEARNING 

Algorithm 
Trust on Government 

(TrustonGov) 

Value of Similarity 

(ValueSimilarity) 

Government Transparency 

(GovTransparency) 

Government Service of 

Quality (GovServiceQ) 

RF 0.674 0.395 0.078 0.053 

DT 0.597 0.230 0.055 0.048 

Deep learning 0.717 0.662 0.028 0.029 
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Fig. 3. The decision tree. 

 
Fig. 4. The random forest tree at 140 numbers of trees. 

The depth of the tree models from DT and RF is 4 as set at 
the optimal maximal depth. The trust on government   is the 
deeper attribute before the leaf of both trees that representing 
it as the important contribution to the model. Although the 
weights of similarity of value and government transparency 
are very low in DT and RF, the two attributes are still included 
in the tree models.  Otherwise, government service of quality 
is utilized in RF but not in DT. 

V. CONCLUSIONS 

This study aims to explore the non-financial issues that 
have influenced the investor intention in the public-private 
partnerships (PPP) based on the evidence from Indonesia.  
Acknowledging the role of machine learning to provide fast 
data-driven prediction and how complex is the challenge of 
future data expanding, this study attempted to discover 
machine learning techniques and has observed the effect of the 
pre-determined non-financial factors in the successful of PPP 
including Government Trust, Similarity of Values, 
Transparency in Government and Service Quality of the 
Government. Within the scopes of the tested data based on 
PPP in Indonesia, the attribute of Government Trust presents 
the most significant factor in the prediction models inside and 
outside of the machine learning implementations. This study 
can be further extending in the future by considering more 
PPP attributes as suggested in [16] that can improve the 
accuracy of the machine learning models and use different 
machine learning algorithms than the proposed study in this 
paper. 
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Abstract—Filtering techniques have been elaborated in the 

HA field to improve signal clarity and enhance the hearing 

capacity of deaf people. However, public sounds are highly noisy, 

so filtering those signals is not an easy task. Hence, the present 

article has aimed to develop a novel Ant Lion based power Noise-

Variable Bandwidth Filter (ALPN-VBF) for the HA applications. 

Here, the proposed optimized power efficient filter has 

incorporated several functions like de-noising and frequency 

tuning based on the word features. Here, the signal’s noise has 

been removed with the maximum possible range with the help of 

High-pass-Filter (HPF) and low-pass filter (LPF). Finally, the 

developed model is tested with a few audiograms, and the filter 

parameters have been analyzed and compared with other 

models. The testing results have proved that the designed filter is 

better in frequency tuning and signal transmission than the 

previous approaches by attaining less delay and reduced power 

consumption rate. 

Keywords—Hearing aid system; variable bandwidth filter; 

audiograms; matching error; power consumption; signal filtering 

I. INTRODUCTION 

The response variable frequency properties are required in 
various telecommunications applications and software wireless 
applications [1]. In addition, the design of bandwidth filter with 
variable parameters has included adders, coefficient array, 
multipliers, and data array length [2]. The idea employed here 
reduces the relative filter bandwidth by functioning it in a 
lower sample rate [3]. Moreover, this process is balanced by an 
efficient resembling technique. Here, the down-sampled wave 
is treated by a fixed bandwidth and length, and the up- sampled 
return to the initial spectrum [4]. Hence, the combined strategy 
has decreased the filter’s bandwidth [5]. Moreover, this 
approach is chiefly utilized in bandwidth reduction functions 
[6]. However, numerous applications may demand a higher 
bandwidth than the fixed-length filter’s performance [7]. 
However, this could result in distortion of signal response 
outcome [8]. Besides, the non-zero bandwidth transition is the 
primary cause of distortion in fixed-length-filter [9]. The 
filter’s length often depends on the bandwidth transition. In 
addition, to gain the undisturbed signal, reducing the filters 
distortion has to be minimized up to the desired level [10]. 

The chief advantage in using VBF is better tuning capacity 
based on the signaling and noise application. The resonant of 
frequencies have been tuned accordingly [11]. The basic 
function of VBF is detailed in Fig. 1. In addition, the 
complexity in VBF is noise removal [12]. If the data is 

realistic, it has taken more resources and time to de-noise the 
signal; also, the conventional filter has afforded the average 
outcomes [13]. Several filtering approaches, such as a novel 
key element based on cloud serve VBF [14], parallel structure 
filter [15], etc., have been implemented in the past. But, the 
appropriate filtered output was not gained, so the current 
research work has aimed to design a novel power-efficient, 
optimized filter model for HAA application. At last, the 
performance of the designed filter is compared with other 
models and has obtained the finest results. The key 
contributions followed in this research is described as follows: 

 
Fig. 1. Function of VBF 

 Initially, different public audios were collected from the 
benchmark site and trained to the system. 

 Consequently, a novel ALPN-VBF has been developed 
with suitable parameters to denoise and tune the signal 
frequency. 

 Here, the possible level of noise signal has been 
reduced with the use of the HPF and LPF. 

 Moreover, the desired signal range has been tuned by 
matching the maximum signal range in the ant lion 
fitness. 

 Subsequently, the incorporation of the ant lion fitness in 
frequency tuning has afforded the finest outcome. 

 Finally, the designed parameters were measured and 
compared with conventional paradigms in the relations 
of power consumption, delay, and matching error. 

The current article’s research arguments are organized as 
follows. Section II has detailed the associated works of the 
different filters in the HA system; the designed novel VBF 
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filter and function is highlighted in Section III. Moreover, the 
working performance of the designed Filtering strategy is 
summarized in Section IV, and the research discussion and 
achievements are concluded in Section V. 

II. RELATED WORKS 

To enhance the tuning range of VBF, Ren et al. [14] have 
implemented a novel key element based on cloud services for 
the VBF system. The designed VBF has recorded the tuning 
rate between o.3nm to 1.35nm by the experimental process. 
Also, the measured loss of insertion is 1.39dB. Hence, the 
tuning function of the VBF has been maximized. Also, it is 
flexible to change the response rate based on applications. 
However, it has required more power than the conventional 
VBF. 

The parallel structure filter has been introduced by Swamy 
and Alex [15] for the HA system for better signal; frequency. 
Here, the filter is mod- eled with the reconfigurable parameters 
that contain several sub-bands to process the different 
frequency range signals. Moreover, this filter is tested with 
numerous kinds of Hearing Loss (HL) people data. Hence, the 
tested people data contains mild to severe HL data; in many 
cases, the signal has reached better. However, it has consumed 
more power. 

The corrector filters with half bands have been described 
for the HA system by Niveditha et al. [16] to enhance signal 
transmission speed. The working of the designed filter is 
verified with the hardware HA application. The proposed filter 
has earned a reduced power consumption rate and high signal 
transmission speed. However, it has lacked in signal clarity. 

Ma et al. [17] modeled the reconfigurable filter with multi 
bands and modularized design structure. In addition, the 
multiple distortion schemes of subbands have met the 
frequency range of several different audiograms. The designed 
filter has a reduced complexity rate than the conventional noise 
removal filter in HA systems. However, it has required more 
energy to execute the process. 

The notch filter has been applied in the HA system by 
notch filter Marcrum et al. [18] to maximize the hearing 
capacity of the aged hearing loss people. The key motive of 
this research is to measure the filtering rate by comparing the 
conventional filter. Hence, the filtering capacity was identified 
by using a different set of audio signals. However, it has 
required more resources to execute. 

Several methods were discussed with its limitation and 
merits for the HA system. Hence, the common demerit in many 
cases is signal noise. If this problem ends, then the HA 
system’s signal processing has been maximized. So, the current 
work has focused on implementing the powerful noise filter for 
HA applications. 

III. PROPOSED METHODOLOGY 

The key motive of this HA system application is to improve 
the communication and hearing capacity of deaf people. 
Several kinds of HA system has been designed with different 
efficient filter parameters. But, still, the noise in the processing 
signal might reduce the signal frequency. So, the present work 

has focused design a novel optimized VBF named ALPN-VBF 
for HA framework. Here, to enable the power noise 
mechanism, dual filters functions have been utilized that are 
HPF and LPF. Then to transform the optimal signal range, the 
maximum signal frequency range is modeled in the Ant lion 
fitness function. Hence, the optimization objective has been 
iterated repeatedly until the desired signal has been met. 

 
Fig. 2. Proposed architecture 

The proposed architecture is detailed in Fig. 2. Finally, the 
working of the designed efficient VBF has been analyzed by 
validating the function parameters by applying any voice are 
sound. Subsequently, the improvement score has been 
measured by processing the comparison assessment. 

A. Design of ALPN- VBF for HA System 

The present work has developed a novel optimized 
intelligent ALPN-VBF for the HA system to improve the 
signal clarity of the HA device. Hence, this technique 
incorporates LPF, HPF, and Ant lion procedures. Usually, the 
ant lion is inspired by their hunting intelligence by trapping the 
ant inside the pit. Here, this fitness is utilized to fix the 
maximum desired frequency and tune the frequency up to the 
fixed frequency. 

nSx

n npc 

 2
1  

(1) 

Here, c denotes filter coefficients, world length is 

determined as x , the required power is represented as s  and 

signal features are described as p . Moreover, the np  is signal 

coding that is defined as )1,0,1(np . Hence, the filter 

coefficient is described in (1). 

2
),()()( yGGyF d  

 
 (2) 
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Here, the response of the zero-phase frequency is denoted 

as Gd and ),( yG   is the present noise feature in the input 

signal In addition, )(yF is the objective function signal tuning 

and filtering. Hence, (2) is utilized to neglect the present noise 
in the input signal. Moreover, the signal range has been tuned 
by fixing the maximum signal range and tuning the input signal 
during the execution of the signal processing (3). 

))(,0max()( beyuyA 
 

(3) 

Here, be  is the detection parameter to find the equivalent 

fixed maximum signal range )(yu  and )(yA  is the threshold 

setting parameter. Now, the minimum frequency of the sound 
is fixed using (4), 

)()()(min 211 yAyFyF  
  

(4) 

 
Fig. 3. Flow of novel ALPN-VBF 

The design of ALPN-VBF Where, 21,  are the signal’s 

weight coefficients. In addition, the system is trained with 
more different signals; each signal has specific frequency 
metrics. Hence, the signal selected from the total set of the 
collected sound signal is processed by (5). 
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Besides, the tuning process of the signal coefficients is 
detailed by (6), if the statement has been worked with 0 and 1 
status. Hence, for the random selection process, 0’s and 1’s 
conditions were used. 
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During the signal transmission process, the optimal range 
signal (7) has been obtained then the optimization iteration has 
been stopped. Otherwise, the iteration has been continued till 
the desired signal is met. 

The function process of the novel ALPN-VBF is executed 
in the way of Fig. 3. The key function of this designed filter is 
to filter the noise signal with a highly appropriate range and to 
tune frequency based on the deaf people hearing capacity. 

IV. RESULTS AND DISCUSSION 

The planned research solution is implemented in the 
MATLAB framework, running in the windows 10 platform. 
Initially, benchmark data is collected from the standard sites, it 
contains several sounds like animals, birds, humans, etc., then a 
novel ALPN-VBF has been developed with desired tuning 
parameters. Consequently, the signal executing and frequency 
tuning performance have functioned. 

A. Case Study and Performance Validation 

To analyse the performance of the designed filter, 
benchmark data has been utilized. From that bird sound and 
public transport, sound has been processed to analyze the 
capacity of the noise filtration function and tuning 
performance. 

 
Fig. 4. Input signal frequency 

The generated signal plot after importing the sound dataset 
is described in Fig. 4. The frequency wave of the input signal is 
varied based on the audio maximum frequency range. 

1) Matching error: In any filtering concept, finding the 

signal error or mismatch became the major concern for 

validating the filter functions. The matching error parameter 

has been estimated for three audiograms. 
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Fig. 5. Matching error assessment 

In addition, to find the improvement score of the proposed 
model, a few existing models have been obtained, such as 
reconfigurable filter [19], Constrained-least-square (CLS) filter 
[20], and 3 level Filter (3LF) [21]. Here, the RF has obtained 
an error score of 2.54 dB for the first audiogram, 1.85dB for 
the second audiogram, and 2.87 dB for the third audiogram. 
Hence, evaluating these statistics, the method RF [22] has 
recorded the average matching error score as 2.4db. 
Furthermore, the CLS filter has gained the error score for the 
first audiogram is 2.09dB, 3.12 dB for a second audiogram, 
and 3.23 dB for the third audiogram. Hence, the recorded 
average error score by the method CLS [23] is 3dB. In 
addition, the method 3LF [24] has gained 2.32 dB for the first 
audiogram, 2.43 dB for the second audiogram, and 2.39 dB for 
the third audiogram. The average recorded score for matching 
error is 2.35dB. Considering all those existing models, the 
proposed approach has obtained 1.9dB for the first audiogram, 
1.4dB for the second audiogram, and 1.2dB for the third 
audiogram. Hence, the obtained average matching error for the 
proposed model is 1.5dB. The matching error statistics is 
graphically represented in Fig. 5. 

2) Delay validation: Measuring the time for the audio 

frequency transmission is called a delay. Mainly, the filters 

which have the complex function modules have required more 

time to execute; this causes time delay. 
Moreover, the RF approach has achieved an 18.54 ms 

delay, the CLS filter has recorded a 7.9ms delay, 3LF has 
achieved the frequency delay as 12.9ms, and the proposed 
strategy has recorded the delay score to broadcast the signal 
frequency is 5ms. The delay statistics are described in Fig. 7. 

3) Power Consumption: In digital signal application, 

power is the key metric for transferring the signal, the utilized 

power by the novel ALPN-VBF has been measured with Watt 

unit. 
In the proposed research, dual filters were used: LPF and 

HPF, so power is a major concern for analyzing the maximum 
required power for HA system fitters. Besides, the reason for 
consuming high power is the poor filtering capacity. So, the 
method with less power consumption has a high noise removal 
rate. The CLS filter has gained the power consumption score of 

0.05W; RF has obtained the power consumption score of 
0.398W, and the proposed approach recorded the consumed 
power as 0.02W. The measurement of power utilization is 
described in Fig. 6 and the overall power consumption 
validation measurement of the proposed ALPN-VBF is 
tabulated in Table I. 

 
Fig. 6. Power consumption validation 

TABLE I.  THE OVERALL COMPARISON STATISTICS 

comparison statistics 

Methods 
Matching error dB Power 

consumption (W) 
Delay (ms) 

Audio1 Audio 2 Audio 3 

RF 2.54 1.85 2.87 0.398 18.54 

CLS 2.09 3.12 3.23 0.05 7.9 

3LF 2.32 2.43 2.39 0.03 12.9 

Proposed 1.9 1.4 1.2 0.02 5 

B. Discussion 

The designed ALPN-VBF has recorded an outstanding 
performance from all the comparison assessments than the 
compared approach. This proved that the involvement of the 
combined HPF and LPF in one filter bank had provided the 
finest outcome. 

TABLE II.  OVERALL PARAMETER VALIDATION OF ALPN-VBF 

Overall performance assessment 

Power consumption 0.02 W 

Delay 5ms 

Matching error 

Audiogram 1 1.9 

Audiogram 2 1.4 

Audiogram 3 1.2 

The overall metrics measurement of the proposed ALPN-
VBF is tabulated in Table II. Hence, the designed filter 
procedure is suitable in HA application to maximize the 
hearing capacity of deaf people by affording the clarity sound 
frequency. 
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V. CONCLUSION 

Improving the performance of the HA application is the 
most required paradigm for deaf people. Hence, this present 
work has attempted to design a novel optimized power filter 
name as ALPN-VBF for the HA system. Initially, the set of 
audiograms was taken and trained to the system then the 
filtering process was performed to de-noise the signal. 
Consequently, the frequency range of the signal is tuned to the 
maximum desired level with the help of ant lion fitness. Once 
the desired level frequency has been met, it has transferred to 
the other end. Finally, the key metrics were calculated and 
compared with other models. The proposed model has 
achieved the minimum matching error of 1.5 dB; considering 
the other models, it has diminished the matching error up to 
1%. Besides, the recorded power consumption is 0.02W; 
compared to other models, it has shown an improvement rate 
of up to 2%. The delay measure recorded by the designed 
strategy is 5ms, by comparing other models, has described the 
improvement rate up to 12%. Hence, the designed model is 
suitable for the HA system. 
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Abstract—Photovoltaic solar energy has been booming 

worldwide due to the scarcity of non-renewable resources, from 

there arises the need to modernize and innovate in the 

methodologies for the use of energy resources as well as in the 

correct installation of this system at an urban or level rural. In 

recent decades in Latin America there have been presented 

advances in the implementation of photovoltaic projects, which is 

why this document aims to evaluate the feasibility of these at a 

technical and technological level, so that they are in accordance 

with the systems implemented in Asia, Europe, and North 

America. The analysis determined that the main factors affecting 

the feasibility of a photovoltaic execution project are economic 

and technological, in addition to the adverse impacts found on 

the ecosystem and the local population, but in general it was 

observed that they are weaknesses that can be corrected, since 

there are different countries that are working on establishing 

strategies to educate their community, so there is an 

improvement in the quality of life in sectors with high CO₂ 

pollution and lack of fossil fuels. 

Keywords—Evaluation; Latin America; photovoltaic; project 

I. INTRODUCTION 

At present, due to the inconveniences presented by the 
scarcity of non-renewable resources that are used for energy 
generation in the world, it is necessary to implement new 
methods that take advantage of natural resources, as is the 
case of photovoltaic systems. In this procedure, solar energy is 
harnessed by storing, regulating, and transforming it into 
electricity for use in residential and industrial electrical 
installations [1]. 

The definition of solar energy refers to the electromagnetic 
radiation emitted by the sun that can be harnessed using 
multiple technologies. Modeling and simulation of these types 
of systems have become a widespread practice in the 
academic and industrial world [2]. They are essential tools for 
the design and installation of a solar plant, and for the 
estimation of its productivity. 

Photovoltaic systems are recognized as a group of 
components that make it possible to harness and use 
electromagnetic radiation emitted by the sun to produce 
electricity. These types of systems are identified according to 
the types that compose them and the materials or elements 
with which they are manufactured and put into operation. 

This document details the analysis of the factors that make 
it possible for a photovoltaic project to be carried out 
satisfactorily in a sustainable, energetic, and economic way. 
This analysis aims to contemplate the feasibility of these 
projects and contribute to the strengthening of knowledge 

about photovoltaic energy and therefore motivate research and 
development of strategies that optimize it, to contribute to the 
improvement in the quality of life and in turn with the 
reduction of CO₂. 

This was done through specific IEEE bibliographic 
sources that document the axis of analysis of this project; 
these documents were compared by analyzing the different 
implementation strategies of photovoltaic projects in specific 
Latin American countries, using graphs, figures, and 
descriptions of each. To contemplate the factors those were 
most relevant when materializing this type of project. 

This document brings a unique added value as it offers 
innovation and solutions for energy problems that are difficult 
to address. This means that this document stands out from 
other documents because of the usefulness of its content. 
Photovoltaic technology is especially useful for companies 
and organizations that seek to optimize production and service 
processes for communities with difficulties in accessing 
electricity. This makes it possible to save time and money by 
providing information that facilitates decision-making on 
critical factors of the project and at the same time improves 
the efficiency of the photovoltaic generation process. 

II. RELATED WORKS 

In [3] performs a return analysis on the study of various 
photovoltaic systems, investigating three generations of 
photovoltaic technology taking into account efficiency, 
embodied energy and return on investment in energy to 
identify relevant elements that allow generating technological 
development. One of the main objectives is to find ways to 
reduce the financial costs of the production of photovoltaic 
systems. It is found that the first-generation wafer-based 
technology has a higher efficiency than the second-generation 
thin film, but at a higher cost per unit area and that for the 
third generation the technologies have not sufficiently 
emerged yet. But it is also highlighted that energy 
performance and environmental impacts or greenhouse gas 
emissions must be taken into account, which can be indicators 
of the benefits and costs, this was found that the thin film has 
the best advances in performance energetic and is currently 
working better [3]. 

In [4] described the impact assessment of net metering for 
Distributed Residential Photovoltaic Generation in Peru. The 
economic impact of what is known as net metering of the 
photovoltaic system interconnected to the grid is analyzed, 
where the user is able to deliver or receive energy from the 
grid depending on whether there is an energy surplus or not 
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receive missing energy from the network to meet their needs 
through bidirectional meters, in addition, an analysis of the 
legal and regulatory mechanisms that define as such the 
economic conditions of energy exchange with the electrical 
distribution network in the city of Arequipa is carried out. 
This basically provokes a discussion in terms of the 
advantages and disadvantages that both distribution companies 
and end users present, since the payback time of applying this 
methodology is quite long and the effectiveness depends on 
the geographical area. Because if the location has a sufficient 
level of solar energy, it is more likely that the investment will 
be recovered a little faster. On the other hand, the distribution 
companies would see their business affected since it depends 
on the end user's consumption being higher and not lower due 
to the injection of energy that they would generate on the grid, 
for which the prices in the market would be affected [4]. 

In [5] presents an analysis of the different subsidies 
provided by the Mexican government to those who promote 
projects that implement renewable energy, more specifically 
photovoltaic energy, taking advantage of the great growth that 
this has had in recent years, measuring the economic 
feasibility of said generation projects. will have on the energy 
market in the country, sustaining that the use of this type of 
technology mitigates climate change, that this type of energy 
does not generate greenhouse gases and is booming, so 
Mexico is taking advantage of this opportunity to strengthen 
the agricultural sector, taking into account that Mexican 
investors carefully evaluate the risks of contributing their 
capital for this type of project. In order to see what factors 
must be taken into account, a study is also made of the dates 
of different regions of the country to see how much solar 
energy could be counted on to consider the energy potential, 
and what investment mechanisms can be used taking into 
account the affectation that this will have to implement in the 
agricultural sector due to the strong initial investment that 
must be made, so the incidence of subsidies on the viability of 
these projects will also be evaluated due to the analysis of the 
cost of the energy generated and the return time of the 
investment, but according to the analyzes carried out, 
everything points to the fact that without these subsidies, due 
to the high costs, this type of generation would not be 
profitable [5]. 

III. PHOTOVOLTAIC PROJECTS IN LATIN AMERICA 

A. Scientific Databases 

When delving into the research of photovoltaic projects in 
Latin America, it was use as query tools several databases 
among which IEEE Xplore and Scopus stand out. For this case 
IEEE publications that have been made on this topic in the last 
20 years were used. 

1) Documents per year: In this section we will recognize 

the evolution of research on issues related to photovoltaic 

systems in Latin America in the last 20 years according to the 

information provided by the databases. See Fig. 1. 

2) Documents by region: The countries that have done the 

most research in the implementation of photovoltaic systems 

in this part of the continent are Brazil (87), Uruguay (61), Peru 

(38) and Ecuador (15). 

3) Types of documents: It is highlighted that the 

documents issued by educational or academic institutions are 

conferences (228), scientific articles (123) and journals (3), 

generating a total of 354 documents.  

4) Most frequent keywords: Based on the bibliometric 

analysis it was carried out using several tools such as VOS 

viewer, after was mapped for this case the keywords that are 

most used in the documents found the IEEE databases, thus 

recognizing which are the focuses of the research carried out 

in the area. 

Fig. 2 shows the topics most frequently mentioned in the 
documents are solar energy, photovoltaic cells, photovoltaic 
systems, all implemented in Latin America. 

B. Projects with the Highest Energy Production in Latin 

America 

In this area of the continent the use of renewable energies 
is booming, in this case photovoltaic solar energy in recent 
years has excelled dramatically in several countries, some of 
the largest producers are: Brazil, Mexico, Chile and 
Argentina. 

 
Fig. 1. Research trend in recent years. 

 
Fig. 2. Visualization of the network related to the keywords covered in the 

articles referring to photovoltaic systems. 
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Each of these nations was delved into to identify their most 
emblematic projects in this type of energy technologies, thus 
recognizing their technical specifications in order to 
demonstrate the current energy production and its contribution 
to the national interconnected system. 

1) Brazil: It is the country with the largest population area 

in Latin America, because of this the increase in energy 

demand extends annually that is why they are implementing 

the use of new technologies for energy generation, among 

those are the photovoltaic systems who in recent years it has 

increased its power generation capacity exponentially as 

shows the Fig. 3. 

Recognizing this renewable energy generation that the 
country has had, the attention will focus on the exploration of 
some of the largest solar farm projects that the country 
currently has, among which are: 

a) Ituverava solar park: This solar park has been 

operating since 2017, being the largest plants in South 

America, has an approximate area of 600 hectares, houses 

around 850,000 solar panels, with a maximum production 

capacity of 550 GWh per year [7]. It is located in the state of 

Bahia in the municipality of Tabocas do Brejo Velho. 

In the area where this solar park was built, the presence of 
a lot of biodiversity is evident, which is why mechanisms have 
been implemented to mitigate the environmental impact such 
as artificial nests for birds, recycling and water treatment 
systems and a mini solar farm. This is intended to supply a 
part of electricity to a neighboring community. On the other 
hand, the investment made by Enel for the construction and 
execution of this plant was around 4billion dollars, which is 
intended to supply the energy consumption of around 268,000 
homes, thus preventing the emission of approximately 
318,000 tons of CO2 [7]. 

b) Nova olinda solar park: It is currently one of the 

largest solar photovoltaic power generation parks in Latin 

America, its approximate installation area is 690 hectares, it 

has a total installed capacity of 292 MW, producing 

approximately a maximum capacity of 600 GWh [8]. It is 

located in the state of Piaui in the municipality of Ribeira do 

Piaui. 

The company managing the service invested around 300 
million dollars in the construction of nova Olinda, thus 
maximizing the energy coverage of around 300,000 homes, 
generating a reduction in greenhouse gas emissions of around 
350,000 tons. 

Both solar parks are managed by Enel, an Italian company 
that is one of the world's largest providers of renewable 
energy optimization for the purpose of cleanly electrifying the 
countries in which it operates. 

2) Mexico: This Central American country has the 

second-best population in photovoltaic generation, due to the 

global energy crisis that has been presenting, Mexico has seen 

the need to implement new generation parks in order to meet 

the demand it currently has. The evolution it has had in the 

photovoltaic generation capacity in the last decade has grown 

exponentially, amplifying its generation in the last 5 years. 

Fig. 4 shows the trend of this energy production. 

Next, some of the largest photovoltaic solar generation 
parks in the country will be observed. 

a) Villanueva solar power plant: Since 2018 the 

Villanueva solar photovoltaic plant has been in operation with 

an installation area of approximately 2,400 hectares, thus 

projecting a production of 1700 GWh per year when it is fully 

operational. There are around 200 to 300 of solar panels [9], 

this plant is located in the state of Coahuila in the town of 

Viesca. 

The investment for this plant was US$650 million, with a 
strong focus on environmental impact, waste management, 
CO2 emission reduction and economic growth for the 
communities living near the solar plant. 

b) Magdalena II solar power plant: In 2019, the 

construction of this work was completed, housing an area of 

approximately 800 hectares, at maximum capacity it could 

generate 600 GWh per year. [10]. 

One of the technological advances that this plant has is that 
its photovoltaic modules are bifacial, in order to take 
advantage of the incidence of the sun on both sides of the solar 
panel [10], and these panels have a monitoring mechanism 
which is programmed to obtain the greatest use of solar 
radiation. 

 
Fig. 3. Photovoltaic solar production capacity in Brazil [6]. 

 
Fig. 4. Photovoltaic solar production capacity in Mexico [6]. 
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This Park is located in the state of Tlaxcala and is intended 
to supply the consumption needs of approximately 456,000 
Mexican households. 

3) Chile: In this area of the continent there is the best 

solar radiation in the world, which is why the boom it has 

acquired in the last decade on the generation of photovoltaic 

solar energy has been wide. 

It must recognize that lately the materials that are being 
used by the entities that execute this type of energy projects 
are of high efficiency, this in order to make the most of the 
energy resource. Fig. 5 shows the increase in the production 
capacity of gigawatt hours of photovoltaic solar energy. 

Some of the projects that stand out most in the country are 
the following: 

a) Domeyko solar plant: The construction of this project 

is in charge of Enel Power Chile, it has an approximate area of 

700 hectares where approximately 473000 bifacial 

photovoltaic modules are installed [6], in order to generate 

greater use of the reception of solar radiation, It should be 

noted that in this area of the world is where there is greater 

energy efficiency regarding this type of energy. When the 

plant operates at its maximum capacity it can generate 

approximately 590 GWh per year. It is located in the region of 

Antofagasta. 

The cost of this project was 164 million dollars, the 
execution of this was carried out during the pandemic 
therefore its workers complied with all safety protocols in 
order to guarantee their health and that of their community, 
this project aims to avoid the emission of CO2 of 
approximately 439000 tons annually [6]. 

b) Sol de lila photovoltaic park: This solar plant is 

located in the Atacama Desert, has an installation area of 

approximately 720 hectares, where approximately 408,000 

bifacial photovoltaic modules are installed [12]. when the 

maximum operation is found, it is expected to generate 

approximately 500 GWh per year, thus benefiting the 

surrounding population of the Antofagasta region. 

The greenhouse gases that can be mitigated when this solar 
park is in execution would be approximately 372000 tones. 
The execution of this work was carried out by more or less 
500 workers in times of pandemic, each of them maintaining 
safety protocols. 

4) Argentina: In this country, despite being in an area 

where there is a great solar radiation, it had not invested much 

money in energy innovation due to its political and economic 

problems. 

Despite the situation, it can be seen that in the last decade 
it has begun to increase its photovoltaic solar energy 
production capacity gradually since 2017, thus recognizing its 
need to implement renewable energies in the national 
interconnected system. Fig. 6 will show the increase in energy 
production. 

 
Fig. 5. Photovoltaic solar production capacity in Chile [11]. 

 
Fig. 6. Photovoltaic solar production capacity in Argentina [11]. 

The most relevant solar plants in the country are: 

a) Caucharí solar plant: The energy company Jemse 

started up the largest solar energy plant in Argentina, located 

in the Puna region, with an area of approximately 800 hectares 

and an installation of 90,000 solar panels, producing 215 GWh 

annually at maximum capacity [13]. 

The power that handles this solar plant is 300 megawatts, 
the implementation cost was 390 million dollars, pretending to 
cover the energy need of approximately 160,000 homes, it is 
located at 4020 m above sea level. 

b) Altiplano 200 photovoltaic solar park: This solar 

park is located in the town of Olacapato, has an installation 

area of approximately 350 hectares, locating there a total of 

500550 solar panels, producing at maximum capacity a power 

of 200 MW [14]. The investment for this project was 313 

million dollars, this project was created by merging the 

projects of Puna and Altiplano. The project is managed by 

Cammesa for a period of 20 years. 

IV. TECHNICAL AND ECONOMIC FEASIBILITY OF 

PHOTOVOLTAIC PROJECTS 

A. Type of Environment or Geographic Area 

The optimal environment to implement a photovoltaic 
system is one that allows the greatest solar radiation 
throughout the day, although this depends on some 
atmospheric phenomena that are listed in Table I. 
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TABLE I. ATMOSPHERIC PHENOMENA PRESENTED IN SOLAR 

RADIATION [25] 

Phenomenon Definition 

Absorption 

A large accumulation of solar radiation that is filtered by 

the gases present in the atmosphere thus preventing its 

transit to the surface of the earth. 

Diffraction 

It is a phenomenon that occurs when solar radiation 

transits through clouds, the incident ray when reaching 

these is fragmented in such a way that each of these has 

less energy. 

Dispersion 

For this case, the sun's rays are deflected by dust particles 

water molecules present, thus preventing their arrival on 

earth. 

Reflection 

This phenomenon has the characteristic that when it 

meets the particles that are suspended in the clouds, as 

well as the gases that it contains, they cause the sun's rays 

to be returned to space. 

Complemented the above, it is necessary to emphasize that 
this energy resource has great variability also due to climatic 
factors such as the conditions that occur throughout the day, as 
well as the change at night and the time of year in which this 
system is used. 

Photovoltaic installation depends on the place where it can 
be located, if they are generation parks at a macro level such 
as those managed by large energy companies in the world it is 
necessary that this is located in a desert or arid area allowing 
ease of construction and in turn the feasibility of the system 
mitigating its environmental impact, on the other hand if our 
photovoltaic installation is micro level this can be located 
anywhere in the world that is outdoors and can capture solar 
radiation. 

Depending on the location it has at its latitude this will 
define an estimate for the angle of inclination that solar panels 
can possess if they are of fixed type. Fig. 7 shows a mapping 
of the areas where there is greater solar radiation in the world. 

 
Fig. 7. World map of the areas with the greatest solar irradiation. 

B. Space required for the Installation of these Systems 

1) Solar parks: When large photovoltaic projects are 

executed, it is necessary that these are located in areas where 

the greatest irradiation in the country is present, such as 

deserts, among others, this type of spaces must have a level 

ground so that when installing the structure of the solar panels 

there are no variations in the This would affect the optimal 

reception of this energy resource. 

2) Isolated photovoltaic systems: This type of installation 

is intended to locate the solar panels in a clear area either 

located on the ground or attached to the roof of the place 

where they are going to be implemented, this in order to avoid 

deviations or obstructions of the solar radiation that is directed 

to the panels. For the rest of the components such as the 

inverter, batteries, regulator and protection systems, it is 

required that these be located in a place that is not outdoors 

and in turn allows a high flow of air in order to reduce the 

temperature of these electronic devices. 

3) Grid-connected PV systems: When they are installed at 

the residential level you can follow the parameters seen in the 

isolated systems, there are other cases that are being presented 

at an industrial and commercial level in the continent are the 

integration of solar modules on the facades and terraces of 

buildings and factories in order to take advantage of the great 

irradiation that It reaches this type of structures and likewise 

contrasting with the architecture of these so that they do not 

lose their attractiveness. Some grid operators are encouraging 

this type of microgrid and are regulating its correct installation 

to minimize dependence on other types of non-renewable 

energy sources [17]. 

Some countries such as Brazil are conducting multiple 
investigations that are allowing to evaluate the energy 
performance of this type of systems, which is why certain 
scenarios propose to use several types of inclinations of solar 
modules in order to recognize what is the optimal angle for the 
reception of solar radiation , P Grams such as PVsyst allow us 
to model some of these scenarios to have great certainty about 
the nominal power that can be obtained in a period of time, 
thus corroborating what is calculated in the theory. 

C. Required Materials 

In this section, attention is focused on the materials used 
for installation in a given site or area. 

1) Panel brackets: The fastening systems aim to support 

the solar modules as well as to fix the inclination they must 

carry in order to receive as much of the energy resource or as 

possible. There are two types of supports which are fixed 

supports and variable supports. See Fig. 8. 

2) Solar modules: This material is one of the most 

important for this type of energy generation systems, initially 

the panels were single-facial type thus allowing the reception 

of energy radiation only on one side, currently a new module 

has been implemented in the market that takes advantage of 

both sides called bifacial module as mentioned above allows 

the capture of solar radiation in the upper part and lower of it. 

In distributed generation it can be seen that there is a 

generation power limit of 5 MW as it happens in some Latin 

American countries, due to this restriction there has been the 

need to optimize energy capture in order to make the most of 

the implementation of these systems [18]. 
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Fig. 8. Types of supports for solar panels [25]. 

3) Cables: For the correct installation of this type of 

systems it is necessary to implement electrical conductors that 

are dimensioned in such a way that they comply with the 

maximum admissible parameters according to the type d and 

installation and that in turn is governed by the rules or 

regulations that it administers in each country as appropriate. 

Some of the characteristics of these elements will be 

summarized below in Table II. 

TABLE II. TECHNICAL CHARACTERISTICS OF DRIVERS 

Feature Details 

Weather resistance 
Maximum conductor temperature resistance to 

external temperatures, resistance to UV rays, etc. 

Mechanical strength Impact, abrasion and tear resistant 

Mitigation 

environmental impact 

Low emission of corrosive gases, no fire spreader, 

halogen-free, etc. 

Life Endure a minimum of 30 years. 

4) Connectors: The main characteristic of this type of 

elements is that they allow the connection of electrical 

conductors without the need for a splice and in turn have 

resistance to weathering, thus facilitating the protection of the 

integrity of the people who transit through the area or 

manipulate these connections at times of the year when there 

is high humidity or weather conditions are not the most 

favorable for the photovoltaic system. 

5) Electrical connection system: To generate the control 

and correct distribution of the photovoltaic system and also of 

its protection elements such as thermomagnetic switches, 

commissioning systems and the distribution of the branch 

circuits contemplated for residential or industrial use, it is 

necessary to do it in a connection box. Among its 

characteristics is that it must be covered and preferably not 

outdoors, this in order to prevent the risks of an electric shock 

when it occurs in a humid environment, the thermomagnetic 

switches or fuses that this connection box carries must comply 

with the electrical regulations of each country thus 

guaranteeing a maximum power support without risk to a 

short circuit or Overvoltage, CAD to element that is connected 

there must be labeled so that it can be clearly evidenced to 

which branch circuit it corresponds and the electrical 

conductors must comply with the color code presented by the 

local regulations. 

D. Investment 

Depending on the use that will be given to the photovoltaic 
installation, the influence of some evaluation criteria must be 
taken into account that allows the profitability of the projects 
to be recognized. 

1) Evaluation criteria: Levelized cost of energy (LCOE): 

is a parameter that allows us to express the cost of a power 

generation system in a time interval. The variables that fall 

under this parameter are the net costs of the investment, the 

rate established for the discount and the total energy used. A 

project is viable if the LCOE has a lower value than the 

energy cost incurred in that investment. The expression 

defined for this case as shown in equation 1. 

     
   ∑ 

    
  

      

∑ 
    

   
      

  (1) 

Internal rate of return (IRR): is a discount rate that 
generates a balance between expenses and income, thus 
causing the net present value to be zero. There is profitability 
in a project if the internal rate of return is greater than the 
profitability established for the investment, the expression is 
defined as shown in equation 2. 

    ∑ 
    

  

      
    (2) 

Net present value (NPV or NPV): it is a parameter that 
makes the addition of cash flows in relation to the rate of 
capital cost, thus considers that a project has profitability at an 
economic level if the value obtained is greater equal to zero, 
the mathematical expression is shown in the equation 3. 

    ∑ 
    

  

      
     (3) 

2) Smaller-scale investments: Unfortunately investing in 

the implementation of this type of systems locally such as 

installing panels in a house can be relatively expensive, these 

values vary according to the place where the installation 

materials are purchased, the qualified, certified labor, 

regulation, and commissioning of the system. It foresees that 

this type of investment has a payback period of 5 to 15 years, 

although some countries are allowing that, if this type of 

systems are connected to the grid, they can then reduce the 

cost of the kWh that the network operator can charges thus 

reducing the recovery time. 

3) Larger-scale investments: Large companies worldwide 

such as Enel Green Power, are pioneers in the implementation 
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of this type of systems and in the last decade have generated a 

large investment in unexplored areas in some Latin American 

countries, on average investments per project are around 250 

million dollars [19]. Based on the type of investment, the 

company agrees with local governments to manage this energy 

system for a minimum of 15 years, thus allowing control of it, 

gradually impacting the percentage of energy generation in 

each country and guaranteeing the recovery of its investment 

in a short time. 

E. Incentives 

1) Paid: For small solar farms, there are economic 

rewards for using clean technologies in their electrical 

installations, these are reflected in the reduction of the cost of 

kWh and in some cases in the financing of the installation of 

this type of systems [16]. 

Companies that manage the largest solar projects in the 
region receive incentives for mitigating environmental impacts 
in the area where the project is executed, as well as for the 
amount of energy they can supply during peak hours, where 
there is high energy demand. 

2) Unpaid: Unpaid incentives are those that are presented 

as support for humanity, such as the brief mitigation of 

greenhouse gas emissions, reduction in the generation of 

hazardous substances to the environment and support for the 

vegetation of the areas where this type of energy systems is 

implemented. 

F. Environmental Impacts 

1) Soil: Despite considering this technology as clean, the 

environmental impact cannot be completely mitigated since in 

the case of an installation of a solar park an average of 2 

hectares per megawatt installed is required, this over time 

generates an alteration in the soil thus impacting the habitat 

that is around this installation, It should be noted that this only 

applies in areas where there is high vegetation and fauna, 

therefore a solution mechanism is to execute this type of 

projects in desert areas. 

2) Atmosphere: A considerable amount of the 

environmental impacts that occur when generating 

photovoltaic solar energy are the presence of aerosols in the 

atmosphere, these prevent the efficiency of solar radiation 

therefore it is integral to carry out studies that allow us to 

recognize this type of conjunctures and who that is can 

generate some type of solution in the short and medium term. 

[15]. 

3) Impact on local flora and fauna: Another type of 

environmental impacts that occur in this type of systems is 

when the flora and fauna of the area where it is going to be 

implemented is affected, as a result of this some projects have 

not been viable due to the damage they can generate to the 

population, in other places it has been possible to generate a 

common agreement between the population and the 

entrepreneurs with the in order to receive some series of 

incentives for allowing the construction of this type of works. 

[26]. 

V. COMPARATIVE ANALYSIS OF PROJECTS 

Recognizing the great importance that the implementation 
of large solar parks generates in a country, it is then possible 
to deepen this exploration in order to demonstrate what 
characteristics and parameters stand out between each of the 
projects, such as strengths, weaknesses, environmental impact, 
energy generated, investment costs and geographical location 
chosen for this document. 

A. Comparison between Projects in the Same Country 

1) Brazil: Between Ponta Pora and Fortaleza is the largest 

area that produces the largest amount of photovoltaic potential 

in the country, currently Brazil is one of the largest generators 

of electricity by photovoltaic solar parks. In 2021, it was 

consolidated among the ranking of the best country is 

worldwide occupying box 13 [20], with an installed capacity 

of approximately 14 GW that are currently in operation, in the 

map of photovoltaic power that Brazil has, it can see in which 

areas are more prone to the installation of solar parks to ensure 

that the reception of the resource is optimized. 

Recognizing this energy impact that is presenting 
worldwide, it is necessary to delve into the main 
characteristics of the most representative solar parks of this 
country, this in order to have a base that allows us to 
recognize what parameters of owning a large-scale 
photovoltaic solar installation in this part of the continent. 

As mentioned in Section II, the solar parks of Nova Olinda 
and Ituverava are those that present at the moment the greatest 
capacity of energy generation, therefore, each of its primary 
particularities is synthesized in Table III. 
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TABLE III. COMPARISON BETWEEN THE PROJECTS CHOSEN 

Variables 

Brazil Mexico Chile Argentina 

New Olinda Ituverava 

Villanueva 

Solar Power 

Plant 

Central solar 

Magdalena ll 

Domeyko Solar 

Plant 

Sol de Lila 

photovoltaic 

park 

Caucharí Solar 

Park 

Altiplano 200 

Solar Park 

Strengths 

They established 

a dialogue in 

common 

agreement with 

the surrounding 

indigenous 

communities and 

managed to 

generate an 

agreement in 

which they would 

provide work and 

educational 

training to a large 

part of the 

inhabitants of this 

area, this in order 

to generate social 

inclusion so that 

both parties are 

benefited from 

the execution of 

this project. 

High reduction of 

carbon dioxide 

per year. 

Development of 

artificial nests to 

protect local 

fauna. 

Implementation of 

circular economy 

for the rational 

use of water. 

Implementation of 

bifacial panels. 

CO2 reduction 

Implementation of 

bifacial panels. 

CO2 reduction 

Totake advantage 

of the energy 

resource since 

this plant was 

located in a 

desert. Use of 

bifacial panels. 

Totake advantage 

of the energy 

resource since this 

plant was located 

in a desert. Use of 

bifacial panels. 

State-of-the-art 

technology in 

solar panels and 

inverters. 

Union of several 

distributed 

generation 

companies. 

Weaknesses 

Impact on the 

common 

evolution of the 

indigenous 

population the 

Quilombos. 

Due to its 

location, it is 

predicted that in 

later years it will 

affect the soil and 

its rich 

production. 

Effects on the 

local population 

in the cultivation 

of melon and 

grass. 

Limitations in 

planting local 

growers 

Limitation in its 

capacity. 

Limitation in its 

capacity. 

Effects on the 

local population. 
Soil damage 

Environmental 

impact 

Medium-term 

damage to the soil 

in the area. 

Effects on 

bamboo crops and 

endemic species. 

EGO has 

implemented the 

sustainable 

construction site 

model in order to 

mitigate 

environmental 

impacts. 

To mitigate the 

impact, water 

saving and waste 

recycling systems 

are implemented 

Reduction of 439. 

000 tons of CO2 

Reduction of 365. 

000 tons of CO2 

Smog reduction 

annually 

Limitation of 

CO2 emissions 

Potential [MV] 292 254 754 220 204 161 215 200 

Location Piaui Bay Coahuila Tlaxcala Antofagasta Atacama Puna Olacapato 

Cost [USD] $ 300.000.000 $ 400.000.000 $ 650.000.000 $ 165.000.000 $ 164.000.000 $ 135.000.000 $ 555.000.000 $ 313.000.000 

System Losses 

[MW] 
73 63.5 188.5 55 51 40.25 53.75 50 

Based on this comparison, the magnitude of the investment 
in this energy technology is recognized, and how it can 
provide a better quality of life around 600,000 inhabitants of 
the surrounding areas, although it must be recognized if it 
generates certain environmental and social impacts that are not 
completely supplied, such as an affectation to the unique 
species of that region that despite the efforts to mitigate this 
impact will never be close to 0%, hence Ituverava presents a 
higher economic investment despite the fact that its generation 
potential is lower than that of nova Olinda. It should be noted 
that in most of its actions it is possible to recognize the great 
change that they are allowing the country to transcend at the 
technological and energy level in the medium term in order to 
mitigate the scarcity of non-renewable resources that is 
coming by leaps and bounds. 

2) Mexico: This country has the characteristic of having a 

limitation in humidity and its vegetation is not very wide, 

which is why solar radiation is very large especially in the 

northern part of the country. Recognizing this favorability of 

the area and based on the limitations of fossil resources that 

this country can generate; it has been involved in the 

implementation of renewable energies in order to meet the 

energy demand [27]. Many of its technologies are similar to 

those it manages in the United States, all this based on a new 

law called the energy transition law that was published in 

2015 which regulates the growth of clean energy in the 

national interconnected system. 

Based on the above, entities such as Asolmex are at the 
forefront of irregularly enacting all projects related to solar 
energy, companies such as Enel have come to this part of the 
continent in order to generate investments that allow the 
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execution of high-quality projects with a high capacity of 
energy generation [21], Next, the characteristics of some of 
them are shown in Table III. 

Many of the characteristics of these large photovoltaic 
projects are recognized. This multinational has great 
campaigns to mitigate the environmental impact and in turn 
generates studies that have also allowed it to reduce the social 
impact with the surrounding communities implementing in 
these centers of academic and labor training, as well as the 
generations of direct jobs with the company for the short and 
medium term [22]. 

3) Chile: Currently in the country is inserted in the 

national interconnected system about 25% of energy from 

photovoltaic solar parks, entering around 6500 MW to the 

system. In the country Several companies that own solar 

power plants, some of the most prominent are the following: 

 Enel: 18 solar power plants. 

 Engie: 9 solar power plants 

 Prime energy: 14 solar power plants 

 Colbún: 6 solar power plants 

Some of the regions with the highest solar radiation and 
that have the constructions of this type of plants are 
Antofagasta, Atacama and Metropolitan [23]. 

Some of the characteristics of this type of energy in the 
country is that the energy is cheaper can mitigate the 
environmental impact is available anywhere in the country, its 
maintenance is easy, and energy can be supplied in places 
where the power line does not reach. To further complement 
the importance of the implementation of these solar power 
plants will proceed to recognize some of the characteristics in 
Table III that handle the solar plants mentioned in Section II. 

It could appreciate that both solar parks have similar 
characteristics since they are located in a desert, thus taking 
advantage of the incidence of the sun in this area limiting its 
environmental impact with the flower and fauna of this 
country. Among its policies for mitigating the environmental 
impact are the use of circular economy for the rational use of 
water, recycling solid waste and the limitation of generation of 
gases that affect the ozone layer, on the other hand, from the 
social field EGP has generated jobs for people in the area, this 
in order to take advantage of the national workforce and 
provide academic training that allows the population a better 
quality of life while the project is in execution [24]. Some of 
the features that stand out most is the implementation of 
bifacial panels, although taking into account the area in which 
it is installed, it is then limited to the generation capacity since 
for this area it is expected that energy can be generated 2 or 3 
times more than what they currently produce. 

4) Argentina: In the regions of Neuquén to Jujuy, there is 

the largest solar irradiation that Argentina has, which is why 

the importance of the implementation of this type of energy 

generation sources will yield a new horizon at the economic 

and energy level for the country. In recent years, the creation 

of photovoltaic plants throughout the country has been 

booming, which is why in the world ranking of energy 

generation it is ranked 42nd, largely supporting the national 

interconnected system with clean energies [14]. 

Some economic analysts indicate that the country would 
save around 300 million fuels if 1000 MW of renewable 
energy will be implemented, for this reason it is very 
important to recognize what characteristics one of the large 
solar parks that the country has can possess. Some of this 
information is provided below in Table III. 

It can recognize then that this type of solar parks has 
required a large economic investment due to the 
environmental impacts they generate in the area, these impacts 
are of a social and ecological nature, therefore it was 
necessary that some generating companies will merge as is the 
case of altiplano 200 in order to maximize their profits by 
grouping each of the parks that had been created in the area 
[14]. There is an enormous energy potential of the country, but 
it is necessary that external agents invest this resource, 
countries such as China in the last decade have generated 
agreements and negotiations between energy peers of the 
country in order to establish some new solar plants that 
maximize the renewable energy generation of Argentina. 

B.  Comparison between Selected Projects 

When entering each of the characteristics of the largest 
photovoltaic solar generation parks that Brazil, Mexico, Chile 
and Argentina have, it was able to show what strengths and 
weaknesses are presented in each of these projects, the ones 
that stand out below will be mentioned. 

1) Strengths 

 Implementation of state-of-the-art technology such as 
bifacial panels. 

 Social inclusion policies that allow a good execution of 
these projects in the area. 

 Capacity of generation to do with it is in the national 
energy system. 

 Weaknesses. 

 Effects on the flora and fauna of some areas. 

 Excessive water consumption in the construction and 
execution of these projects. 

 Damage to the ground in the medium and long term. 

Although it is seen that large companies that develop this 
type of projects in Latin America, such as Enel, have multiple 
mechanisms to mitigate many of the weaknesses mentioned 
above, but unfortunately in some areas where ecology thrives, 
environmental problems are occurring whose consequences 
are irreversible. That is why a call is made for this type of 
policies to be more optimized so that the damage to the 
environment when these projects are developed and executed 
have been mitigated to the maximum and not only focus on 
the reduction of greenhouse gases since this is not the only 
environmental damage that can be generated. 
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Loss of energy in solar panels is usually due to two factors, 
which correspond to the temperature and dirt that are 
detrimental in photovoltaic installations; where between 15% 
and 25% of the energy generated can be lost by photovoltaic 
modules. When designing a photovoltaic installation, 
consumption must be taken into account and also estimate the 
number of panels to be installed for the energy demand, in 
order to correct possible increases or decreases in electrical 
energy. To mitigate the problems in terms of dirt that occurs in 
the panels due to climatic factors, a possible solution is to 
manually clean said modules for the conservation of the 
photovoltaic plant. 

VI. CHALLENGES AT THE LEVEL OF RESEARCH AND 

EXECUTION OF PHOTOVOLTAIC PROJECTS IN LATIN AMERICA 

The gap opens so that researchers and education centers 
related to renewable energy generation can inquire about the 
problems that currently afflict this type of energy systems 
such as: 

 Improve the efficiency of solar panels. 

 Regulate the stability of the system. 

 Mitigate the impacts on generation due to pollution. 

 Portable implementation of these systems at low cost. 

 Use of solar cells in public and private means of 
transport. 

Among other projects or mechanisms that optimize the use 
of these systems. 

The technologies that implement photovoltaic systems are 
relatively recent date back about four decades, which is why 
there are multiple problems derived from this type of 
technology thus preventing the increase of its efficiency 
gradually, the reasons affect the science of these systems are 
shown in Table IV. 

Taking into account the aforementioned affectations, it is 
necessary to investigate technologies or mechanisms ken to 
minimize this type of losses to the photovoltaic system that is 
why some of these are mentioned in order to provide approach 
tools for future research related to this topic. 

TABLE IV. EFFECTS ON SOLAR ENERGY SYSTEMS 

Problems Description 

Climate impacts 

The parameters that affect are the temperature 

of the surface of the panel and its 

corresponding radiation, climatic factors, 

wind and humidity of the area 

Environmental impacts 

Dust pollution in solar panels, spaces where 

shadows can be generated, soil degradation, 

etc. 

Characteristic features 

Damage to the structure that holds the solar 

modules, failure of solar cells, elements 

tearing, etc. 

System losses 

Losses in conductors, inverters, material with 

which the cells are manufactured, 

environmental contamination and distortion 

of solar radiation. On average, losses are 

estimated at 25% of the estimated generation. 

A. Optimization Mechanisms  

1) Control of system stability failures: Based on the great 

boom in photovoltaic generation worldwide, it can appreciate 

some challenges or problems arising from this implementation 

such as voltage stability, power oscillations and frequency 

regulations. The energy oscillations of the system They are a 

situation that occurs mostly in areas where its energy flow is 

directly derived from photovoltaic systems, which is why for 

this work it is imperative to establish parameters to control the 

oscillations thus guaranteeing the reliability of the system. 

[22]. 

The proposed strategy to mitigate this impact is the 
implementation of a new control mode that applies to the 
inverter that is in the photovoltaic network and in the storage 
system at the moment where the energy oscillations that are 
parallel to the frequency variations and the state of the load of 
the storage cell are presented, thus imitating the maximum and 
minimum values of load and discharge [22]. The hysteresis 
control allows avoiding the frequent change of the working 
modes, on the other hand, initially the battery has the role of 
moderating the energy that comes from the outside, a reactive 
power controller is also attached to this system, and these 
mechanisms are used according to the energy level of the 
battery as shown in Fig. 9. 

2) Model for detecting dust accumulation in solar cells: 

The generation of energy in a photovoltaic system depends 

directly on the efficiency of its modules or solar cells, this 

parameter changes according to external factors such as the 

dirt that can occur in these elements generally in arid areas, as 

part of the challenges faced by this type of technologies is the 

mitigation of this type of physical pollution. To detect such a 

change, it is necessary to make the relevant measurements to a 

new or recently implemented photovoltaic system [23]. 

 
Fig. 9. Gram flow of the control coordination strategy [22]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

211 | P a g e  

www.ijacsa.thesai.org 

As an object of this detection model, corresponding 
measurements of radiance, accumulated power, and 
temperature in a time interval in a desert of Saudi Arabia are 
implemented to establish the prediction model. The results of 
this analysis were that during a year in the months where more 
sandstorms occurred that is about half of the year, a loss of up 
to 20% of energy reception was created, thus recognizing the 
importance of implementing some technological mechanism 
that limits dust pollution in those months of the year where 
more losses are generated. 

3) Hybrid systems: Starting from the premise that 

photovoltaic systems can only generate energy during the day, 

it is necessary to find a mechanism that allows generating 

energy at night. As a result of this problem, the connection of 

a wind system that allows generating energy at night has 

already been implemented so that it can be used 24 hours a 

day in energy generation [23]. 

Some of the limitations of the implementation of this type 
of system are that they can only be developed in isolated areas 
where power lines are limited. It should also be taken into 
account that to store this energy derived from a wind turbine, 
the transformation from AC to DC must be generated in order 
to regulate the load in order to adjust it to an energy that can 
receive the storage batteries, which are also implemented by 
photovoltaic systems. 

B. New Technologies on the Continent 

1) Two-sided solar panels: Currently some of the new 

technologies that are being implemented are the use of bifacial 

panels which allow the use of the entire area of the solar cells 

in order to increase the percentage of energy reception. 

This type of panels has been used by corporations that 
implement large solar parks in countries such as Brazil, Chile, 
Mexico, among others. Itis expected that in about 10 years all 
single-facial solar panels that are used in solar power plants 
will be updated in order to optimize the performance of this 
type of generation. 

2) Photovoltaic inverters: Another of the advances that 

are being implemented is the use of photovoltaic inverters that 

control the stability of the system, this in order not to 

introduce harmonics in the laying by the electricity network in 

order to avoid losses due to this type of distortions. The 

strategy is to control the injection of active and reactive power 

into the system to improve the efficiency of generation and 

distribution of photovoltaic solar energy. 

3) Implementation in transport: They are currently 

conducting studies and have some prototypes of vehicles that 

have solar panels on their roof that are used to generate 

electricity in the device. At the moment there are only vehicles 

with very small panels which means that the energy received 

is not enough to guarantee the autonomy of mobility in a 

journey of more than 50 km in hours where the traffic is 

strenuous. In some countries in Europe, North America and 

Asia, are very common and the use of solar panels in your 

transport systems such as buses, electric vehicles, trains or 

ships thus allowing the non-dependence on fossil fuels and 

more now  that due to the situation between Russia and 

Ukraine, the flow of oil and gas to the entire European 

continent has been limited. 

VII. CONCLUSIONS 

One of the main challenges in the study of the factors that 
affect the viability of photovoltaic projects is the lack of 
information on the different parameters such as geographic 
location, orientation of the installation, the amount of 
available sunlight, the level of solar irradiation and the level of 
energy captured. These limitations are important when 
evaluating the performance of a photovoltaic project. 

In the future, photovoltaic projects are expected to be 
further developed in Central and South America feeding the 
electrical grid with clean and renewable energy. Additionally, 
projects can provide local employment and support economic 
development. These photovoltaic projects are gaining ground 
and are becoming a priority. This is due to the growing 
concern about climate change, as well as the intention to 
reduce imports of fossil fuels. Therefore, when analyzing the 
data, an overview of the situation in each country is given. 
Among the most important factors to consider were: the initial 
capital required, the installation costs, the geographical 
location and the cost recovery time, for which it is necessary 
to generate new knowledge and technologies that carry both 
the collection efficiency energy, either by improving the 
composition of the materials of each solar panel, adopting 
more intelligent economic and regulatory strategies, and 
becoming aware of the limitations that each country presents. 

This article offers an overview of the main aspects that 
should be considered when evaluating a solar project. It can 
become a reference for students and professionals in the 
electricity sector, as it offers a concise and complete overview 
of the main factors to take into account when evaluating the 
feasibility of a photovoltaic project. This has led to a greater 
understanding and use of resources, as well as greater 
efficiency in the decision-making process. 

It is recommended that for future work a study be taken 
into account that considers the effects that weather conditions 
and materials may have on the efficiency of the panels, since 
this can significantly affect performance. Therefore, for a 
complete evaluation of the viability of photovoltaic projects, 
this impact must be considered, analyzing how the 
components interact with each of the climatic conditions, 
emphasizing considering the resources that represent the best 
cost-benefit ratio and that can better benefit Latin American 
countries. 

Taking steps to reduce the costs of photovoltaics is 
essential to ensure that the use of renewable energy is as 
economical as possible. A clear solution to reduce the costs of 
electricity is the improvement of solar panels, attacking this 
lack in energy capture by favoring the reduction of the costs of 
photovoltaic energy. Measures such as increasing research on 
solar panels, reducing production costs, and improving design 
must be taken to optimize performance and lifetime. Research 
and development in solar panels must be a priority to reduce 
production costs. This must include the development of new 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

212 | P a g e  

www.ijacsa.thesai.org 

technologies and materials to optimize efficiency. Given that 
this type of energy once put into operation is a solution in 
terms of greenhouse gas emissions. Since they do not produce 
them and also provides a great tool for governments to meet 
their sustainable energy objectives. 
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Abstract—Ransomware is a type of malware that damage the 

system by encrypting all the files existing in the computer. To get 

access, the victim has to pay a ransom to get a key to decrypt his 

data. When the virus is running in machine, the user cannot stop 

it on the first try, so he may lose his entire files. One of the goals 

of this work is to detect ransomware based on encrypted files in 

real time and to minimize the cost of losing files. We will try to do 

an analysis of a received file (without opening it and seeing its 

contents). This scanning action can prevent a ransomware from 

spreading in the system. Most Ransomware files are sent in 

“.exe” format, but in this work, we will try to use other file 

formats that can accept malware, for example, .doc or .docx, .xls 

or .xlsx, .ppt or .pptx, .jpg, etc. In fact, an attacker can focus only 

on the files that contain useful data. In this paper, we are going to 

identify the types of files if they are suspicious or normal 

(without opening them) from their headers. For that first, we are 

going to analyze each extension separately (.docx, .exe, .pptx, 

.xlsx, .jpg, etc.) by identifying their headers and signatures. Then 

we will take several files with different extensions to analyze 

them by doing a program who detect if a file is benign or 

suspicious. 

Keywords—Ransomware; encrypted files; signature; file 

format; static analysis 

I. INTRODUCTION 

In recent years, ransomware attacks continue to explode 
exponentially around the world; the cost keeps falling and 
exploit different sectors. 

Researchers and cybersecurity specialists are still looking 
for a solution to detect this attack and even to slow down its 
growth in order to find an effective and reliable solution. We 
see many solutions, but not 100% sure, because hackers are 
always attentive and updated with the new technologies, they 
use more sophisticated techniques to follow the evolution and 
bypassing the protection techniques. 

This study focuses on the examination of the behavior and 
method in which ransomware encrypts files. Ransomware can 
infiltrate a device in various formats like .exe, .docx, .ppt, etc. 
A user may open a .docx file without realizing it is an unsafe 
file that contains metadata that can damage their computer. 
Therefore, we aim to analyze the files (without opening them) 
before and after ransomware encryption, in order to distinguish 
between a typical file and a suspicious one. 

In this paper, we will make a study on files to differentiate 
between a normal file and a suspicious one. For that in 
Section II, we will approach some "state of the art" concerning 
the study of files to give you an idea of the current research on 
this subject. In Section III, we will see our objectives and 
working methodology to identify and detect a normal file from 
another suspect one. We will discuss the results that we have 

had in Section IV. At the end, we sum up with a conclusion 
and some perspectives. 

II. STATE OF THE ART 

As you know, attackers are very inventive when they want 
to target a victim and we find, often, that emails are the 
trickiest (more than 90%) way [1] for them to create a link 
between the attacker and the target. Fig. 1 explains how 
ransomware attacks your machine: 

Ransomware detection techniques [2]–[5] are becoming 
more and more competitive, and each researcher has his own 
method and technique. If we take the detection of ransomware 
or malware in general, using file headers, several researchers 
work focus on a single file extension like PE (Portable 
Executable) files [6]–[8], but there is not enough research on 
the detection of ransomware using the headers of different 
extensions. 

The authors in [9] proposed a new classification model 
based on machine learning techniques to detect and classify 
malicious and benign PE files based on their headers 
information. The experimental results proved that the Random 
Forest algorithm yields a higher accuracy (99.68%) compared 
to other algorithms. The tests were performed on 211,067 
malware samples obtained from the VirusShare database [10]. 
Manavi and Hamzeh [11] presented a method for detecting 
ransomware using the PE header. They used a Convolutional 
neural network (CNN) to identify ransomware by converting 
the header bytes into 32*32 pixel images. The use of a header 
is advantageous, but transforming it into an image would 
necessitate the use of a network with additional layers in order 
to extract its features. 

To detect ransomware, the authors [12] used a static 
method. They proposed a method that is based on the bytes 
extracted from the header of the executable file using LSTM 
network to build the detection model. 

 
Fig. 1. Ransomware attack phases. 

*Corresponding Author. 
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The modification of the file header changes its structure. 
Therefore, they did the extraction of the executable file 
headers, then they processed the byte sequence that builds the 
file header with LSTM network, and they separated the 
ransomware samples, from the benign samples to form the 
template. With this technique, they managed to detect 
ransomware with 93.25% accuracy without running the 
program. 

Subedi et al. [13] employed data mining techniques to 
recognize and detect ransomware families using both static and 
dynamic analysis at three different levels: assembly, function 
calls and library. They also created an analytical tool that uses 
reverse engineering to create signatures for identifying 
ransomware families. Arabo et al. [14] proposed a dynamic 
analysis approach to gather ransomware API properties, which 
is then utilized to test 9 Machine Learning classifiers and a 
neural network. The goal of this research is to understand the 
link between a process's behavior and its nature, to detect if it 
is a ransomware or not. With a detection rate of 75.01%, 
Random Forest surpasses other classifiers. The benefit of this 
technique is that it does not require a signature database, but 
rather a collection of ransomware and non-ransomware data. 
The detection rate of the classifiers may be better by improving 
the dataset. 

Before encrypted files were moved to a backup disk, Lee et 
al. [15] utilized machine learning techniques to detect and 
classify infected files. The training step was implemented at the 
backup system according to their recommendation. It identified 
files from various users and file types, as well as determining 
file entropy thresholds. These thresholds were transmitted to 
client hosts in order to decide whether a new version of the file 
was encrypted or not.  The authors in [16] suggest a two-stage 
mixed ransomware detection approach using Markov model 
with the Random Forest technique to detect ransomware. 
Random Forest has the best detection rate of 97.3%. 

The paper [17] emphasizes the capabilities of behavior-
based detection mechanisms to identify crypto ransomware, 
demonstrating the limitations of signature-based detection 
approaches. In [18], Nieuwenhuizen proposed a ransomware 
detection scheme using behavior analysis and machine 
learning. Although the specific features were not revealed, their 
created feature set included properties such as payload 
persistence, anti-system restoration, stealth methods, 
environment mapping, network traffic, and privilege elevation 
that were extracted from the behavior of a malicious set up. 
Author employed the support vector machine (SVM) method 
as the classification technique in addition to the behavioral 
features related with data transformation behavior, such as 
huge file encryption. 

The effect of certain ransomware families on the Windows 
platform is demonstrated and analyzed by Mohammad [19]. He 
deduces that most families of ransomware behave in a similar 
way when it comes to affect file system and registry entities. 
Furthermore, all types of ransomware generate files in the 
Windows system files and rename other files. To do the 
experiments, the author used Windows 7, Oracle VirtualBox 
VM, Cuckoo sandbox, and Virtual windows 10. The author 
concludes that monitoring system file and registry activities 

can protect against ransomware. He also mentions that 
Windows 10 is more effective than Windows 7 regarding 
malware. The best method to follow as a recommendation is to 
regularly back up company or individual data. 

III. METHODOLOGY 

As mentioned at the beginning, our goal is to detect 
whether a file is suspicious or not (regardless of its content), 
from its header which will be identified from its extension. 
This leads us to detect ransomware from encrypted files in real 
time. 

It is well known that each extension has a fixed header 
according to the standards. If the header differs from the 
standard state, we deduce that it is suspicious. 

To achieve our goal, we took several files with different 
extensions, if we take an extension, for example “.docx”, and 
we open some files with the same extension using the 
Hexadecimal editor (Hex Editor Neo [20]), we found that they 
have the same signature, also called "Magic number". 

Namely, each file extension (.docx, .pptx, .xls, .exe, .dll, 
.jpg, etc.) has a fixed and specific "Magic number". 

Table I shows some files with different extensions and their 
signatures or Magic number, for clear and normal files. 

According to a deep study on Microsoft Office files, we 
notice that their signature is different, the "x" added at the end 
made many differences. If we take the extensions .doc and 
.docx (the same thing for .xls, .ppt/.xlsx, .pptx), the differences 
are seen in Table II. 

TABLE I. SIGNATURE OF FILES WITH DIFFERENT EXTENSIONS 

File extension Hex signature Size 
ASCII 

Signature 

.doc , .ppt , .xls D0 CF 11 E0 A1 B1 1A E1 8 Bytes ÐÏ.à¡±.á 

.docx , .pptx , 

.xlsx 
50 4B 03 04 14 00 06 00 8 Bytes PK...... 

.pdf 25 50 44 46 4 Bytes %PDF- 

.png 89 50 4E 47 0D 0A 1A 0A 8 Bytes .PNG…. 

.jpg FF D8 FF E0 4 Bytes ÿØÿà 

.dll 4D 5A 90 00 4 Bytes 
MZ 

.exe 4D 5A 2 Bytes 

TABLE II. DIFFERENCE BETWEEN .DOC AND .DOCX  

 
DOC DOCX 

Version 

Came in when the Microsoft 

Word was 1st delivered and was 

utilized until 2003 variant of 

“Word”. 

Came in with Word 2007 and 

has been the default extension 

from then for all new Word 

versions. 

Storage 

A DOC is saved in a binary file 

that contains all the related 

formatting and relevant 

informations. 

A DOCX file is actually a zip 

file with all XML files 

associated with the document. 

File size 
The DOC format has a greater 

size than the DOCX format. 

The DOCX format has a 

smaller size than the DOC 

format. 
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To analyze files, we have taken some files (.docx, .doc, 
.pdf, .exe, .png) as an example, and see their structures (this 
study of files is very difficult to make because there is a lack of 
information on the structure of the files, for example, for the 
header "how many bytes occupied", for the contents "where 
does it begin?", etc.): 

 
Fig. 2. ".Docx" File signature. 

From the article [21], the header is always at the beginning 
of the file and is exactly 512 bytes in length. Fig. 2 and Fig. 3 
show you some information about the header of the “.docx” 
and “.doc” file, respectively. 

 

Fig. 3. ".doc" File signature (empty file). 

Fig. 4 and 5 show you the structure and header of the ".pdf" 
and ".exe" files, respectively. 

 
Fig. 4. ".PDF" File Signature. 

 
Fig. 5. ".exe" file signature. 

IV. RESULTS AND DISCUSSION 

We took a corpus[22] that contains a large number of files 

with different extensions, and I encrypted them with a python 
program, adding to its files an '.enc' extension to make the 
difference between a clear file and an encrypted file. As an 
example, I took four files for each different extension (.doc, 
.docx, .ppt, .pdf); we got the following result: 

 
Fig. 6. The difference between encrypted and clear file headers [.doc]. 

For the files " *.doc " (in Fig. 6), those on the left are clear 
files, their header should be normal [D0 CF 11 E0 A1 B1 1A 
E1]. While on the right, you see that there is an extension 
added at the end " *.doc.enc ", this means that they are 
encrypted files (the encrypted file of each clear file, e.g. 
“1.doc.enc” is the encrypted file of “1.doc”), and even their 
header is different. What is relevant is that each encrypted file 
has a different header from the other file, we have [2F 2E 02 89 
56 38 DD AA], [A7 C5 DE D5 24 9D FA E2], etc. 

The same thing for the files " *.docx " (in Fig. 7), those on 
the left are clear files, their header should is [50 4B 03 04 14 
00 06 00], while on the right you see the encrypted files and 
even their header is different. We have [A1 D1 05 C2 6C 8B 
1D 19], [EF 34 21 9F FE 78 65 FC], etc. 
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Fig. 7. The difference between encrypted and clear file headers [.DOCX]. 

 
Fig. 8. The difference between encrypted and clear file headers [.PDF]. 

As you can see in Fig. 6, Fig. 7 and Fig. 8, the signature of 
a clear file and its encrypted is not the same; the case is the 
same for the other extensions. We also notice that the signature 
is fixed for any clear file (with different extension), but for 
encrypted files, it is not fixed and differs between each file. 

The program is done by Python language to make this 
study and detect if a file is suspicious or normal from its 
signature. 

Each extension has a "Magic Byte". We instantiated our 
dataset by creating a dictionary with the file extension as a key 
and its "Magic byte" as value, and then we analyze the file. If 
the file does not contain the corresponding signature, i.e. it has 
a different header than the one presented in our dataset; we 
deduce that it is a suspect file. We have also dealt with the case 
of a file without extension, if we give it to our program, it 
analyzes the header and if it does not find the corresponding 
signature, it sends us back that it's a suspicious file, otherwise, 
if everything is normal the result is: "This is a benign file, its 
extension is: … ". Fig. 9 shows the result of a file without 
extension that is benign. 

 
Fig. 9. Analysis of a file without extension. 

Fig. 10 shows you that we have performed an analysis for 
several files with different extensions. 

 
Fig. 10. Analysis of several normal files with different extensions. 

If we take the example in Fig. 11, you can see that the 
result is "this is a suspicious file", even though the file has the 
extension ".doc". In effect, sometimes attackers send files that 
look normal with a legal extension, while the file is infected by 
the ransomware, so as you can see, our program perfectly 
analyzes the header of the given file identifying its signature, 
and it found that its signature does not match to the normal 
signatures. 

 
Fig. 11. Analysis of a suspicious file. 
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We have tested our program on files encrypted by 
Ransomware with ".lmas", as you can see in Fig. 12, we have 
taken as an example the file “formation.xlsx.lmas”, the “.lmas” 
extension is added after ".xlsx" extension. We got the followed 
result: 

 
Fig. 12. Analysis of a file encrypted by Ransomware. 

As you can see, Ransomware infects the file 
«formation.xlsx», it is encrypted and the attacker has added the 
extension ".lmas" to the file. 

We know that "xlsx" has a fixed signature (see Table I); in 
the Fig. 12, we can see that the first 4 bytes are similar to the 
first 4 bytes of the normal xlsx file (50 4B 03 04), but the 
difference is in the next 4 bytes. Therefore, our program was 
able to detect that this file is encrypted by ransomware so it is a 
suspicious file without opening it. 

V. CONCLUSION 

In this work, we have made a Python program that allows 
to detect a suspicious file from another normal one, we started 
by studying the header of files of different extensions 
separately, later we extracted the header of each file and 
compared the headers of a normal file with another encrypted 
one. With this study, we could deduce that a normal file has a 
fixed and unchangeable extension, once it is changed the file is 
suspicious. 

In the upcoming work, we will conduct a dynamic analysis 
by executing ransomware files in a simulated environment. 
This will allow us to extract ransomware encrypted files and 
analyze them in order to develop and implement our own 
neural network. This network will be trained to identify 
ransomware files by first learning the characteristics extracted 
from the ransomware encrypted files, and then using that 
knowledge to detect ransomware when a "vulnerable" file is 
downloaded onto a victim's device. 
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Abstract— Mathematic has always been one of the hardest 

subject to be learnt during school. This is the very same issue 

that student have been facing no matter the level of education 

that they are in, and this is the reason why Math Maze Zone or 

also known as MMZ had been developed. MMZ is a 

mathematical game-based learning tool for primary school 

students to help them prepare for their final examination for the 

mathematics subject. The proposed game will consist of 

mathematical questions and the game design will be focusing on a 

maze where user will have to search for a way out from the maze 

while going through the checkpoint within the maze. The 

checkpoint will consist of mathematical questions and when user 

answered correctly, they will be able to continue their journey to 

explore the maze. MMZ focused on 1 chapter only for now which 

is Chapter 8: Space and Shape. Although the game only consists 

of one-chapter, primary school students can play the game to 

enhance their knowledge and to help them to be more engaged 

with mathematics subject by playing the game. The results will 

be taken from the perspective of adult who have close 

relationship with standard six students. Five main sections will 

also be identified along with MMZ to ensure getting a good 

result. 

Keywords—Primary school; educational mathematic game; 

game components 

I. INTRODUCTION 

Having a high level of proficiency in math is vital for the 
economic success and growth of societies, as math is used in a 
wide range of fields and industries, including finance, science, 
engineering, and technology. Developing strong math skills 
can also open numerous career opportunities and increase an 
individual's earning potential [1][2]. There are few reasons as 
to why this is happening in which some students may not be 
interested in math, which can make it harder for them to learn 
and retain information. Other than that, Math can be abstract 
and difficult to understand, especially if students have not 
developed a strong foundation in math concepts. Moreover, 
Math also requires practice and repetition to fully understand 
and master concepts. If students do not have enough 
opportunities to practice or do not have access to support and 
resources, it can be harder for them to learn math [3][4]. 

With pandemic happening and children are unable to go to 
school for a long period of time, they are relying on the 
interactive media technology to gain more information and 
knowledge while staying at home. Not to mention, these 
children, especially standard 6 students in primary school will 
still have to take an important exam which will determine 

which high school will they further their studies in. One of the 
methods for them to gain knowledge while learning for their 
future examination is through watching education videos on 
YouTube of, they can also play educational games that is 
related to their school syllabus.  Higher availability, flexibility, 
and affordability of tertiary online education have also proved 
to have the potential to enable high-quality student learning. [5] 

For this research, developing a mathematical interactive 
game that is suitable and matched the syllabus with primary 
school student to prepare for their examination will be done. 
The game will be called MMZ and will consist of 
mathematical questions. The game design will be focusing on a 
maze where user will have to search for a way out from the 
maze while going through the checkpoint within the maze. 

The checkpoint will consist of mathematical questions and 
when user answered correctly, they will be given points. This 
research will be aimed to develop an educational mathematical 
game design that will help the primary school student where 
they can utilize the mathematics questions for their 
examination. MMZ will also include 5 different components to 
measure the effectiveness of the game such as the learning 
comprehension, user-friendliness, process of user learning, 
creative and critical thinking, and the effectiveness of MMZ 
towards the user. 

There will be 4 sections that will be discussed in this 
research, which is section II, Background of the research that 
consist of mathematics examination and existing similar 
mathematic games. Section III, Methodology which consist of 
experimental setup and game design. Section IV, Results, and 
Section V, Conclusion. 

II. BACKGROUND OF RESEARCH 

A. Mathematics Examination 

In Malaysia, students must take exams and assessments to 
move forward in their education. These results help them have 
a better chance to continue their studies. Although it is not the 
best way to measure a student's performance, it is currently the 
only way. For example, primary students must take final exams 
to have a chance to attend prestigious schools. Even though the 
UPSR exam is no longer used, students still need to learn math 
to move on to high school, especially as it relates to physics 
[6]. 

In Malaysia and worldwide, Mathematics is a crucial 
subject in schools. Students must master arithmetic to be 
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successful in math. Without this skill, they will have difficulty 
solving real-world problems. Since problem-solving is a vital 
part of math education, researchers have studied the success of 
problem-solving lessons [7]. To get into prestigious secondary 
schools, students need to do well in Mathematics, as it is a 
crucial subject. According to the National Council of Teachers 
of Mathematics, math is a widely used language that is 
important for communicating with people from different 
cultures and countries [8]. Other than that Mathematics are also 
a compulsory passing subject in Malaysian public 
examinations such as entrance examination and SPM. 

In 2019, many students in Malaysia received an E grade in 
mathematics on the UPSR exam, ranking it as the second 
highest subject for E grades, according to the Ministry of 
Education Malaysia. English had the highest percentage of E 
grades, with 23.34% in writing and 14.87% in comprehension 
with Mathematics as the second subject with a 16.87% E grade 
percentage [9]. Below is the graphical illustration related to the 
comparison of percentages in every subject between 2018 and 
2019 that can be seen in Fig. 1. 

 

Fig. 1. Illustration of the comparison of percentage in each subject between 

2018 – 2019 [8] 

B. Existing Similar Mathematic Games 

In this part, reviews about several existing games both in 
Malaysia and other countries that will be discussed along with 

other existing games related to mathematics subject. The 
comparison MMZ with the other three existing games between 
the games developed by Malaysian and by other countries will 
also be discussed. There are six existing mathematics games 
and system that provide a similar kind of function with MMZ 
but have different kind of approach but are still using the same 
concept while developing for the game. 

It can be observed that many games developed both in 
Malaysia and other countries share similarities in that they 
align with school syllabuses, which can aid students in better 
understanding the topics taught in school. The distinctions can 
be seen in Tables I and II, which will be presented below. The 
research conducted by various researchers in Malaysia will 
also highlight the principles employed, such as Norman's 
Seven Principles and Mayer's 12 Multimedia Principles in 
Table I while Table II will provide a comparison of research 
conducted by researchers from other countries. 

TABLE I.  COMPARISON OF EXISTING GAMES FROM MALAYSIA 

 

Research 

Paper 

 

Details 

 

Norman’s 

Seven 

Principles 

 

Mayer’s 12 
Multimedia 
Principles. 

Understanding 

of Number 

Concepts and 

Number 

Operations 

Through 

Games in 

Early 

Mathematic 

Education 

Focuses on 1 

mathematics topic 

that follows the 

NPSC, which is 

comparing the 

numbers through 

a 

game. 

1. Visibility 

2. Consistenc

y 

 

1. Multimedia 

Principle 

2. Temporal 

Contiguity 

3. Pre-

Training 

Pedagogical 

Change in 

Mathematic 

Learning: 

Harnessing the 

Power of 

Digital Game-

Based 

Learning 

Focuses on grade 

1 to 3 

mathematics 

syllabus. Every 

lesson on the 

game is different 

from one another. 

1. Visibility 

2. Consistenc

y 

3. Constraint  

1. Multimedia 

Principle 

2. Temporal 

Contiguity 

Learning Math 

Through 

Mobile Game 

for Primary 

School 

Students 

A mathematics- 

based game that 

consist of all the 

syllabus in each 

of 

the grade. 

1. Visibility 

2. Signifier 

3. Consistenc

y 

4. Constraint 

1. Multimedia 

Principle 

2. Modality 

3. Pre-

Training 

Math Maze 

Zone – A study 

on The 

Implementatio

n of 

Mathematical 

Game-Based  

Learning Tool 

for Primary 

School 

Students From  

Adult 

Perspective 

A mathematics- 

based game that 

consist of few 

selected 

chapter/syllabuses

. 

1. Visibility 

2. Feedback 

3. Affordanc

e 

4. Constraint 

5. Consistenc

y 

1. Coherence 

Principle 

2. Spatial 

Contiguity 

Principle 

3. Segmenting 

Principle 

4. Multimedia 

Principle 
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TABLE II.  COMPARISON OF EXISTING GAMES FROM OTHER COUNTRIES 

 

Research 

Paper 

 

Details 

 

Norman’s Seven 

Principles 

 

Mayer’s 12 
Multimedia 
Principles. 

Serious 

Gaming: 

Environmenta

l 

Impact 

Through 

Math 

Focuses on 

advance 

mathematics that 

universities 

students are 

learning. 

1. Visibility 

2. Mapping 

3. Consistenc

y 

 

1. Multimedia 

Principle 

2. Pre-

Training 

3. Redundancy 

Space Chain: 

A 

Math Game 

For 

Training 

Geometric 

And 

Arithmetic 

Progressions 

Assisting 

teenagers/student

s in learning 

about 

arithmetic and 

geometric 

progression in a 

comfortable and 

enjoyable 

manner. 

1. Visibility 

2. Consistenc

y 

3. Mapping 

4. Affordance 

1. Multimedia 

Principle 

2. Modality 

3. Temporal 

Contiguity 

Game Based 

Learning For 

Math 

Learning: 

Ifractions 

Case Study 

Developed for 

children aged 6 

to 

10 for teaching 

fractions, as well 

as its pedagogic 

motivation and 

two preliminary 

tests with users 

1. Visibility 

2. Signifier 

3. Consistenc

y 

4. Feedback 

1. Multimedia 

Principle 

2. Modality 

3. Segmenting 

4. Signaling 

III. METHODOLOGY 

In this section, the experimental setup and game design in 
MMZ will be discussed. 

A. Experimental Setup 

In the game development process, the project can only 
move forward once all necessary experimental setup, including 
multimedia and graphic content, has been prepared. The Unity 
software platform will be utilized to build the application, with 
C# as the programming language used within Unity. The 
programming script will be created using Visual Basic 
software. 

For the implementation process, all the planning should be 
done in action. Materials used in the project such as audio, 
video and 3D model should be developed properly. The system 
that has been developed should also be working properly. The 
application used to develop the project is by using Unity and 
Visual Basic software should also be downloaded to enable the 
application to be opened by using a computer. User should also 
be able to download the application through Google Store or 
other websites. 

Other than that the scripting of the code for the game is 
working properly need to make sure. In this process, all 
programming script will be provided and the script will then 
need to be implemented in the game. Each scene needs to have 
script implemented in the game development. For each scene 
of the game, the script is used to instruct the game. For 
example, C# script is implemented in each of the button in 
order to help user to navigate to different scene. There is also a 
UI pop-out to shows what the user achieved after the user 

completed a scene in the application. There will also be a script 
to allow user to play the video and audio in the application. 

Next, in the user testing process, the application need to be 
tested each of its functionality. The user (which is the adults) 
who played the game will be conducting the user testing by 
playing the game and giving their feedback related to the game 
via the questionnaire and surveys in Google Form. This is the 
process that will help the developer to make some 
improvement to the game for it to be a better educational tool 
for the primary students. 

Finally, in the evaluation process, the game will be 
evaluated based on the performance of the game itself whether 
it is functioning properly or if it is able to solve the problem 
statement. The game should also be able to achieve all the 
objectives and goals that have been set up earlier during the 
planning phase. Feedback will then be used to make some 
improvement to the game. If the final product does not meet up 
the expectation, revision will be needed, and the project will 
have to be re-analyzed so that a better game can be developed. 
Below is some of the information related to the development of 
the proposed game, which is the context diagram, use-case 
diagram, flowchart, storyboard, and the equipment. The 
gameplay of MMZ can be visualized through the flowchart 
presented in Fig. 2, as shown below. 

 
Fig. 2. Flowchart of the gameplay for MMZ 

B. Game Design 

In this section, the game elements, principle of human-
computer interactions design and instructional design will be 
discussed. 

1) Game elements 
Genre: MMZ is a game that belongs to the maze genre, 

which involves navigating through a series of twists and turns 
to reach a specific goal. In this type of game, players are 
typically faced with a problem that they must solve to progress, 
such as finding the correct path through a maze or solving a 
puzzle. By requiring players to think critically and try different 
approaches until they find a solution, maze games can help 
learners develop their problem-solving skills and become more 
strategic thinkers. In the case of MMZ, the goal is for players 
to navigate through the maze and reach the end, while also 
solving math problems at each checkpoint along the way. By 
combining the elements of a maze game with math concepts, 
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MMZ provides an engaging and challenging way for learners 
to practice and reinforce their math skills. 

Information: When players start MMZ, they are provided 
with some initial information that can help them as they 
progress through the game. This information includes notes 
and objectives, which are designed to give players an overview 
of the game and provide them with the tools they need to 
succeed. The notes, which can be accessed before the game 
begins, provide players with important information that can 
help them understand the concepts being covered and solve the 
questions they encounter along the way. The objectives, which 
are also listed in the game, give players a clear sense of what 
they need to accomplish and allow them to track their progress 
as they move through the maze. By providing players with this 
information at the start of the game, MMZ helps to set them up 
for success and encourages them to stay engaged and 
motivated as they play. 

Game Objectives:  MMZ is a game that is designed to help 
learners practice and reinforce their math skills, specifically in 
shape and space. The objective of the game is for players to 
navigate through a maze while searching for checkpoints, at 
which they will encounter questions that test their 
understanding of math concepts related to shape and space. As 
they progress through the maze, players will need to use their 
problem-solving and critical thinking skills to find the correct 
path to the end, while also looking for an exit from the maze. 
The inclusion of a chapter on shape and space in the game 
allows players to focus on a specific topic and deepen their 
understanding of that concept. 

Quiz: MMZ includes a quiz feature that allows players to 
strengthen their knowledge of math concepts. At each 
checkpoint within the maze, players will be asked a series of 
questions that test their understanding of the topic being 
covered. If a player gets a question wrong, they will be given 
the opportunity to try again, allowing them to loop back and 
review the material as needed. This iterative process of 
practicing and reviewing can be an effective way for learners to 
reinforce their understanding of math concepts and improve 
their skills over time. 

Game Mechanic: The game mechanic for MMZ involves 
searching and exploring a maze while also solving problems at 
each checkpoint within the maze. As players navigate through 
the twists and turns of the maze, they will need to use their 
problem-solving skills to find the correct path to the end. 
Along the way, they will encounter challenges and obstacles 
that require them to think critically and apply their math 
knowledge to proceed. This combination of exploration and 
problem-solving can be an engaging and challenging way for 
learners to practice and reinforce their math skills. 

Feedback: MMZ is a game that is designed to help learners 
practice and reinforce their math skills. As players progress 
through the game, they will receive a score or grade that 
reflects their performance. This can be a useful way for 
learners to track their progress and understand their strengths 
and weaknesses. By receiving feedback on their performance, 
learners can identify areas where they need to improve and 
focus their efforts on practicing those skills. Additionally, 
seeing their scores improve over time can provide learners with 

a sense of accomplishment and motivation to continue playing 
and learning. 

2) Principles of human-computer interaction design: HCI 

is a very essential part in an application since it will enable the 

application to be more successful, safe, useful, and functional. 

In the long run, it will also make the user's experience more 

delightful. It is also important to have HCI involved in all 

stages of product or system development. MMZ also followed 

the human-computer interaction (HCI) [10][11] which based 

on Norman’s Seven Principles [12][13]. Below are some of 

the principles that MMZ have applied in the development of 

the game. 

 Visibility: Users should be able to tell what their 
options are and how to access them just by glancing at 
an interface. This is very important in mobile, web and 
a game application because making everything visible 
inside the limited screen space is difficult; therefore, 
only the options that are required should be included. 
For example, MMZ provided a very large environment 
scenery. This is to make sure that the user can see 
everything in the screen where there is nothing that is 
hidden from the user. They can also move the mouse 
around to see more of their surrounding environment. 

 Feedback: After each action, the user must receive 
feedback to determine whether their activity was 
successful. For instance, change the tab's symbol to a 
spinning wheel to show that a webpage is loading. With 
the example provided, MMZ applied this in the each of 
the scene. Every time user entered a scene, the scene 
name will be listed in the middle top of the screen. This 
is to make sure that the user will know in what scene 
they are currently in. Other than that, there is also 
checkpoint’s name listed on top of the checkpoint to 
help user to know how many checkpoints they have 
gone through. 

 Affordance: The link between how things seem and 
how they're used is called affordability. It is also 
important for digital apps where the design should be 
simple enough that users can access the information, 
they want merely by looking at the interface. For 
example, MMZ provided an instruction at the very 
beginning of the game. This is to make sure that user 
can know what their objectives are before starting to 
play the game. Other than that, the button in the 
interface used a familiar design to make sure that user 
can recognize the button just through the design of the 
button itself. 

 Constraints: Constraints is important to prevent a 
particular form of interaction between an interface and 
the user. In this example, since the game used the theme 
of maze, there will be lots of walls where user is unable 
to go through the wall. User will have to find their way 
out by finding the correct path to the end of the maze 
while finding checkpoints and solve the mathematical 
questions. Other than that, user will also be unable to 
continue exploring the maze if they did not get the 49-
right answer during in the checkpoint scene. They need 
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to make sure that they get the right answer even if more 
time is needed to solve the questions. This is to make 
sure that user can perfectly understand the question and 
are able to get the right answer. 

 Consistency: Learning new patterns is a process that can 
be used to improve one's abilities. It is also a 
requirement to avoid frustration when one does not get 
the same output from the same project. For example, 
MMZ has the same pattern when the game is going to 
be played which is that player need to explore the maze 
while solving the mathematical question provided in the 
checkpoint. They will return to the maze after solving 
the questions in the checkpoint scene. Other than that if 
the player answered the question wrongly, they would 
have to start all over from the start of the question 
again. This is to make sure that they are certain and 
remember the answer for each of the questions. 

3) Instructional design: The construction of learning 

experiences and resources in such a way that knowledge and 

skills are acquired and applied is referred to as instructional 

design. MMZ also followed instructional design (ID) which 

based on Mayer’s 12 Multimedia Principles [14][15][16]. 

 The Coherence Principle: Coherence Principle [17] 
states that humans learn the best when extra and 
distracting material is not included. For example, 
MMZ does not have any extra text in the main game 
scene. User will only have to focus on walking around 
the maze while answering the question in the 
checkpoint and finding their way out from the maze. 

 The Spatial Contiguity Principle: The Spatial 
Contiguity Principle [18] refers to the physical distance 
between the text and visuals on the screen, claiming 
that relevant information and visuals are best learned 
when they are physically close together. For example, 
in the question scene in each of the checkpoint, there 
will be an image provided with the questions. This is to 
help the user to answer the questions while referring to 
the image. 

 The Segmenting Principle: Humans learn best when 
information is delivered in segments rather than in one 
single continuous stream, according to the Segmenting 
Principle. Mayer discovered that when students have 
control over their learning pace, they perform better on 
memory exams. For example, there are notes provided 
in the game to help the user to answer the question if 
they are yet to do any revision. Other than that, 
students can also repeat themselves answering the 
questions many times if they have gotten the answer 
wrongly. 

 The Multimedia Principle: According to the 
Multimedia Principle, humans learn better from words 
and pictures than from just words. This notion, that 
visuals plus words are more effective than words alone, 
is the bedrock of all Mayer's principles. This is the 
reason why MMZ was developed. It is to help the user 
to learn mathematics through the game which consists 
of images, scenery that turns into an educational game. 

Instead of learning mathematics in the traditional way, 
they can make a revision by playing the game where 
they can repeat many times in answering the questions 
to help them to become more familiar with the topic. 

IV. RESULTS 

As the pandemic happening, school is unable to be open 
which lead us to unable to gain an experimental result directly 
from the student themselves. However, the targeted audience 
has been changed from primary school students to the public 
which are differentiated by age. This is because adults can give 
a better opinion about the game in. Also make sure that the 
participant is someone who have a very close relation with the 
student in primary school. This is to ensure that the feedback 
that the survey will get can be used to improve MMZ For 
example, parent, students who have younger siblings in 
standard 6 etc.  There are three age category which is below 20 
years old, 20 to 25 years old and 25 years old above. This is to 
make sure that the results can get different opinion from people 
so that improvement can be made to MMZ. A survey has been 
conducted to gain data and analysis for the proposed game. 

Through the survey, the survey has managed to gather 19 
respondents who are willing to participate and review MMZ. 9 
of the participants (47.4%) are at the age of 19 and below, 7 of 
them (36.8%) are at the age of between 20 and 25 and 3 of 
them (15.8%) are at the age of 26 and above. The survey is also 
divided into five sections in which each of them represent 
different part. Fig. 3 shown below is the age of the respondent. 

 

Fig. 3. Age of the respondents 

The first section is about the usage of MMZ towards the 
learning comprehension. From the analysis gathered, 94.7% 
agreed that MMZ will be able to attract students to learn about 
mathematics. 89.5% agreed that students will be able to learn 
mathematics easily through the usage of MMZ. 94.7% agreed 
that MMZ are a suitable tool for student to do a revision. 
94.7% agreed that students can gain more knowledge about 
mathematics through the usage of MMZ. 89.5% agreed that 
MMZ will be able to help students to increase their 
performance in learning mathematics. 

The second section is about whether MMZ is a user-
friendly application. 94.7% agreed that MMZ are very easy to 
be played with. 100% agreed that MMZ gameplay are easy to 
understand. 84.2% agreed that students will be able to learn 
with ease while playing with MMZ 100% agreed that students 
can learn while playing with MMZ. 94.7% agreed that students 
can play MMZ anywhere they want. 
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The third section is about the procedure of using MMZ. 
94.7% agreed that the instruction given in MMZ is detailed and 
clear. 100% agreed that the language used in MMZ is easy to 
be understood 100% agreed that MMZ rules are easy to be 
followed. 100% agreed that MMZ achieved the level of 
comprehension for a student. 94.7% agreed that students can 
learn freely by using MMZ without needing a teacher’s 
guidance. 

The fourth section is about the usage of MMZ on student’s 
creative and critical thinking. 100% agreed that MMZ can 
encourage students to think while answering the mathematical 
question. 100% agreed that MMZ can encourage students to 
make a discussion among their friends. 89.5% agreed that 
MMZ can encourage students to design a strategy to achieve 
success. 

The fifth section is about the effectiveness of MMZ Here, 
the respondent gave an exact percentage of the marks that they 
can achieve while playing the game. 5.3% gained 40% marks, 
36.8% can gain 60% marks, 36.8% are able to achieve 80% 
marks and 21.1% are able to achieve 100% marks. Overall 
percentage can see from Table III below. 

TABLE III.  OVERALL PERCENTAGE FROM THE FEEDBACK TAKEN  

Category Details 
Results 

Yes No 

Learning 

Comprehension 

- Attract students to study 

- Easily understanding 

- Reviewing learning 

- Gain knowledge 

- Improve learning’s 

performance 

94.7% 

 

89.5% 

94.7% 

94.7% 

89.5% 

5.3% 

 

10.5% 

5.3% 

5.3% 

10.5% 

User friendly 

- Easy navigating 

- Easy to understand 

- Making it easier to study 

- Playing while Learning 

- Study anywhere 

94.7% 

100% 

84.2% 

 

100% 

94.7% 

5.3% 

0% 

15.8% 

 

0% 

 

5.3% 

Procedure for 

MMZ 

- Instructions given 

- Language easy to 

understand 

- Rules are easy to follow 

- Compatible to learn math 

- Learning independently 

94.7% 

100% 

 

100% 

 

100% 

 

94.7% 

5.3% 

0% 

 

0% 

 

0% 

 

5.3% 

Creative and 

Critical 

Thinking 

- Encourage to think 

- Encourage social interaction 

- Encourage planning 

100% 

100% 

 

89.5% 

0% 

0% 

 

10.5% 

Effectiveness 

- Learning Math through 

MMZ is effective 

 

 

 
 

V. DISCUSSION 

In this section, potential future improvements that have 
been identified through the analysis will be discussed. The 
following enhancements can be made to MMZ: 

 Dual-language: The game should consist of dual 
language due to the lack of knowledge in term of the 
languages from the participant. They had issues in 
understanding the mathematical questions due to not 
being able to comprehend the meaning of the question. 

 Scoring System: There should be a scoring system to 
help the user to understand their level of knowledge 
instead of them trying to answer the questions multiple 
times to get the correct answers. 

 More Challenges: There should be more challenges 
provided in the game such as number of lives, enemies 
and traps provided in the game to make the game more 
challenging and fun to be played instead of them just 
wandering around the maze. 

 Voice-Over: There should be a voice-over for each of 
the question in the checkpoint to help the user to be able 
to comprehend and understand the question better. 

 Answer Walkthrough: There should be an answer 
walkthrough provided for the users who are unable to 
answer the questions correctly. 

 More Difficulty Level: There should be more difficulty 
level according to the age of the students so that more 
students are able to use MMZ to help them learning 
mathematics much easier. 

VI. CONCLUSION 

MMZ is a comprehensive and interactive educational game 
that has been specifically designed to assist standard six 
students in overcoming their difficulties and challenges in 
learning math subjects. By providing a fun and engaging way 
to practice and reinforce essential math concepts and skills, this 
game aims to enhance the students' confidence, motivation, and 
performance in math, and to support their overall academic 
success and growth. MMZ also implemented principle of HCI 
to make sure that the game can improve the ways in which 
people interact with computers and other digital devices. 
Instructional designs are also implemented to create effective, 
efficient, and engaging learning materials and experiences that 
support the learners' acquisition and retention of knowledge, 
skills, and attitudes. 

The survey results provided valuable feedback about the 
game, and there are several suggestions for improvement that 
will make the game more effective as a learning tool for a 
wider audience. These suggestions include adding a dual 
language option, a scoring system, more challenges, voice-
over, step-by-step explanations of answers, and different 
difficulty levels. By implementing the recommended 
suggestions, MMZ has the potential to not only become a more 
effective educational tool for primary school students, but also 
for students of other grade levels. While the UPSR exams had 
been dissolved, standard six students still have a final entrance 
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exam that will determine their academic standing and help 
them choose a suitable high school. 
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Abstract—The usage of the point cloud surface reconstruction 

to generate high-precision 3D models has been widely applied in 

various fields. In order to deal with the problems of insufficient 

accuracy, pseudo-surfaces and high time cost caused by the 

traditional surface reconstruction algorithms of the point cloud 

data, this paper proposes an improved Poisson surface 

reconstruction algorithm based on the boundary constraints. For 

large density point cloud data obtained from 3D laser scanning, 

the proposed method firstly uses an octree instead of the KD-tree 

to search the near neighborhood; then, it uses the Open Multi-

Processing (OpenMP) to accelerate the normal estimation based 

on the moving least squares algorithm;  meanwhile,  the least-

cost spanning tree is employed to adjust the consistency of the 

normal direction; and finally a screened Poisson algorithm with 

the Neumann boundary constraints is proposed to reconstruct 

the point cloud. Compared with the traditional methods, the 

experiments on three open datasets demonstrated that the 

proposed method can effectively reduce the generation of pseudo-

surfaces. The reconstruction time of the proposed algorithm is 

about 16% shorter than that of the traditional Poisson 

reconstruction algorithm, and produce better reconstruction 

results in the term of quantitative analysis and visual 

comparison. 

Keywords—Point cloud; moving least squares; Poisson 

reconstruction; Neumann boundary constraints 

I. INTRODUCTION 

With the popularity of 3D reconstruction technology, the 
surface reconstruction has been widely applied in various 
fields, such as the mapping [1], driverless [2], medical 
technology [3], robotics [4]. For the methods of reconstructing 
surfaces based on the 3D point cloud data, they can be 
generally divided into two schemes: the local methods and the 
global methods. The local reconstruction methods divide all 
the point clouds into small blocks of data, which are then 
reconstructed locally and finally connect them together by 
using some kinds of stitching functions [5, 6]. This scheme 
retains the surface texture features well, but it is heavily 
sensitive to the noise. The global surface reconstruction is an 
approximation of all the point clouds, and the implicit surface 
is optimally reconstructed by solving extreme values and other 
methods [7]. It is under a high overall smoothness and is 

suitable for the interpolation and the whole repair of irregular, 
non-uniform scattered data. As an implicit function-based 
surface reconstruction method, Poisson reconstruction method 
reconstructs a model with watertight closure features, 
geometric surface properties and detail characteristics [8]. 
After normal estimation on the input point cloud data, the 
objective of this algorithm is to estimate the indicator function 
of the model and extract the isosurface, and then complete the 
surface reconstruction using the moving cube algorithm based 
on the indicator function and isosurface [9]. Compared to the 
other algorithms, it allows a hierarchy of local basis functions 
to be divided and the reconstruction is projected to be a 
Poisson space problem, combining both of the advantages of 
the global and the local methods. 

Recently, a large number of good works on the Poisson 
reconstruction has been reported by the famous scholars. For 
example, Kazhdan et al. proposed a screened Poisson surface 
reconstruction algorithm to keep the sparse point structure, 
and solved it by using a multiple mesh algorithm [10].  Z. Xu 
et al. proposed an adaptive bandwidth Gaussian kernel density 
estimator that facilitates the removal of the noise and 
anomalies in the 3D reconstruction process [11]. F. Gao et al. 
proposed a Poisson reconstruction algorithm based on the 
improved isosurface extraction, which can effectively 
eliminate the problems of surface holes and disconnect the 
surface features [12]. B. Ummenhofer et al. proposed a 
generalized convolutional kernel for 3D reconstruction with 
ConvNets from point clouds [13]. Though the above 
reconstruction methods have made great breakthroughs in this 
field, there still are some drawbacks to overcome. For 
example, the traditional Poisson reconstruction is prone to 
pseudo surface and normal inconsistencies. The time 
complexity of reconstruction method for improved isosurface 
extraction is too high. The method based on an adaptive 
bandwidth Gaussian kernel density estimator is not effective 
for the reconstruction of point cloud data with small density 
variation. Considering the entire above problem to deal with, 
this paper proposes an improved Poisson reconstruction 
algorithm and reduces the reconstruction time of the model to 
improve the reconstruction efficiency. 
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Fig. 1. The flowchart of the improved reconstruction algorithm 

The remainder of this paper is organized as follows. 
Section II presents the proposed method of reconstruction for 
3D point cloud. In Section III, the experiments are 
implemented to evaluate the method. Conclusions are given in 
Section IV. 

II. WHOLE METHOD 

In Fig. 1, the proposed improved reconstruction algorithm 
consists the following steps: the set of gradients of the indicator 
function is determined by the normal vector of the point cloud 
data, so the accuracy of the normal estimation has a significant 
impact on the surface reconstruction results. Compared to the 
traditional Poisson algorithm which mostly uses principal 
component analysis for normal estimation, this paper proposes 
an improved method. Firstly, an octree is used instead of a KD-
tree to search the nearest neighborhood; then the normal of the 
point cloud is estimated by moving least squares and 
accelerated by OpenMP [14], and then the normal direction is 
adjusted consistently by a least-cost spanning tree. The 
traditional Poisson reconstruction algorithm is prone to 
generate pseudo-surfaces. In this paper, the screened Poisson 
algorithm is implemented by introducing constraints on the 
location and gradient of the points to constrain the surface 
reconstruction process; and adding Neumann boundary 
constraints to make the solution of the indicator function more 
accurate and generate more accurate surface models. The 
whole flow of the specific algorithm is shown in Fig. 1. 

A. Octree and the Moving Least Squares 

The octree is used to represent a three-dimensional space, 
and is a spatial extension of the quadtree [15]. The geometric 
entities in the three-dimensional space are first dissected into 
cubes, each with the same time and space complexity, and then 
the geometric objects in the three-dimensional space of size 
(2n*2n*2n) are dissected by a circular recursive partitioning 
method to construct a directional graph with a root node [16]. 
In the octree structure if the cubes being divided have the same 
properties, the cube forms a leaf node [17]; otherwise the 

dissection of the cube into eight sub-cubes continues[18]. For 
(2n*2n*2n) size space objects are dissected at most n times, 
and the structure is shown in Fig. 2 [19]. The octree algorithm 
is more efficient than the KD-tree in searching point cloud data 
with high data volumes and is more automated, allowing 
optimization of the time for 3D reconstruction of point clouds 
[20, 21]. 

The Moving Least Squares algorithm is simple and easy to 
implement as a method for interpolating discrete data, with 
high fitting accuracy [22]. When a large amount of discrete 
data is distributed in a heterogeneous manner, the use of 
traditional least squares algorithms often requires the fitting of 
segments to the data, in addition to avoiding the problem of 
discontinuous and unsmooth fitting curves on adjacent 
segments [23]. Moving least squares introduces the concept of 
tight branches and the fitting function is constructed 
differently. 

1) The fitting function: The fitting function [24] for the 

moving least squares in the local area is shown in Eq. (1). 

( )  ∑   ( )  ( )    ( ) ( ) 
    (1) 

 
Fig. 2. The flowchart of the improved reconstruction algorithm 
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where  ( )     ( )   ( )     ( )   is the coefficient 
to be found;  ( )     ( )   ( )    ( )   is a polynomial 
of order k as a basis function; and the number of terms in the 
basis function is n. The basis functions for the linear and 
quadratic bases are 
 ( )          and ( )                   . 

In this paper, the quadratic basis is used to improve the 
accuracy of surface fitting and normal estimation [25]. The 
squared weight of the difference between the local 
approximation of  (  ) and the nodal value    is minimized, 
the weighted residual equation is shown in Eq. (2). 

  ∑  (    )    ( )     
  

   =∑  (    )     (  ) ( )     
  

    

 (2) 

where   is the number of nodes in the area of influence; 
 (    )  is the weight function of node   . In order to 
determine the coefficient  ( ) , it must be made to take a 
minimal value. The derived equation is shown in Eq. (3). 

  

  
  ( ) ( )   ( )    (3) 

where  ( )  ∑  (    ) (  ) 
 (  )

 
   ;  ( )  

  (    ) (  )  (    ) (  )    (    ) (  ) ; 
               . 

The coefficients of the fitting equation are shown in the 
following equation. 

 ( )     ( ) ( )   (4) 

Substitute Equation (4) into Eq. (1) and let   ( )  
   

    
       

      ( )   ( ) ( ), the fitted function of 
the moving least squares is obtained as shown in Eq. (5). 

 ( )  ∑   
 ( )     ( )  

    (5) 

where   ( ) is the shape function;   is the order of the 
basis function. 

2) The selection of the weight function: The weight 

function  (    ) in Eq. (2) is compactly supported in the 

moving least squares algorithm, that is, the weight function is 

only affected by the subdomain near  , which is called the 

influence region of point  . Beyond this region, its weight is 

small and the influence can be ignored. As an indispensable 

part of the moving least square method, the selection of 

weight function is very important to the fitting accuracy 

[26,27]. Generally speaking, the circle is chosen as the support 

domain of the weight function, and its radius is denoted as 

    , as shown in Fig. 3. 
The common weight functions include the spline weight 

function and the Gaussian weight function [28,29]. When 
Gaussian weight function is used for the moving least squares 
surface fitting, the width of a single kernel is difficult to meet 
the feature requirements of the whole model. It needs to be 
selected according to the point cloud density and curvature 
distribution in the local neighborhood, and the kernel width is 
not easy to be determined. As reported in literature [30], the 
cubic spline weight function has continuity. Therefore, the 
cubic spline weight function is selected in this paper. Denoting 

      ,   ̅        , the cubic spline weight function is 
shown as follows: 

 
Fig. 3. The area of the impact region 

 ( ̅) {

 

 
   ̅    ̅                          | ̅|  

 

 
 

 
   ̅    ̅  

 

 
 ̅       

 

 
 | ̅|   

                                                   | ̅|   

  (6) 

B. The Normal Estimation and Direction Consistency 

Define a local quadratic surface as 
 (   )   (     (   )). The first order partial derivative of 
the surface at a point is then calculated as shown in the 
following equation. 

{
   (            )
   (            )

  (7) 

where  (   )                      . So the 
normal direction of the surface at this point is calculated by 
the following formula. Where,  ,  ,  ,  ,   and f are the 
coefficients of the surface equation. 

  
     

|     |
 

(                     )

√(        )  (        )   
 (8) 

The normal direction calculated based on the moving least 
square method is ambiguous, that is, only the line where the 
normal line is located is obtained, but the direction of the 
normal line is not determined. Therefore, it is necessary to 
carry out direction consistency processing for the normal in 
the model to ensure its accuracy [31]. In this paper, the 
minimum spanning tree (MST) is used to adjust the normal 
direction uniformly [32,33]. Firstly, the algorithm defines a 
cost function for the point cloud in the model, as shown in the 
following equation. 

    (   )  |         | (9) 

Where   is the unit vector pointing from point   to point 
 .   and   are adjacent points, and    and    are normal to 

points   and  , respectively. 

C. Screening Factors 

Because Poisson equation is a partial differential equation, 
some errors will cause the indicator function to shift, resulting 
in a large number of pseudo-closed surfaces at the edges of 
non-watertight surface connections [34,35]. In this paper, the 
process of surface reconstruction is constrained by introducing 
the position and gradient constraints, and then the screened 
Poisson reconstruction algorithm is implemented. 
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In the process of solving the Poisson equation, the 
indicator function        is solved for the directed point 

set  ⃗       , so that the gradient of the function and the 
directed point set form the best approximation, that is, the 

scale function is minimized to solve the problem     ‖    ⃗⃗ ‖, 

 ( )  ∫‖  ( )   ⃗ ( )‖
 
  . In this paper, a point set 

         with weight   is given, and some gradient 
constraints and value constraints of discrete points are added 
to minimize the scale function to recalculate the sample point 
function. The constraint equation is shown in Eq. (10). 

 ( )  ∫‖ ⃗ ( )    ( )‖
 
   

      ( )

∑  ( )   
∑  ( )     ( )

 (10) 

where,   is the sample point of the input point set,    is the 
gradient of the indicator function,     ( )  is the surface 
region to be reconstructed,   is the screening factor, which is 
used to measure the fitting gradient and the fitting value, and 
 ( )  is the sample point weight. For the convenience of 
calculation, the weight  ( ) of each sample point is set as 1 in 
this paper. Eq. (11) can be obtained by simplified to be: 

 ( )    ⃗      ⃗             (   )(   ) (11) 

where,             represents the standard inner product on 

the space of functions in the unit cube (scalar and vector 
values).  (   )(   ) is the representation of the unit cube on 

the function space. This value is obtained from the weighted 
summation of the functions of the sampling points, as shown 
in Equation (12). 

     (   ) 
      ( )

∑  ( )   
∑  ( )    ( ) ( ) (12) 

D. The Neumann Boundary Constraint 

In order to satisfy the solution of the shielded Poisson 
equation and the boundary conditions in a given region, the 
algorithm bias error is reduced by introducing boundary 
constraints for solving the partial differential equation. There 
are three main types of boundary constraints: the Dirichlet 
boundary constraint [36], the Neumann boundary constraint 
and the Robin boundary constraint [37,38]. At the endpoints it 
is generally written in the form Ay + By' = C. 

a) If B = 0 and A ≠ 0, it is called the Dirichlet boundary 

condition, also called the first type of boundary condition, and 

gives the corresponding value of the unknown function on the 

boundary. 

b) If B ≠ 0, A = 0, then it is called Neumann boundary 

condition, also called the second type of boundary condition, 

and gives the directional derivative of the unknown function 

normal to the boundary outside. 

c) If B ≠ 0, A ≠ 0, then it is called Robin boundary 

condition, also called the third type of boundary condition, 

and gives a linear combination of the value of the function of 

the unknown function on the boundary and the directional 

derivative of the outer normal. 

The Neumann boundary constraint is added to the Poisson 
reconstruction process to force the normal derivative of the 
implicit function to be zero at the boundary, which makes the 

solution of the indicator function more accurate. Both the 
Dirichlet and Neumann boundary constraints require the 
implicit function to take a negative value outside the model. 
Since the gradient of the indicator function is equal to the 
vector field, Neumann boundary conditions are more 
conducive to the solution of the indicator function than 
Dirichlet. Neumann boundary conditions constrain the 
watertight surface and require the derivative of the implicit 
function to be zero on the boundary of the integral domain. 
This property is compatible with the gradient of the indicator 
function, since the vector field V is numerically set to zero in 
the region far from the point cloud sample. When the surface 
exceeds the boundary of the integral domain, the Neumann 
boundary constraint creates a deviation across the boundary of 
the domain. 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

To verify the effectiveness, accuracy and feasibility of the 
proposed algorithm, it is compared with the traditional 
Poisson reconstruction algorithm and greedy projection 
triangulation algorithm [39,40]. The 3D scanning datasets 
from Stanford University and GeometryHub are used in this 
paper. All experiments are performed on a computer with a 
quad-core AMD Ryzen 3 3100 CPU and 16GB RAM 
configured at 3.59 GHz. And the parallel acceleration is 
implemented by the OpenMP. 

A. Results 

In Fig. 4, the original point cloud data of Model 1, Model 
2 and Model 3 are shown from left to right. Fig. 5 shows the 
normal estimation of the MLS algorithm for the three data 
respectively, and the calculated normal is ambiguous. Fig. 6 
shows the initial normal is estimated by the moving least 
squares algorithm for three data, and then the minimum 
spanning tree is used to redirect the normal. Based on the 
point cloud data in Fig. 6, the proposed algorithm is compared 
with the traditional Poisson reconstruction algorithm, the 
greedy projection triangulation algorithm. 

 
Fig. 4. The normal before redirection 

 
Fig. 5. The normal after redirection 
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Fig. 6. The original point cloud data 

In Fig. 7, Fig. 7(a), 7(d) and 7(g) show the model 
generated by the traditional Poisson reconstruction algorithm, 
Fig. 7(b), 7(e) and 7(h) show the model generated by the 
greedy projection triangulation algorithm, and Fig. 7(c), 7(f) 
and 7(i) show the model generated by the proposed algorithm 
in this paper. 

In order to further optimize the reconstruction effect, the 
different parameters of the proposed algorithm are analyzed 
and compared with the point cloud data of the above models.      
The effect diagram of model 1 is shown in Fig. 8. Then the 
above point cloud data were reconstructed with three types of 
boundary conditions respectively. The experimental results are 
shown in Fig. 9 and Table II. Fig. 9(a), 9(d) and 9(g) is the 
surface reconstruction under Neumann boundary constraints, 
while Fig. 9(b), 9(e) and 9(h) is the surface reconstruction 
under Dirichlet boundary constraints. Fig. 9(c), 9(f) and 9(i) 
shows the surface reconstruction under Robin boundary 
constraints. 

B. Discussions 

It can be seen from Fig. 5, the normal direction is confused, 
someone pointing to the inner side, and someone pointing to 
the outer side. If there is no redirection, further processing will 
lead to many reconstruction errors. Fig. 6 shows the use of 
normal redirection optimizes the consistency of the normal 
direction and provides a more accurate normal input for later 
reconstruction. As can be seen from the comparison of several 
groups of models in Fig. 7, the surface features of the 
traditional Poisson algorithm have poor sealing property, and it 
is easy to generate pseudo surfaces by misconnecting the 
regions that do not belong to morphological features at the 
edges, among which Fig. 7(g) is the most obvious. The model 
reconstructed by greedy projection triangulation algorithm has 
many small holes, and the model surface is rough. Compared 
with the former, the proposed algorithm can effectively solve 
the whole problem by introducing shielding factor and 
boundary constraint.   And the overall model is more perfect in 
reduction and surface smoothness. 

Based on the data in Table I, the reconstruction time of the 
traditional Poisson reconstruction algorithm, greedy projection 
triangulation algorithm and the proposed algorithm is 
compared. The reconstruction time of the proposed algorithm 
is about 16% shorter than that of the traditional Poisson 
reconstruction algorithm, but the reconstruction time is longer 
than that of the greedy projection triangulation algorithm.     
This is because the proposed algorithm uses the moving cube 
algorithm to extract the isosurface, which consumes a long 
time and needs further improvement. When calculating the 
point cloud model with larger data volume, the algorithm in 
this paper has higher reconstruction efficiency. 

 
Fig. 7. The surface reconstruction results based on different algorithms 

In Fig. 8, the higher the value of the screening factor, the 
more detailed the reconstructed model will be, but the longer it 
will take. At the screening factor of 4, the detailed features are 
well represented and take a moderate amount of time. As can 
be seen from Fig. 9, the accuracy of the reconstruction model 
under Dirichlet boundary constraint is low, and many detailed 
features are lost. Although Robin boundary constraint is a 
combination of Dirichlet boundary constraint and Neumann 
boundary constraint, it takes the longest time and has a poor 
reconstruction effect on the edge, as shown in the Fig. 9(c) for 
the pseudo-surface marked by the red circle. The 
reconstruction time under the constraint of Neumann boundary 
is the shortest.    Compared with the traditional Poisson surface 
reconstruction, the pseudo-surface is significantly reduced, and 
the effect is more ideal. 

TABLE I.  THE COMPARISON OF RECONSTRUCTION EFFECTS BASED ON DIFFERENT ALGORITHMS 

The 

experimental 

data 

Traditional Poisson reconstruction 

algorithm 

Greedy projection triangulation 

algorithm 

The proposed algorithm  

 

Vertices Patches Time/s Vertices Patches Time/s Vertices Patches Time/s 

Model 1 99723 199446 12.6 51424 102848 5.1 82571 165138 9.8 

Model 2 379188 758372 50.2 300643 601374 23.8 356274 712543 42.1 

Model 3 548685 1097370 76.6 446261 892541 35.4 523165 1046297 63.3 
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Fig. 8. The surface reconstruction with different screening factors 

 
Fig. 9. The Surface reconstruction with different boundary constraints 

TABLE II.  THE COMPARISON OF RECONSTRUCTION EFFECTS BASED ON DIFFERENT BOUNDARY CONSTRAINTS 

The 

experimental 

data 

Neumann Dirichlet Robin 

Vertices Patches Time/s Vertices Patches Time/s Vertices Patches Time/s 

Model 1 82571 165138 9.8 83626 167248 10.2 84509 169082 10.9 

Model 2 356274 712543 42.1 358823 717646 45.4 359716 719432 46.8 

Model 3 523165 1046297 63.3 529371 1058741 66.9 530805 1061610 68.3 
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IV. CONCLUSION 

In this paper, we propose an improved Poisson surface 
reconstruction algorithm based on the Boundary Constraints.  
Firstly, octree is used to replace KD-tree for nearest neighbor 
search.   Secondly, the normal vector is estimated by moving 
least square method, and the redirection based on minimum 
cost spanning tree is used to reduce the error.  Finally, on the 
basis of traditional Poisson reconstruction, screening factor and 
Neumann boundary constraint are introduced to further 
improve the reconstruction effect. 

The experimental results on different data show that the 
proposed algorithm achieves more accurate reconstruction 
results, which can effectively reduce the generation of pseudo-
surfaces and also reduce the running time to a certain extent. 
The further work is to improve the extraction of isosurface on 
the basis of the proposed algorithm, and try to apply the 
modified algorithm to other fields to obtain high-quality 
reconstructed models. 
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Abstract— Driver drowsiness is one of the main causes of 

driver-related motor vehicle collisions, as this impairs a person’s 

concentration whilst driving. With the enhancements of 

computer vision and deep learning (DL), driver drowsiness 

detection systems have been developed previously, in an attempt 

to improve road safety. These systems experienced performance 

degradation under real-world testing due to factors such as 

driver movement and poor lighting. This study proposed to 

improve the training of DL models for driver drowsiness 

detection by applying data augmentation (DA) techniques that 

model these real-world scenarios. This paper studies six DL 

models for driver drowsiness detection: four configurations of a 

Convolutional Neural Network (CNN), two custom 

configurations as well as the architectures designed by the Visual 

Geometry Group (VGG) (i.e. VGG16 and VGG19); a Generative 

Adversarial Network (GAN) and a Multi-Layer Perceptron 

(MLP). These DL models were trained using two datasets of eye 

images, where the state of eye (open or closed) is used in 

determining driver drowsiness. The performance of the DL 

models was measured with respect to accuracy, F1-Score, 

precision, negative class precision, recall and specificity. When 

comparing the performance of DL models trained on datasets 

with and without DA in aggregation, it was found that all metrics 

were improved. After removing outliers from the results, it was 

found that the average improvement in both accuracy and F1 

score due to DA was +4.3%. Furthermore, it is shown that the 

extent to which the DA techniques improve DL model 

performance is correlated with the inherent model performance. 

For DL models with accuracy and F1-Score ≤ 90%, results show 

that the DA techniques studied should improve performance by 

at least +5%. 

Keywords—Data augmentation; deep learning; computer 

vision; drowsiness detection; road safety 

I. INTRODUCTION 

Road accidents represent a major socio-economic challenge 
for individuals, industries, and nations [1].  Commuters 
involved in road accidents are affected in a variety of ways; 
such as death, sustaining physical injuries, psychological 
trauma, as well as incurring financial burdens from damage to 
property [1-4]. For industries, road accidents adversely affect 
supply chain performance and logistics, reducing operational 
efficiency [5-7]. The net result of this adversely impacts the 
economy of a country. Furthermore, for national authorities, 
road accidents cause traffic congestion; resulting damage to 
infrastructure and increased environmental pollution. Road 
accidents are a greater concern in developing countries, 
wherein more than 90% of accidents result in fatalities [1]. Of 
all developing countries, the World Health Organisation 

reports that South Africa has the poorest road safety record, 
with approximately 14 000 deaths per annum and an accident 
fatality rate of 3.2% [2, 8, 9]. 

The factors that cause road accidents need to be identified 
before an effective solution can be developed. Studies, such as 
those presented by Machetele and Yessoufou [1] and Verster 
and Fourie [2], highlight that driver-related accidents account 
for 80% to 90% of fatal road accidents. A key cause of driver-
related accidents is drowsiness (which may result from 
excessive alcohol consumption), as this impairs a person‘s 
concentration and focus [2, 10]. The detection of driver fatigue 
or drowsiness is hence essential towards improving road safety 
and reducing the accident rate [11, 12]. 

In light of the fourth industrial revolution, technology is 
becoming more ubiquitous and there is growing motivation to 
utilize artificial intelligence and machine learning to solve 
social problems, such as driver drowsiness detection. To this 
end, there have been a range of studies that apply deep learning 
(DL) techniques to solve the problem of driver drowsiness 
detection [13-19]. DL is a subset of machine learning that 
mimics the neural network of the human brain, thus creating an 
artificial neural network [14]. Artificial neural networks 
comprise of multiple nodes that model neurons of the human 
brain, which are organized into layers [20]. Data is propagated 
from the input layer to the output layer. These artificial neural 
networks have the potential to solve regression and 
classification problems, including image classification 
problems [20, 21]. In the context of image classification, each 
layer trains upon the output of the previous layer, enabling 
latter layers to identify more intricate elements of the images 
[21]. 

At a technical level, the aforementioned studies perform 
driver drowsiness detection by considering images of a driver‘s 
eye, and using DL algorithms to determine the eye state (i.e. 
whether the eye is opened or closed). By applying this 
technology to frames from a video feed of the driver, it is 
possible to determine whether eyes are closed for extended 
periods of time, which is an indicator of drowsiness. Some of 
the DL algorithms used in literature include: (i) convolutional 
neural networks (CNNs) of different configurations [14-16, 18, 
22, 23]; (ii) the multi-layer perceptron (MLP) [13, 24]; (iii) the 
respective Visual Geometry Group 16 (VGG16) [25, 26] and 
19 (VGG19) [17, 26] models; as well as (iv) the generative 
adversarial network (GAN)[27]. The reported accuracies of the 
models in these studies range between 75% and 96%. 
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Despite the high accuracies reported in the studies, real-
world challenges during implementation were reported that 
adversely affected the accuracy of the trained models. Among 
these challenges were: (i) poor lighting, where lighting is either 
too bright or too dim [13, 14, 17, 19]; (ii) changes to the 
driver‘s seat position [22]; (iii) a change in the angle of the 
driver‘s face while driving [13, 22] the use of spectacles and/or 
sunglasses by drivers [14, 17-19, 24]. 

In this paper, the authors proposed to address these real-
world challenges by performing data augmentation (DA) on 
the training image sets that are input into DL models for driver 
drowsiness detection. DA techniques introduce artificial 
images that simulate real-world effects [28], such as different 
lighting environments and changes to face orientation. This 
study also uses a training dataset containing images of drivers 
with and without eyewear to address the challenges associated 
with drivers wearing spectacles or sunglasses. The DA 
techniques are tested on CNN models, GAN models, MLP 
models and both the VGG16 and VGG19 models. 
Hyperparameter tuning is performed on all models to optimize 
their learning rate and enhance their overall performance. 
Literature has shown that careful selection of hyperparameters 
has a significant impact on model performance [28, 29]. The 
effect of the DA is evaluated by comparing the performance of 
models trained with and without DA in with respect to the 
following metrics: (i) accuracy, (ii) precision, (iii) negative 
class precision, (iv) recall, (v) specificity, and (vi) F1-score. It 
is hypothesized that the use of DA will result in improved 
performance of all models. 

It is noted that previous studies in literature [14, 25, 27] 
have incorporated the use of DA in improving the performance 
of their specific driver drowsiness detection models. However, 
to the best of the authors‘ knowledge, there are no 
comprehensive studies that investigate DA techniques for a 
wide range of DL algorithms in the context of driver 
drowsiness detection, as is done in this paper. 

The research in this paper makes the following 
contributions: 

1) Presenting an overview of DA techniques to model the 

specific real-world scenarios that cause challenges for driver 

drowsiness detection systems. 

2) Studying the DA techniques on a wide range of DL 

models that perform driver drowsiness detection and 

statistically analyzing the effects of the DA techniques. 

3) Demonstrating the extent to which the DA techniques 

studied are able to improve DL models that perform driver 

drowsiness detection and proposing a design guideline for DL 

model developers on that conditions under which the DA 

techniques should be considered. 
The rest of this paper is organized as follows. In Section II, 

a review of existing literature was presented. Section III 
presents the materials and methods used in this study, 
including providing an overview of a real-world drowsiness 
detection system. In Section IV the results of the investigations 
are presented and finally, conclusions and insights that were 
drawn from this study are presented in Section V. Section V 
also makes recommendations for future work. 

II. RELATED WORK 

This section reviews the DL algorithms that have been 
extensively used in previous studies, to implement models and 
applications, for drowsiness detection in motorists. 

A study by Jabbar et al. [14] proposed a drowsiness 
detection system that could be implemented on the driver‘s 
dashboard, using an Android phone. The system was able to 
predict the drowsiness of the driver based on their eye state. 
This study made use of a CNN network to implement a binary 
classification model that was able to classify the drowsiness in 
facial images. Data augmentation techniques were applied to 
the images, before they were trained on the model. The Dlib 
C++ library was used to extract the driver‘s facial landmarks 
from the images. These facial features were fed into the 
algorithm for training. The dataset was created using the 
extracted eye features. This model achieved an accuracy of 
83.3%. A similar study by Zhang, Su, Geng and Xiao [18] was 
conducted to detect the drowsiness of a person, using the eye 
state. This proposed model was implemented on an Infrared 
video camera. The AdaBoost algorithm was used to extract 
facial landmarks from the images. The extracted eye landmarks 
were used to create the image dataset, to train the model on. 
The CNN model was used as the binary classifier for 
drowsiness. An accuracy of 95.8% was achieved by this study. 

Sharan, Viji, Pradeep and Sajith [15] proposed a similar 
drowsiness detection system to Jabbar et al. [14] that could be 
implemented on the driver dashboard. However, this study 
proposed that a Raspberry Pi camera module be used to capture 
the drivers face. The drowsiness prediction was also based on 
the eye state. The Haar Cascade classifier was used for facial 
extraction during the implementation of this system and the 
CNN network was implemented as the binary classifier. 
Contrast Level Adaptive Histogram Equalization was applied 
to remove the noise and improve the picture quality, before 
they were trained on the CNN model. The CNN model was 
trained on an existing dataset, comprising of eye images. The 
study by Seetharman, Sridhar and Mootha [22] made use of a 
CNN network to classify the drowsiness in images. The 
prediction was based on the eye and mouth state of the 
extracted faces. The Dlib library was utilized to extract the 
facial regions from the images, similar to the study done by 
Jabbar et al. [14]. A dataset for the model was then generated 
using the extracted eye regions. The trained CNN model 
achieved an accuracy of 92.4%. In addition, this proposed 
model was intended to be implemented on a dashboard video 
camera. Chirra, Uyyala and Kolli [16] proposed a similar 
model for drowsiness detection, as a CNN network was used to 
predict the drowsiness in images. The eye state was the metric 
for prediction, with the Viola-Jones algorithm used to extract 
the facial landmarks from the images, during the 
implementation of this system. An existing dataset of eye 
images was used to train the CNN model. The model produced 
an accuracy of 96.42%. This model was also proposed to be 
implemented on a video camera for drowsiness detection, like 
the study conducted by Seetharman, Sridhar and Mootha [22]. 

A model using the VGG 19 model to detect driver 
drowsiness, based on the eye state, was proposed by Hashemi, 
Mirrashid and Shirazi [17]. This study made use of the Viola-



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

235 | P a g e  

www.ijacsa.thesai.org 

Jones algorithm to extract the facial landmarks from the 
images. The extracted eye landmarks were then used to create 
the dataset for this model. The Viola-Jones algorithm has been 
utilised in previous work [16]. This model obtained an 
accuracy of 94.96%, with its intended application in driver 
dashboard monitoring. A study by Ahuja, Saurav, Srivastava 
and Shekhar [26], proposed an approach to improved 
drowsiness detection, by using a knowledge distillation 
technique to reduce the size of DL models, whilst maintaining 
high accuracy. A large model will have high memory 
consumption and longer response times. Therefore, there was a 
need to reduce the size of the DL model. The Histogram of 
Gradient algorithm was used to extract the facial regions from 
the images, during system implementation. VGG19 and Visual 
Geometry Group 16 (VGG16) were the algorithms used to 
train their respective models, to classify the drowsiness in 
images. These models were trained on an existing dataset, 
consisting of eye images. The predictions were based on the 
eye state for both models. The VGG19 and VGG16 models, 
obtained the accuracy of 92.5% and 95% respectively. 

Bajaj, Ray, Shedge, Jaikar and More [25] proposed a real-
time drowsiness prediction system that will be implemented on 
an Android application, to monitor the driver‘s face from the 
dashboard. This system can predict the drowsiness using the 
driver‘s eye state. A comparative analysis of three DL 
algorithms, specifically: Inception, ResNet-50 and VGG 16 
were performed. Data augmentation techniques were applied to 
the images, before they were trained on the models. The 
models were trained on an existing dataset, comprising of face 
images. The accuracy achieved by the Inception, ResNet-50 
and VGG 16 models were 89%, 56% and 91%, respectively. 

A study by Jabbar et al. [13] proposed a system for 
drowsiness detection that could be implemented on an android 
application, for dashboard monitoring. The prediction of this 
system was based on the driver‘s eye state. The Dlib C++ 
library was used to extract the person‘s facial landmarks from 
the images. This library has been used for facial feature 
extraction in previous work [14,25]. These facial features were 
used to create the dataset, which was fed into the MLP 
algorithm for training. The model was able to classify a driver 
as either drowsy or non-drowsy. An accuracy rate of 80.92% 
was achieved by this model. A similar study by Ghourabi, 
Ghazouani and Barhoumi [24] made use of the MLP algorithm 
to detect drowsiness in the images. The eye and mouth state 
were used to classify the drowsiness. The Histogram of 
Gradient algorithm was used to extract the facial regions from 
the images. These extracted facial regions were used to create 
the dataset that was fed into the model for training. The model 
is intended to be implemented for dashboard monitoring. This 
study obtained an accuracy rate of 74.9%. 

Ngxande, Tapamo and Burke [27] proposed a framework to 
reduce the biasness of a model during the training process. A 
Generative Adversarial Network (GAN) model was trained on 
an image dataset. This model made predictions using facial 
landmarks and the eye state in particular. The extracted facial 
landmarks were used to create the dataset for model training. 
Data augmentation techniques were applied to the images 
before they were loaded into the GAN model. This helped to 
improve the performance of the binary classification model. An 
accuracy rate of 91.62% was achieved by this model. 

Many of the studies have used facial and eye extraction 
algorithms, to create image datasets from real-time data, to 
train their models on. However, this study aimed to use 
existing datasets that were available online, to train the DL 
models. The reason for this was because, this study aimed on 
improving the performance of trained models, regardless of the 
source of data. Therefore, no facial and eye extraction 
algorithms were used on real-time data, in this study. 

Literature has shown that many drowsiness detection 
models faced issues with prediction accuracy, due to poor 
lighting and the use of sunglasses [13,14,17,18,24]. The other 
challenge that affected accuracy was the positioning of the 
driver‘s face [13,22]. Another gap identified is the lack of pre-
processing and data augmentation applied on the data before 
training. Data augmentation was used in [14,25,27], to create 
more comprehensive models that exhibits improved 
performance. DA was used to remove biasness from the 
models, thus improving the performance. However, not many 
of the previous studies have comprehensively studied DA to 
model real-world scenarios to improve model performance, on 
a wide range of DL algorithms that detect driver drowsiness, as 
done in this study. 

Therefore, this study aimed to develop an improved 
approach towards drowsiness detection by using data 
augmentation. Data augmentation techniques were used to 
create training data that replicate real-life scenarios that 
correlate with the challenges faced in previous studies. 

III. MATERIALS AND METHODS 

This section first provides an overview of a real-world 
driver drowsiness detection system and isolates the role of the 
DL algorithms that this study focuses on. The data sources and 
DA techniques utilized in this paper are then discussed. 
Thereafter, a technical summary of the DL algorithms 
considered is provided, along with the parameters used in this 
study. Finally, the authors present the different evaluation 
metrics that are used to quantify the performance of the DL 
algorithms. 
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Fig. 1. Overview of a real-world driver drowsiness detection system 

A. An Overview of a Real-World Drowsiness Detection 

System 

Fig. 1 illustrates the process flow for a real-world driver 
drowsiness detection system. The process starts with a camera 
that captures a video of the driver‘s face, which serves as the 
input to the system. The camera can either be mounted to the 
dashboard or steering wheel of the vehicle. The captured video 
is then stored on cloud-hosted infrastructure, typically in some 
form of unstructured blob storage. 

At the start of the processing stage of the system, the video 
file is passed on to an artificial intelligence engine, consisting 
of three sub-units. The first sub-unit extracts individual frames 
from the video file, which will then be treated as a series of 
sequential images. The second sub-unit uses image detection 
techniques to isolate the eye from each image of the driver‘s 
face. This produces a series of sequential images of the driver‘s 
eyes. Finally, the third sub-unit utilizes a pre-trained DL model 
to analyze the images and determine the state of the driver‘s 
eye (open or closed) in each frame. The eye state determined in 
each frame is then logged in a database, which is also typically 
cloud-hosted. 

In the final stage of the system, the eye states stored in the 
database are analyzed and interpreted to detect the drowsiness 
of the driver. Drowsiness detected when the driver‘s eyes are in 
the ‗closed‘ state for extended periods (multiple consecutive 
frames from the video feed). 

B. Design and Configuration of Study 

The research presented in this study focuses on the third 
sub-unit of the artificial intelligence engine, viz. the DL 

algorithm that determines the driver‘s eye state, as described in 
Section III.A. Hence, for the experiments conducted, the inputs 
in this study were images of a driver‘s eye and the outputs 
were a categorical variable indicating the eye state. A binary 
categorical output was used, with the positive class label 
indicating the ―open‖ eye state and the negative class label 
indicating the ―closed‖ eye state. The experimental 
configuration used is depicted in Fig. 2. 

In performing the experiments, appropriate datasets of eye 
images were first sourced. In selecting the datasets, the authors 
ensured that images where the eye was partially obscured by 
eyewear (spectacles or sunglasses) were included. By doing 
this, the DL models would learn to distinguish between eye 
states irrespective of the use of eyewear. 

The datasets were then split into training and testing data 
using an 80:20 ratio. A copy of the training dataset was 
created, and data augmentation techniques were performed to 
model the real-world challenges of eye orientation and lighting 
conditions. Two DL models were trained: one was trained on 
the original (pre-treatment) training dataset, and the other was 
trained on the modified (post-treatment) training dataset. 
Depending on the architecture of the DL algorithm being 
investigated, any necessary data-shaping modifications were 
made to the images from the dataset. 

The pre-treatment and post-treatment DL models were 
applied to the testing dataset to evaluate and compare their 
performance. As was the case with the training datasets, any 
modifications to the testing dataset required by the DL model 
architecture were made. 
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Fig. 2. Configuration of study 

TABLE I.  PROPERTIES OF DATASETS 

Property Dataset 1 Dataset 2 

Total number of 

images 
2 500 1452 

Eye Opened 1 250 726 

Eye Closed 1 250 726 

Image size (pixels) 96 × 96 256 × 256 

Colour/Greyscale Greyscale Colour 

File format 
Portable Network 

Graphics (PNG) 

Joint Photographic 

Experts Group (JPEG) 

File compression Lossless compression Lossy compression 

The experiments were done using pre-built Python libraries 
on the Jupyter Notebooks development environment. A 
personal computer equipped with 8 gigabytes of random-access 
memory, an Intel Core i5-7200U processor and a 64-bit 
Windows 10 operating system. 

1) Selection of datasets: There were two datasets utilised 

in this study, which were obtained from online repositories 

[30, 31]. Both datasets contained images of human eyes with 

and without eyewear, and images labelled according to the eye 

state. The properties of the datasets are presented in Table I. 
The balanced distribution of eye states was preserved when 

splitting each of the datasets into respective training and testing 

datasets, using an 80:20 ratio. The Scikit-learn Python library 
was used to implement the data splitting. 

When exploring the datasets, it was also noted that both 
sets of data contained images from a diverse range of 
ethnicities. Different skin tones and complexions were noted, 
as well as different eye shapes. The authors further observed 
that among female eyes, the extent to which make-up such as 
eyeliner and false eyelashes were used differed. 

2) Data augmentation and pre-processing: Data 

augmentation improves model performance by generating 

variations of training data [14]. This reduces overfitting and 

improves the model‘s ability to make generalizations [14, 32]. 

The specific augmentations performed in this study were 

designed to simulate real-world scenarios and overcome some 

of the challenges indicated in literature. 
The ImageDataGenerator class within the Keras library for 

Python [33] was used to implement pre-processing and DA in 
this study. The ImageDataGenerator class supports DA in real-
time and makes sure that the model is trained with different 
variations of images during each training iteration (epoch) [34, 
35]. 

The following pre-processing and data augmentation 
techniques were applied: 
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a) Brightness adjustment: Multiple studies in literature 

have shown that poor lighting conditions had a negative 

impact on the accuracy of DL models for driver drowsiness 

detection [13, 14, 17, 19]. While driving, ambient lighting 

conditions can change due to environmental conditions such 

as the time of day and the weather. For example, driving at 

night results in a very low brightness conditions and driving in 

bright sunshine results in very high brightness conditions. 

While driving, it is also possible for lighting conditions to 

change rapidly, such a when driving under a bridge/overpass 

on a sunny day or through the shadow cast by a building or 

other large structure. 

To model scenarios with different lighting environments, 
this study applied a randomized change to image brightness 
when augmenting images. This is implemented through adding 
a constant,  , to all pixels in the image. The brightness 
adjustment function is mathematically described as: 

  ( )     (     (       )) (1) 

In (1),   is the value of the pixel and falls in the range 
       . Positive values of   increase the brightness of 
the image while negative values of δ decrease the brightness of 
the image. The    ( )  and    ( )  functions ensure that the 
brightness-adjusted pixel value remains in a valid range. 

b) Horizontal flips: The shape of a human eye may 

differ slightly between the left eye and the right eye. Creating 

artificial data by flipping the horizontal orientation allows the 

DL model to be trained to analyze either eye of the driver. 

c) Rotation, translation and zoom: Literature showed 

that changes to the driver‘s face orientation was a real-world 

scenario that adversely affected the performance of DL 

models [13, 21]. Therefore, in this study, rotation, translation 

shifts and zoom transformations were used to model changes 

to the driver‘s face orientation. Rotation and translational 

shifts are useful to simulate movement of a driver‘s head 

while travelling. Zoom transformations model a change in 

depth between the camera and the driver‘s face, which may 

result from the driver changing their seat position or posture. 

d) Normalization, centering and standardization: 

Normalization and standardization improve the learning rate 

and reduces the number of epochs required to train a DL 

model [36, 37]. These processes ensure that no individual 

input pixel dominates performance [38]. This is done by 

mathematically adjusting data such that it follows a Gaussian 

distribution with zero mean and unit variance [39]. 

Normalization involves rescaling the value of pixels to 
have a unit maximum, which reduces the computational power 
required to train the DL model. As all pixels have the same 
maximum value (      ), the normalization function is 
described by [36]: 

  ( )  
 

   
 (2) 

Centering ensures that the data has a mean of zero, while 
standardization ensures that the data has a unit variance [36]. 
Setting these statistical properties of the data improves the rate 
at which a DL algorithm converges when training, as well as 
increasing model accuracy by eliminating statistical bias. 

Centering and standardization can be applied to data in with 
respect to individual images (sample-wise) or with respect to 
the entire set of images (feature-wise). The functions for 
sample-wise centering (sc), feature-wise centering (fc), sample-
wise standardization (ss) and feature-wise standardization (fs) 
are [39]: 

   ( )     ̅  (3) 

   ( )     ̅  (4) 

   ( )  
 

  
 (5) 

   ( )  
 

  
 (6) 

In (2) – (6),  ̅  represents the mean pixel value and   
represents the standard deviation of pixel values. The 
subscripts ‗I‘ and ‗D‘ respectively denote statistics calculated 
over pixels from a single image (I) and statistics calculated 
over the entire dataset (D). 

In this study, each of the above pre-processing operations is 
performed on input data. 

3) Deep learning algorithms: As discussed in Section I, 

DL is a subset of machine learning and involves mimicking 

the human brain. DL algorithms follow a common structure, 

to the extent that they adopt a layered architecture with 

multiple nodes at each layer. The DL algorithms for this study 

are designed to perform a binary classification in determining 

whether the eye state is ‗opened‘ or ‗closed‘. A brief overview 

of the different DL algorithms implemented in this study for 

image classification is provided below. 

a) Convolutional neural network (CNN): The CNN is 

the most popular artificial neural network (at the time of 

writing). There are typically three classes of layers in a CNN: 

convolution layers, pooling layers and fully-connected layers 

[16, 40]. Fig. 3, re-produced from [41], illustrates the layout of 

these layers. 

Convolution and pooling layers work together to perform 
feature extraction from the input image [16, 40]. First, input 
data representing pixels of an image is multiplying the kernel 
filters of a convolution layer to generate feature maps. 
Thereafter, a pooling layer is used to group features together 
and reduce the size of the feature maps. Pooling features 
together improves the computation time of the DL algorithm 
[16]. 

 

Fig. 3. Basic CNN architecture [41] 
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TABLE II.  ARCHITECTURAL LAYERS OF CNN-C1 

Layer Number Properties 

1 
Convolutional Layer. 32 nodes, same padding, 3×3 

kernel 

2 Max pooling layer 

3 
Convolutional Layer. 32 nodes, same padding, 3×3 

kernel 

4 Max pooling layer 

5 
Convolutional Layer. 64 nodes, same padding, 3×3 

kernel 

6 Max pooling layer 

7 Flatten layer 

8 Dense layer with 128 units 

9 Dense Softmax output layer with two units 

TABLE III.  ARCHITECTURAL LAYERS OF CNN-C2 

Layer Number Properties 

1 Convolutional Layer. 8 nodes, same padding, 3×3 kernel 

2 Average pooling layer 

3 
Convolutional Layer. 16 nodes, same padding, 3×3 

kernel 

4 Average pooling layer 

5 Flatten layer 

6 Dense layer with 120 units 

7 Dense layer with 84 units 

8 Dense Softmax output layer with two units 

The processed feature maps are then fed into one or more 
fully-connected layers. The final layer is referred to as the 
output layer, and any fully-connected layers between the 
pooling layer and the output layer are referred to as hidden 
layers. Each node in a fully-connected layer performs a 
mathematical operation on its input data using an activation 
function. These activation functions are selected to map inputs 
to suitable outputs and perform classification [42]. 

Two different CNN model configurations were investigated 
in this study. For brevity, they are referred to as CNN-C1 and 
CNN-C2. Their respective architectures are shown in Table II 
and Table III. 

Table II describes the first CNN architecture used in this 
study. These layers are arranged sequentially in a linear stack 
[43]. The first two convolution layers in this model have 32 
nodes each, which are responsible for learning multiple spatial 
patterns and features from the input image [44]. The last 
convolution layer 64 nodes. A 3×3 kernel filter is used in each 
convolution layer, to generate the feature maps. Each 
convolution layer applied same padding to the input image, 
which enabled the image to get completely covered by the 
kernel filter, to generate a feature map [45]. Furthermore, each 
convolution layer was followed by a pooling layer that applies 
a maximum filter (max pooling). Once the convolution was 
completed, the data was then passed to the flatten layer to 
flatten the multi-dimensional feature map into one dimension 

[46]. This single dimensional array was then forwarded into the 
dense layer of the network. A dense layer of 128 units is then 
used to perform the image classification, using the output from 
the convolution layers [47]. The last layer of this network was 
a two-unit output layer which made use of a softmax activation 
function that calculated the probabilities of each class [48]. 
There are only two units used in the output layer, because these 
models are binary classifiers, with predictions made for only 
two class labels. The output produced by the softmax layer, is 
represented in the form of a vector, which contains the 
probabilities of each class, for every sample data 

In addition, a Rectified Linear Unit (ReLU) activation 
function was added to each convolution layer and dense layer, 
to ensure no negative values were passed to the subsequent 
layers [16]. The ReLU activation function is given by: 

     ( )     (   ) (7) 

In (7),   refers to the input data to the activation function. 

Table III describes the second CNN configuration used in 
this study, which also consists of sequential layers. This 
configuration uses fewer convolution layers than CNN-C1, but 
more fully-connected layers when performing classification. 
CNN-C2 also applies an averaging filter in the pooling layers 
(average pooling). A with CNN-C1, a ReLU activation 
function was added to each convolutional layer and dense 
layer, to ensure no negative values propagated through the 
network. 

b) Visual geometry group (VGG) networks 16 and 19: 

The VGG have conducted extensive research into DL 

algorithms for image classifications that improve upon the 

traditional CNN [49]. The two VGG algorithms chosen were 

VGG16 [50] and VGG19 [51]. The VGG16 model consists of 

13 convolution layers, five max pooling layers, two fully-

connected layers and one softmax activation layer at the 

output [50]. The VGG19 model comprises of 16 convolution 

layers, five max pooling layers, three fully-connected layers 

and one softmax activation layer at the output [51]. 

The VGG19 and VGG16 models used in this study were 
built using the Keras pre-trained VGG library. As with CNN-
C1 and CNN-C2, the output layer was configured to have two 
units with a softmax output representing the probability on an 
image falling into either classification. 

c) Generative adversarial network (GAN): GANs are a 

class of DL algorithms that has been applied to image 

classification problems [52]. The structure of a GAN, shown 

in Fig. 4 [53], comprises of two sub-neural networks: a 

generator network and a discriminator network. 

During training, both the generator and the discriminator 
learn concurrently. The function of a generator network is to 
produce new, artificial instances of data/images from the input 
features [52]. This is a form of data augmentation that occurs 
within the network architecture. The artificial images output 
from the generator network are evaluated by the discriminator 
to determine whether they adequately resemble images from 
the true training dataset. Back-propagation is then used to 
iteratively train the generator. Generator networks are typically 
seeded with randomized noise data. 
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Fig. 4. Structure of a GAN [53] 

TABLE IV.  ARCHITECTURAL LAYERS OF GAN (DISCRIMINATOR) 

Layer Number Properties 

1 
Convolutional Layer. 128 nodes, same padding, 3×3 

kernel. 

2 Max pooling layer 

3 
Convolutional Layer. 128 nodes, same padding, 3×3 

kernel. 

4 Max pooling layer 

5 
Convolutional Layer. 128 nodes, same padding, 3×3 

kernel. 

6 Max pooling layer 

7 Flatten layer 

8 Dense Softmax output layer with two units 

The discriminator network is trained with images from both 
the actual dataset and the artificial images produced by the 
generator. When using a GAN, the discriminator is the final 
trained model that is tested and deployed in a system. 

In the design of a GAN, the discriminator is often a CNN 
model, and the generator is often a de-convolutional neural 
network. 

The GAN models in this study were built with the 
architectural layers described in Table IV. There were three 
convolutional layers used in this network with each layer 
having 128 nodes. Each convolutional layer was followed by a 
pooling layer to perform down-sampling. The data was then 
flattened and passed to a two-unit softmax output layer, where 
the output prediction was produced. The GAN models 
deployed a Leaky ReLU activation function, as described by 
(8), which was added to each down-sampling layer and dense 
layer. The Leaky ReLU activation function dampens the effect 
of negative values [54], but does not force them to zero like the 
standard ReLU function in (7). 

           ( )  {
            
                  

 (8) 

TABLE V.  ARCHITECTURAL LAYERS OF MLP 

Layer Number Properties 

1 Flatten Layer 

2 Dense layer with 128 nodes. 

3 Dense Softmax output layer with two nodes. 

 
Fig. 5. Definitions matrix of model output classifications 

d) Multi-layer perceptron (MLP): The MLP is a more 

basic DL architecture than those derived from the CNN, as it 

only consists of fully-connected layers [55, 56]. The typical 

structure of an MLP consists of an input layer, an output later 

and at least one hidden layer between the input and output 

layers. As such, the operation of the MLP is the same as 

classification stage of a CNN. As a result, MLPs require data 

to be flattened at the input layer. 

The MLP models in this study were built according to the 
architectural layers described in Table V. The ReLU activation 
function was implemented in the hidden layer. 

4) Model evaluation: When analysing model 

performance, this study considers a range of metrics 

collectively to provide a holistic evaluation of performance. 

The following performance metrics were used to evaluate the 

DL models: accuracy score, precision, negative class 

precision, recall, specificity and F1-score. These metrics are 

defined in (9) – (14), in terms of the number of true positive 

classifications (   ), the number of true negative 

classifications (   ), the number of false positive 

classifications (   ) and the number of false negative 

classifications (  ). These output classifications relate true 

eye state (based on the known label associated with an image) 

to the detected eye state (based on the output of the model). 

The definitions of the different output classifications are 

visually represented in Fig. 5. 

a) Accuracy score: The accuracy score is a measure of 

how many correct predictions were made by the classifier, out 

of all the predictions made [57, 58]. This is hence the 

percentage of true output classifications with respect to all 

output classifications, and is mathematically described as: 
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 (9) 

b) Recall and specificity: Recall defines how well the 

model can correctly classify positive outcomes [58, 59]. In the 

context of this study, recall indicates how many images of 

open eyes were correctly classified by the model. In addition, 

for a balanced evaluation of the predictions made for both 

class labels, the specificity metric was also used. Specificity 

indicates how well the model can correctly classify negative 

outcomes [58]. In the context of this study, it indicates how 

many images of closed eyes were correctly classified by the 

model. For the problem of driver drowsiness detection, being 

able to correctly identify when the driver‘s eyes are closed is 

of equal importance than identifying when the eye state is 

open. The mathematical definitions of recall and specificity 

are given in (10) and (11), respectively. 

       
  

     
 (10) 

            
  

     
 (11) 

c) Precision: Precision defines how well a model can 

make classify positive outputs [60]. In the context of this 

study, this indicates the percentage of correct open eye state 

classifications from all open eye state classifications, as shown 

by (12). Similarly, the negative class precision represents the 

percentage of correct closed eye state classifications from all 

closed eye state classifications. The formula for negative class 

precisions is presented in (13). 

          
  

     
 (12) 

                    
  

     
 (13) 

d) F1-Score: The F1-Score represents a weighted 

average between precision and recall and is hence considered 

the most appropriate measure of model performance in some 

literature [57, 61]. Equation (14) presents the mathematical 

formula to calculate F1-Score [61, 62]. 

            
                

                
 (14) 

IV. RESULTS AND DISCUSSION 

This section presents and analyses the effects of data 
augmentation on model performance. Pre-treatment and post-
treatment results are presented in Table VI and Table VII, and 
their descriptive statistics are presented in Table VIII. The 

change in performance metrics due to treatment is presented in 
Table IX. While results for all performance metrics are 
presented, the main analysis focuses mostly on accuracy and 
F1-score, as the latter provides insight into the underlying 
precision and recall. 

In the analysis carried out, the authors first confirmed that 
the DA techniques adopted in this study have improved the 
performance of the DL models that were investigated. Fig. 6 
presents a box-and-whisker diagram of the statistical 
distribution of all evaluation metrics considered; and compares 
pre-treatment results with post-treatment results. From the 
results in Fig. 6, Table VII, Table VIII and Table IX, the 
following observations and interpretations were made: 

1) The post-treatment mean and median values of all 

evaluation metrics are higher than the pre-treatment values 

(Table VIII and Table IX). This indicates that the average 

performance of all DL models studied improved due to the 

DA techniques applied. The average improvement of the most 

conclusive metrics, accuracy and F1-score, were +6.1% and 

+6.8% respectively. 

2) The interquartile ranges (IQRs) and standard deviations 

of post-treatment results were less than for pre-treatment 

results. In terms of the most conclusive metrics, accuracy and 

F1-Score, the IQR of both metrics decreased from 13% to 3%. 

The standard deviation of accuracy scores decreased from 

0.17 to 0.12. Similarly, the standard deviation of F1-Scores 

decreased from 0.20 to 0.14. This indicates that there is less 

variability in the expected post-treatment performance of all 

DL algorithms. 

3) Outliers were noted in the results, which are clearly 

illustrated in Fig. 6. These arose from the VGG16 and VGG19 

models which were trained on Dataset 1 and displayed inferior 

performance to the other models studied. Upon investigation, 

this has been attributed to the dimensionality mismatch 

between Dataset 1 images (96×96 pixels) and the input 

dimensions defined by the VGG16 and VGG19 architectures 

(224×224). While the application of DA techniques has shown 

the greatest improvement to these models, the post-treatment 

performance is still low compared to the other models studied. 

It is thus concluded that the VGG models are not suitable for 

Dataset 1, and in practice, should not be used with low-

resolution cameras that produce smaller video frames/images. 
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TABLE VI.  PRE-TREATMENT AND POST-TREATMENT EVALUATION METRICS (ACCURACY, RECALL AND SPECIFICITY) 

Algorithm Dataset 
Accuracy Score Recall Specificity 

Pre-treatment Post-treatment Pre-treatment Post-treatment Pre-treatment Post-treatment 

CNN-C1 
1 93.8% 97.6% 100% 100% 88% 96% 

2 96.5% 97.9% 94% 99% 99% 97% 

VGG19 
1 47.6% 60.8% 24% 28% 71% 93% 

2 82.4% 95.8% 65% 94% 100% 98% 

VGG16 
1 50.4% 67.8% 10% 44% 91% 91% 

2 93.1% 95.2% 88% 92% 98% 99% 

CNN-C2 
1 91.4% 96.2% 100% 97% 83% 97% 

2 95.9% 96.9% 93% 94% 99% 100% 

GAN 
1 95.4% 97.0% 100% 100% 91% 94% 

2 96.2% 97.2% 97% 97% 95% 98% 

MLP 
1 91.8% 93.8% 100% 93% 84% 94% 

2 82.1% 93.4% 97% 90% 67% 97% 

TABLE VII.  PRE-TREATMENT AND POST-TREATMENT EVALUATION METRICS (PRECISION, NEGATIVE CLASS PRECISION AND F1-SCORE)

Algorithm Dataset 
Precision Neg. Class Precision F1-Score 

Pre-treatment Post-treatment Pre-treatment Post-treatment Pre-treatment Post-treatment 

CNN-C1 
1 89% 96% 100% 100% 94% 98% 

2 99% 97% 95% 99% 97% 98% 

VGG19 
1 45% 81% 48% 57% 31% 61% 

2 100% 98% 74% 94% 82% 96% 

VGG16 
1 52% 83% 50% 62% 50% 58% 

2 98% 99% 89% 92% 93% 95% 

CNN-C2 
1 85% 96% 100% 97% 91% 96% 

2 99% 100% 93% 94% 96% 97% 

GAN 
1 92% 94% 100% 100% 95% 97% 

2 95% 98% 97% 97% 96% 97% 

MLP 
1 86% 94% 100% 93% 92% 94% 

2 75% 96% 96% 91% 82% 93% 
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TABLE VIII.  DESCRIPTIVE STATISTICS OF EVALUATION METRICS 

`   Accuracy Score Recall Specificity Precision 
Neg. Class 

Precision 
F1-Score 

Mean 
Pre-Treatment 85% 81% 89% 85% 87% 83% 

Post-Treatment 91% 86% 96% 94% 90% 90% 

First Quartile 
Pre-Treatment 82% 82% 84% 83% 85% 82% 

Post-Treatment 94% 92% 94% 94% 92% 94% 

Median 
Pre-Treatment 92% 96% 91% 91% 96% 93% 

Post-Treatment 96% 94% 97% 96% 94% 96% 

Third Quartile 
Pre-Treatment 96% 100% 98% 98% 100% 95% 

Post-Treatment 97% 98% 98% 98% 98% 97% 

IQR 
Pre-Treatment 13% 18% 15% 16% 15% 13% 

Post-Treatment 3% 6% 4% 4% 6% 3% 

Standard 

Deviation 

Pre-Treatment 0.17 0.30 0.10 0.18 0.18 0.20 

Post-Treatment 0.12 0.23 0.03 0.06 0.14 0.14 

TABLE IX.  EFFECT OF TREATMENT ON EVALUATION METRICS 

Algorithm Dataset 
Accuracy 

Change 

Recall 

Change 

Specificity 

Change 

Precision 

Change 

Neg. Class Precision 

Change 

F1-Score 

Change 

CNN-C1 
1 +3.8% 0%  +8% +7% 0% +4% 

2 +1.4% +5% -2% -2% +4% +1% 

VGG19 
1 +13.2% +4% +22% +36% +9% +30% 

2 +13.4% +29% -2% -2% +20% +14% 

VGG16 
1 +17.4% +34% 0% +31% +12% +8% 

2 +2.1% +4% +1% +1% +3% +2% 

CNN-C2 
1 +4.8% -3% +14% +11% -3% +5% 

2 +1.0% +1% +1% +1% +1% +1% 

GAN 
1 +1.6% 0% +3% +2% 0% +2% 

2 +1.0% 0% +3% +3% 0% +1% 

MLP 
1 +2.0% -7% +10% +8% -7% +2% 

2 +11.4% -7% +30% +21% -5% +11% 

Average +6.1% +5.0% +7.3% +9.8% +2.8% +6.8% 
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Fig. 6. Statistical distribution of pre-treatment and post-treatment evaluation metrics 

TABLE X.  EFFECT OF TREATMENT ON EVALUATION METRICS – OUTLIERS REMOVED 

Algorithm Dataset 
Accuracy 

Change 

Recall 

Change 
Specificity Change 

Precision 

Change 

Neg. Class Precision 

Change 

F1 Score 

Change 

CNN-C1 
1 +3.8% 0% +8% +7% 0% +4% 

2 +1.4% +5% -2% -2% +4% +1% 

VGG19 2 +13.4% +29% -2% -2% +20% +14% 

VGG16 2 +2.1% +4% +1% +1% +3% +2% 

CNN-C2 
1 +4.8% -3% +14% +11% -3% +5% 

2 +1.0% +1% +1% +1% +1% +1% 

GAN 
1 +1.6% 0% +3% +2% 0% +2% 

2 +1.0% 0% +3% +3% 0% +1% 

MLP 
1 +2.0% -7% +10% +8% -7% +2% 

2 +11.4% -7% +30% +21% -5% +11% 

Average +4.3% +2.2% +6.6% +5.0% +1.3% +4.3% 

 
Fig. 7. Statistical distribution of change in evaluation metric scores
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Having confirmed the hypothesis that the DA techniques 
that were applied have improved the performance of the DL 
models studied, the next step was to attempt to quantify the 
extent of this improvement. The VGG16 and VGG19 models 
trained on Dataset 1 were excluded from this analysis due to 
their poor performance, as discussed previously. Table X 
presents the change in evaluation metrics due to the application 
of DA with these models removed. The statistical distribution 
of the data presented in Table X is illustrated in Fig. 7. 

When analyzing the results, the following was observed: 

1) A few instances were observed where applying DA 

treatment caused a reduction in individual evaluation metrics 

(recall, precision, specificity and negative class precision), as 

indicated by shaded backgrounds within Table X. However, 

despite this, the F1-Score increased for all models, indicating 

that these performance reductions were compensated for. The 

average increase in both accuracy and F1-Score was +4.3%, 

and the median increase in each of these metrics were +2.1% 

(accuracy) and +2.0% (F1-Score). 

2) The box-and-whisker diagrams in Fig. 7 indicated that 

there is significantly more variability for recall, specificity, 

precision and negative-class precision than for accuracy and 

F1-Scores. As such, attempts at quantifying the expected 

improvement in DL model performance using the methods in 

this study can only reasonable be performed for accuracy and 

F1-Score. However, these are the most conclusive metrics to 

evaluate the DL models studied. 

3) By analyzing the distribution of the change in accuracy 

and F1-Scores, it was observed that the data for these 

evaluation metrics was positively skewed. This resulted from 

the high pre-treatment accuracy scores and F1-Scores of some 

of the DL models studied, where there was not much room for 

improvement without over-fitting the model to the training 

dataset. 
Prompted by the final observation listed above, the final 

analysis investigated the relationship between the change in 
evaluation metric scores and pre-treatment metric scores. The 
scatterplot presented in Fig. 8 illustrates this relationship, using 
data from Table VI, Table VII and Table X and excluding the 
outlier results resulting from the VGG16 and VGG19 models 
that were trained on Dataset 1. The trend lines show that all 
evaluation metrics exhibited a strong negative correlation, 
indicated by the R2 values of the correlation trend lines (R2 > 
0.7 for all evaluation metrics). From this, it is concluded that 
the DA techniques under study have a marginal improvement 
when applied to DL models that already exhibit strong 
performance, but are much more powerful in enhancing 
weaker-performing DL models. From Fig. 8, an improvement 

of ≥  +5% to an evaluation metric occurs when the pre-

treatment value of the metric is ≤ 90%. This indicates the type 

of DL models for driver drowsiness detection that will benefit 
most from the DA techniques presented in this study, and is 
recommended to developers as a design guideline when 
considering the implementation of the DA techniques 
presented in this paper. 

 

Fig. 8. Relationship between pre-treatment evaluation metric score and change in evaluation metric score 
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The results confirm that by modelling real-world scenarios 
using the data augmentation techniques described in 
Section II.B.2, it is possible to train more robust deep learning 
algorithms that perform driver drowsiness detection. With 
respect to implementation of driver drowsiness detection 
systems, the deep learning model development and training 
would be performed before the model is deployed in the driver 
drowsiness detection system hardware. 

V. CONCLUSION 

Many road accidents are caused by driver drowsiness. 
Previous studies have considered applying deep learning 
techniques to detect driver drowsiness and improve road traffic 
safety. In practically testing their systems, many previous 
studies have indicated that real-world scenarios such as 
unfavourable ambient lighting and movement of the driver 
while driving cause inaccuracies when detecting driver 
drowsiness. 

In this study, the authors focussed on the deep learning 
algorithms that determine driver drowsiness based on the eye 
state of the driver. It was hypothesised that by modelling the 
real-world scenarios and using data augmentation techniques 
on a standardised image dataset, the performance of the DL 
models would improve. This study considered two different 
datasets, six different DL models: two CNN variations (CNN-
C1 and CNN-C2), two architectures designed by the VGG 
(VGG16 and VGG19), a GAN and an MLP. 

The performance of the DL models was evaluated primarily 
using accuracy and F1-Score, although other metrics such as 
precision, recall, specificity and negative class precision were 
also considered. In analyzing the results in aggregation, 
improvements across all metrics were noted. The average 
improvement in accuracy across all DL models was +6.1% and 
the average improvement in F1-Score was 6.8%, and the 
variability in model performance was reduced. However, there 
were some challenges noted when training the VGG models. 
These models trained on low-resolution images, exhibited poor 
performance and distorted these results. A more realistic 
indication of the benefits of DA for the DL models studied was 
obtained by excluding these outliers, yielding an average 
improvement of +4.3% for both accuracy and F1-Score. 

The results further indicated that the extent to which the 
DA techniques studied improve DL model performance is 
strongly correlated with the pre-treatment DL model 
performance. From the analysis conducted, the data 
augmentation techniques presented are best suited for 

improving models with accuracy and F1-Scores ≤  90% - 

although they are applicable to any DL model for driver 
drowsiness detection. 

It was thus concluded that the use of DA techniques 
improves the performance of DL models for driver drowsiness 
detection under the isolated conditions of this study. However, 
since the conditions of this study focussed on testing the DL 
models on images from datasets, rather than testing being done 
on captured data from a real-world driver drowsiness detection 
system, this opens the possibility for future research. Future 
works should look at implementing the trained DL models 

proposed in this study in practical driver drowsiness detection 
systems to validate these results. 
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Abstract—In order to solve the problems of uneven spatial 

distribution of data nodes and unclear weight relationship of 

virtual scheduling features in cloud computing platform, a 

virtual resource scheduling method based on improved ant 

colony algorithm is studied and designed to improve the 

performance of virtual resource scheduling in cloud computing 

platform by this method. After analyzing the information 

resource sequence change of the cloud computing platform, 

according to the STR - Tree partition graph, a simulated 

annealing-based algorithm is employed to classify the resource 

types after optimal scheduling into IO types, middle types and 

CPU types, and the time span and load balance are set as the 

measurement indexes. The simulation results show that after 

applying this method, the occupied resources of the main 

platform are 535 MB, which are much lower than the other two 

comparison algorithms, and the method has improved the 

allocation rationality, resource balance, maximum queue length 

and energy consumption. This result indicates that applying this 

virtual resource scheduling method can effectively improve the 

intelligent scheduling of virtual resources in the cloud computing 

platform. 

Keywords—Improved ant colony algorithm; cloud computing; 

virtual resources; intelligent scheduling 

I. INTRODUCTION 

Cloud computing is the mainstream way to provide 
services to users relying on resources deployed over numerous 
physical machines to be available regardless of their location. 
Virtualization is the key concept employed to provide a logical 
abstraction over physical resources running on data centers. 
This model considers data centers as nodes suitable for cloud 
computing and provides a unified and easy-to-use resource 
organization. 

Different users request access and obtain resources 
according to their own needs, without paying attention to the 
specific location of resources. In order to provide users with 
the same or similar functions as the real layer, and to facilitate 
the stable operation of the upper layer system in the middle 
layer, cloud virtual resource scheduling is needed. Unlike 
other distributed computing platforms, virtualization provides 
more computing power and flexibility for applications, an 
advantage that fits well with the needs and main concepts of 
cloud computing [1]. 

In order to improve the usage of virtual resource in cloud 
computing, which considers hosting, network traffic, and other 
costs optimization, is not uncommon for multiple system 
resources, even from different organizations, to share a single 
physical server.  Besides, a service application can also run 
over multiple service provider platforms to be accessed by 
multiple clients simultaneously. This scenario is tackled by the 
multi-tenant scheduling process, which aims for high resource 
utilization using the cloud computing network. 

Laith & Ali [2] presented a hybrid ant colony optimization 
algorithm based on elitist differential evolution is proposed to 
solve the multi-objective task scheduling problem in cloud 
computing environment, which minimizes the maximum 
completion time, maximizes the resource utilization, and uses 
elitist differential evolution as a local search technique to 
improve its utilization ability and avoid falling into local 
optimization. In [3], by satisfying the constraint of security 
requirements, we find an optimal scheduling algorithm with 
minimum completion time and cost, and users can submit their 
security requirements to the cloud provider during the 
negotiation period. However, none of the methods mentioned 
before has solved the problems of indefinite weight relation of 
virtual scheduling features and uneven distribution of cloud 
platform information space, so it is difficult to realize virtual 
resource scheduling efficiently. 

In order to solve the problems of the above methods, a 
cloud computing virtual resource scheduling method based on 
improved ant colony algorithm is proposed. The overall 
research technical route of this method is as follows: 

1) This paper analyzes the characteristics of the sequence 

change of information resources on the cloud computing 

platform, and establishes the index relationship between 

spatial information objects through STR tree partition graph to 

solve the problem of data imbalance. 

2) Simulated annealing algorithm is used to divide the 

optimized resource types into IO type, intermediate type and 

CPU type, and time span and load balance are used as 

indicators to complete the scheduling of virtual resources. 

3) Experimental verification, taking the occupied space, 

load fairness, Allocation Rationality, resource balance, the 

longest queue length and energy consumption value as the test 
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indicators, the comparative tests of different methods are 

carried out. 
By updating the above techniques, the proposed cloud 

computing virtual resource scheduling method can effectively 
solve the problems of uncertain feature weight relationship 
and uneven information space distribution in the virtual 
scheduling process, and it is expected that this method will 
improve the performance of cloud computing virtual resource 
scheduling and enhance new ideas for the field of virtual 
resource scheduling. 

The structure of the study is divided into four main areas 
as follows. The first part introduces the current research status 
of cloud computing resource scheduling and compares it with 
the proposed algorithm. The second part introduces the virtual 
resource scheduling method based on the improved ant colony 
algorithm and describes its practical computing process. The 
third part is a performance test and application analysis of the 
virtual resource scheduling algorithm proposed in the study, 
and the results are organized and analyzed. The last part is a 
summary and discussion of the whole paper. 

II. CLOUD COMPUTING PLATFORM VIRTUALIZATION 

RESOURCE EXTRACTION 

A. Changes in the Sequence of Communication Network 

Information Resources of Cloud Computing Platforms 

Each node in the cloud computing platform sends 
information to the center node to report according to the 
system load and user's demand [4]. In most cases, passive 
real-time monitoring is used to schedule resources. The client 
connects to the cloud server based on the control server. 

When the client sends the computer application, Computer 
application is to study the theory, method, technology and 
system of computer application in various fields. Computer 
application is an activity that gives guidelines on how to 
participate and implement in social activities. The cloud server 
can store some data related to the user, Distributed storage is 
used to consolidate a large number of servers into a 

supercomputer, providing a large amount of data storage and 
processing services. Distributed file systems and distributed 
databases allow access to common storage resources and 
realize IO sharing of application data files. By integrating 
computer, the resource scheduling server sends the calculation 
results to the user's computer, and the computer client returns 
the results. Calculate the data source through the server and 
wait for the next user request to obtain the communication 
network model of the cloud computing platform, as shown in 
Fig. 1. 

In Fig. 2, the resource storage module adopts idt72v3680 
memory produced by IDT Company. Idt72v3680 is one of the 
high-density supersynctm Ⅱ 36 bit series memories 
idt72v3640 ~ 3690 of IDT company. Its storage structure is 
16384 × 36. This series of CMOS process FIFO (first in first 
out) chips have great depth. The storage structure of this 
memory is 16384 * 36, and the storage space can reach 
1.125MB [5-8]. The internal circuit diagram of the memory is 
shown in Fig. 3. 

According to Fig. 3, Memory is a memory device in a 
computer system that stores programs and data. All 
information in the computer, including input raw data, 
computer programs, intermediate running results and final 
running results are stored in the memory. It stores and 
retrieves information according to the location specified by the 
controller. The main function of the memory is to store 
programs and various data, and to complete the program or 
data access at high speed and automatically during the running 
of the computer. The memory has an independent chip 
structure. The storage rate of the memory can reach 100MHz, 
the working voltage is 3.15-3.45v, and the maximum working 
current is 400mA. In addition, the memory uses CMOS 
technology, belongs to high-density memory, and has great 
depth. During operation, idt72v3680 memory, as the 
transmission link between acquisition module and control 
module, can still realize efficient data storage without 
additional coordination under the condition of different rates 
of the two sides. 

Client

Client

Client

The Internet
Server

 
Fig. 1. The cloud server 
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Fig. 2. Communication network model of cloud computing platform 
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Fig. 3. Internal circuit diagram of memory 

If it is simply stored, it is difficult to complete the 
subsequent indexing steps. Therefore, in the process of 
establishing the storage mechanism, it is necessary to consider 
the indexing efficiency and divide and encode the data 
attributes [9]. The types and sizes of cloud data are different, 
and it is difficult to divide them. It is necessary to develop a 
reasonable strategy to divide them effectively [10]. In the 
process of partition coding, only the size, type and spatial 
distribution of data need to be considered to ensure the relative 
integrity of the cloud platform spatial information entity as far 
as possible, so as not to divide it into multiple scattered data 
blocks. If two data blocks are adjacent data in the information 
space, they can be consciously divided into the same interval 

and given adjacent codes. In addition, if the data volume 
difference between the divided intervals is too large, it is easy 
to lead to the low balance of the distributed cluster, resulting 
in logical vulnerabilities. Therefore, when coding data nodes 
in partitions, this kind of data imbalance can be solved 
through STR tree. The main operation mechanism of STR tree 
is to establish the index relationship between spatial 
information objects through the external matrix between two 
data nodes, and code and sort their abscissa and ordinate 
between the two dimensions. 

In the data storage space of a cloud platform, it is first 
necessary to determine the number of data partitions n , code 
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other data entities into , , , , , ,A B C X Y Z , etc., and divide 

the average total amount of data block space . n .. In this way, 

the horizontal and vertical coordinates of all data can be 

indexed to 
N

n
, all data coordinates can be grouped into 

different data blocks, and all vertical and horizontal 

coordinates are 
N

n
. Determine the partition coding basis of 

STR tree, as shown in Fig. 4. 

A B

 
Fig. 4. STR tree zoning diagram 

As shown in Fig. 4, STR tree can effectively solve the 
problem of uneven spatial distribution of information of data 
nodes in the cloud platform, so as to reduce the repeatability 
of data nodes. Before designing the virtual resource 
scheduling model of cloud computing platform, firstly, set the 
number of cellular users in heterogeneous units as m and the 
number of communication network users of cloud computing 

platform as N,  1, 2, ,M M …  and  1, 2, ,N N … . 

Multiple uplink resources are used simultaneously in the 
scheduling process, and the resource blocks do not affect each 
other. 

In time period T, the transmission power of the nth cloud 
computing platform communication network at the m-th 

cellular user and its uplink resources is  mP t  and  m

nP t  

respectively; The signal to dryness ratios of N on M to cellular 

users in time period T are  m

nSINR t  and  mSINR t  

respectively. Set ,i j N . Within the time period T [11], the 

communication between the cloud computing platform 
communication network and the cellular user is dry, as shown 
in formula (1): 
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(1) 

Among them,  iih t ,  jih t ,  mih t , and are the channel 

power gain of the communication network of the cloud 
computing platform, which are respectively used to describe 
the channel power gain of uplink resources from the 
information transmission end to the information receiving end 
at different times, and calculate the ratio of output power and 
input power of uplink resources at different times. If all 

multiplexing resource sets are 
mS  and the noise power 

spectral density is 
0N , the signal to dryness ratio of the 

primary user is: 
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(2) 

Among them, the channel power gains from the user and 

the network to the base station are  mBh t ,  jBh t [12]. 

Calculate the maximum communication rate of cloud 
computing platform communication network to cellular users 
through Shannon channel capacity calculation formula: 

    2log 1m m m

t
R P SINR t 

 
(3) 

Where mP  represents the transmission power passing on 
the uplink resource. 

Only when the uplink interference of the communication 
network users of the cloud computing platform to the cellular 
users is minimized can the communication efficiency of the 
cellular users be maximized. The resource allocation of the 
resource block can be expressed by formula (4), the time 
period is t, and the signal to dryness ratio threshold of the 

cellular user is m

Thresholdξ . Average maximum throughput of 

communication network resource scheduling in t [13]: 

   2
1 1

1
arg max log 1

T N
m

t m

SINR t
T  

 
      

(4) 

Among them,  m m

ThresholdSINR t ξ . There are network 

information resources arriving at the wireless signal 

transmitter in each time slot, and 
nX  is used to represent the 

number of information resources contained in the 
communication network, so the change process of the 
information resource sequence of the communication network 
can be described as 

 1 max ,0n n n nD D X A   
 

(5) 

In formula (1), 
1nD 

and
nD  respectively represent the 

information resource sequence 1n  of the communication 

network of the n th and th time slots; 
nA  represents the 

number of data packets arriving at the wireless signal 
transmitter in the time slot. 

B. Cloud Platform Virtualization Resource Association 

Feature Extraction 

Advantages of ant colony algorithm over other swarm 
intelligence algorithms: (1) the algorithm has general 
applicability: as long as the problem can be transformed into a 
connected graph, it can generally be solved by ant colony 
algorithm in scenes with low real-time requirements. 
(2) Randomness and certainty are interdependent: the heuristic 
function represents a priori knowledge, its weight represents 
the degree of certainty in selection, and the pheromone update 
criterion represents the mutual restriction between the two. 
Pheromone update, as the performance mechanism of positive 
feedback, reflects the degree to which the path is focused 
(certainty), while the volatilization coefficient participates as 
the negative feedback mechanism, the excellent path with too 
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much pheromone behind has the opportunity to catch up. The 
roulette algorithm increases the possibility of exploring a 
larger solution space (randomness). Under normal 
circumstances, the cloud platform communication process acts 
on the attenuation channel, which means that the network 
channel gain remains the same in any time slot, but there are 
some differences in the network channel states in different 
time slots. If the wireless network is in the form of adaptive 
coding modulation, the calculation formula of information 
resource transmission rate of communication network is 

2

0

log 1
Γ

n n

n

G P
R W

WN

 
  

   

(6) 

Wherein, W  represents the channel bandwidth of the 

communication network; 
nG  represents the channel gain in 

the time slot; 
nP  represents the transmission power of the 

wireless communication network; Γ  represents the auxiliary 

constant; 
0N  represents the noise power density. 

Then the energy required for information resource 
scheduling of communication network in time slot is 

ΔT

n nE P T   (7) 

Where ΔT  represents the length of each time slot. 

Since there are many task types of cloud computing 
resources and applied resources, only tasks with matching 
types will be assigned to corresponding computing resources 
for task processing. In addition, multiple computing resources 
can work at the same time. The steps are as follows: 

Step 1: after obtaining the energy data required for 

scheduling, place k  ants on the energy samples required for 

scheduling, record the number of samples as M , and open 
the sample scheduling feature association pair at the same 
time; 

Step 2: ants select the energy characteristics required for 
scheduling with transfer probability. At the same time, taboo 

table 
ktabu  and temporary pool  temppool k  are set, 

ktabu  is used to record the sample scheduling feature 

association pair selected by ant k , and application 

 temppool k  is used to save the probability value selected 

by ant [14]. Among them, under the limitation of energy 
required for information resource scheduling of 
communication network in time slot, the calculation formula 
of transfer probability is 

 

0 others
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k
k

ij ij
ij r tabu

α τ β η
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(8) 

Wherein, α  represents the weight parameter of 

pheromone quantity 
ijτ ; β  represents the weight parameter 

of visibility parameter 
ijη , which is calculated by 1/ ijd , 

where 
ijd  represents the distance of a sample scheduling 

feature association pair  ,i j  among a plurality of 

pedestrians. 

Step 3: in the process of path optimization, the population 

ant will leave the pheromone quantity 
ijτ  in real time. The 

pheromone is the pheromone related to the scheduling order of 
the scheduled task. The scheduling order is the order in which 
the tasks in the taboo table are arranged to be processed by the 
corresponding computing resources. The pheromone here 
indicates whether a computing task may be assigned a specific 
order, In order to prevent the pheromone quantity of a path 

(Association pair  ,i j ) from increasing rapidly, resulting in 

the algorithm falling into local optimization, the initial 

pheromone quantity is set to 
maxτ  and the value range is 

 min max,ijτ τ τ ; 

Step 4: in the process of path selection [15-16], update the 
pheromone quantity based on local update rules. After the path 
selection, the pheromone update rule is changed to the global 
update rule. The global update rule expression is 

     1 1 Δ +Δij ij ij ijτ t ρ τ t τ τ   
 

(9) 

Wherein, ρ  represents the pheromone quantity update 

coefficient;  1 ρ  represents the pheromone residue 

coefficient; Δ ijτ  means that  ,i j  path pheromones are 

updated according to the path length ranking information of 
1σ   excellent ants, and the calculation formula is 

1

1

Δ Δ
σ

μ

ij ij
μ

τ τ




 
 

(10) 

Wherein, μ  represents the ranking of ants participating 

in path search in ant colony; Δ
μ

ijτ indicates the amount of 

pheromone retained by the first ant on the associated pair. 

Step 5: after determining the incidence matrix, record all 
the sample scheduling feature information to obtain the correct 
multi scheduling energy target feature data association results. 

C. Cloud Computing Virtualization Resource Scheduling 

based on Improved Ant Colony Algorithm 

The original ant colony algorithm also has many 
shortcomings that are difficult to overcome by itself: 

1) The ant colony algorithm framework operates on the 

basis of roulette algorithm. In the initial stage of solution 

space exploration, the utilization of prior knowledge is 

insufficient, resulting in a long time to search for a satisfactory 

solution. The certainty of the algorithm should be 

appropriately increased in the whole algorithm cycle [17-18]. 

2) After several rounds of search iteration, the evolution 

rate of the solution often decreases sharply, and even the basic 

gap between the found solutions is small, that is, the search 

stalls. The weight relationship between randomness and 

certainty should be dynamically adjusted according to 

different operation stages of the algorithm [19-20]. 
Therefore, simulated annealing algorithm is used to 
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optimize ant colony algorithm to overcome the above 
problems. 

Combinatorial optimization problem is to solve the 
optimal solution. In the time period, set a non-negative 
objective function representing the solution goal on the ant 
colony path. The solid annealing process and combinatorial 
optimization problem have certain similarities, and the main 
advantages are as follows: 

1) Perform complex area search: The algorithm is more 

suitable for searching in complex regions and obtaining 

regions with higher region values. 

2) Good parallelism: The good parallelism of ant colony 

algorithm and simulated annealing algorithm can effectively 

solve various nonlinear problems. The good parallelism of the 

ant colony algorithm and the simulated annealing algorithm 

can solve various nonlinear problems effectively. The ant 

colony algorithm has very good time efficiency, but the ability 

to find the optimal solution needs to be improved, while the 

simulated annealing algorithm has very good ability to find 

the optimal solution, but the time complexity is high. By 

parallelizing the two, the advantages of both can be combined 

and the disadvantages of both can be compensated, and the 

final parallel algorithm not only has good ability to find the 

optimal solution, but also its time efficiency is high. 

3) Search with object functions: Directly convert the 

objective function into fitness value to determine the search 

scope and direction in the next step. 

Due to the slow development of physical state to 
low-energy state, in order to obtain better results, simulated 
annealing algorithm mainly selects the state with important 
contribution rate in the process of sampling. 

Set the position representation state of the particle solid as 
the initial state, the energy is fixed, randomly form a small 
displacement change and produce a new state, set this state as 
an important state, the next state of the solid is sum, and the 
factor ratio corresponding to the probability ratio of the two 
states can be expressed as: 
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Where Z (T) represents the modified pheromone value on 

the ant path  ,i j  at time t . It is set that the random number 

is a value formed by the random number generator, and the 

value range is within the range of  0,1 . Since p  represents 

a value less than 1, assume p A , indicating that it is 

sufficient to maintain the current state. 

The resource types after optimized scheduling are divided 
into IO type, intermediate type and CPU type. When 
optimizing the scheduling, the resources are divided in 
combination with the running time sequence. The resulting 
resource division scheme is shown in Fig. 5. 
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Fig. 5. Resource division scenario 

As shown in Fig. 5, resource A and resource B consume 
the same disk (IO) and CPU, so both can be divided into 
intermediate types of resources. However, it can be seen from 
Fig. 4 that the time occupied by disk (IO) and CPU is 
completely crossed. Therefore, in the process of resource 
scheduling, the existence of AA or BB should be avoided as 
far as possible. In addition, missing and redundant data will be 
automatically filled or manually deleted in the process of 
resource optimal scheduling. 

It is worth noting that the goal of the algorithm is to limit 
the number of physical hosts providing services in the cloud 
platform, and the trigger of any migration scheme is to 
migrate the virtual machine to an active physical machine. 

However, when the current active physical machine cannot 
meet the requirements of the virtual machine to be migrated. 
The dormant physical machine will be activated as the 
destination physical host in the migration plan. A physical host 
is switched to sleep if and only if the virtual machines on it 
have been migrated. That is, when a physical host does not 
provide resources for any virtual machine, it will be converted 
to sleep state. 

The important state is mainly set as the state with small 
probability acceptance and large current energy difference; In 
the high temperature state, the new state with large energy 
difference from the current state is accepted with a high 
probability and set as the important state. 
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In the actual application scenario of scheduling algorithm, 
due to the complexity and heterogeneity of cloud platform 
resources, the performance of physical hosts varies greatly, 
and the state of virtual machines relying on them will change 
dynamically with the deepening of task execution. In this case, 
it is easy to cause a large number of tasks to flow into the 
waiting queue of high-performance virtual machines and 
cannot be executed, resulting in service degradation and user 
experience degradation. On the other hand, there are a large 
number of idle virtual machines in the cloud platform, which 
are not favored by tasks due to limited performance, resulting 
in a great waste of cloud platform resources. As a result, the 
service life of overloaded machines is shortened, and the 
completion time of single tasks is not satisfactory. In order to 
solve this problem, it is necessary to analyze the needs of 
different users, calculate the matching degree of each demand 
corresponding to the task to the resource node, and add the 

matching factor . Then the scheduling requirements in 

important states are expressed as follows: 
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Set the mapping sequence 
iTm  representing tasks and 

resources, 
jVm  represents a sequence node. And the load 

balance degree can be expressed as: 
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Calculate the computing power of each resource node by 
weighting, that is: 

     1 2 3i i i iLv w n v w p v w r v     
 (14) 

When pheromones accumulate to a certain extent, positive 
feedback suppression is needed, because with the deepening 
of iterative search, the total amount of pheromones rises to a 
certain threshold, which is prone to excessive positive 
feedback, that is, the influence of pheromones on ant colony 
covers the prior effect of heuristic function. In addition to 
ensuring the update speed of pheromones and highlighting the 
differences between high-quality paths and general paths, it is 
very important to comprehensively improve the load balance 
of resources. Therefore, the time span and load balance are set 
as the measurement indicators: 
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Above, mainly through simulated annealing algorithm for 
data center resource scheduling, the specific operation process 
is as follows: 

1) Initialize all pheromones; 

2) Setting up the main objective function and initializing 

each parameter; 

3) When the ant starts the cycle, it needs to place all the 

tasks on a single resource. 

4) Calculate the matching factor, set it as heuristic 

information, and select nodes in combination with the transfer 

probability. 

5) Calculating the load balance degree and the value of 

the objective function, and the optimal solution of the ant 

colony algorithm. 

6) The simulated annealing algorithm is used to optimize 

the path and update the pheromone. 

7) Loop through the above steps until the maximum 

number of iterations is reached, then stop the operation and 

vice versa return step (3). 

III. SIMULATION EXPERIMENT 

A. Experimental Data and Process 

In order to verify the scheduling performance of the 
proposed method, comparative experiments are carried out. 
Provide 600 to 1000 cloud tasks in the resource submission 
window, and use the random number generator to randomly 
generate 50 waiting tasks with different requirements for 
cloud computing resources in the scheduling time window. It 
is estimated that the starting processing time is 0. Assuming 
that the time window is 40 minutes in length, the iteration is 
terminated under the condition that 6,000 ants all complete the 
iteration and the number of intelligent population is 100. When 
there is no change in the results of 10 consecutive iterations, the 
operation of the algorithm is stopped and an error is reported. 
Each set of data was analyzed 10 times and the average value 
was taken, and a parameter change was made to observe its 
impact on the delay time and solving efficiency of the task. 

Hybrid cloud is a more advantageous infrastructure, which 
flexibly combines the internal capabilities of the system with 
external service resources, and ensures low cost. Hybrid cloud 
is a model that organically integrates public cloud and private 
cloud, allowing users to choose between the privacy of private 
cloud and the flexibility and cheapness of public cloud. 
Hybrid cloud can provide enterprises with more flexible cloud 
computing solutions. In the next few years, hybrid cloud will 
become the leading enterprise IT architecture, and more and 
more enterprises will benefit from hybrid cloud services. 
Considering the transport efficiency elements of cloud 
platform virtualization resources, a more commonly used 
cloud computing architecture is chosen as the experimental 
basis, as shown in Fig. 6. 

iTm
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Fig. 6. Cloud computing architecture 

In Fig. 6, according to the characteristics of multiplexed 
information, the structure of integrated distributed network 
and virtual machine is redeployed to ensure that the structure 
can completely load cloud computing virtualization resources. 

The experimental parameters are shown in Table I. 

TABLE I.  EXPERIMENTAL PARAMETERS 

parameter analysis 
numerical 

value 

H 
Total number of system storage 

nodes 
6000 

Size of File Virtualization resource size 10GB 

Backup Num Number of backup copies 6000 

Availability System availability ＞95% 

P Node availability ＞95% 

The simulation experiment goes through four processes, 
which are initialization stage, virtual resource access stage, 
virtual resource backup stage and virtual resource recovery 
stage. When the system is in the initialization phase, 6000 
online nodes are built and node IDs are assigned. When the 
system is in the virtual resource access phase, the online phase 
needs to be divided into three categories: one is the service 
scheduling node, the other is the virtual resource backup node, 
and the third is the backup server. These three kinds of three 
wire nodes can achieve virtualized resource storage and 
backup through coordinated work. When the system is in the 
virtualization resource recovery stage, judge the node 
availability, and then use the backup server to recover the 
virtualization resources. 

Several storage backup nodes are simulated in the 
MATLAB platform, the CPU speed and network bandwidth of 
the data center are configured, and the number and frequency 
of user information requests, as well as the start, end and peak 
time are set. 
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B. Experimental Results 

By comparing several different methods, taking the 
occupied space of the virtual resource scheduling process as 
the experimental index, and taking the methods of literature [2] 
and literature [3] as the comparison method, the simplicity of 
the application process of this method is verified. The 
experimental results are shown in Fig. 7. 

As can be seen from the comparison effect of data 
occupation space shown in Fig. 4, the main and sub platforms 
have different storage capacity under the action of different 
data volume, but they are increasing with the increase of data 
volume. However, the initial occupation space of the method 
in this paper is the smallest and the growth fluctuation is low. 
This is because this method updates the pheromone quantity 
based on local update rules, that is, the pheromone quantity 
update rules are changed into global update rules to ensure 
that the task of type matching is accurately allocated to the 

corresponding computing resources, which further increases 
the possibility of exploring a larger solution space. 

Under different conditions, taking the load fairness test of 
cloud computing nodes as the experimental index, the 
comparison results of different methods are shown in Fig. 7. 

As shown in Fig. 8, the higher the load fairness coefficient, 
the better the storage effect. When the amount of backup data 
increases, the load fairness coefficients of other methods 
continue to decline, while the decline rate of this method is the 
lowest. This is because this method analyzes the needs of 
different users, calculates the matching degree of tasks 
corresponding to each demand to resource nodes, directly 
converts the target function into fitness value, and sets the 
time span and load balance as measurement indicators, 
Highlight the difference between high-quality path and general 
path. 
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Fig. 7. Space occupied by different methods under main and sub platforms 
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(d) Increase in the number of nodes 

Fig. 8. Load fairness test results under different conditions 

Calculate the physical machine node allocation rationality, 
resource balance, longest queue length and energy 
consumption of the three allocation schemes. The results are 
shown in Table II. 

As can be seen from Table II, this method performs well in 
terms of Allocation Rationality, resource balance, longest 
queue length and energy consumption value. This is because 

while constructing the communication network model of 
cloud computing platform, this method calculates the ratio of 
output power and input power of uplink resources at different 
times, and timely adjusts the scheduling demand according to 
the scheduling energy to reduce the scheduling energy 
consumption, effectively solve the problem of uneven spatial 
distribution of information of each data node in the cloud 
platform. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

260 | P a g e  

www.ijacsa.thesai.org 

TABLE II.  ALLOCATION RATIONALITY, RESOURCE BALANCE, LONGEST QUEUE LENGTH AND ENERGY CONSUMPTION 

Solution method 
Number of container / 

physical machine nodes 
Rationality of distribution Resource balance Maximum queue length 

Energy consumption value / 

W 

Paper method 

50/50 0.855 10.555 1 1000 

100/30 0.885 10.510 3 1500 

500/80 0.850 8.555 8 5000 

500/100 0.805 8.510 10 5000 

Literature [2] 

methods 

50/50 0.751 8.155 3 1500 

100/30 0.755 8.510 7 5100 

500/80 0.555 8.551 13 5500 

500/100 0.550 7.850 18 7000 

Literature [3] 

methods 

50/50 0.733 8.051 5 1500 

100/30 0.710 8.155 8 5550 

500/80 0.785 8.555 15 5000 

500/100 0.751 8.055 53 7500 

IV. CONCLUSIONS 

In order to shorten the space occupation of cloud 
computing virtual resource scheduling and improve load 
fairness, the study combines the advantages of simulated 
annealing algorithm with ant colony algorithm, and applies the 
hybrid algorithm to cloud computing virtual resource 
scheduling. The results of the empirical analysis show that the 
virtual resource scheduling process of the proposed method in 
the primary and secondary platforms occupies 535 MB and 
196 MB of space, respectively; the load fairness coefficient of 
the method is around 0.85, both of which are better than the 
comparison algorithms. Besides, it is also found that the 
resource scheduling algorithm proposed in the study has more 
reasonable allocation, more balanced resources, shorter 
longest queue length and less energy consumption compared 
with the comparison algorithm. The above results illustrate 
that the resource scheduling algorithm proposed in the study 
has better scheduling performance, and the method can be 
used to better schedule the resources in the cloud computing 
platform and improve the resource scheduling efficiency, thus 
improving the computational efficiency and reducing the 
running time of the platform algorithm, thus making better and 
faster use of virtual resources and saving time. In the future 
research work, we should further strengthen the research on 
the resource scheduling efficiency and improve the 
performance of the cloud computing virtual resource 
scheduling method comprehensively. 

V. DISCUSSION 

The resource scheduling method proposed in the study 
combines the advantages of simulated annealing algorithm 
and ant colony algorithm, and compensates the disadvantages 
of both of them to each other, thus improving the overall 
algorithm performance. The parallel algorithm based on 
simulated annealing algorithm and ant colony algorithm has 
better scheduling performance in the process of resource 
scheduling in the cloud platform. In addition, the study also 
uses adaptive coding and modulation to extract the association 

features of virtual resources. The study transforms the 
pheromone update rules into global update rules through the 
good parallelism of ant colony algorithm and simulated 
annealing algorithm to schedule the cloud computing virtual 
resources one by one in a specific order. It expands the scale 
of the cloud computing center cluster, improves the scheduling 
capability of the whole platform, makes full use of the cloud 
platform resources, and gives full play to the advantages of 
cloud computing. In the subsequent research, the algorithms 
that can make up for each other's defects can be combined to 
obtain a better hybrid algorithm, and the optimized hybrid 
algorithm can be applied to the scheduling of virtual resources 
using the optimized hybrid algorithm in order to achieve better 
scheduling performance of cloud computing virtual resources. 
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Abstract—In the modern world, information security and 

communications concerns are growing due to increasing attacks 

and abnormalities. The presence of attacks and intrusion in the 

network may affect various fields such as social welfare, 

economic issues and data storage. Thus intrusion detection (ID) is 

a broad research area, and various methods have emerged over 

the years. Hence, detecting and classifying new attacks from 

several attacks are complicated tasks in the network. This review 

categorizes the security threats and challenges in the network by 

accessing present ID techniques. The major objective of this 

study is to review conventional tools and datasets for 

implementing network intrusion detection systems (NIDS) with 

open source malware scanning software. Furthermore, it 

examines and compares state-of-art NIDS approaches in regard 

to construction, deployment, detection, attack and validation 

parameters. This review deals with machine learning (ML) based 

and deep learning (DL) based NIDS techniques and then 

deliberates future research on unknown and known attacks. 

Keywords—Network; dataset; communication; intrusion 

detection system; attacks; deep learning; machine learning 

I. INTRODUCTION 

The Internet is ubiquitous everywhere that plays a vital 
role in daily activities. It almost pervaded every field of 
business activities, from retail to space research for storing 
and sharing confidential data [1]. A vital concern in businesses 
is to secure the network from external disturbances. The 
advancement of new communication technologies and 
services increases the number of interconnected devices [2, 3]. 
The escalation of Internet based systems also increases 
vulnerabilities and virtual attacks on the network. Cyber-
crimes on the Internet are rising exponentially with the rapid 
growth of technology. The cyber-attacks are severe attacks on 
the network. Thus, security is a critical subject for the 
network, and a failure in security may cause misleading 
information. Thus the network cannot meet its goals with the 
improper IDS [4]. Moreover, communication in the network is 
affected by individual hackers and malicious behavior, which 
seriously impacts the system [5]. Different types of attacks 
occur in the network, such as wormhole attacks, denial of 
services (DOS), black hole attacks, and flooding attacks. All 
these attacks prevent the user from accessing network 

resources and services by dropping or adding unnecessary 
packets [6]. Additionally, variations in malicious software will 
increase the threats to the network through security breaches. 

An intrusion detection system (IDS) has drawn 
considerable interest among academics since it protects the 
network against inside and outside attacks, a proactive ID tool. 
The IDS is a security application used after the antivirus 
software and firewall. The IDS alters the network when any 
faults occur in the system. The IDS not only detects intrusions 
but also stores the network traffic in the system [7]. The IDS 
alerts the system when the intrusion occurs at the host and 
network levels [8]. The available IDS have many limitations 
having difficulties coping with the cyber-attacks due to their 
dynamic nature. The IDS cannot be easily adaptable; thus, it 
cannot detect new malicious attacks [9]. 

Furthermore, the massive network size and the larger 
number of applications handled by the node have resulted in 
the IDS becoming a challenging task owing to the generation 
of huge amounts of data. The massive data generated in the 
network is communicated with other nodes inside the network 
will create new attacks [10]. Hence, several methodologies 
have been developed in the past few issues to deal with these 
issues. 

Deep learning (DL) and machine learning (ML) 
approaches have recently been widespread in several 
applications. The DL based methods have functioned with the 
neural networks containing numerous layers. In ML, the 
algorithms analyze the data to solve the issues by learning and 
pattern discovery. These methods are found to be excellent in 
higher detection accuracy and better performance on dataset 
testing; hence, these methods are included in IDS. Thus this 
paper has reviewed traditional methods to ML and DL based 
methodologies for ID by considering different types of faults 
[11]. Recently, the DL and ML based approaches gaining 
more attention in the IDS context. In fact, the DL is used for 
feature extraction, selection and classification. The DL 
networks carry the learning process in supervised and 
unsupervised manners. The Internet is omnipresent in all 
fields, which is inevitable in network communication. Thus 
the applicability of IDS in networks is considered a vital 
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research topic for enhancing network security against attacks. 
However, several authors have made a review this topic. Some 
of the recent papers of review of IDS are listed below: 

 A review on DL based IDS is conducted in [12, 13] 
that only examines the DL based methods in IDS, but 
that paper did not focus much on network attacks.  

 Recently, the IDS in the Internet of Things (IoT) have 
been reviewed, and some solutions are suggested to 
overcome the issues [14]. 

The existing review papers provide a deep insight on DL, 
ML or existing approaches individually. However, they cloud 
not analyze up-to-date methods. Moreover, different types of 
datasets are not focused in deep. Apart from these recent 
reviews, this paper is intended to focus on the up-to-date 
methods for IDS thus it reviews traditional methods. The 
major aim of this paper is to review various IDS methods, ID 
behavior, performance efficacy and problems associated with 
IDS methods. Furthermore, the leading methods in the IDS are 
also discussed with their advantages. Although several 
techniques have been developed in this area, no single method 
covers all types of network attacks. In the paper, innovative 
content is added in terms of up-to-date methods by including 
all traditionally available methods for IDS in the network by 
considering different types of attacks in the network. Thus, 
this review has provided the growth of IDS and the issues the 
developed methods face. 

The contribution of this paper is summarized as follows: 

 To study the network security issues and point out the 
necessity of an IDS as a solution for detecting attacks. 

 To emphasize attacks in networks, then provide the key 
role of IDS for network security. 

 Highlight the challenges and advantages of the current 
works in intrusion detection. 

 To bring an effective solution to overcome the issues 
associated with recently developed methods. 

 Provide an excellent approach for detecting the harmful 
unknown intrusions in the network by resolving the 
issues in existing and newly developed methods based 
on the analysis. 

The organization of this review paper is given as follows; 
section-2 deals with several attacks in the network, and 
Section 3 elaborates on the detection methods and their pros 
and cons. Section 4 explains the limitation of NIDS. Section 5 
includes the conclusion and future scope for network ID. 

II. ANALYSIS OF ATTACKS IN THE NETWORK 

Data transmission through the network may be subject to 
various threats and safety risks. Hence, it is often unable to be 
secure with new techniques. It is very important to analyze the 
intrusion and attacks in the network to secure it from failure. 
Malicious nodes in the network create a routing attack. 
Different security threats and network attacks are discussed 
below. 

A. Security Threats in Network 

The network should meet some security measures to 
prevent intrusions from outside the network. An unauthorized 
user can enter the network if the organization fails to meet 
sufficient security concerns like prediction, securing and 
isolation. On the other hand, data management in the network 
is affected by a lack of bandwidth management. Because data 
communication in the network depends on bandwidth resource 
utilization, thus the excess utilization of bandwidth in the 
network will lead to bandwidth wastage. The severe issue in 
network transmission is data confidentiality. The lack of an 
encryption mechanism will lead to data leakage in the network 
[15]. Network attacks such as snooping, traffic, modification, 
denial of services and injection of intrusions are common in 
the network [16]. 

B. Active and Passive Attacks 

Attacks in the network are classified into two types: active 
and passive attacks. The intruder incepts the data in the 
network during a passive attack, whereas, in an active attack, 
the intruder initiates a command to disturb network operation. 

 Spoofing: In a spoofing attack, the sender can change 
the network topology due to the miss-present data of a 
malicious node. 

 Modification: In this kind of attack, the data route is 
modified by a malicious node so that the message may 
be sent through a long route. Data routing through 
long-distance leads to communication delays [17]. 

 Wormhole attack: In a wormhole attack, the data 
transmission between two nodes is affected due to 
malicious nodes. This attack fakes a route instead of 
the short route in the network; thus, distance gets 
confused [18]. 

 Sinkhole: The sink-hole attack attracts network traffic 
through false routing metrics. The sink-hole attack 
invites many attacks in the network, sending false 
information [19]. 
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 Denial of service attack: Most communication 
networks have limited energy resources; hence, they do 
not cope with sophisticated safety technologies. One of 
the common attacks in network communication is a 
DOS attack. The DOS affects almost all network 
layers, thereby disabling the proper functioning of the 
network. The DOS also abuse data in the network by 
allowing multiple attackers. The DOS attacks may lead 
to poor network performance, spam messages, packet 
delay and loss [20]. 

 Sybil attack: This attack uses fake identities to transmit 
data on the network. 

 Traffic analysis attack: this kind of attack examines 
node behavior, network traffic and length of the 
message. 

 Eavesdropping: Eavesdropping on ongoing 
communication may cause information leakage on 
cryptography or connection [21]. 

 Monitoring attack: The intruder can read the 
confidential data but cannot modify the data. 

 Remote to Local (R2L) attack: The attacker gets access 
to the network without an account in the R2L attack, 
considered a critical attack in the network. This type of 
attack depends on host level and network-level 
features. 

 User to Root (U2R) attack: The U2R needed semantic 
data that was hard to capture at the initial stages. U2R 
commonly happens in content-based fields where the 
attacker starts as a normal user and then becomes a 
superuser to abuse the network. 

 Probe: It is illegal to gather network information about 
several services and sources to violate network 
security. 

 Man-in-the-middle (MITM) attack: In the MITM 
attack, the attacker can access both ends of the 
communication channel, thereby manipulating the data. 
In such attacks, the attacker tries to initialize secure 
communication by sending messages. Finally, the 
attacker gets access to encrypt all the messages in the 
communication channel [22]. 

 Malware attack: In this kind of attack, the evade 
signature is matched by dynamically modifying the 
code. Due to the different purposes of the attackers, it 
becomes difficult to detect the attack. 

 Phishing attacks: Spam e-mails are created to advertise 
a product, which is slightly modified to harm the user 
is known as phishing attacks financially. Phishing 
crimes are created by making a fake website the same 
as the original website and then creating fraudulent 
offers to the user [23]. 

 Distributed denial of service: This attack disrupts the 
normal traffic of the targeted server or network by 
overwhelming the target. 

III. BACKGROUND OF INTRUSION DETECTION SYSTEM 

(IDS) 

Intrusions in the system are noticed by continuous 
observation of the system, in which the system administrator 
examines intrusions through user activities. The main aim of 
IDS is to examine the intrusions in the system. However, it is 
a difficult task, in fact, the IDS has not examined intrusions at 
all; that only examines the symptoms of intrusions. The 
symptoms gathered by the IDS are referred to as 
manifestation, where the collected evidence is not sufficient 
for detection, then the system can’t access the intrusions at all. 
As the network attacks increased with time, the early form of 
intrusion detection methodologies is not scaleable. 

The IDS is a significant tool for the network to examine 
security breaches. The IDS continuously monitors the network 
traffic entering and leaving the system, thereby examining 
network intrusions. The communication in the network is 
carried out through wire and wireless mediums. Thus, the 
network attacks increased dramatically in the network. 
Moreover, technological advancements increase new attacks 
on the network. The intrusion of attacks common in new 
computing environments such as wireless sensor network, fog 
computing, e-healthcare and cloud computing. IDS is vital 
security component that enables the computer network for IT 
organization.  Hence, it is needy to construct IDS to defend 
the network from attacks. To provide a sufficient solution for 
IDS, it is important to investigate the up-to-date methods. 

A. Principles of IDSs 

IDS is nothing but the process of observing the events that 
occur in the system and then examining the intrusions through 
these events [24]. Intrusions can take several forms routing 
attacks, sniffer attacks, U2R attacks, man-in-the-middle 
attacks, Dos/DDos, and cyber-attacks [25, 26]. One of the 
major tasks of IDSs is to separate harmful attacks from normal 
traffic in an efficient manner. Connecting to a wrong system 
by wrongly typing the address is an example of normal traffic, 
which is considered a threat. Due to the timely detection of 
intrusions, IDS protects the system or network from failure. 
The major functions offered by IDS are listed below. 

 Provide timely alarm while detecting threats in the 
system. 

 Take necessary action to respond to the alarm detected 
[27, 28]. 

Factors to be considered for effective IDSs are 
summarized below: 

 Robustness of the system 

 Speed of detection 

 Maximum detection rate. 

 The minimum detection rate of normal traffic is a 
threat. 

 Reduction in the system requirement, which includes 
hardware and software 

 Accuracy in detecting threat location 
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 Integration with other technologies. 

1) Data collection & recording: Initially, the network data 

are gathered to create the profiles of normal data compared 

with the observed data of the network. After initializing the 

profile of normal data, the network data are collected to check 

the intrusions. Since the volume of collected data is huge, 

creating small groups as vectors is useful in detecting 

intrusions. 

2) Identification of harmful intrusions: Harmful threats in 

the network are observed by analyzing the data. In this step, 

the host and network data were examined for accurate 

detection of intrusions. In this stage, the undesired actions 

outside the network are recorded to detect intrusions. 

3) Alert: In this stage, the condition of the network is 

examined by the judgement based on evaluated data, which 

examines whether intrusion occurred or not. Once it is 

acknowledged that the threat has happened, the IDS 

immediately communicate it with the administrator. Few IDSs 

can control attacks by utilizing network resources. 

Communication of threat occurrence is performed using 

various platforms like e-mails and messages in the user 

interface [29, 30]. 

IV. DETECTION METHODOLOGIES 

The ID methodologies are classified a: 

 IDS types by detection technique 

 IDS types by monitored platform 

A. IDS Types by Detection Technique 

Further, the detection technique is categorized as, 

 Anomaly based model 

 Specification based 

 Hybrid methods 

1) Anomaly-based (anomaly detection): Anomaly-based 

IDS detection approaches compare observed activities with 

definitions to predict malfunctions. Normally, anomaly-based 

detection has some rules to define basic network functioning 

based on the intrusions observed. Sultan et al. [31] proposed 

an anomaly based method using a variational encoder for the 

ID in the network. The intrusion was detected through a semi-

supervised learning approach and unsupervised deep learning 

(DL) methods. Variational autoencoder (VAE) and 

autoencoder (AE) were employed using flow features to detect 

unknown attacks. The area under receiver operating 

characteristics (ROC) was calculated using these methods and 

compared with a one-class (OC) support vector machine 

(SVM). AE and VAE were used, and OCSVM were trained 

through semi-supervised learning. To detect intrusion on flow 

based data, that approach uses DL methods. But that proposed 

method increases the false alarm rate. 
Whereas, Shubhra et al. [32] proposed an adaptive scheme 

that combines both the adaptive grasshopper optimization 

algorithm (AGOA) and the ensemble of feature selection 
(EFS) method for identifying attacks. The EFS ranked the 
attribute from a selected subset of attributes having higher 
ranks, and the AGOA was adopted to find significant 
attributes from datasets. SVM was used as a fitness function to 
increase classification performance and efficient feature 
selection; the proposed method decreased proficiency. Hence 
to improve the classification, Bayu et al. [33] proposed a Two-
Stage Classifier based IDS (TSE-IDS) to detect attacks. In 
order to minimize the feature size of datasets, hybrid particle 
swarm optimization (PSO), ant colony algorithm (ACO), and 
genetic algorithm (GA) were used. In addition, a reduced error 
pruning tree (REPT) classifier is used for improving 
classification performance and feature selection. 

In order to improve dynamic network performance, 
Nguyen et al. [34] proposed anomaly-based network IDs 
(NIDS) using DL to consider false-positive rates and the 
unavailability of labelled data. The proposed method used 
Restricted Boltzmann Machines (RBM) and Autoencoder. The 
staked auto encoder performed better than RBM but consumed 
more time due to higher computation. Future work is needed 
to improve speed and reduce the oscillations in the slope of 
training error. Roshan Kumar and Deepak Sharma [35] 
proposed a hybrid ID algorithm focusing on reduced time 
consumption. That proposed method was developed by 
combining anomaly and signature-based approaches. That 
proposed method was more effective for detecting more 
attacks. But that proposed method had the drawback of higher 
time consumption. 

TABLE I.  ANOMALY-BASED IDS 

Autho

r 
Method Datasets 

Outcom

e 

Advantag

es 

Drawback

s 

Sultan 

et al. 

[31] 

Variational 

Autoencod

er 

NSL-

KDD 

AUC – 

0.7596 

The 

detection 

rate is 

higher 

A false 

alarm is 

more 

Shubhr

a et al. 

[32] 

Adaptive 

scheme 

ISCX 

2012 

A- 

99.13 

DR- 

99.23 

FPR- 

0.067 

predict the 

networks 

traffic  

behavior 

accurately 

Decrease in 

proficiency 

BAYU 

et al. 

[33] 

Two-Stage 

Classifier 

Ensemble 

NSL-

KDD and 

UNSW-

NB15 

A - 

85.8% 

S – 

86.8% 

P- 

91.60% 

DR- 

88% 

Improved  

precision 

metric and 

accuracy 

Multi-class 

classificati

on problem 

Nguye

n et al. 

[34] 

NIDS 
KDDCup9

9 

 T- 

240sec 

Effective 

in 

detecting 

and 

classifying 

intrusion 

into five 

groups. 

Higher 

oscillation 

in the slope 

of training 

error 

Roshan 

et al. 

[35] 

HyINT 
KDDcup9

9 

T-

14.773 

 

Ability to 

detect 

unknown 

attacks 

Time-

consuming 

process 
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Above mentioned methods for anomaly-based IDS 
methods for network ID and their outcome and advantages are 
illustrated in Table I. In every table, the performance measures 
are indicated by Accuracy (A), Detection rate (DR), Precision 
(P), F-score (F), Connection rate (CR), Learning rate (LR), 
True Positive rate (TP), False Positive rate (FPR) and Ability 
to avoid misclassification (AUC), false alarm rate (FAR), false 
positive (FP). 

2) Specification-based NIDS: Specification-based IDS 

uses manual specifications to detect network intrusion. 

Various specification-based methods are listed below. 
Anhtuan Le et al. [36] proposed Routing Protocol (RP) for 

Low Power and Lossy Networks (RPL). That proposed 
method was constructed by a semi-auto profiling technique 
that generates high-level abstracts. That proposed approach 
includes protocol states and transitions on statics executed on 
several IDS rules. The power consumption was minimized by 
eliminating the overhearing of communication. Furthermore, 
the RPL information object and Information Solicitation (DIS) 
were introduced to alleviate the synchronization issues. But 
that the proposed method needs to be improved to detect 
internal threats. 

Hence, Herson Esquivel-Vargas et al. [37] proposed a 
specification-based IDS using the BACnet protocol to enhance 
the detection rate. In that approach, fully automated 
deployment of IDS through BACnet protocol was used. In that 
protocol, the certified devices were demanded to document, 
representing network behavior. The prototype of that protocol 
was executed passively, and the attacks were detected on a 
single BACnet packet. But that proposed method needs to be 
improved to increase network security. 

Above mentioned methods for specification-based IDS, 
along with its outcome and advantages, are illustrated in 
Table II. 

TABLE II.  SPECIFICATION-BASED METHODS FOR IDS 

Author 

Approache

s/ 

modules 

Applicati

on 

Outco

me 

Advantag

es 

Drawbac

ks 

Anhtua

n Le et 

al. [36] 

semi-auto 

profiling 

technique 

RPL-

Based 

Network 

Topology 

OH-

6.3% 

Higher 

energy 

efficiency  

An 

extension 

of IDS is 

needed for 

detecting 

internal 

threats  

Herson 

Esquive

l-

Vargas 

et al. 

[37] 

synthetic 

traffic 

BACnet 

Protocol 

P-

99.85% 

R-

99.57% 

Attacks 

can be 

detected 

during real 

and 

synthetic 

traffic  

System 

security 

needs to 

be 

improved   

3) Hybrid techniques: Hybrid techniques are developed 

by combining two methodologies for ID. Thus, the hybrid 

methods overcome the drawbacks of single approaches. 

Various hybrid approaches for NIDS are given below. 
Further improving network performance and addressing 

the issues of RPL, Areej Althubaity et al. [38] proposed an 
architecture by combining a centralized model with a sink and 

a distributed module with RPL. That hybrid method was 
called Authenticated Rank and Routing Metric (ARM). That 
proposed approach validates the legitimacy of data transferred 
through RPL control data while constructing the route. Sajad 
Einy et al. [39] proposed hybrid anomaly and signature-based 
NIDS for enhancing network security. Suricata IDS was 
adopted with a neural network model to examine the 
network’s malicious behaviour in that proposed model. The 
signatures of different types of attacks were examined by the 
neural network (NN) model. Then, the output from NN was 
given to Suricata IDS. In addition, an open-source blacklist 
internet protocol was adopted in that system. 

That proposed method may create additional attacks in the 
network. Hence to avoid additional errors in the network, 
MavraMehmood et al. [40] proposed a hybrid approach by 
combining SVM and an adaptive neuro-fuzzy interference 
system (ANFIS). That paper adopted min-max and data 
transformation methods for data pre-processing. Then, 
optimum features were chosen by the random forest recursive 
feature elimination technique. Afterwards, ANFIS and SVM 
were used for ID and classification, respectively. 

Above mentioned hybrid methods for IDS, along with its 
outcome and advantages, are illustrated in Table III. 

TABLE III.  HYBRID METHODS FOR IDS 

Author Method 

Approac

hes/ 

modules 

Outcome 
Advanta

ges 

Drawba

cks 

Areej 

Althubaity 

et al. [38] 

hybrid 

specificat

ion-based 

IDS 

Centraliz

ed and 

distribute

d models  

Power 

consumpt

ion is 

1966.711

mW 

Extra 

overhead 

is 

minimiz

ed  

- 

Sajad Einy 

et al. [39] 

Hybrid 

anomaly 

and 

signature-

based 

IDS 

Suricata 

IDS 

A-

96.11% 

Different 

attacks 

are 

detected  

Lower 

accuracy  

MavraMeh

mood et al. 

[40] 

ANFIS 

and SVM 

random 

forest 

recursive 

feature 

eliminatio

n 

technique 

A-99.3% 

Sp-

0.998% 

P-0.999% 

R-0.992% 

F-0.995% 

Higher 

accuracy  

 

 

Higher 

cost  

B. IDS Types by Monitored Platform (Data Source) 

The monitor-based IDS methods are classified as: 

 Network based IDS 

 Host-based IDS 

1) Network based IDS (NIDS): A NIDS detects harmful 

traffic on a network requiring promiscuous network access to 

examine the traffic. The IDS used some components to protect 

the network from attacks. The NIDS management console and 

management server were secreted from the remaining 

network. Therefore, the attacker cannot determine the location 

of the components. 
Basant Subba et al. [41] proposed an artificial neural 

network (ANN) for IDS. The ANN optimization techniques 
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minimize the computational overhead and maintain high-level 
performance simultaneously. ANN consists of more 
interrelated nodes collaborating near each other to make a 
solution an exact task. ANN depend IDS model was suitable 
for real-time consumption. That proposed method requires 
more processing time. Hence to reduce the time consumption, 
Norbert Adam et al. [42] proposed NN based IDS to identify 
cruel behavior in the network. Ethernet taps were used to 
divide the signals and then distribute one branch to the 
original objective and another branch to the IDS. That 
technique tested for the nMap scanning attack, UDP flood 
attack, SYN flood attack and non-hateful statement. 

Vrushali D.Mane & SN Pawar [43] proposed a back 
propagation ANN (BPANN) algorithm for detecting various 
network attacks to reduce FAR. The main objective of those 
methods was safeguarding the complete data with the support 
of a supervised neural network. In that approach, the neural 
network only used significant features of the KDD 99 dataset. 
The system performance was analyzed using 10% of the data 
from the KDD 99 dataset. The KDD training dataset contains 
a large number of signal connection vectors. The neural 
network needs a lot of time to test and train all datasets. 

Further, Hossein Gharaee & Hamid Hosseinvand [44] 
proposed a GA and SVM for feature selection to improve 
network performance. GA drops the data dimension similarly, 
improving true positive detection and reducing the FP 
detection. In the feature selection method, input was 
considered traffic data that produces features (chromosomes) 
and then chooses chromosomes with higher categorization 
precision. SVM reduced computational time for training and 
achieved a low FPR with high accuracy. In that technique, 
KDD CUP 99 and UNSW-NB15 datasets were used for the 
testing. That proposed model was not suitable for large 
datasets. 

IDS was a valuable device for analyzing and detecting 
malicious activities in the cloud network, and that was 
employed in organizations, enterprises and is important in 
cyberspace security. Kai Zhang et al. [45] proposed an 
intrusion action based correlation framework (IACF) for 
analyzing and correlating malicious behaviors in networks. 
IACF was used for improving the procedure of action 
extraction, scenario discovery and alerting. IACF alerts the 
network depending on the conception of intrinsic tough 
correlations. The sequence pruning algorithm (SPA) decreases 
false-positive impact and constructs the correlation. The IACF 
technique was used for predicting intrusion behavior 
depending on correlation graphs. 

Basant Subba et al. [46] proposed a game theory (GT)-
based false alarm (GTBFA) for reducing the FPA in signature-
based IDS. A high FPA rate led to considerable utilization of 
network assets for monitoring against useless network fear. 
That proposed method links IDS alarms with network 
behavior to reduce the FPA rate of IDS. GTBFA uses more 
malicious activity scanners to scan the cloud network and 
generate a threat summary of the network. DARPA and IITG 
lab network datasets were used to reduce the FPA rate of IDS. 
A GT procedure was used to develop the network’s sensible 
vulnerability set (SVS). This proposed method offer reduces 

the detection rate of critical vulnerabilities. At the same time, 
network classification had long-term problems such as 
irrelevant features and redundancy. Priyadarsi Nanda et al. 
[47] proposed the least square (LS) SVM for IDS for feature 
selection. The KDD Cup 99, NSL-KDD and Kyoto 2006+ 
datasets were used to examine the performance of the LSSVM 
based IDS. Flexible, mutual information feature selection 
(FMIFS) was an efficient feature selection algorithm to 
decrease similarity. SVM was able to solve the binary 
classification problems. 

Mobile malware could direct to some cyber security 
threats such as installing backdoors, stealing sensitive 
information, sending premium SMSs and ransomware attacks. 
The antivirus systems were not able to detect the advanced 
threats. Therefore, there is an additional layer of safety on the 
network to protect the users from threats. Sanjay Kumar et al. 
[48] proposed a machine ML dependent on NIDS. ML 
classifiers were built using a dataset consisting of labeled 
instances of network traffic features created through some 
malicious. NIDS was capable of identifying malicious traffic 
effectively where antivirus created false negatives. ML 
classifiers were used as the most efficient and traditional 
antivirus in that technique. The ML model was integrated into 
traditional IDS for detecting advanced threats and decreasing 
false positives. 

Communication systems had two major challenges: 
privacy of user-specific data and computer security. The 
increasing uses of Internet connected devices had a certain 
increased to more number of vulnerabilities, which integrated 
assault on devices. Ayyaz-Ul-Haq Qureshi et al. [49] proposed 
a novel random NN depending on IDS (RNN-IDS) for 
detecting malicious activity. The RNN architecture consists of 
one way to pass the signals or information where data or 
signal transfers from the input layer to the hidden layer.   In 
that technique, performance was estimated by training 
dissimilar numbers of input and hidden layer neurons through 
a learning tariff on standard NSL-KDD datasets for binary 
classification. The gradient descent algorithm (GDA) was 
used for classifying the binary class of NSL-KDD datasets. A 
large number of input neurons were needed to improve 
detection accuracy. Moreover, the proposed method detects 
only a few attacks. 

Thus, Sanchit Nayyar et al. [50] proposed an LSTM based 
ML approach for examining intrusions in the network. That 
proposed approach was tested on the CICIDS2017 data set 
with several attacks such as Web based Brute Force, DoS 
Hulk, DoS sloworis, DoS GoldenEye DoS slowhttptest, DDoS 
LOIT and Patator based attacks. The neurons in the input and 
output layers were 77 and 2; 12 hidden layers were presented. 
That proposed approach requires an efficient algorithm for 
better classification. Nuno Oliveira et al. [51] suggested a 
sequential approach based on NIDS. 

Moreover, the performance of multilayer perception 
(MLP), random forest and long short term memory was 
estimated on the CIDDS-001 dataset. That proposed model 
was evaluated on single flow and multi-flow. Above 
mentioned methods and their advantages are illustrated in 
Table IV. 
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TABLE IV.  NETWORK BASED IDS 

Autho

r 

Metho

d 
Datasets 

Classi

fier 

Outco

mes 

Advanta

ges 

Disadvan

tages 

Basant 

Subba 

in 

2016 

[41] 

ANN 
NSL-

KDD 
ANN 

A-

95.05

% 

DR-

95.05

% 

High 

accuracy 

and 

detection 

rate 

More 

processin

g time for 

large 

neural 

network 

Norbe

rt 

Adam 

in 

2017 

[42] 

NNID

S 
Train.txt ANN 

CR-1 

LR-0.5 

Recogniz

e learned 

malicious 

activities 

Spanning 

port per 

switch 

was 

allowed 

Vrush

ali 

D.Man

e in 

2018 

[43] 

BPAN

N 
KDD 99 ANN 

A-

98.0% 

DR- 

92.80

% 

Minimize 

FAR 

Sensitive 

to noise 

data 

Hossei

n 

Ghara

ee in 

2016 

[44] 

GA 

and 

SVM 

KDD 

CUP 99 

and 

UNSW-

NB15 

SVM 

A-

99.05

% 

TP-

98.47

% 

FP-

0.4% 

High 

accuracy 

and low 

FPR 

SVM was 

not 

suitable 

for large 

datasets 

Kai 

Zhang 

in 

2019 

[45] 

IACF 
LLDOS 

1.0 
SPA A-90% 

Efficient 

in alert 

correlatio

n 

Less 

informatio

n in the 

infiltratio

n scenario 

Basant 

Subba 

in 

2016 

[46] 

GTBF

A 

DARPA 

and 

IITG 

Lab 

SVS 

A-

98.55

% 

DR-

91.87

% 

High 

accuracy 

The 

detection 

rate was 

low 

against 

non-

critical 

vulnerabil

ities 

Priyad

arsi 

Nanda 

in 

2016 

[47] 

LSSV

M 

KDD 

Cup 99, 

NSL-

KDD 

and 

Kyoto 

2006+ 

SVM 

A-

99.94

% 

DR-

98.93

% 

FR-

0.28% 

Better 

accuracy 

and low 

computat

ional cost 

Not 

suitable 

for 

unbalance

d sample 

distributio

n 

condition 

Sanjay 

Kumar 

in 

2016 

[48] 

ML 

KDD99, 

DARPA 

1998/19

99 and 

ISCX 

2012 

ML 

classif

ier 

A- 

99.4% 

DR- 

82% 

TP- 

99.6% 

FP-

1.8% 

Detect 

threats 

with high 

accuracy 

Classifier 

modelled 

using few 

malware 

functions 

Ayyaz

-Ul-

Haq 

Qures

hi in 

2018 

[49] 

RNN-

IDS 

NSL-

KDD 
GDA 

A- 

94.50

% 

P- 

98.9% 

D-

95.3% 

TP-

95.31

% 

FP- 

1.28% 

High 

precision 

value 

More 

number of 

input and 

hidden 

neurons 

are 

required 

for better 

efficiency 

Sanchi

t 

Nayya

r et al. 

[50] 

RNN-

LSTM 

CICIDS

2017 

data set 

RNN A-96% 

More 

attacks 

are 

founded  

Need to 

develop 

an 

effective 

classificat

ion 

algorithm  

Nuno 

Olivei

ra et 

al. 

[51] 

Seque

ntial 

approa

ch 

CIDDS-

001 

dataset 

RF, 

MLP 

and 

LSTM 

A-

99.94

% 

F-

91.66

% 

Anomaly 

detection 

improved 

by 

sequentia

l flow  

Need to  

improve 

network 

optimizati

on  

2) Host-based IDS (HIDS): Host-based IDS protects our 

systems from many harmful intrusions occurring in the 

network. The host-based approach detects normal behavior by 

sequencing the system call. System sequences in the network 

create the sequences. 
Chawla et al. [52] proposed Convolutional Neural 

Network (CNN) - Gated Recurrent Unit (GRU) language 
model for the just released Australian Defense Force Academy 
Linux Dataset (ADFA-LD). Training time is reduced by 
implementing CRR in the place of normal LSTM. Normal call 
sequence training is given to the model. In that approach, the 
next integer was predicted through training provided 
probability distribution. That proposed method had a lower 
convergence speed. Hence, Robin Gassais et al. [53] proposed 
host-based automated IDS by combining machine learning 
(ML) algorithms and tracing techniques to improve the 
convergence speed. That proposed approach used Random 
Forest (FT) Gradient Boosted Trees (GBT) for intrusion 
detection. Information on tracing was obtained from user 
space and kernel space. Adaptation based tuning for new 
devices are explained in that approach. The system has shown 
better accuracy in detecting threats and alerting the system. In 
that proposed approach, the network was analyzed only in 
series. Thus, it does not provide higher detection accuracy. 

By focusing on higher network accuracy, Prachi 
Deshpande et al. [54] proposed HBIDS by analyzing system 
call traces and alerting users if any threats were detected. K-
nearest neighbor (kNN) was used as a classifier for tracing. 
The kNN allows easy inclusion of new training data. The 
network was analyzed through the frequency of failed system 
calls over successful system calls. The host-based IDS 
methods and its outcome are illustrated in Table V. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

269 | P a g e  

www.ijacsa.thesai.org 

TABLE V.  HOST BASED IDS METHODS 

Author Method Dataset 
Outco

me 

Advantage

s 

Drawbac

ks 

Chawla 

et al.  

[52] 

Convolutio

nal Neural 

Network 

Gated 

Recurrent 

Unit 

Australi

an 

Defence 

Force 

Academ

y Linux 

Dataset 

TDR -

100% 

 FAR 

-  60%. 

More 

accurate 

with 

reduced 

training 

time. 

Slow 

convergen

ce speed 

Robin 

Gassais 

et al. 

[53] 

Random 

Forest 

Gradient 

Boosted 

Trees 

User 

Space 

Kernel 

Space 

DT-  

1.23  

RF- 

1.68  

GBT 

9.28 

SVM 

6.79 

MLP 

2.16  

Improveme

nt in 

detection 

time. 

Analyzing 

only in 

series, not 

parallel 

and need 

learning 

for 

detection 

Prachi 

Deshpan

de et al. 

[54] 

K-nearest 

neighbour 

Classifier  

- A- 96% 

Improveme

nt in 

Accuracy 

Delayed 

Detection 

time 

C. Network Intrusion Detection Approaches 

Since there are several methods were suggested by the 
authors to deal with intrusions into the network. Previous 
sections analyze host-based, specification-based, network-
based and anomaly-based methods. Those methods do not 
perform well in detecting all kinds of attacks and have reduced 
detection accuracy. Moreover, the network intrusions are 
detected by clustering, hybrid and evolutionary algorithms 
reviewed in the upcoming section. 

1) Clustering based NIDS: The clustering-based 

approaches are aimed at reducing network complexities and 

easing detection accuracy. Some of the clustering-based NIDS 

are listed below. 
Luiz Fernando Carvalho et al. [55] proposed an 

unsupervised learning approach for NIDS for extracting 
features. A modified ant colony optimization algorithm was 
used to optimize the multi-dimensional flow of the network. 
That proposed method offers lower detection accuracy; hence, 
to overcome these drawbacks, Yanqing Yang et al. [56] 
proposed a fuzzy aggregation method using a modified density 
peak clustering algorithm (MDPCA) and deep belief networks 
(DBNs). In that proposed approach, the training sets were 
divided into sub-sets with the same number of attributes of 
various cluster centers. That proposed method enhances 
automatic feature selection. 

Moreover, Wei Liang et al. [57] proposed a multi-feature 
data clustering optimization model to improve impersonation 
attacks’ detection accuracy. Security coefficients and 
weighted distances were categorized based on priority 
thresholds in that proposed method. The similarity of multi-
feature data was examined through distance metrics. That 
proposed algorithm halted the clustering while reaching the 
preset iteration or obtaining the best cluster. 

2) Evolutionary algorithm: Evolutionary computing 

methods are also known as bio-inspired algorithms that are 

processed based on the behavior of biological organisms. Bio-

inspired algorithms are widely applied in many fields due to 

their simple processing. Evolutionary algorithm-based NIDS 

is given below. 
Vajiheh Hajisalem and Shahram Babaie [58] proposed 

hybrid Artificial Bee Colony (ABC) and Artificial Fish Swarm 
(AFS) algorithms. In addition, the fuzzy C-means clustering 
and Correlation-based Feature Selection (CFS) techniques 
were adopted to avoid unnecessary features. The CART 
technique formulated the fuzzy rules for classifying normal 
and intrusion data in that approach. Further improving 
network intrusion classification, Chaouki Khammassi and 
Saoussen Krichen [59] proposed a genetic algorithm (GA) and 
logistic regression based learning algorithm. That proposed 
method was evaluated under the KDD99 dataset and the 
UNSW-NB15 dataset. In addition, three decision tree 
classifiers were adopted for performance evaluation. The 
performance measures examined for the KDD99 dataset are 
illustrated in the table. 

3) Classification based NIDS: Classification-based 

approaches are adopted for classifying malicious and normal 

behavior of the network. The classifier is developed by 

training data and classifies network behavior in classification-

based methods. The classification approaches are carried out 

in either a multi-class or single-class manner. Some of the 

classification approaches for NIDS are given below. 
Jiyeon Kim et al. [60] proposed a CNN-based NIDS to 

examine the DOS attack evaluated on the KDD CUP 1999 
dataset comprised of DOS, U2R, R2L and probing attacks. 
That proposed model detects attacks belonging to a similar 
category. Moreover, the CSE-CIC-IDS2018 is also used for 
examining advanced IDS attacks. That proposed method 
offers lower detection accuracy of 93%. To enhance detection 
accuracy for examining cyber-attacks, Guo Pu et al. [61] 
proposed a hybrid unsupervised cluster based NIDS by 
combining OC-SVM and subspace clustering methods. This 
proposed method was validated under the NSL-KDD dataset. 
The OCSVM was suitable for unlabelled data in which the 
data had a normal class only. That maps both the feature space 
with data under the kernel. The feature selection must be 
improved further for better performance. 

Yang Jia et al. [62] proposed a new deep NN (NDNN) 
model for NIDS that comprised four hidden layers evaluated 
on KDD99 and NSL-KDD. In that model, the input, hidden, 
and output layers consist of 41 neurons, 100 neurons, and 5 
neurons, respectively. The proposed model performs better in 
KDD99 datasets but cannot provide better detection accuracy. 
But the KDD99 provides better performance in different kinds 
of attacks. Ahmed Iqbal and Shabib Aftab [63] proposed a 
feed-forward and pattern recognition (PR) ANN model to 
improve detection accuracy. The ANN was trained by scaled 
conjugate gradient, training functions and Bayesian 
regularization. That feed-forward network had multilayer 
neurons that were trained by Bayesian regularization. Then the 
PR was trained by a scaled conjugate gradient function. 
Arun Nagaraja et al. [64] proposed a UTTAMA classifier for 
detecting network intrusion; moreover, the Apriori algorithm 
based Frequent Pattern (FP) max algorithm was used. That 
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proposed classifier was tested under KDD-41 and KDD-19 
datasets. 

4) Hybrid approaches: Hybrid approaches are developed 

by adding various classification algorithms, methods and 

techniques. Some of the hybrid approaches are listed below. 
Ansam Khraisat et al. [65] proposed a hybrid C5 decision 

tree classifier and OC-SVM, estimated on network security 
laboratory-knowledge discovery in a database (NSL-KDD). 
The proposed model used the attributes of benign samples, 
which does not use the data from other samples. The OCSVM 
classifier converts instances into a high dimensional attributes 
space and locates a suitable boundary hyperplane. That 
approach can detect the intrusions with only limited samples 
whereas, it has lower accuracy. Muhammad Ashfaq Khan [66] 
proposed a hybrid convolutional recurrent neural network-
based NIDS. That method was estimated on the CSE-CIC-
DS2018 dataset that comprised seven types of attacks. 
Moreover, the network was mixed with traffic and non-traffic 
nodes to examine the suggested method. That suggested 
method was only investigated on the single dataset. 

Different NIDS approaches are illustrated in Table VI. 

TABLE VI.  DIFFERENT APPROACHES FOR NETWORK INTRUSION 

DETECTION 

Author Method 

Performan

ce 

measures 

Advantag

es 
Drawbacks 

Luiz 

Fernando 

Carvalho et 

al. [55] 

Ant 

colony 

optimized 

digital 

signature  

TPR is 

93% for 

1% FPR 

Suitable 

for 

anomaly 

detection 

in large 

scale 

network  

Lower detection 

accuracy  

Yanqing 

Yang et al. 

[56] 

MDPCA 

and DBN 

A-90.21% 

DR-

96.22% 

FPR-

17.15% 

Reduces 

the 

complexiti

es in 

training 

sub-sets  

Cannot detect the 

R2L and U2L 

attacks  

Wei Liang 

et al. [57] 

Multi-

feature 

data 

clustering  

DA-0.95 

for 75 

features  

Detection 

accuracy 

is 

improved 

during a 

high 

overlap 

Only detect the 

known attacks 

Vajiheh 

Hajisalem 

and 

Shahram 

Babaie [58] 

CFS 

techniques 

FPR-0.01% 

DR-99% 

Lower 

overhead 

Need to reduce 

network 

complexity 

Chaouki 

Khammassi 

and 

Saoussen 

Krichen 

[59] 

genetic 

algorithm 

(GA) and 

logistic 

regression 

based 

learning 

algorithm 

FAR-

99.81% 

DR-

1.105% 

Better 

accuracy 

in 

detecting 

DOS 

attack 

Need to reduce 

the misclassified 

results  

Jiyeon Kim 

et al. [60] 
CNN 

P-1 

A-93% 

R-1 

F-1 

New 

attacks are 

identified 

through 

the CSE-

Only detect the 

attack belongs to 

the same category  

CIC-

IDS2018 

dataset  

Guo Pu et 

al. [61] 

SSC-

OCSVM 

DR-1 @ 

0.05 false 

alarm rate  

Detect 

large 

fraction of 

attacks in 

lower 

FAR  

Lower detection 

accuracy  

Yang Jia et 

al. [62] 
NDNN 

A-0.999 

F-0.9998 

R-0.9997 

KDD99 

dataset 

provides 

the best 

performan

ce in all 

kinds of 

attacks 

detection  

More network 

simulation 

experiments are 

needed  

  

Ahmed 

Iqbal and 

Shabib 

Aftab [63] 

FFANN 

A-

99.8356% 

MSE-

0.0050 

KDD CUP 

99 

examines 

different 

attacks  

More 

improvements 

needed 

Arun Nagar

aja et al. 

[64] 

UTTAMA  A-99.952% 

A new 

membersh

ip function 

achieves a 

dimension

al 

reduction 

New distance 

functions are 

needed to improve 

performance 

efficacy.  

Ansam 

Khraisat et 

al. [65] 

OCSVM A-83.24% 

Detect the 

intrusions 

with fewer 

samples  

Lower accuracy 

for detecting 

different tasks  

Muhammad 

Ashfaq 

Khan [66] 

HCRNNI

DS 

A-97.75% 

P-0.9633 

R-0.9712 

F-0.976 

DR-0.97 

FAR-2.5 

Provides 

sufficient 

security 

against 

malicious 

nodes  

The proposed 

method is tested 

on a single dataset 

only  

5) Discussion on traditional methods 

 The anomaly-based methods follow some detection 
rules based on some considerations thus, it is not 
capable of detecting all faults in the network. 
Moreover, the rule-defining process is degraded by the 
protocols, whereas the custom protocols also affect the 
rule-defining process.  

 The clustering-based NIDS methods reduce the 
computational complexities in the network by grouping 
large datasets. In contrast, these methods affect 
detection rates in positive and negative ways. 
Moreover, the clustering approaches consume more 
time and can be affected by local minima.   

 Classification-based NIDS approaches to improve the 
detection accuracy of network intrusion. Due to its 
adaptive nature, more data can be trained and tested 
using the ANN. On the other hand, the detection 
performance is improved by adding more layers within 
the network. Thus resource utilization is increased, 
resulting in over-fitting issues. Furthermore, that 
approaches needs relevant information for detecting 
unknown attacks.  

 In evolutionary algorithm based NIDS, the detection 
accuracy and intrusion detection performance depend 
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on the algorithm used. The meta-heuristic algorithms 
adopt the behavior of living organism; thus, it does not 
require prior information about the network. The 
evolutionary algorithms do not affect by network 
noises. At the same time, the evolutionary algorithms 
are hard to map with network related issues.  

 Compared with other methods, hybrid NIDS 
approaches have better performance but require high 
resources due to the combination of multiple 
techniques. 

From the above analysis, it was noted that the rule-based 
approaches are affected by the protocols and clustering 
approaches increases the complexity due to large datasets and 
the classification based approaches needs more layers to 
provide an accurate results. 

D. Deep Learning (DL) and Machine Learning based NIDS 

Several methods are reviewed in the literature for detecting 
intrusion in the network, but they lack data management and 
feature learning. Both are considered important issues in IDS. 
Thus the DL based approaches are developed for detecting 
security threats in networks. Some of the DL based 
approaches are listed below. 

Quamar Niyaz et al. [67] proposed a DL approach for 
detecting intrusion in the network in which self-taught 
learning (STL) was adopted. That proposed STL method 
comprised two stages wherein the representation of good 
features was learnt from unbalanced data collection. Then that 
learn representation was employed for labelled data that was 
adopted for classification. In that approach, the NSL-KDD 
dataset was adopted, which was minimized version of the 
KDD Cup 99 dataset. The sparse auto-encoder and soft-max 
regression matrix-based IDS were implemented in that paper. 
Furthermore, the performance of the IDS was enhanced by 
adding an extension of auto-encoders and stacked auto-
encoder. 

Hongpo Zhang et al. [68] proposed a denoising auto-
encoder (DAE) and a weight loss function to select 
appropriate features for detecting intrusion by minimizing the 
feature dimensionality. Then, the chosen features were 
categorized through the multilayer perceptron (MLP) to 
identify the intrusion. In that proposed method, one key 
feature selection adds the weights to several samples’ loss 
functions, which eases the feature selection. In that method, 12 
features were chosen among 202 features with a 5.9% 
selection ratio. In MLP, two hidden layers were used for 
classification, which yielded an accuracy of 98.80%. 

Fahimeh Farahnakian and Jukka Heikkonen [69] proposed 
a deep auto-encoder (DAE)-based method to detect network 
attacks caused by several vulnerabilities. That proposed DAE 
was trained in a greedy layer-wise fashion to evade the over-
fitting and local optima. That proposed approach was executed 
through training and testing phases. During the training 
process, the system did the adoption of the training dataset and 
the creation of the DAE model. During the testing phase, a 
model was used for labelling test data. The input layer denotes 
117 features of the dataset, and then the hidden layer chooses 

32 features. In that method, the sigmoid function was chosen 
for hidden layers. 

Vinayakumar et al. [70] proposed a deep NN (DNN) for 
detecting intrusion and classifying cyber-attacks. The Apache 
Spark cluster computing platform designed the scalable 
computing architecture in that proposed method. That 
proposed architecture explores the processing competence of a 
general purpose graphical processing unit (GPGPU) for rapid 
network investigation. The proposed architecture of DNN 
comprises five hidden layers for extracting complex features 
and pattern recognition ability. That proposed method was 
executed for different classifiers such as KDDCup 99, NSL-
KDD, UNSW NB-15 and WSN-DS. Moreover, the result 
implies that the dataset of KDDCup99 and NSLKDD offer 
higher accuracy in the 95% to 99% range. The performance 
measures for binary classification of the KDDCup99 dataset 
with five layers of DNN are illustrated in the table. 

Faten Louati and Farah Barika [71] proposed a DL based 
multi-agent system (MAS) for detection by combining the 
multi-agent features with DL algorithms. In that approach, the 
agents were generated by three algorithms: MLP, auto-
encoder and k-nearest neighbour in which the autoencoder 
was used for feature reduction. In contrast, MLP and 
autoencoder were used for classification. In that approach, the 
MLP was a subset of DNN that was based on the 
backpropagation (BP) algorithm. Moreover, in autoencoders, 
the output layer had a similar number of nodes as the input 
layer. The auto encoders minimize the number of features 
from 120 to 10. In addition, the MAS enhances the network 
performance through proactivity and reactivity, which eases 
intrusion detection. The MAS comprises a pre-processor 
agent, reducer agent, classifier agent and decision-maker 
agent. 

Soosan Naderi Mighan and Mohsen Kahani [72] proposed 
a hybrid DL and support vector machine (SVM) for feature 
extraction and classification. The stacked autoencoder (SAE) 
was used to reduce feature sets’ dimensional reduction. In 
addition, the SVM was adopted for classification. In the pre-
processing stage, symbolic features were converted into 
numeric values that range from zero to several symbols. The 
data normalization step was executed to minimize the 
dimension for all attributes. Then the latent features were 
extracted in the second phase; after that, the DL approach 
detected the attack. That suggested model was investigated on 
the ISCX IDS UNB dataset and it results in faster execution 
time. 

Kasongo and Yanxia Sun [73] proposed feed-forward 
DNN (FFDNN) along with wrapper based feature selection 
(WFEU). The proposed method used an extra tree algorithm 
for optimum feature selection. That proposed method was 
evaluated under AWID and UNSW-NB15 datasets. The 
UNSW-NB15 dataset comprised 39 numerical features, three 
input nominal features had the feature type of binary, float and 
integer. In the initial phase, the FFDNN was implemented; 
after that, the WFEU was included. The experimental results 
demonstrate that the wrapper-based feature extraction was 
effective for the UNSW-NB15 dataset. In AWID, the 
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proposed model was implemented with a whole set of 
features; after that, 26 features were used from 154 attributes. 

Sandeep Gurung et al. [74] proposed a DL and sparse 
auto-encoders for feature learning. That proposed method was 
trained by the NSL-KDD dataset that yields the output value 
as 0 (normal user) or 1 (intruder). In a pre-processing step, the 
numeric parameters were replaced instead of non-numeric 
parameters then the data was normalized. That proposed 
method reduced the false alarm rate lower than the signature-
based method. Mike Nkongolo et al. [75] proposed a novel 
dataset, UGRansome1819, to detect unknown network attacks 
like zero-day threats. That proposed dataset benefited from 
unknown attacks that were not explored before and could not 
be observed by known attacks that were more efficient than 
the KDD99 and NSL-KDD datasets. 

By analyzing several DL-based intrusion detection 
approaches, it has been concluded that deep network models 
examine all types of intrusion in the network. Furthermore, the 
deep networks can classify the intrusion type thus, it can be 
useful for detecting unknown attacks in the network. The node 
with an Internet protocol (IP) address and Internet produces 
network traffic that blocks the service to users [76]. However, 
the ML based methods are applicable in ad-click prognosis 
systems, and a two-way authentication system provides a 
secure connection between digital environments [77, 78]. If 
the attack arises from several distributed hosts, it will cause 
distributed denial of service attack (DDoS) that is more 
harmful than normal DoS [79, 80]. Illegitimate users create 
the DDoS to deny the server provided services [81]. 
Moreover, the system performance is improved by adding 
auto-encoders that increase detection accuracy. 

The DL-based IDS with its pros and cons are illustrated in 
Table VII. 

TABLE VII.  DL BASED METHODS FOR IDS 

Author 
Meth

od 

Datase

ts 

Classi

fier 

Outcom

e 

Advant

ages 

Disadvan

tages 

Quamar 

Niyaz et 

al. in 

2016 

[67] 

DL  

NSL-

KDD 

dataset 

Auto 

encod

er  

- 

Improve

d 

perform

ance by 

adding 

NB-tree 

and 

random-

tree 

classifie

rs 

The 

proposed 

method 

was not 

evaluated 

under real 

time IDS  

Hongpo 

Zhang et 

al. in 

2018 

[68]  

denoi

sing 

auto-

encod

er 

(DAE

) 

UNSW

-NB 

dataset 

MLP 

A-

98.80% 

F-0.952 

P-

95.98% 

R-

94.43% 

FPR-

0.57% 

Suitable 

for high 

speed 

network 

- 

Fahimeh 

Farahna

kian and 

Jukka 

Heikkon

en in 

DAE 
KDD-

CUP 99 

Softm

ax  

A-

94.71% 

FA-

0.42% 

DR-

95.53% 

A 

greedy 

unsuper

vised 

layer-

wise 

The 

impositio

n of 

sparsity 

constraint

s in 

2018 

[69] 

training 

mechani

sm 

improve

s 

perform

ance 

autoenco

ders is 

not 

illustrated 

in the 

paper.  

Vinayak

umar et 

al. in 

2019 

[70] 

DNN 

KDD-

CUP 

99, 

NSL-

KDD 

and 

UNSW 

NB-15, 

WSN-

DS 

DT, 

AB, 

RF, 

LR, 

NB, 

KNN, 

SVM-

rbf 

A-0.927 

P-0.994 

R-0.915 

F-0.953 

(KDDC

up99) 

Better 

perform

ance 

than 

machine 

learning 

classifie

rs  

Failed to 

monitor 

DNS and 

BGP  

Faten 

Louati 

and 

Farah 

Barika 

in 2020 

[71] 

DL-

MAS 

KDDC

up99 
 

A-

99.95% 

P-

00.32% 

FPR-

0.17% 

FNR-

0.68% 

TNR-

99.83% 

TPR-

99.32% 

DR-

99.32% 

The 

system 

tolerates 

the 

failure 

of one 

or more 

agents  

Lower 

mobility 

and 

cloning  

Soosan 

Naderi 

Mighan 

and 

Mohsen 

Kahani 

in 2018 

[72] 

DL-

SAE 

ISCX 

IDS 

UNB 

dataset 

DL-

SVM 

A-0.902 

TPR-

0.903 

TNR-

0.902 

P-0.903 

R, F-

0.903 

 

Faster 

executio

n time  

Not 

capable 

of 

managing 

large 

scale 

network 

traffic  

Kasongo 

and 

Yanxia 

Sun in 

2020 

[73] 

FFDN

N 

AWID, 

UNSW

-NB15 

SVM, 

decisi

on 

tree 

(DT), 

rando

m 

forest 

(RF), 

naïve 

Bayes 

(NB) 

and k-

neares

t 

neigh

bour 

(kNN) 

A-

99.66% 

 

Adapted 

for 

wireless 

applicati

on 

Lower 

testing 

accuracy, 

87.48% 

for binary 

classificat

ion  

Sandeep 

Gurung 

et al. 

[74] 

Spars

e AE 

NSL-

KDD 

dataset 

Logist

ic 

classif

ier 

A-87.2% 

P-84.7% 

R-92.8% 

Sp-

80.7% 

NPV-

90.7% 

Used in 

any 

server 

which 

monitor

s the 

network 

activity   

Lower 

accuracy  
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1) Discussion on DL and ML approaches: As mentioned 

earlier, the traditional methods have some limitations in 

intrusion detection; thus, the DL and ML based methods are 

used to resolve such issues. The insight on DL and ML based 

approaches are discussed below: 

 The ML based methods provide better results in higher 
detection accuracy, but their performance completely 
relies on the data training. 

 The DL methods efficiently examine enormous data in 
the network, but optimized layers improve their 
performance. Thus if the DL is used it must be used 
with the optimization algorithm to improve the 
computational efficacy. 

 In a supervised learning based ML approach, 
classification is an important task; however, manual 
data labelling consumes more time for processing. 
Thus, the data labeling must be improved to get the 
benefits in ML approaches. 

 The methods reviewed in the above section have used 
commonly used datasets such as KDD, CUP 99 etc., 
which do not contains the updated data of new types of 
attacks. While applying the methods to these datasets, 
the method’s robustness cannot be determined. On the 
other hand, constructing a new dataset is expensive and 
needs expert knowledge. 

 The better performance of IDS is not guaranteed while 
using ML with the dataset without real-world samples. 

Findings: From these analysis, it is found that the method 
should be improved in terms of data collection, feature 
extraction and classification. Moreover, the inclusion of up-to-
date dataset is also important factor to examine the unknown 
attacks. Moreover, these findings are more sufficient for 
proving efficient solution to improve the IDS against various 
attacks. 

E. Limitations of NIDS 

Although several methods are available for network 
intrusion detection, some limitations are listed below. 

 Despite the ongoing research on IDS, intrusion 
detection techniques still have some drawbacks, such 
as slow detection time and high false detection. Due to 
the high detection time, it is hard to make working 
these methodologies for high speed networks. 

 It is impossible to run soft-computing techniques on 
huge data with many features and imbalanced data. For 
analyzing such huge data, efficient sampling and 
feature selection techniques must be used. 

 Parallelly coordinated IDS are needed for large-scale 
and fast computing networks [82]. 

 Recently developed approaches perform better in 
detecting network intrusions but do not detect all types 
of attacks. Moreover, the available datasets comprised 
only a few attacks; thus, it is not effective for detecting 
all types of attacks. The up-to-date datasets may reveal 
new attacks in the network; thus, most of the recent 

IDS cannot detect several types of attacks due to the 
unavailability of up-to-date datasets. 

 The important issue with anomaly-based method is that 
it can examine the zero-day attack when properly 
modelled. The improper modelling of anomaly-based 
methods will raise the false alarm rate. 

 The dataset must be integrated with the DL models to 
identify more attacks in the network to learn many 
patterns. In these cases, the dataset generation will be 
expensive. 

 Most importantly, the unbalancing dataset may degrade 
network performance by reducing detection accuracy; 
thus, a balanced dataset is required for better dataset 
performance. 

 The major challenge in IDS is the execution in the real-
world environment, whereas most existing methods are 
not validated using a public dataset in the lab. 

 Several methods suggested in existing works are 
complex in structure; this may cause extra overhead for 
the network process. 

 To minimize the routing overhead of the network by 
proper feature selection, the researchers propose 
optimization algorithms, but the convergence speed of 
the existing algorithms will affects the feature 
extraction. 

 The ML approach has some limitations, such as 
handling raw, high dimensional data and unlabeled 
data. Thus it cannot provide better classification in the 
presence of large datasets and complex data labelling. 
Thus the ML approaches are not suitable in the case of 
multi-classification function. 

 The IDS are also adopted in IoT applications thus that 
deal with several sensor nodes in such methods. Not all 
kinds of IDS are suitable for this sense; only 
lightweight IDS is preferred in these applications due 
to minimum power utilization. 

 IDS plays a major role in providing better system 
security than other systems. However, new malicious 
attacks are occurring in large amounts, making 
providing system security within computer networks a 
tedious task. Therefore, systematically updating 
available datasets would be the need of the hour. 

 The challenges associated with IDS are false alarm 
rate, low detection rate, unbalanced datasets and 
response time. Misuse or signature based IDS are 
usually accompanied by some degree of false-positive 
alarm rates and are inefficient in detecting unknown or 
novel attacks. The main challenge of this system is 
updating the signatures of harmful intrusions. The 
challenges associated with anomaly based IDS are 
miscalculation in detection, lack of speed, difficulty in 
alerting and unbalanced datasheets. 
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V. CONCLUSION 

The IDS is a sufficient mechanism for securing the 
network against intrusions; thus, a comprehensive review of 
this topic is needed. This survey paper aimed to better 
understand intrusion detection in the network in accordance 
with different aspects. Different methods reviewed in this 
paper provide perceptive growth in intrusion detection. A 
wide range of methods was developed on this topic, each with 
advantages and drawbacks. A comparative analysis of 
different methods is given in this paper. Initially, several 
attacks occur in the networks were analyzed. After that, the 
NIDS is categorized under the detection technique and 
monitor platform. Further, the detection techniques are 
specification-based, anomaly-based and hybrid methods. 
Similarly, depending on the monitoring platform, the 
monitoring platform is classified as network-based or host-
based. Additionally, classification-based, algorithm-based, 
clustering-based IDS are reviewed in detail. Tables provided 
deep insight into these methods and their pros and cons in 
each section. Different datasets are used in several methods to 
show the performance efficacy of the suggested method. It is 
found that most existing approaches detect few attacks only 
due to the availability of up-to-date datasets. By analyzing 
different methods, IDS is limited; the signature-based IDS are 
not effective for detecting the type of attack; thus, efficient 
IDS are modelled for detecting several kinds of attacks on the 
network. 

The anomaly-based IDS effectively detect different types 
of attacks in the network, resulting in a higher false alarm rate; 
hence in future work, the anomaly-based approach will be 
improved by minimizing the false alarm rate. Even though the 
anomaly-based approaches can detect the zero-day attack, they 
cannot provide the desired outcome if it is not properly 
designed. To provide these issues, the ML and DL approaches 
are developed. The important task in intrusion detection is 
feature extraction. In the view of feature extraction, the DL 
outperforms ML by automatically extracting features. In 
addition, the survey shows that the classification-based 
methods had better performance in intrusion detection than all 
other methods. In addition, DL models are more effective for 
classification. Thus, it is concluded that DL approaches are 
more effective for detecting unknown attacks in the network. 
Most DL-based approaches are validated through different 
datasets in which the detection accuracy is based on feature 
selection. For this purpose, optimization algorithms are 
adopted. But single algorithms are not improving optimum 
feature selection. Since no methods were developed for 
unknown attack detection in the network with optimized DL. 
On the other hand, it is observed that the lack of an up-to-date 
dataset degrades intrusion detection in the network. This 
review cannot affirm the best method to detect unknown 
attacks in the network, but it suggests an effective way to 
detect unknown attacks. The future research direction of 
unknown attack detection is deliberated in the next section. 

A. Future Works 

The future scope of IDS is listed below. 

This review verified that DL approaches are more 
effective, but their performance can be improved by adding an 

efficient algorithm. Hence, hybrid DL approaches are 
suggested for detecting known and unknown attacks in future 
work. In order to improve the detection of unknown attacks, it 
is important to use the up-to-date method. Future work will 
focus on unknown attack detection in the network; hence, the 
recently developed UGRansome1819 dataset is suggested. 
The intrusion detection not only improved by the dataset but 
also improved by adding an efficient feature section approach. 
In fact, hybrid pattern search whale optimization algorithm 
will be effective for optimal feature selection. Pattern search is 
a non-derivative algorithm that is suitable for updating an 
optimum weight as well as the whale optimization algorithm 
(WOA) has a better convergence speed. Hence adopting both 
these algorithms will improve the feature selection. The 
important task after feature selection is classification, which 
provides the final outcome about the attacks in the network. 
At the same time, the lack of processing speed will reduce the 
detection accuracy. Furthermore, the hybrid bi-directional 
long short term memory (Bi-LSTM) with the gated recurrent 
unit (GRU) has to be implemented to classify unknown 
attacks in the network. These improved feature extraction and 
classification approaches will be effective solutions for 
detecting unknown attacks in the network. 
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Abstract—This paper proposes a new population-based global 

optimization algorithm, Ọdịgbo Metaheuristic Optimization 

Algorithm–ỌMOA, for solving complex bounded-

constraint/single objective real-parameter problems found in 

most engineering and scientific applications. It’s inspired by the 

human socio-cultural informal discipleship learning pattern 

inherent in the behavior of the Ndịgbo peoples; the subject – 

primary (Nwa-ahịa), in mercantile cycle grows to a secondary 

(Mazi) owing to the intuitive stratagem (dialect - Ịgba) embedded 

in an aged-long cultural model ―Ịgba-ọsọ-ahịa‖ (meaning, 

strategic marketing skills, and practice). The model mimics the 

search routine for satisfying a customer’s need in the market, 

built into exploration and exploitation applied in the 

mathematical model. About 30 complex classical unconstrained 

functions are tested, comparing results with that of five similar 

state-of-the-art algorithms. Also, 29 CEC-2017 single objective 

real constraint benchmark serious dimensional problems were 

simulated and compared against the winners of that competition. 

Validation includes statistical (t-test, p-value) comparison and for 

50 Dimension constraint problems as ỌMOA demonstrated 

superior performance. TCS (9.18%), WBP (6.3%), PVDP 

(601%), RGP (319%), RBP (760%), GTCD (202%), 

HIMMELBLAU (4%), and CDP (88.12%) are the improvements 

made on 8 CEC-2020 engineering real design problems against 

the former best performances; OMOA is simple to implement, 

replicate and applicable across domains. Also, some new, 

improved optimum was obtained in Shubert and Schaffer 4 

function compared to the global optimums. 

Keywords—Human socio-cultural; nature-inspired; informal-

learning; global optimization 

I. INTRODUCTION 

Humans and animals face challenges within their time and 
space of habitation, and they attempt to solve the challenges 
by making decisions and selecting and combining variables 
influencing the conditions. The challenges range from simple 
to difficult-complex ones, but the satisfaction derived from 
attaining the goal motivates effort for solution pursuant [1]. 
Engineering has availed very good solutions for small scaled 
problems using exact methods, but such fails when the 
problem becomes special and high dimension, become very 
costly and time consuming [2]. Meanwhile, the study of nature 
showed complex problems solved by meta-ideas and 
heuristics. The aesthetics that describes the meta-heuristics 
provide solutions that are near-optimal yet scalable with 
problem dimensions [3] despite the difficult procedural 

uncertainties [4]; the huge difficulty is associated with the 
mapping of routines called intelligence from rules or heuristics 
that describe events of nature which falls in a 
multidisciplinary field [5, 6]. Research in this direction has 
yielded several methodologies for solving engineering 
problems, yet more are anticipated [6]. This work aims to 
address some multidisciplinary domain concerns; a significant 
gap in balancing exploitation and exploration in populations of 
solution search impacts the state-of-art. Also, most recent 
works have scantily described the critical analogies of the 
metaphors that reflect the aesthetics of the target nature’s 
source with the derived mathematical models, while the 
majority favors hybridization. Also, only a handful of the 
existing algorithms had human behavior metaphors, which this 
work proposes. Based on life science, a simple category of 
existing solutions could be into biological and non-biological 
(abiotic) hybrids, Bio-Abiotic hybrids, Bio-Bio hybrids, and 
Abiotic – Abiotic hybrids; however other literature may use 
alternative categorizations such as Swarm, Evolutionary, and 
Human intelligence. Genetic algorithms (GA) led the natural 
biological methods [7]. Particle Swarm Optimization (PSO) is 
inspired by flocks of birds and schools of fish [8] [9]. A few 
others due to space constraints are; Artificial Bee Colony from 
bee foraging [10]; Ant Colony [11]. In literature, numerous 
applications of the metaheuristics includes scheduling, 
loading, packaging, design, and control [12], image 
processing, amongst numerous others. The abiotic category is 
based on artificial physical experiences, such as Tabu Search, 
which made use of the creation of a tabu list [13]; Water 
Evaporation Optimization (WEO), mimicking the evaporation 
of water [14, 15]; JAYA mimicking the gravitation towards 
success [15]; Atomic Orbital Search (AOS) [16], etc. Some 
modified/hybrids are; Grey Wolf and PSO [17] gave (GWO-
PSO), MOGSABAT [18] from the multiobjective 
gravitational search algorithm, and the echolocation ability of 
the bat algorithm [19]. Many other metaheuristic methods can 
be found [20, 21]. ỌMOA is a new strategy proposed by this 
work; the data is from the human population shown in 
Section II. The aesthetics are based on informal learning. The 
mathematical relations are developed in Section III and 
experiments, results and discussions are also presented in 
Section III, while Section IV is the conclusion. 

The data of this work is gathered from the Ndịgbo people’s 
mercantilism. This ideology is found in major Market setups 
across the World, where Ndịgbo are found in huge populations  
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[22, 23]. They cooperate and maintain this characteristic 
ideology they call ―ịgba‖; meaning stratagem. [24, 25]. The 
aesthetics; every male is disciple/given-chance-to-hands-
on/learn informally in commerce backed by some form of 
agreement [26]; a model known to them as ―Ịgba-ọsọ-ahịa‖ 
which means strategic marketing skills acquisition and 
practice. Ahịa (market) is a solution space and holds all 
history of exploitations and explorations through Ịgba-ọsọ-
ahịa model [27]. There exist huge risks and sacrifices, but the 
Ndigbo tolerates them [27]. 

A. ỌMOA Algorithm Description 

In the Ahịa environment, the ultimate is to become a Mazi; 
The initial population is generated randomly as Ahịa-size. 
This is the ―initialization mode‖; The readiness, practicing, 
discipline, trading, cooperation, and the reluctance of the 
agents (known as ụmụ-ahịa in Igbo) is adjusted against the 
new environment each day; [from start-transduction mode to 
update-matching mode]. 

II. MODELING DATA AND AESTHETICS 

The work started with a collection of data from a local 
ahịa; the data is found at https://data.mendeley.com/datasets/ 
wt3vt72mph/1. A few assumptions and facts extracted from 
data include but are not limited to the following parameters: 

1) NORMS: (i) Every Mazi Own at least one shop. (ii) 

Every Nwa-ahịa is attached to a Mazi, a shop, and an ahịa. 

With an agreement, (iii) Death or risk are inevitable etc. 

2) AXUMES: (i) Every Nwa-ahịa must satisfy a certain set 

percent of discipleship requirements to become a Mazi. 

3) FACTS and Probable: (i) Certain Nwa-ahịa may 

succeed, fail, die, or get impeded. (ii) Certain Mazi may 

become greedy and unjust. (iii) Certain Ụmụ-ahịa had gotten 

second and third chances to make up, and many ahịa exist. 

B. Sample Size of Selected Market 

Data in Table I shows a snapshot of the collection, and the 
values represent the sub-total in each case. For example, the 
column representing ―Japan‖; ―JAPANLINE‖; ―shops:35‖; 
Parts: [12: ―Nissan‖, 23: ―Toyota Accessories‖, NULL:‖ x‖]. 

C. The Model - Ahịa 

The visualization of the setup of ahịa as a system (inputs, 
process, and outputs) schematically looks like Fig. 1 (left, 
right) 

Fig. 1(a) shows Ahịa [n+9] described in Fig. 1(b) 
explicitly; the lines show the nonlinear relationships. The 
inner layers are shops and are associated with entities enlisted. 
The local Ahịa are networked across major cities in Nigeria 
(Ibadan, Lagos, Onitsha, etc.) which affiliates to extensions in 
Countries like Japan and Germany. The Ahịa primary agent 
(humans) are ụmụ-ahịa, and secondary are ndi-ọsọ-ahịa, Mazi, 
Bankers, customers (Regular and Non-Regular), suppliers, 
forwarding and clearing and etc. Meanwhile, the number of 
decision variables in sales, storage, borrowing etc., varies with 
constraints of environments like the cash flow, religion, and 
local/global politics etc.; taking shop 9 – GermanyLine Fig. 2; 
it comprises 1 –Mazi, 5 – Ụmụ-ahịa, 1 – Onye-ọsọ-ahịa, 12 – 

Regular Customers, 100 – Emergency Customers and trading 
on Benz-Spare Parts as shown. 

TABLE I. SAMPLED DATA FROM A MARKET AND SHOP DISTRIBUTIONS 

Object 
JAPA

N 

TOYO

TA 

GERMA

NY 

AB

A 

BAMEN

DA 

Mazi 35 43 101 122 199 

Ụmụ-ahịa 210 250 591 696 1162 

Ndi-ọsọ-ahịa 35 43 101 122 199 

Regular Customers 2204 2786 5039 
1926

4 
23616 

Emergency Customers 2859 4646 10100 
1559

5 
20168 

Shops 

Nissan and Toyota Parts 12 x x x x 

Toyota Accessories 23 x x x x 

Toyota-Spare-Parts x 43 x x x 

Benz-Spare-Parts x x 22 x x 

Audi Parts x x 31 x x 

Gold and Volkswagen x x 24 x x 

Benz Engine x x 11 x x 

Benz-Dashboard and 

Accessories 
x x 13 x x 

Cloth and Okrika x x x 122 x 

Tokunbo Fridges & 

Phones 
x x x x 199 

 
Fig. 1. Ahịa business model and networks. 

 
Fig. 2. Snap off idumọta sampling. 

In obtaining the adjacency list from the data, assumptions 
made included (1) (1/0 means connected/not-connected) 
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respectively; (2) also shop data is deterministic data at capture 
time, the network of the single shop nine(9) is modeled, and 
the simulation – Bayes graph is as shown  

 
Fig. 3. The schematic representation of the network traffic. 

The complex network of the shop (54500 edges, 364 
nodes), on a market day named Ọrie; Fig. 3 is made. It depicts 
the intense cognitive field (energy) of nonlinear relationship 
maps responsible for transduced processes with experience 
(edges) of ụmụ-ahịa (nodes) that Ọrie day. Daily customer 
satisfaction time monotonically decreases with increasing 
edges, even with constraints in cycles. Beyond shop 9, 
thousands of shops contribute to the ahịa data; the computer 
structural model is shown in Fig. 4. 

 
Fig. 4. Ahịa environment across many shops. 

S1, S2, m1, m2, m3, m4, and M2 represents: shops 1, ndi-
ọsọ-ahịa, nwa-ahịa-1, nwa-ahịa-2, nwa-ahịa-3, nwa-ahịa-4, 
and many other distance ahịa (markets). The updates are 
processes of the ụmụ-ahịa transforming on every market day 
(Ọrie, Afọr, Nkwọ, Eke). The colours is evidence uncertainty. 

D. Initialization of Population (Market-Size) 

ỌMOA; with the decision variables, Ịgba-ọsọ-ahịa and D-
dimensions, the solution vector in the ahịa can be represented 
as (1). 

[ , , , ..., ]
1 2 3

Mazi x x x x
D


 (1) 

The fitness value of each Mazi will be computed as a 
vector of (2); 

( ) ( , , , .., )
1 2 3

f Mazi f x x x x
D

  (1) 

For instance, a new shop with new ụmụ-ahịa (ages of 3 
and 8 yrs.), some constraints of this age group include (a) 
Nostalgic energy in early months, inherent childishness 
(comprises of untargetted and undirected energies): chaotic 
sleeping patterns, food pattern, and desires for the first few 
months persist. But discipleship (hands-on, disciplinary 

actions, corrections, task handling, rewards) between 1 and 5 
years changes their energies to focused excitement; next is 
integrity and trust test; Each nwa-ahịa has a position and cost 
affected by such constraints and uncertainty in capacity, 
inductiveness, and reluctance. The population is generated 
using (3). 

( , )pop M D     (3) 

The Ф is a random generator, M is the market population 
(pop), and D is the dimension. The pseudocode is shown 
below. 

 

 

      

  

   

               

   

         

Initial parameters

Initialize the structure for the empty individuals

Initialize population array

while not termination Do

generate uniform random population with

bounded size of market

e      

  

 

  

valuate the cost of the individual

update individual population

end while

return best solution

 

E. Mathematics of Ịgba-ọsọ-ahịa  

Fig. 5(a) in 3-dimensional space during the search is 
shown in 2-Dimension as Fig. 5 (b) as agents move to satisfy 
customers’ scarce demand for ―gold‖ and ―leather‖ as in Fig. 4 
to exploit S1 and explore S2. 

 
Fig. 5. Ịgba-ọsọ-ahịa cooperation by to find gold. 

They cooperate, meet set thresholds, and satisfy the 
customer to get his Gold. Initializing a new Mazi, a new shop, 
and his contribution to the solution space will be given by (4). 

( )
1

U f Xn     (2) 

Combining equation (1) and (2); 

 { }

1 ,1

rx x mazi with new umu ahiai
U

x X mazi without umu ahiai
n

 


 

 (3) 

Some of the major constraints (3) as mentioned in 
Section II. n; the number of generations – the stopping criteria, 
r indicates x is random. Mazi cost alone in trade without ụmụ-
ahịa in the cycle of Ahịa days (6) resolves to a fitness vector: 

* ( ( , :))1U X P in n    (6) 
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Where ( ,:)P i  is the cost of Mazi in the population of P, i  

cycles of Ahịa days, and the transmute of Mazi’s energies via 
the training processes. At the same time, the ụmụ-ahịa adopt 
the emitted energies originating from multidiscipline like 
phycology, social tactics, resilience, experience, transactional 
techniques, relationship with customers, banks, etc., The 
differences compared to theirs cut across domains and, by 
analogy, involve transduction [28]. This process is given by a 
resemblance of balancing potentials and kinetics. 

1
2(1, ) * ( ( , :)) * * ( )T rand D P p Ef X r    (4) 

Where ( ,:)P p  in (4) is the cost of the new population at 

time p, Ef is the energy factor, while the rX  random ụmụ-

ahịa cognitive state of five analogous Bayesian energies 
interacting actively in a shop. 

1 / 8 * * ( )
1

X X Ef X
r i r ir  
  

 (5) 

1 / 40 * *
1 ( 1) ( 1)

X X Ef X
r i r i r i

 
     

  (6) 

1 / 80 *
( 1) ( )

X X
r i r i n


   

 (7) 

Equations (5), (6) and (7) are all nonlinear cognitive 
vectors, and ratios of series [1/8, 1/40, and 1/80] of time 
divisions (could take any ratio as they are probabilities of 
random events, recall a state ranges from 0 to 1), i, r remain 
the same; visually, a huge network ensues as shown below. 

 
Fig. 6. Cognitive correlations between nwa-ahịa (PN) to any. 

Fig. 6 clusters N1 ụmụ-ahịa with each other, and N2 and 
N3 are the clusters with customers. The probabilistic behavior 
of the interaction (edges) shows the very interesting transition 
of the ụmụ-ahịa (nodes) progress in the network in Fig. 7. 

 
Fig. 7. Progress of cognitive signature on ụmụ-ahịa character. 

Current time t ; the previous timestamps as the selected 

node (60). Search in a generation gives (11). 

1 / 8 * * ( ...
( 1)

1 / 40 * (1 / 80 * )))
( )

X X Ef X
r r i r i

Ef X
r i n

  
  

 

 (8) 

Where updates at r i taken during iteration. The compact 

dynamics (12); mimics a rhythmic nodding to music and 
stratagem - ịgba, which gives. 

*
1 1

U U T X
n n n r

 
 

  (12) 

Where  is a vector of emergent solutions. The 
threshold facilitates ụmụ-ahịa exploration; disciple-Rhythm - 

 known as discipleship compliance, given by (13). 

( )

ju if m rD OR jm

jx if m rD AND jm

U ij





  


  


  (9) 

Where m is a random number [0,1], delta has the same 
dimension and size as the solution but is pseudorandom. This 
cooperation serves as the bond linking one source to another 
[23, 29]. Mazi; sometimes sacrifices profit for an improved - 
customer base and to escape the local optima trap by analogy 
as Ịgba-ọsọ-ahịa updates; objectives of the fitness bound the 
strategy as given in Fig. 8. 

 
Fig. 8. Boundary strategy. 

Constraints are bounded as in A, N collapse to upper-
bound (UB) in B, and N collapse to lower-bound (LB) as 
shown in Fig. 8. Finally, methodic update results to best 
solutions shown. 

X Ui i
if f f

U if f ii Ui

X and f remainsthesameif f f
U ii








 (10) 

Where (10); fUi is the fitness function from the best cost of 
the discipleship and adjustments made (error correction), 
while fi is the best solution fitness of the original objective 
function, which is optimal. 

F. Graphical Flow of ỌMOA 

The ụmụ-ahịa can be considered as moving particles [30-
32]. Mazi realization comes after generations of successful 
cycles [33]; rather than unhealthy competition, all ụmụ-ahịa 
depends on each other; The main body’s pseudocode (2) 
during iteration is as follows: 

U n

rD
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Fig. 9. Ọdịgbo metaheuristic optimization algorithm - ỌMOA and 

pseudocode. 

The flow chart of Fig. 9 shows the methodology for 
applying the ỌMOA algorithm. The subsequent sections 
discuss applications. 

III. APPLICATION OF ỌMOA ON BENCHMARK FUNCTIONS 

Most metaheuristic algorithms use Pattern Matrix, and the 
solutions are identified as those that improved through the 
number of generations up until the convergence time of the 
simulation. ỌMOA inherent energy synergy principles. 

1) Default parameters are used 

2) 30 independent runs were used for Unconstraint 

Benchmark, 50 for constraint functions. The parameters for 

the engineering designs are as stated in the referenced 

literature provided 

3) The total number of cost function evaluations is 

1000·n·M, where M = 10 is the number of iterations. The 

logarithmic Scale was considered for visualization due to its 

convenience and compact. 

4) For the Constraint problems as depicted by the 

competition, a solution value less than 10−8 is treated as zero; 

several performance indicators for solution values are used: 

best, worst, mean, and standard deviation (Std). Test for 

convergence time also provided;  

A. Experiments and Comparison of Results 

ỌMOA is compared with five of the best similar 
algorithms as shown in Table II. Their codes are in the open 
domain/available online. The choice of only five is being 
mindful also of the limited space constraints to publish results. 

TABLE II. ALGORITHMS USED FOR VALIDATION 

S/N Algorithm Ref Category 

1 
Harris Hawks Optimization 

(HHO)-- 2019 
[34] Novel Idea 

2 Moth Search (MS)-- -2018 [35] Novel Idea 

3 
Elephant Herd Optimization 

(EHO)-- 2015 
[36] Novel Idea 

4 
LSHADE-SPACMA ( A2) -

2017 
[37] Hybrid/Modified 

5 EBOwithCMAR ( A3) ---2017 [38] Hybrid/Modified 

The list in Table II is a competitive group; notably, 4 – 5 
won the CEC 2017 competition [39, 40]. 

B. Experiment 1: Difficult Unconstraint Benchmark 

Functions 

ỌMOA is validated on the existing established algorithms 
listed in Table II with about 30 difficult functions chosen with 
modality (unimodal to check and confirm exploitation 
strength, multimodal for diversity or exploratory capability of 
ỌMOA), Separability (possible separable and non-separable) 
and then multi-dimensionality (confirming search and 
exploratory strength of ỌMOA). The performance averages 
are visualized using boxplots. Further, the significance and 
statistical students test (t-test) was conducted for all 
algorithms, with a time complexity test. A subset of test 
benchmark functions with varying degrees of difficulty is used 
to substantiate that ỌMOA can exploit and explore the 
solution space and find the solutions for optimum. In 
Table III, unconstraint benchmark test functions are 
categorized in modality, Separability, and Dimensionality (N), 
also: M is the modality, 0 – Uni-modal; 1 – Multimodal, S is 
the Separability, 0 – Non-Separable; 1 – Separable. 

TABLE III. FUNCTIONS, GLOBAL OPTIMAL VALUES, BOUNDS, AND 

DIMENSIONS 

Fun(fn) Fun-name SD F(x*) N M S 

F1 Step [-5.12, 5.12] n 0 30 0 1 

F2 Sphere [-1, 1] n 0 30 0 1 

F3 Sum Square [-5.12, 5.12] n 0 30 0 1 

F4 Quartic [-6.0, 6.0] n 0 30 0 1 

F5 Beale [-5.0, 5.0] n 0 2 1 0 

F6 Easom [-100.0, 100.0] n -1 2 1 0 

F7 Matyas [-10.0, 10.0] n 0 2 1 0 

F8 Colville [-10.0, 10.0] n 0 4 1 0 

F9 Zakharov [-5.0, 5.0] n 0 30 1 0 

F10 Schwefel 2.2 [-10.0, 10.0] n 0 30 1 0 

F11 Schwefel 1.2 [-10.0, 10.0] n 0 30 1 0 

F12 Dixon Price [-10.0, 10.0] n 0 30 1 0 

F13 Bohachevsky 1 [-100.0, 100.0] n 0 2 1 1 

F14 Booth [-10, 10] n 0 2 1 1 

F15 Holder Table [-10 10] n -19.2085 2 1 1 

F16 Michalewicz 2 [0.0, ]n -1.8013 2 1 1 

F17 Michalewicz 5 [0.0, ]n -4.6877 5 1 1 

F18 Michalewicz 10 [0.0, ]n -9.6602 10 1 1 

F19 Rastrigin [-5.12, 5.12] n 0 5 1 1 

F20 Schaffer2 [-100, 100] n 0 2 1 0 

F21 Schaffer 4 [-100.0, 100.0] n 0 4 1 0 

F22 Schaffer 6 [-100.0, 100.0] n 0 6 1 0 

F23 SixHumpCamelBack [-5,5] -1.0316 2 1 1 

F24 Bohachevsky 2 [-100.0, 100.0] n 0 2 1 0 

F25 Bohachevsky 3 [-100.0, 100.0] n 0 3 1 1 

F26 Shubert [-10.0, 10.0] n -186.73 5 1 1 

F27 Drop Wave [-5.12, 5.12] n -1 2 0 1 

F28 Rosenbrock [-6.0, 6.0] n 0 2 0 0 

F29 Griewank [-600.0, 600.0] n 0 30 1 0 

F30 Ackley [-32.0, 32.0] n 0 2 1 0 
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C. Benchmark – Unimodal and Separable Functions 

To tighten the competitiveness, we identified the 
algorithms with the highest performances with a t-value above 
0.05. ỌMOA and A3 (all best solutions in BOLD font) lead 
with equal best performance as shown in Table IV. The MS 
was next, followed by A1, HHO, and WFS. 

ỌMOA and A3 leading showed good exploration, and 
exploitation strength, particularly of ỌMOA obtained the best 
optimal objective solutions before the completion of 
generations. Fig. 10 also shows consistent distributions with 
fewer outliers. 

 
Fig. 10. Boxplot for unimodal and separable functions. 

 
Fig. 11. Comparison of convergence curve for unimodal and separable 

functions. 

Fig. 11 convergence comparison shows that ỌMOA, A3, 
A2, and WFS have faster and best convergences to the 
optimum in these problems while HHO lagged behind most of 
the time. 

D. Unimodal and Non-Separable 

The functions in this category include 30-dimensional 
problems Zakharov to Dixon Price with great complexity. 
Table V shows ỌMOA and A3 tops, followed by A2, A1, 
HHO, MS, and WFS. Besides Beale, which did not yield a 
better result, ỌMOA got even Easom, a problem with inherent 
complex nature. 

TABLE IV. UNIMODAL AND SEPARABLE FUNCTIONS RESULTS 

F(n) Measure ỌMOA HHO MS EHO A2 A3 

F1 Best 0.0E+00 1.3E-06 2.3E+00 5.5E+00 1.5E-01 0.0E+00 

n = 30 Worst 0.0E+00 7.6E-05 3.7E+00 6.4E+00 8.5E-01 0.0E+00 

f = 0 Mean 0.0E+00 2.2E-05 3.0E+00 6.1E+00 4.1E-01 0.0E+00 

 
Sd 0.0E+00 3.0E-05 3.1E+00 6.1E+00 4.3E-01 0.0E+00 

F2 Best 0.0E+00 0.0E+00 0.0E+00 6.7E-01 1.6E-01 0.0E+00 

n = 30 Worst 0.0E+00 1.1E-07 0.0E+00 1.7E+00 7.1E-01 0.0E+00 

f = 0 Mean 0.0E+00 1.1E-08 0.0E+00 1.1E+00 4.2E-01 0.0E+00 

 
Sd 0.0E+00 2.7E-08 0.0E+00 1.2E+00 4.1E-01 0.0E+00 

F3 Best 0.0E+00 0.0E+00 0.0E+00 2.2E-01 2.5 E+00 0.0E+00 

n = 30 Worst 0.0E+00 1.2E-07 7.2E-08 2.9E-01 1.2E+01 0.0E+00 

f = 0 Mean 0.0E+00 6.4E-09 4.3E-08 2.5E-01 6.3E+00 0.0E+00 

 
Sd 0.0E+00 2.4E-08 5.3E-08 2.5E-01 6.7E+00 0.0E+00 

F4 Best 0.0E+00 0.0E+00 0.0E+00 1.2E-06 2.1E-01 0.0E+00 

n = 30 Worst 0.0E+00 0.0E+00 0.0E+00 2.2E-06 5.0E+00 0.0E+00 

f  = 0 Mean 0.0E+00 0.0E+00 0.0E+00 1.6E-06 1.3E+00 0.0E+00 

 
Sd 0.0E+00 0.0E+00 0.0E+00 1.6E-06 1.5E+00 0.0E+00 
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TABLE V. UNIMODAL AND NON-SEPARABLE RESULTS FOR TESTED ALGORITHMS 

Function Measure ỌMOA HHO MS EHO A2 A3 

F5 Best 5.7E-07 0.0E+00 6.0E-05 1.1E-05 0.0E+00 0.0E+00 

n = 2 Worst 1.7E-01 0.0E+00 7.2E-04 2.3E-02 1.5E-05 0.0E+00 

f = 0 Mean 4.7E-02 0.0E+00 2.9E-04 7.9E-03 1.0E-06 0.0E+00 

 
Sd 4.8E-02 0.0E+00 4.2E-04 1.3E-02 2.9E-06 0.0E+00 

F6 Best -9.6E-01 0.0E+00 7.7E-04 1.2E-01 0.0E+00 0.0E+00 

n = 2 Worst -1.7E-235 1.9E-05 1.3E-03 5.7E-01 0.0E+00 0.0E+00 

f = -1 Mean -3.1E-01 1.1E-06 1.0E-03 3.8E-01 0.0E+00 0.0E+00 

 
Sd 3.6E-01 3.6E-06 1.1E-03 4.2E-01 0.0E+00 0.0E+00 

F7 Best 0.0E+00 0.0E+00 0.0E+00 4.3E-07 0.0E+00 0.0E+00 

n = 2 Worst 0.0E+00 0.0E+00 0.0E+00 3.0E-06 0.0E+00 0.0E+00 

f = 0 Mean 0.0E+00 0.0E+00 0.0E+00 1.9E-06 0.0E+00 0.0E+00 

 
Sd 0.0E+00 0.0E+00 0.0E+00 2.2E-06 0.0E+00 0.0E+00 

F8 Best 0.0E+00 1.6E-06 1.8E-01 1.1E+00 0.0E+00 0.0E+00 

n = 4 Worst 0.0E+00 7.7E-01 2.9E-01 3.2E+00 0.0E+00 0.0E+00 

f = 0 Mean 0.0E+00 3.4E-02 2.4E-01 1.9E+00 0.0E+00 0.0E+00 

 
Sd 0.0E+00 1.4E-01 2.4E-01 2.1E+00 0.0E+00 0.0E+00 

F9 Best 0.0E+00 0.0E+00 0.0E+00 3.6E-02 0.0E+00 0.0E+00 

n = 30 Worst 0.0E+00 7.7E-07 1.3E-08 9.1E-02 5.1E-08 0.0E+00 

f = 0 Mean 0.0E+00 8.0E-08 4.3E-09 6.0E-02 1.4E-08 0.0E+00 

 
Sd 0.0E+00 1.8E-07 7.4E-09 6.4E-02 2.1E-08 0.0E+00 

F10 Best 0.0E+00 4.3E-07 3.4E-05 4.8E-01 6.4E-03 8.7E-06 

n = 30 Worst 0.0E+00 2.7E-04 4.6E-04 6.2E-01 2.7E-02 4.3E-05 

f = 0 Mean 0.0E+00 4.7E-05 1.9E-04 5.4E-01 1.8E-02 1.8E-05 

 
Sd 0.0E+00 7.6E-05 2.7E-04 5.5E-01 1.9E-02 2.1E-05 

F11 Best 0.0E+00 0.0E+00 8.0E-08 3.4E+00 8.2E-02 0.0E+00 

n = 30 Worst 0.0E+00 1.9E-03 3.8E-07 4.2E+00 5.5E-01 0.0E+00 

f = 0 Mean 0.0E+00 9.4E-05 2.7E-07 3.8E+00 3.0E-01 0.0E+00 

 
Sd 0.0E+00 3.6E-04 3.0E-07 3.8E+00 3.4E-01 0.0E+00 

F12 Best 3.1E-09 8.6E-02 6.7E-01 1.1E+00 6.7E-01 6.7E-01 

n = 30 Worst 6.7E-04 2.6E-01 7.0E-01 1.3E+00 6.7E-01 6.7E-01 

f = 0 Mean 3.0E-05 2.4E-01 6.9E-01 1.2E+00 6.7E-01 6.7E-01 

 
Sd 1.2E-04 2.4E-01 6.9E-01 1.2E+00 6.7E-01 6.7E-01 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

284 | P a g e  

www.ijacsa.thesai.org 

 

 
Fig. 12. Boxplot of unimodal and non-separable results. 

The boxplot of Fig. 12 shows that the mean solutions 
distribution of the data of ỌMOA and A3 are tight, with little 
outliers equalling minimal deviation. 

The convergence comparison of Fig. 13 confirms the 
summary made at the beginning of the subsection. 

 

 
Fig. 13. Comparison of convergence curves for unimodal and non-separable 

function. 

E. Multimodal and Separable 

Complex structures, multiple, unequal hilltops, and 
valleys-shaped functions are tested as shown in Table VI. 
Besides the booth function, ỌMOA had remarkable 
exploratory abilities for the dimensionalities above n = 2 (i.e., 
n = 5, 10, 30) of the last three functions while tracking deeper 
than values provided by the global optima in literature for 
Holder Table, Michalewicz (2, 5, and 10). Rastrigin (n = 30) 
was also explored optimally by ỌMOA and HHO. 

TABLE VI. MULTIMODAL AND SEPARABLE RESULTS 

Function Measure ỌMOA HHO MS EHO A2 A3 

F13 Best 0.0E+00 0.0E+00 2.8E-08 5.4E-03 0.0E+00 0.0E+00 

n = 2 Worst 0.0E+00 2.7E-08 2.5E-07 1.5E-02 0.0E+00 0.0E+00 

f = 0 Mean 0.0E+00 3.3E-09 1.7E-07 1.0E-02 0.0E+00 0.0E+00 

 
Sd 0.0E+00 8.5E-09 2.0E-07 1.1E-02 0.0E+00 0.0E+00 

F14 Best 1.1E-04 0.0E+00 8.7E-06 3.8E-05 0.0E+00 0.0E+00 

n = 2 Worst 2.6E-02 4.1E-04 4.1E-04 3.7E-02 0.0E+00 0.0E+00 

f = 0 Mean 5.5E-03 9.1E-05 2.4E-04 2.0E-02 0.0E+00 0.0E+00 

 
Sd 5.9E-03 1.5E-04 3.0E-04 2.6E-02 0.0E+00 0.0E+00 

F15 Best -5.0E+04 0.0E+00 -1.8E+01 -1.7E+01 5.3E-06 0.0E+00 

n = 2 Worst -2.5E+04 1.3E-05 -1.1E+01 -1.1E+01 3.4E-04 0.0E+00 

f = -19.2085 Mean -3.9E+04 1.4E-06 -1.5E+01 -1.4E+01 1.0E-04 0.0E+00 
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Sd 1.2E+04 3.4E-06 2.8E+00 2.7E+00 1.1E-04 0.0E+00 

F16 Best -1.8E+00 0.0E+00 1.2E-03 6.5E-03 0.0E+00 0.0E+00 

n = 2 Worst -1.7E+00 2.3E-06 7.4E-03 3.0E-02 0.0E+00 0.0E+00 

f = -1.8013 Mean -1.8E+00 2.9E-07 3.3E-03 1.7E-02 0.0E+00 0.0E+00 

 
Sd 1.4E-02 5.5E-07 4.4E-03 2.0E-02 0.0E+00 0.0E+00 

F17 Best -4.0E+00 1.5E-02 2.4E-01 9.0E-01 2.6E-06 0.0E+00 

n = 5 Worst -2.8E+00 1.2E+00 1.3E+00 1.2E+00 1.4E-04 4.4E-02 

f = -4.6877 Mean -3.6E+00 4.7E-01 8.5E-01 1.1E+00 4.0E-05 8.7E-03 

 
Sd 2.8E-01 6.1E-01 9.6E-01 1.1E+00 6.1E-05 1.8E-02 

F18 Best -5.5E+00 1.6E+00 3.4E+00 3.4E+00 8.6E-01 6.5E-01 

n = 10 Worst -4.2E+00 3.8E+00 4.9E+00 4.2E+00 1.3E+00 1.4E+00 

f = -9.6602 Mean -4.7E+00 2.9E+00 4.2E+00 3.9E+00 1.1E+00 1.1E+00 

 
Sd 3.5E-01 2.9E+00 4.2E+00 4.0E+00 1.1E+00 1.1E+00 

F19 Best 0.0E+00 0.0E+00 0.0E+00 8.3E-01 9.2E+01 1.5E+01 

n = 30 Worst 0.0E+00 3.3E-07 2.2E-07 1.2E+00 1.1E+02 7.3E+01 

f = 0 Mean 0.0E+00 2.1E-08 1.2E-07 1.0E+00 1.0E+02 3.5E+01 

 
Sd 0.0E+00 6.5E-08 1.5E-07 1.0E+00 1.0E+02 3.9E+01 

 

 
Fig. 14. Multimodal and separable boxplot. 

The visuals of the boxplot in Fig. 14 show mean solutions 
of ỌMOA adequately located in the region with very few 
deviations and outliers. 

 

 
Fig. 15. Convergence curves for multimodal and separable function. 

In Fig. 15, ỌMOA had made extra-advance to explore for 
solutions far better than all the compared algorithms in these 
problems. Even some of the solutions were far better optimum 
that set global values as the Holder Table model. 
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F. Multimodal and Non-Separable 

Table VII shows ỌMOA led the exploration alongside A3, 
A2, and HHO though the depth of the troughs in Six-Hump 

Camel, Shubert, and Drop Wave seems to have shown that 
ỌMOA dived deeper than the others with the peeks of 
Schaffer 4 also. 

TABLE VII. MULTIMODAL AND NON-SEPARABLE RESULTS 

Function Measure ỌMOA HHO MS EHO A2 A3 

F20 Best 0.0E+00 0.0E+00 0.0E+00 3.3E-07 0.0E+00 0.0E+00 

n = 2 Worst 4.3E-01 0.0E+00 0.0E+00 6.6E-07 0.0E+00 0.0E+00 

f = 0 Mean 9.3E-02 0.0E+00 0.0E+00 4.9E-07 0.0E+00 0.0E+00 

 
Sd 1.2E-01 0.0E+00 0.0E+00 5.1E-07 0.0E+00 0.0E+00 

F21 Best 0.0E+00 0.0E+00 5.8E-08 1.3E-06 1.0E-08 0.0E+00 

n = 4 Worst 1.6E-02 1.1E-05 7.4E-06 1.5E-04 2.5E-05 0.0E+00 

f= 0.29259 Mean 1.3E-03 1.2E-06 2.6E-06 5.3E-05 6.1E-06 0.0E+00 

 
Sd 3.7E-03 3.2E-06 4.3E-06 8.7E-05 9.3E-06 0.0E+00 

F22 Best 9.7E-03 0.0E+00 0.0E+00 5.2E+00 6.7E+00 5.5E+00 

n = 6 Worst 4.0E-01 2.3E-03 2.2E-08 6.1E+00 9.1E+00 7.5E+00 

f = 0 Mean 1.7E-01 9.0E-05 7.3E-09 5.7E+00 8.1E+00 6.6E+00 

 
Sd 1.2E-01 4.3E-04 1.3E-08 5.8E+00 8.1E+00 6.7E+00 

F23 Best -1.0E+00 0.0E+00 8.6E-07 1.7E-04 0.0E+00 0.0E+00 

n  = 2 Worst -1.0E+00 1.7E-08 3.4E-05 1.9E-03 1.1E-07 0.0E+00 

f= -1.03163 Mean -1.0E+00 2.2E-09 1.6E-05 8.2E-04 3.2E-08 0.0E+00 

 
Sd 9.6E-05 5.5E-09 2.1E-05 1.1E-03 5.3E-08 0.0E+00 

F24 Best 0.0E+00 0.0E+00 1.2E-08 5.7E-03 0.0E+00 0.0E+00 

n = 2 Worst 0.0E+00 3.3E-07 2.1E-07 2.8E-02 0.0E+00 0.0E+00 

f  = 0 Mean 0.0E+00 2.5E-08 1.2E-07 1.9E-02 0.0E+00 0.0E+00 

 
Sd 0.0E+00 7.7E-08 1.4E-07 2.1E-02 0.0E+00 0.0E+00 

F25 Best 0.0E+00 0.0E+00 0.0E+00 3.0E-03 0.0E+00 0.0E+00 

n = 2 Worst 0.0E+00 9.0E-06 1.4E-08 9.5E-03 0.0E+00 0.0E+00 

f  = 0 Mean 0.0E+00 6.2E-07 4.6E-09 7.2E-03 0.0E+00 0.0E+00 

 
Sd 0.0E+00 1.9E-06 8.0E-09 7.8E-03 0.0E+00 0.0E+00 

F26 Best -1.9E+02 -9.0E-06 1.1E-02 2.3E-01 -6.0E-06 -9.0E-06 

n = 2 Worst -1.9E+02 2.7E-04 3.2E-02 1.8E+00 8.2E-02 -9.0E-06 

f = -186.73 Mean -1.9E+02 2.4E-05 2.2E-02 1.2E+00 2.8E-02 -9.0E-06 

 
Sd 9.3E-02 6.5E-05 2.3E-02 1.4E+00 4.0E-02 0.0E+00 

F27 Best -1.0E+00 0.0E+00 0.0E+00 3.9E-06 0.0E+00 0.0E+00 

n = 2 Worst -1.0E+00 0.0E+00 1.8E-07 3.8E-05 0.0E+00 0.0E+00 

f =  -1 Mean -1.0E+00 0.0E+00 6.6E-08 2.6E-05 0.0E+00 0.0E+00 

 
Sd 0.0E+00 0.0E+00 1.1E-07 3.0E-05 0.0E+00 0.0E+00 

F28 Best 2.9E+01 1.1E-03 2.9E+01 3.8E+01 2.7E+01 0.0E+00 

n  = 30 Worst 2.9E+01 2.5E-01 2.9E+01 4.0E+01 2.8E+01 4.0E+00 

f  = 0 Mean 2.9E+01 4.5E-02 2.9E+01 3.9E+01 2.8E+01 1.2E+00 

 
Sd 9.0E-02 7.1E-02 2.9E+01 3.9E+01 2.8E+01 2.2E+00 

F29 Best 0.0E+00 0.0E+00 0.0E+00 9.3E-01 6.1E-04 0.0E+00 

n = 30 Worst 0.0E+00 1.1E-06 2.2E-08 1.0E+00 2.2E-03 0.0E+00 

f = 0 Mean 0.0E+00 6.9E-08 7.3E-09 9.7E-01 1.3E-03 0.0E+00 

 
Sd 0.0E+00 2.1E-07 1.3E-08 9.8E-01 1.4E-03 0.0E+00 

F30 Best 8.9E-16 1.1E-06 1.7E-05 4.3E-01 3.9E-03 1.9E-06 

n  = 30 Worst 8.9E-16 1.0E-04 3.6E-05 5.4E-01 6.2E-03 1.7E+00 

f = 0 Mean 8.9E-16 1.8E-05 2.4E-05 4.8E-01 5.0E-03 7.2E-01 

 
Sd 8.9E-16 2.7E-05 2.5E-05 4.9E-01 5.0E-03 9.0E-01 
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Fig. 16. Multimodal and non-separable boxplot. 

The boxplot in Fig. 16 shows the clear visuals, confirms 
ỌMOA better. The exploratory ability of the ỌMOA is 
evident from mean solutions distribution and standard 
deviations. 

The convergence is a reflection of the ability of the tree 
depth of the network of markets embedded in the model 
visualized in Fig. 17. 

 

 

 

 
Fig. 17. Convergence curves for multimodal and non-separable function. 
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G. Statistical Test and Significance 

Table VIII presents the entire statistical hypothesis test 
carried out to confirm the difference in mean and significance 
validation in the distribution of solutions by the algorithms on 
the 30 unconstraint benchmark functions. 

Table IX is the summary of the test conducted to prove the 
hypothesis of the performances of the experiment; 1:  means 
ỌMOA (in black ink) is more significant, -1: gives better 
significance to the contender (another algorithm), while 0: 
depicts no significant difference in performance (contender, 
equal, ỌMOA). 

TABLE VIII. T-TEST FOR PERFORMANCE AND HYPOTHESIS 

S/

N 

Algorithm/ 

Function 

HHO MS EHO A2 A3 

t-value p-value 
Sig

n 
t-value p-value 

Sig

n 
t-value p-value 

Sig

n 
t-value p-value 

Sig

n 
t-value p-value 

Sig

n 

1 Step 
-

5.8E+00 
2.5E-06 1 

-

2.8E+01 
2.1E-22 1 

-

7.5E+01 
8.7E-35 1 

-

1.3E+01 
8.9E-14 1 nan nan 0 

2 Sphere 
-

2.3E+00 
3.1E-02 1 nan nan 0 

-

1.4E+01 
9.6E-15 1 

-

1.5E+01 
5.4E-15 1 nan nan 0 

3 
Sum-

Square 

-

1.5E+00 
1.4E-01 1 

-

7.5E+00 
2.8E-08 1 

-

4.5E+01 
2.4E-28 1 

-

1.4E+01 
1.0E-14 1 nan nan 0 

4 Quartic nan nan 0 nan nan 0 
-

2.0E+01 
1.9E-18 1 

-

9.7E+00 
1.4E-10 1 nan nan 0 

5 Beale 5.3E+00 9.9E-06 -1 5.3E+00 1.1E-05 -1 4.1E+00 3.3E-04 -1 5.3E+00 9.9E-06 1 5.3E+00 9.9E-06 -1 

6 Easom 
-

4.6E+00 
7.5E-05 1 

-

4.6E+00 
7.2E-05 1 

-

8.0E+00 
9.1E-09 1 

-

4.6E+00 
7.5E-05 1 

-

4.6E+00 
7.5E-05 1 

7 Matyas nan nan 0 nan nan 0 
-

9.4E+00 
2.6E-10 1 nan nan 0 nan nan 0 

8 Colville 
-

5.3E+00 
1.1E-05 1 

-

5.1E+00 
2.0E-05 1 

-

3.0E+01 
1.7E-23 1 nan nan 0 nan nan 0 

9 Zakharov 
-

2.7E+00 
1.3E-02 1 

-

3.8E+00 
6.7E-04 1 

-

1.4E+01 
4.0E-14 1 

-

4.4E+00 
1.3E-04 1 nan nan 0 

10 
Schwefel 

2.22 

-

4.2E+00 
2.4E-04 1 

-

5.3E+00 
1.1E-05 1 

-

4.8E+01 
2.7E-29 1 

-

1.7E+01 
2.7E-16 1 

-

9.9E+00 
9.2E-11 1 

11 
Schwefel 

1.2 

-

1.4E+00 
1.6E-01 0 

-

1.1E+01 
1.2E-11 1 

-

6.1E+01 
3.0E-32 1 

-

1.1E+01 
2.3E-11 1 nan nan 0 

12 Dixon Price 
-

3.6E+01 
1.0E-25 1 

-

2.7E+02 
1.3E-50 1 

-

8.1E+01 
1.1E-35 1 

-

1.1E+04 
7.8E-98 1 

-

3.0E+04 

3.3E-

110 
1 

13 
Bohachevsk

y 1 

-

2.2E+00 
3.3E-02 1 

-

9.1E+00 
5.5E-10 1 

-

1.3E+01 
9.3E-14 1 nan nan 0 nan nan 0 

14 Booth 5.1E+00 2.1E-05 -1 4.9E+00 3.4E-05 -1 
-

5.5E+00 
7.3E-06 1 5.2E+00 1.6E-05 -1 5.2E+00 1.6E-05 -1 

15 
Holder 

Table 

-

1.8E+01 
2.1E-17 1 

-

1.8E+01 
2.1E-17 1 

-

1.8E+01 
2.1E-17 1 

-

1.8E+01 
2.1E-17 1 

-

1.8E+01 
2.1E-17 1 

16 
Michalewic

z 2 

-

7.1E+02 
5.9E-63 1 

-

6.8E+02 
2.0E-62 1 1.4E-59 1.3E-53 -1 

-

7.1E+02 
5.9E-63 1 

-

7.1E+02 
5.9E-63 1 

17 
Michalewic

z 5 

-

4.5E+01 
1.9E-28 1 

-

4.8E+01 
2.9E-29 1 

-

7.5E+01 
9.8E-35 1 

-

6.9E+01 
9.8E-34 1 

-

7.1E+01 
4.4E-34 1 

18 
Michalewic

z 10 

-

6.7E+01 
2.9E-33 1 

-

6.6E+01 
4.2E-33 1 

-

9.5E+01 
9.2E-38 1 

-

8.0E+01 
1.4E-35 1 

-

7.5E+01 
1.0E-34 1 

19 Rastrigin 
-

1.9E+00 
7.1E-02 0 

-

6.9E+00 
1.2E-07 1 

-

4.0E+01 
5.0E-27 1 

-

9.5E+01 
9.4E-38 1 

-

1.0E+01 
3.2E-11 1 

20 Schaffer 2 4.1E+00 3.1E-04 -1 4.1E+00 3.1E-04 -1 4.1E+00 3.1E-04 -1 4.1E+00 3.1E-04 -1 4.1E+00 3.1E-04 -1 

21 Schaffer 4 1.4E+00 1.7E-01 0 1.9E+00 6.7E-02 0 1.8E+00 7.8E-02 0 1.9E+00 6.8E-02 0 1.9E+00 6.6E-02 0 

22 Schaffer 6 7.8E+00 1.3E-08 -1 7.8E+00 1.2E-08 -1 
-

6.4E+01 
9.9E-33 1 

-

6.6E+01 
3.1E-33 1 

-

5.0E+01 
8.9E-30 1 

23 
6HumCame

l Back 

-

5.9E+04 

1.0E-

118 
1 

-

6.1E+04 

3.5E-

119 
1 

-

7.3E+03 
2.6E-92 1 

-

5.9E+04 

1.0E-

118 
1 

-

5.9E+04 

1.0E-

118 
1 

24 
Bohachevsk

y 2 

-

1.8E+00 
7.8E-02 0 

-

7.8E+00 
1.3E-08 1 

-

1.1E+01 
1.5E-11 1 nan nan 0 nan nan 0 

25 
Bohachevsk

y 3 

-

1.9E+00 
7.0E-02 0 

-

7.8E+00 
1.3E-08 1 

-

3.8E+00 
6.7E-04 1 nan nan 0 nan nan 0 

26 Shubert 
-

1.1E+04 
1.5E-97 1 

-

1.1E+04 
2.2E-97 1 

-

1.4E+03 
8.3E-72 1 

-

1.0E+04 
2.1E-96 1 

-

1.1E+04 
1.5E-97 1 

27 Drop Wave -inf 0.0E+00 1 
-

6.6E+07 

3.4E-

207 
1 

-

3.5E+05 

5.8E-

141 
1 -inf 0.0E+00 1 -inf 0.0E+00 1 

28 Rosenbrock 1.7E+03 9.7E-74 -1 
-3.3E-

02 
9.7E-01 0 

-

5.9E+01 
1.0E-31 1 2.2E+01 1.9E-19 -1 8.2E+01 7.4E-36 -1 

29 Grienwank 
-

1.9E+00 
7.4E-02 0 

-

3.8E+00 
6.7E-04 1 

-

1.4E+02 
2.2E-42 1 

-

1.3E+01 
6.9E-14 1 nan nan 0 

30 Ackley 
-

4.9E+00 
3.4E-05 1 

-

1.5E+01 
7.1E-15 1 

-

5.7E+01 
2.3E-31 1 

-

3.2E+01 
3.8E-24 1 

-

7.2E+00 
7.0E-08 1 

Sign (better) ==>  Significance (1 = ỌMOA; -1 = Alternative Algorithm; 0 = no significant difference), nan = not a number, inf = infinite 
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TABLE IX. SUMMARY OF SIGNIFICANCE AND RANK 

(-1,0,1) HHO MS EHO A2 A3 

OMOA [5, 8, 17] [4, 5, 21] [2, 1, 27] [3, 6, 21] [4, 13, 13] 

The highest equal performance point, 13 is between 
ỌMOA and A3, with ỌMOA leading with 13 optimal 
solutions, more than A3’s other 4 better performances. Next is 
HHO with 8 equal points, ỌMOA with 7 better optimal 
solutions, and HHO making 5 places. MS and A1 shared very 
close contest with EHO behind. Table X also is the 
presentation of the mean runtime measure given below.    

TABLE X. RUNTIME TEST RESULTS BASED ON RASTRIGIN 

ỌMOA HHO MS EHO A2 A3 

2.493096 45.6716 756.4435 788.1535 202.0933 217.6285 

The performance of ỌMOA in this section was very high 
on benchmark complex unconstraint problems compared to 
contending methods. 

H. Results and Statistical Testing with CEC 2017 

This section reports ỌMOA on real-parameter single 
objective optimization challenging problems featured in 
Computational Evolution Computation - CEC 2017 with a 
statistical comparison between ỌMOA and winners of the 
competition. 

I. Result of ỌMOA with CEC 2017 

The values are the differences between the global optima 
and the ones obtained with ỌMOA for 10D, 30D, and 100D 
during every 51 runs, as shown in the Table XI, and 
competition is presented in Table XII for 50D 

1) 10D, 30D, 50D and 100D Performances 

 The uni-modal functions EC1, EC2, and EC3 results 
were least expected within the number of functional 
evaluations provided, perhaps due to parameter tuning 
differences from recommended. 

 EC7 – EC10 multimodal functions all attained global 
optima in all dimensions. ỌMOA also met 10D and 
30D optimal values, with a minor difference for 50D 
and not too good 100D. EC5 solutions are not good in 
all dimensions; while EC6 10D was globally optimal, 
the rest dimensions were not impressive and inadequate 
for some ranges of solutions. 

 Hybrid functions optimization; ỌMOA yielded optimal 
global solutions for EC11, EC14 – EC17, and EC19 - 
EC20 leaving out EC12, EC13, and EC18 with not too 
good in solutions. 

 Besides EC21, EC22, and EC27 of the Composition 
functions with non-optimal solutions, ỌMOA achieved 
optimal global solutions for others, i.e., EC23, EC24, 
EC25, EC26, EC28, and EC29 in all dimensions, 
respectively. 

J. Time Complexity Analysis 

The competition provided appropriate information on the 
modalities to compute the time complexity [39]. The 
observation and experimentation shown in Table XII of this 
work is as follows: 

 Evaluate a code consisting of basic arithmetic operation 
for 1,000,000 iterations and recode the time (T0). 

 Evaluate the hybrid function EC18 for 200,000 times 
the four dimensions (10D, 30D, 50D, and 100D) with 
record (T1). 

 For every dimension, find the meantime of computing 

2T  the hybrid function EC18 five times run with a 

termination iteration of 200,000. 

 Calculate the time complexity of the algorithm using the 

relation 2 1 0( ) /T T T . 

Table XIII depicts that the complexity of ỌMOA is not 
increasing significantly with the increase in the dimension of 
the functions. 

TABLE XI. STATISTICAL RESULTS FOR CEC 2017 SIMULATIONS D10, D30, AND D100 

Tag Best Worst Mean Median Standard Deviation 

Tag 10D 30D 100D 10D 30D 100D 10D 30D 100D 10D 30D 100D 10D 30D 100D 

EC

1 
3.6E+3 6.3E+4 5.8E+5 1.7E+4 1.3E+5 1.7E+6 1.1E+4 9.9E+4 1.1E+6 1.1E+4 1.0E+5 1.1E+6 

3.1E+

3 
1.6E+4 2.7E+5 

EC

2 
3.6E+3 6.3E+4 

5.8E+0

5 
1.7E+4 

1.3E+0

5 

1.7E+00

6 
1.1E+4 

9.9E+0

4 

1.1E+00

6 
1.1E+4 

1.0E+0

5 

1.1E+0

6 

3.1E+

3 

1.6E+0

4 

2.7E+0

5 

EC

3 

1.9E+0

3 
7.3E+4 7.9E+5 1.8E+4 1.9E+5 1.8E+6 9.0E+3 1.3E+5 1.4E+6 8.9E+3 1.3E+5 1.4E+6 

3.5E+

3 
3.1E+4 2.5E+5 

EC

4 
0.0E+0 0.0E+0 1.9E+3 0.0E+0 0.0E+0 2.5E+3 0.0E+0 0.0E+0 2.3E+3 0.0E+0 0.0E+0 2.3E+3 

0.0E+

0 
0.0E+0 1.4E+2 

EC

5 
1.5E+7 4.0E+7 1.2E+8 1.5E+7 4.0E+7 1.2E+8 1.5E+7 4.0E+7 1.2E+8 1.5E+7 4.0E+7 1.2E+8 

0.0E+

0 
0.0E+0 0.0E+0 

EC

6 
0.0E+0 4.4E+2 9.0E+3 0.0E+0 1.8E+3 1.2E+4 0.0E+0 1.3E+3 1.1E+4 0.0E+0 1.3E+3 1.1E+4 

0.0E+

0 
2.9E+2 6.6E+2 

EC

7 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC

8 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

9 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

10 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

290 | P a g e  

www.ijacsa.thesai.org 

EC 

11 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

12 
3.7E+3 4.5E+4 2.4E+5 1.4E+4 7.7E+4 3.2E+5 8.5E+3 6.2E+4 3.0E+5 8.4E+3 6.2E+4 3.0E+5 

2.6E+

3 
6.5E+3 1.5E+4 

EC 

13 
1.6E+8 

1.4E+1

0 

4.9E+1

0 
3.7E+9 

3.8E+1

0 
9.4E+10 1.8E+9 

2.8E+1

0 
7.3E+10 1.8E+9 

2.8E+1

0 

7.4E+1

0 

8.3E+

8 
5.6E+9 

1.1E+1

0 

EC 

14 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

15 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

16 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

17 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

18 
3.8E+3 4.6E+4 2.4E+5 1.4E+4 7.7E+4 3.2E+5 8.5E+3 6.2E+4 3.0E+5 8.3E+3 6.2E+4 3.0E+5 

2.6E+

3 
6.5E+3 1.5E+4 

EC 

19 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

20 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

21 
1.3E+4 1.6E+5 7.9E+5 4.7E+4 2.6E+5 1.1E+6 2.8E+4 2.2E+5 1.0E+6 2.9E+4 2.2E+5 1.0E+6 

8.0E+

3 
2.6E+4 6.8E+4 

EC 

22 
3.6E+9 

2.1E+1

1 

1.8E+1

2 

4.0E+1

0 

6.1E+1

1 
3.3E+12 

1.6E+1

0 

4.0E+1

1 
2.7E+12 

1.5E+1

0 

3.9E+1

1 

2.7E+1

2 

7.8E+

9 

9.8E+1

0 

3.3E+1

1 

EC 

23 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

24 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

25 
0.0E+0 0.0E+0 5.0E+3 0.0E+0 0.0E+0 6.1E+3 0.0E+0 0.0E+0 5.6E+3 0.0E+0 0.0E+0 5.7E+3 

0.0E+

0 
0.0E+0 2.9E+2 

EC 

26 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

27 
1.3E+4 1.6E+5 7.9E+5 4.7E+4 2.6E+5 1.1E+6 2.8E+4 2.2E+5 1.0E+6 2.9E+4 2.2E+5 1.0E+6 

8.0E+

3 
2.6E+4 6.8E+4 

EC 

28 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

EC 

29 
0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 0.0E+0 

0.0E+

0 
0.0E+0 0.0E+0 

TABLE XII. STATISTICAL COMPARISON OF ỌMOA AND STATE-OF-THE-ART ALGORITHMS FOR CEC 2017, 50D 

Tag JADE SHADE UMOEAsII MVMO LSHADE-cnEpSin EBOwithCMAR ỌMOA 

EC 1 
5.2385E-14 (2.5180E-

14) 

+ 

0.0000E+00 

(0.0000E+00) 

+ 

0.0000E+00 

(0.0000E+00) 

+ 

1.3313E-05 (5.6019E-

06) 

+ 

0.0000E+00 

(0.0000E+00) 

+ 

0.00+00 (0.00+00) 

+ 

2.80E+05 

(6.00E+04) 

EC 2 

1.3112E+13 

(8.5354E+13) 

– 

1.0801E+12 

(4.3906E+12) 

– 

0.0000E+00 

(0.0000E+00) 

+ 

1.8060E+17 

(1.2778E+18) 

– 

1.5686E+00 

(1.9314E+00) 

+ 

0.00+00 (0.00+00) 

+ 

2.20E+05 

(3.60E+04) 

EC 3 

1.7712E+04 

(3.7017E+04) 

+ 

0.0000E+00 

(0.0000E+00) 

+ 

2.1202E-09 (8.8715E-

09) 

+ 

5.3095E-07 (1.0965E-

07) 

+ 

0.0000E+00 

(0.0000E+00) 

+ 

0.00+00 (0.00+00) 

+ 

3.40E+05 

(6.60E+04) 

EC 4 

4.9625E+01 

(4.7914E+01) 

- 

5.6885E+01 

(4.6262E+01) 

– 

6.5462E+01 

(5.2164E+01) 

– 

3.5808E+01 

(3.6684E+01) 

- 

5.1401E+01 

(4.4262E+01) 

- 

4.29E+0l 

(3.32E+0l) 

- 

3.30E+01 

(4.80E+01) 

EC 5 
5.4288E+01 

(8.8034E+00) 

+ 

3.2859E+01 

(5.0387E+00) 

+ 

5.0801E+00 

(1.6684E+00) 

+ 

8.0787E+01 

(1.6432E+01) 

+ 

2.5166E+01 

(6.4447E+00) 

+ 

7.58E+00 

2.42E+00 

+ 

6.60E+07 

(0.00E+00) 

EC 6 
1.4489E-13 (9.1172E-

14) 

+ 

8.3876E-04 (1.0169E-

03) 

+ 

1.1951E-06 (1.9013E-

06) 

+ 

5.4321E-03 (3.3038E-

03) 

+ 

9.1569E-07 (1.0750E-

06) 

+ 

8.54E-08 

(1.14E-07) 

+ 

4.00E+03 

(3.80E+02) 

EC 7 

1.0140E+02 

(6.4883E+00) 

– 

8.0964E+01 

(3.7800E+00) 

– 

5.6459E+01 (7.1546E-

01) 

- 

1.2320E+02 

(1.2795E+01) 

- 

7.6639E+01 

(6.0618E+00) 

- 

5.79E+01 

(1.53E+00) 

- 

0.00E+00 

(0.00E+00) 

EC 8 

5.5234E+01 

(7.7643E+00) 

– 

3.2355E+01 

(3.8252E+00) 

– 

4.7781E+00 

(1.6264E+00) 

- 

7.5910E+01 

(1.6122E+01) 

– 

2.6319E+01 

(6.5917E+00) 

- 

7.9IE+00 

(2.47E+00) 

- 

0.00E+00 

(0.00E+00) 

EC 9 

1.1773E+00 

(1.3141E+00) 

– 

1.1123E+00 (9.3715E-

01) 

– 

1.7555E-03 (1.2536E-

02) 

– 

7.3843E+00 

(5.7735E+00) 

– 

0.0000E+00 

(0.0000E+00) 

= 

0.00+00 

(0.00+00) 

= 

0.00E+00 

(0.00E+00) 

EC 

10 

3.7500E+03 

(2.5448E+02) 

– 

3.3444E+03 

(2.9402E+02) 

– 

3.3804E+03 

(4.7255E+02) 

– 

3.4971E+03 

(4.3138E+02) 

– 

3.2001E+03 

(3.3972E+02) 

- 

3. 11E+03 

(4.0lE+02) 

- 

0.00E+00 

(0.00E+00) 

EC 

11 

1.3612E+02 

(3.3972E+01) 

– 

1.2065E+02 

(2.9317E+01) 

– 

4.5701E+01 

(9.1852E+00) 

– 

4.7488E+01 

(8.7237E+00) 

– 

2.1393E+01 

(2.0902E+00) 

- 

2.64E+01 

(3.36E+00) 

- 

0.00E+00 

(0.00E+00) 

EC 

12 

5.1468E+03 

(3.3233E+03) 

+ 

5.1362E+03 

(2.8785E+03) 

+ 

2.1449E+03 

(5.3559E+02) 

+ 

1.2955E+03 

(2.7935E+02) 

+ 

1.4753E+03 

(3.6472E+02) 

+ 

1.94E+03 

(5.34E+02) 

+ 

1.20E+05 

(1.00E+04) 
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EC 

13 

3.0338E+02 

(2.6999E+02) 

+ 

2.6565E+02 

(1.4944E+02) 

+ 

5.1787E+01 

(2.1985E+01) 

+ 

4.3776E+01 

(1.7622E+01) 

+ 

6.9430E+01 

(3.4457E+01) 

+ 

4.14E+01 

(2.45E+01) 

+ 

6.90E+10 

(1.10E+10) 

EC 

14 

1.0519E+04 

(3.1138E+04) 

– 

2.1578E+02 

(7.2995E+01) 

– 

2.9299E+01 

(2.4831E+00) 

- 

4.8524E+01 

(1.2153E+01) 

– 

2.6522E+01 

(2.4924E+00) 

- 

3.12E+0I 

(3.52E+00) 

- 

0.00E+00 

(0.00E+00) 

EC 

15 

3.4992E+02 

(4.4266E+02) 

– 

3.2262E+02 

(1.4201E+02) 

– 

4.1468E+01 

(1.0651E+01) 

– 

4.4630E+01 

(1.1280E+01) 

– 

2.5596E+01 

(4.0567E+00) 

- 

2.94E+0I 

(5.20E+00) 

- 

0.00E+00 

(0.00E+00) 

EC 

16 

8.5696E+02 

(1.7532E+02) 

– 

7.3389E+02 

(1.8854E+02) 

– 

3.9288E+02 

(1.5514E+02) 

– 

8.4082E+02 

(1.9349E+02) 

– 

2.7453E+02 

(9.9692E+01) 

- 

3.46E+02 

(1.46E+02) 

- 

0.00E+00 

(0.00E+00) 

EC 

17 

6.0010E+02 

(1.2128E+02) 

– 

5.1634E+02 

(1.1109E+02) 

– 

3.1356E+02 

(1.0636E+02) 

– 

5.1999E+02 

(1.3382E+02) 

– 

2.0706E+02 

(7.3064E+01) 

- 

2.75E+02 

(5.63E+0I) 

- 

0.00E+00 

(0.00E+00) 

EC 

18 

1.8906E+02 

(1.2561E+02) 

+ 

1.8946E+02 

(1.0338E+02) 

+ 

3.5997E+01 

(8.7118E+00) 

+ 

4.1756E+01 

(1.9445E+01) 

+ 

2.4332E+01 

(2.1179E+00) 

+ 

3.20E+01 

(5.99E+00) 

+ 

1.20E+05 

(1.00E+04) 

EC 

19 

3.2429E+02 

(1.2561E+03) 

– 

1.5976E+02 

(5.6842E+01) 

– 

2.2807E+01 

(3.7669E+00) 

– 

1.7338E+01 

(5.1321E+00) 

- 

1.7406E+01 

(2.4713E+00) 

- 

2.45E+0I 

(3.94E+00) 

- 

0.00E+00 

(0.00E+00) 

EC 

20 

4.3806E+02 

(1.3382E+02) 

– 

3.3382E+02 

(1.2079E+02) 

– 

2.3041E+02 

(1.2312E+02) 

– 

3.2965E+02 

(1.4772E+02) 

– 

1.1412E+02 

(3.5483E+01) 

- 

1.47E+02 

(7.44E+0l) 

- 

0.00E+00 

(0.00E+00) 

EC 

21 

2.5198E+02 

(9.6384E+00) 

+ 

2.3338E+02 

(5.1139E+00) 

+ 

2.0681E+02 

(2.5498E+00) 

+ 

2.7719E+02 

(1.6036E+01) 

+ 

2.2676E+02 

(7.0598E+00) 

+ 

2. 11E+02 

(4.06E+00) 

+ 

4.30E+05 

(3.40E+04) 

EC 

22 

3.3364E+03 

(1.8053E+03) 

+ 

3.1774E+03 

(1.5566E+03) 

+ 

1.7929E+03 

(1.9112E+03) 

+ 

3.2653E+03 

(1.7185E+03) 

+ 

1.5950E+03 

(1.6659E+03) 

+ 

3.65E+02 

(9.24E+02) 

+ 

9.20E+11 

(1.70E+11) 

EC 

23 

4.7956E+02 

(1.1766E+01) 

– 

4.5916E+02 

(8.7508E+00) 

– 

4.3459E+02 

(5.2143E+00) 

- 

5.0490E+02 

(1.5646E+01) 

– 

4.3929E+02 

(6.9001E+00) 

- 

4.34E+02 

8.16E+00 

- 

0.00E+00 

(0.00E+00) 

EC 

24 

5.4197E+02 

(7.6206E+00) 

– 

5.3106E+02 

(7.4577E+00) 

– 

5.0810E+02 

(2.6001E+00) 

- 

5.8374E+02 

(1.6940E+01) 

– 

5.1282E+02 

(5.5948E+00) 

- 

5.06E+02 

(3.85E+00) 

- 

0.00E+00 

(0.00E+00) 

EC 

25 

5.1923E+02 

(3.4820E+01) 

– 

5.0694E+02 

(3.6446E+01) 

– 

4.8281E+02 

(6.4445E+00) 

– 

5.0912E+02 

(3.1226E+01) 

– 

4.8034E+02 

(1.0816E+00) 

- 

4.89E+02 

(2.47E+0l) 

- 

0.00E+00 

(0.00E+00) 

EC 

26 

1.6146E+03 

(1.2169E+02) 

– 

1.4168E+03 

(9.7281E+01) 

– 

5.7211E+02 

(4.0709E+02) 

- 

1.9319E+03 

(2.8632E+02) 

– 

1.2026E+03 

(1.1870E+02) 

- 

7.06E+02 

(4.06E+02) 

- 

0.00E+00 

(0.00E+00) 

F27 
5.5080E+02 

(2.3427E+01) 

+ 

5.4925E+02 

(2.7842E+01) 

+ 

5.3743E+02 

(1.7376E+01) 

+ 

5.4355E+02 

(1.7557E+01) 

+ 

5.2543E+02 

(9.2143E+00) 

+ 

5.22E+02 

(7.75E+00) 

+ 

4.30E+05 

(3.40E+04) 

EC 

28 

4.9185E+02 

(2.0882E+01) 

– 

4.7943E+02 

(2.4173E+01) 

– 

4.7289E+02 

(2.1643E+01) 

– 

4.6481E+02 

(1.5047E+01) 

– 

4.5913E+02 

(1.1904E+01) 

- 

4.67E+02 

(1.79E+0I) 

- 

0.00E+00 

(0.00E+00) 

EC 

29 

4.7761E+02 

(8.0661E+01) 

– 

4.8716E+02 

(1.0502E+02) 

– 

3.6326E+02 

(2.0650E+01) 

– 

4.8938E+02 

(1.1489E+02) 

– 

3.5289E+02 

(9.7796E+00) 

- 

3.47E+02 

(1.97E+0I) 

- 

0.00E+00 

(0.00E+00) 

w/t/l 10/0/19 10/0/19 11/0/18 9/0/20 11/1/17 11/1/17  

 

TABLE XIII. TIME COMPLEXITY ANALYSIS 

Time Complexity T1 T2 TO (avT2 - T1)/T0 

10D 0.164781 0.556989 6.80E-02 5.77E+00 

30D 0.1695 0.627578 6.80E-02 6.74E+00 

50D 0.18455 0.715318 6.80E-02 7.81E+00 

100D 0.24258 0.846715 6.80E-02 8.89E+00 

K. Comparison of ỌMOA with the Winners of CEC2017 

(EC1-EC29) 

The subsection presents a performance comparison 
between the 50D problem size for ỌMOA and other state-of-
art high-performing algorithms, especially those that won the 
CEC2017 competition for real-parameter single objective 
optimization challenges, as shown in Table XII. The last row 
represents the values of a Wilcoxon rank-sum test at an alpha 
value of 0.05. The terms designate the status of the ỌMOA 

against each competing algorithm such that 

( .. .. ) ( .. .. ) / ( .. .. )w mean win t mean tie l mean loss   For an 

algorithm making its first entry, the results show very high 
success [41] shown by Table XII; ỌMOA had remarkably 
shown better performance on most of the complex problems 
considered, as the last row shows. Also, ỌMOA showed better 
performances compared with the winners of the competition 
(competing method, equity, ỌMOA w/t/l), e.g., 
(EBOwithCMAR won 11, equal in 1 and ỌMOA won 17). 

L. Benchmark Design Real Engineering CEC 2020 Single 

Objective Problems 

Eight (8) difficult engineering design-constrained problems 
that exhibit functional inequality and equality constraints are 
considered; compared with state-of-the-art algorithms from 
CEC 2020 real-world optimization issues presented in [42-44]. 
Among the results presented are the experiments’ statistical 
best, mean, median, worst, and standard deviations. Generally, 
all models follow a structure as shown in Eq. (15). 
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min ( )

. . : ( ) 0, 1, ...,

f x

s t g x n mn  
 (11) 

Where f is the fitness, xs’ are the design variables, g is the 
constraint with less than equality (often greater than for 
maximization problems), and n is the number of constraints. 
The conversion of the functional constraint from inequality to 
equality transforms the problem into equation (16). 

 
2

( ) ( ) ( )
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. . 0( . . )

1
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f x f x g xp n n

n

s t i e penalty factor

if g isviolatedn
n if g is satisfiedn





  




 

  (12) 

Where fp (x) is the penalized objective function. High-
performing state-of-the-art algorithms are adopted and 
compared against the design of certain engineering problems 
of  Fig. 18 (a: Welded beam), (b: Pressure Vessel, and c: 
Compression Spring). The constraint violations are 
considered, and the penalty function method is used, which 
often transforms a constrained problem into an unconstrained 
continuous counterpart for ease of implementation. 

 
Fig. 18. Engineering design parameter problems. 

M. Statistical Comparison of Results for Tension / 

Compression Spring Design Problem 

The design problem in Fig 18 (c) aims at reducing the 
weight of the tension/compression spring without 
compromising domain properties like the shear stress, 
frequency wave, and displacement functionalities [45]. The 
control variables are wire diameter (x1), mean coil diameter 
(x2), and the number of coils (x3); the mathematical 
formulation is detailed in [42]. Upon the experiment, ỌMOA 
yielded the most optimal weight compared to the other high-
performing algorithms within a minimal number of function 
evaluations. The result of the compared simulation is shown in 
Table XIV. 

N. Statistical Comparison of the Results for Welded Beam 

Problem 

The welded beam problem Fig. 18 (b) [46] is to minimize 
the cost of construction. The impacting constraints include 
shear stress(𝜏); bending stress in the beam (𝜎); buckling load 

of the bar (Pc); end deflection of the beam (𝛿) and side 
constraints. The decision variables are (1) the thickness of the 
weld (x1), the length of the attached part of bar (x2), the 
height of the bar (x3) and the thickness of the bar (x4). The 
model formulation is given in [42]. And compared simulated 
statistical results in Table XV with parametric results in 
Table XVI. 

TABLE XIV. RESULTS FOR THE TENSION / COMPRESSION SPRING DESIGN 

PROBLEM 

Method Worst Mean Best SD NFEs 

GA1 0,012822 0.012769 0.012704 3.94E − 05 900,000 

GA2 0.012973 0.012742 0.012681 5.90E-05 80000 

CAEP 0. 015116 0. 013568 0. 012721 8. 42E-04 50,020 

CPSO 0.012924 0.012924 0.012674 5.20E-04 240,000 

HPSO 0.012719 0.012707 0.012665 1.58E − 05 81,000 

NM–PSO 0.012633 0.012631 0.01263 8.47E − 07 80,000 

G-QPSO 0.017759 0.013524 0.012665 0.001268 2000 

QPSO 0.018127 0.013854 0.012669 0.001341 2000 

PSO 0.071802 0.019555 0.012857 0.011662 2000 

DE 0.01279 0.012703 0.01267 2.7E − 05 204,800 

DELC 0.012665 0.012665 0.012665 1.3E − 07 20,000 

DEDS 0.012738 0.012669 0.012665 1.3E − 05 24,000 

HEAA 0.012665 0.012665 0.012665 1.4E − 09 24,000 

PSO–DE 0.012665 0.012665 0.012665 1.2E − 08 24,950 

SC 0.016717 0.012922 0.012669 5.9E − 04 25,167 

(μ + λ)-ES NA 0.013165 0.012689 3.9E − 04 30,000 

ABC NA 0.012709 0.012665 1.28E − 02 30,000 

LCA 0.01266667 0.0126654 0.0126652 3.88E − 07 15,000 

WCA 0.012952 0.012746 0.012665 8.06E − 05 11,750 

IGMM 0.0135125 0.0128657 0.0126652 2.56E − 04 4000 

APSO 0.014937 0.013297 0.0127 6.85E − 04 120,000 

MCEO 0.01350901 0.0127196 0.0126605 3.79E − 05 2000 

OMOA 0.01160 0.011241 0.0111090 0.0002354 2000 

TABLE XV. STATISTICAL RESULTS FOR WELDED BEAM PROBLEM 

Method Worst Mean Best SD NFEs 

CAEP 3.179709 1.971809 1.724852 0.443 50,020 

CPSO 1.782143 1.748831 1.7314849 0.0129 240,000 

HPSO 1.814295 1.74904 1.724852 0.0401 81,000 

PSO–DE 1.724852 1.724852 1.724852 6.7E − 16 66,600 

NM–PSO 1.733393 1.726373 1.72472 0.0035 80,000 

SC 6.399678 3.002588 2.385434 0.96 33,095 

DE 1.824105 1.768158 1.733461 0.0221 204,800 

WCA 1.744697 1.726427 1.724856 0.00429 46,450 

LCA 1.7248523 1.7248523 1.7248523 7.11E − 15 15,000 

IGMM 1.74769 1.732152 1.724855 7.14E − 03 8000 

APSO 1.993999 1.877851 1.736193 0.076118 50,000 

MCEO 1.7248732 1.7248621 1.7248523 1.02E − 05 12,500 

ỌMOA 1.6764577 1.622595 1.3534549 0.2390773 60000 
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TABLE XVI. COMPARISONS OF THE BEST SOLUTIONS FOR WELDED BEAM 

DV CAEP HGA NM-PSO WCA IGMM MCEO ỌMOA 

x1 0.2057 0.2057 0.20583 0.205728 0.205729 0.2057296 0.15203 

x2 3.4705 3.4705 3.468338 3.470522 3.470496 3.4704887 8.02626 

x3 9.0366 9.0366 9.036624 9.03662 9.036625 9.0366239 6.08668 

x4 0.2057 0.2057 0.20573 0.205729 0.205730 0.2057296 0.15775 

g1(x) −769.34 −769.34 −770.3698 −0.034128 −771.187 -771.2021 -0.3760+E4 

g2(x) 4.48154 4.48154 −0.053122 −3.49E − 05 −0.05976 -2.88E – 05 -1.83846+E4 

g3(x) −0.2283 −0.2283 −0.228310 −1.19e − 6 −0.228310 -0.228310 -0.00002+E4 

g4(x) 0 0 1.00E − 04 −3.43298 −1e − 6 0 0 

g5(x) 2.60337 2.603347 −0.031555 −0.080728 −0.0319920 -1.85E – 05 -0.0222+E4 

g6(x) −0.0807 −0.08070 −0.080830 −0.23554 −0.08072 -0.08073 0 

g7(x) −3.4332 −3.43321 −3.43316 −0.013503 −3.4329802 -3.43298 -0.0003+E4 

f(x) 1.72457 1.724577 1.724720 1.724856 1.7248552 1.724852 1.622595 

In less than 60000 functional evaluations of 10 runs, 
ỌMOA yielded a mean cost that is the most optimal for the 
welded beam in comparison while obeying the constraints. 

O. Results for Pressure Vessel Design Problem 

The Pressure Vessel Design objective in Fig. 18 (b) [47] is 
to minimize the cost associated with materials, building, and 
welding of a cylindrical vessel with capped ends and a 
hemispherical-shaped head. The impacting variables include 
the shell thickness x(1), the head thickness x(2), the inner 
radius x(3), and the length of the cylindrical section excluding 
the head x(4); the model formulation is given in [42]. 

The yield of ỌMOA on the Pressure Vessel design 
problem produced the best optimal mean value and had a far 
smaller number of function evaluations of Table XVII. 

ỌMOA met all the inequality constraints; best mean fitness 
as shown, followed by MCEO, WCA, and NM-PSO, 
respectively. However, contrary to the large number assigned 
to the penalty using the other algorithms, ỌMOA found better 
results with negligible penalty value for problems of spring 
and welding beam, and even no penalty was applied to vessel 
design. 

TABLE XVII. THE PRESSURE VESSEL DESIGN PROBLEM RESULTS 

Method Worst Mean Best SD NFEs 

GA1 6308.497 6293.8432 6288.7445 7.4133 900,000 

GA2 6469.322 6177.2533 6059.9463 130.9297 80,000 

CPSO 6363.8041 6147.1332 6061.0777 86.45 240,000 

HPSO 6288.677 6099.9323 6059.7143 86.2 81,000 

NM–PSO 5960.0557 5946.7901 5930.3137 9.161 80,000 

G-QPSO 7544.4925 6440.3786 6059.7208 448.4711 8000 

QPSO 8017.2816 6440.3786 6059.7209 479.2671 8000 

PSO 14076.324 8756.6803 6693.7212 1492.567 8000 

CDE 6371.0455 6085.2303 6059.734 43.013 204,800 

WCA 6590.2129 6198.6172 5885.3327 213.049 27,500 

LCA 6090.6114 6070.5884 6059.8553 11.37534 24,000 

IGMM 6061.2868 6060.1598 6059.7143 0.5421 8000 

APSO 7544.49272 6470.71568 6059.7242 326.9688 200,000 

MCEO 6060.3096 6060.0315 6059.7143 1.2532 7500 

ỌMOA 870.8983 848.7333 846.27055 7.7880052 2000 

P. Robot Gripper Problem 

The complexity involved in manipulating the grippers to 
minimize the difference between the minimum and maximum 
forces of the robotic action is ongoing research. Seven design 
variables, geometric properties, with about seven inequality 
constraints, are targeted. The Mathematical formulations are 
found here in [48]. 

 
Fig. 19. Schematics of robotics gripper system. 

Fig. 19 is schematics of the robotic gripper system, and the 
experimental result is shown in Table XVIII. 

TABLE XVIII.  THE STATISTICAL RESULTS OF ROBOTIC GRIPPER 

OPTIMIZATIONS 

Variables (TLBO) AOS ỌMOA 

Best 4.247643634 2.54383686 0.0000000000 

Mean 4.93770095 2.791745357 0.6661765869 

Worst 8.141973 3.14335667 6.4675702717 

Std-Dev 0.56 0.226323642 1.8645193071 

a 150 149.9973899 27.248574186 

b 150 149.880236 150 

c 200 200 200 

d 0 0 0 

e 150 149.9954554 71.18076298 

f 100 100.9429469 300 

t 2.339539113 2.297394124 2.124666881 

g1(x) -28.09283911 -49.99996461 -47.7172 

g2(x) -21.90716089 -5.23E-06 -2.2828 

g3(x) -33.64959994 -49.99996461 -200.6371 

g4(x) -16.35040006 -3.53E-05 150.6371 

g5(x) -79999.998 -79737.112 0 

g6(x) -9.8E-11 -36.02117726 -4.0000 

g7(x) -0.00001 -0.943046876 -0.0200 
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The experimental result of ỌMOA on the gripper problem 
showcases a new optimum as against the optimum global set 
value [42]; also better than the competing algorithms in 
comparison [44]. 

Q. Rolling Element Bearing 

Five design variables that affect the optimal design of a 
rolling bearing with the capacity to carry load efficiently 
amidst nine inequality constraints are considered in the design. 
The mathematical derivations are provided by [42], while we 
show the schematics in Fig. 20. 

 
Fig. 20. Schematics of rolling bearing. 

The result of the experiment is shown in Table XIX. 

TABLE XIX. RESULTS OF ROLLING BEARING AND STATISTIC COMPARISONS 

WITH ỌMOA 

 (TLBO) ABC GWO ALO AOS ỌMOA 

Best 81859.74 
85428.24

95 

85529.08

30 

85546.63

77 

83918.492

93 
6232.0171

29 

Mea

n 

81438.98

7 

85121.75

44 

83395.08

49 

84032.86

36 

82175.212

66 
9468.3133

94 

Wor

st 

80807.85

51 

83859.08

51 

43543.45

08 

73872.81

64 

83826.383

37 

14246.414

60 

Std-

Dev 
0.66 362.57 8224.5 3121.8 23.38511 

2239.4436

27 

Dm 21.42559 125.6599 125.7090 125.718 125 150 

Db 125.7191 21.40862 21.42316 
21.42524

2 
21.875 

10.860427

72 

Z 11 11 11 11 
10.777009

05 

4.5100000

00 

fi 0.515 0.515 0.515 0.515 0.515 
0.5942954

10 

f0 0.515 0.515 0.529322 
0.515170

18 
0.515 

0.5802317

89 

KDmi

n 
0.424266 0.427166 0.420867 

0,454164

6 

0.4761106

18 

0.4000000

00 

KDma

x 
0.633948 0.668849 0.633296 

0.646492

4 

0.6581426

45 

0.6000000

00 

E 0.3 0.3 0.300224 
0.300001

22 
0.3 

0.3000000

00 

e 0.068858 0.071386 0.02 
0.063800

3 
0.02 

0.0200000

00 

Chi 0.799498 0.6 0.619432 
0.610759

2 

0.6182422

02 

0.6000000

00 

With an optimum global set at (25287.918415), the 
experimental result of Table XIX shows that ỌMOA had set a 
better global optimum as it also performed better than the 
competing algorithms  [44]. 

R.  Gas Transmission Compressor Design (GTCD) 

Four variables with one inequality constraint are targeted 
when designing the gas transmission compressor. The work 
[42] provides the mathematical formulation while we show the 
schematics in Fig. 21 and the solutions provided by many 
optimization state-of-the-art to designs. 

 
Fig. 21. Schematic of gas transmission compressor system with design 

variables. 

The results of the comparison for the experiment on GTCD 
are shown in Table XX. 

TABLE XX. RESULTS OF OPTIMIZATION OF GTCD AND STATISTICAL 

OUTCOMES 

Algorithms     
Optimum 

cost 

 x1 x2 x3 x4  

CLPSO 45.8830 1.571778 27.18201 1.45592 3.7381430E+06 

ABC 50.0000 1.185882 24.89145 0.39507 2.9845610E+06 

ACOR 49.6067 1.174456 23.92940 0.37862 2.9671090E+06 

ABC 50.0000 1.207839 24.49319 0.45792 2.9755610E+06 

KH 35.6206 1.092393 31.99460 1.10937 3.4608480E+06 

WOA 49.7095 1.178115 24.72718 0.38796 2.9650350E+06 

HHO 49.9844 1.180801 24.20547 0.39429 2.9650910E+06 

BOA 20.0000 1.000000 20.00000 0.16475 3.1364520E+06 

HGSO 50.0000 1.164785 25.72731 0.35606 2.9689110E+06 

LIACOR 50.0000 1.178480 24.58628 0.38882 2.9648960E+06 

SMO 50.0000 1.178284 24.59259 0.38835 
2.9648954E+06 

 

OMOA 50.0000 1.00000 20.1422 60 9.8081911E+05 

The experimental results show ỌMOA had a set a new 
global optimum than that set by the competition as the global 
optimum is (2.9648954173E+06) [42], with the other 
algorithms as presented in [49]. 

S. Himmelblau's Function 

This nonlinear function has been used to test many novel 
metaheuristic algorithms; it has five main design variables and 
six inequality constraints to be handled, as shown in 
Himmelblau [50]. In Table XXI, we show the results of the 
performances of the metaheuristic algorithms used in 
comparison. 

The experimental result shows that ỌMOA obtained a 
better minimum compared to the competing algorithms and set 
a new global optimum compared to the global presented by 
[42], which is  −3.066554E+04, with the other algorithms as 
presented in [49]. 

T. Multiple Disk Clutch Brake Design Problem 

The design objective is to minimize the mass of the 
multiple disk clutch brake, five decision variables with nine 
nonlinear constraints. The mathematical formulation is given 
in [42]. 
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TABLE XXI. STATISTICAL AND PERFORMANCE OF ALGORITHMS ON THE 

HIMMELBLAU COMPLEX PROBLEM 

Algorith

m 
X1 X2 X3  X4 

OPTIMA

L 

CLPSO 86.3511 34.276 31.279  32.758 −2.99E+04 

ABC 78 
33.272

9 

30.6521

6 

44.3040

2 
36.4902 −3.05E+04 

ACOR 78 33 
30.0480

8 

44.9380

6 
36.7053 −3.06E+04 

ABC 78 33 
30.1961

7 
45 36.3524 −3.06E+04 

KH 
78.9989

2 

33.005

7 

30.6702

1 

43.6357

9 
35.5313 −3.04E+04 

WOA 
79.3603

1 
33 

30.0490

6 

42.5411

0 
37.2748 −3.05E+04 

HHO 78 33 
30.0075

7 

44.9929

7 
36.7473 −3.06E+04 

BOA 78 33 
30.3113

9 

39.5904

9 
31.5837 −3.01E+04 

HGSO 78 33 
3.10983

1 

4.00229

9 
3.62353 −3.03E+04 

LIACO

R 
78 33 

29.9952

6 

45.0000

0 

36.7758

1 
−3.06E+04 

SMO 78 33 29.995  36.7758 −3.06E+04 

ỌMOA 79.8729 43.856 27.078 29.1039 29.1039 -3.19E+04 

 
Fig. 22. The schematic geometric representation of the multiple disc clutch 

design. 

Fig. 22 is schematics geometric representation of the clutch 
disc problem. However, the experimental results are shown in 
Table XXII. 

TABLE XXII. SHOWS THE RESULTS OF THE PERFORMANCE OF 

METAHEURISTIC METHODS ON THE CLUTCH DESIGN PROBLEM 

Algorith

ms 
x1 x2 x3 x4 x5 optimum 

CLPSO 
75.959

32 

97.069

36 

1.0105

8 

909.478

64 

2.0972

3 

0.280152637613

733 

ABC 
69.999

74 

90.000

00 

1.0000

0 

697.479

83 

2.0000

0 

0.235242474598

156 

ACOR 
70.000

00 

90.000

00 

1.0000

0 

718.003

97 

2.0000

0 
0.235242457900

804 

ABC 
70.000

00 

90.000

00 

1.0000

0 

317.170

55 

2.0000

0 
0.235242457900

804 

KH 
70.000

00 

90.000

00 

1.0000

0 

481.079

88 

2.0000

0 

0.235242458886

112 

WOA 
70.000

00 

90.000

00 

1.0000

0 

182.355

43 

2.0000

0 

0.235242457901

052 

HHO 
70.000

00 

90.000

00 

1.0000

0 

304.207

38 

2.0000

0 
0.235242457900

804 

BOA 
67.726

99 

90.000

00 

1.0000

0 

673.069

21 

2.0000

0 

0.248171278270

212 

HGSO 
69.999

45 

90.000

00 

1.0000

0 
8.73600 

2.0000

0 

0.235248138956

563 

LIACOR 
70.000

00 

90.000

00 

1.0000

0 

169.998

45 

2.0000

0 
0.235242457900

804 

SMO 70.000 90.000 1.000 999.99 2.000 0.2352424579 

ỌMOA 80.000 90.005 1.000 1000.0 2.000 0.1250434142 

ỌMOA performed better than ABC, which was reported as 
best at the time of competition report, and others in this design 
problem and further set a much better global optimum than 
benchmarked in [42]; 0.23524245790; with the other 
algorithms as presented in [49]. 

IV. CONCLUSION 

In this work, Ọdịgbo Metaheuristic Optimization 
Algorithm – ỌMOA, a new nature-inspired population-based 
metaphor, was proposed and used in experiments and 
engineering designs with very great performance. The idea 
stemmed from the informal learning pattern and discipleship, 
which is ingrained in the socio-cultural behavior of the 
indigenous peoples - the Ndigbo of a West African tribe is 
presented. The learners cope through practice and observation. 
The experiment conducted considered 30 benchmark 
unconstraint problems, 29 CEC 2017 (50D) real-parameter 
single objective constraint optimization, and about 8 
engineering design constrained problems from CEC 2020; the 
results showed that OMOA had balanced exploitation and 
exploratory capacities with very good convergence time too. 
Comparison to the performance of other well-established state-
of-the-art algorithms depicts the exceptional performance of 
the automata. The significant test also confirms the relative 
efficiency of ỌMOA with t-values and p-values presented in 
Table VIII and summarized in Table IX. The convergence 
time test using the Rastrigin function also shows OMOA had 
better speed than the contender in Table X. The competing 
algorithms were the most award winners in past competitions 
from 2017 till date. In all complex engineering problems 
presented, ỌMOA had performed remarkably well and had, in 
some cases, set new minimum attainable best solutions; Of 
interest are the new values better than the set global optimums 
in some functions and engineering designs (Clutch Disc, 
Himmelblau, GTCD, Rolling Bearing, Robotic Gripper). 

The future direction is to further validate with the most 
recent CECs and design optimization problems in other fields. 
Meanwhile, ỌMOA shows merit to be considered in the 
current state-of-the-art. 
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Abstract—Brain disorders are a significant source of 

economic strain and unfathomable suffering in modern society. 

Imaging techniques help diagnose, monitor and treat mental 

health, neurological, and developmental disorders. To aid in the 

Computer-Aided Diagnosis of brain diseases, deep learning (DL) 

was used for the analysis of neuroimages from modalities 

including Positron Emission Tomography (PET), Structural 

Magnetic Resonance Imaging (SMRI), and functional MRI. In 

this study, a Whale Optimization Algorithm is used with Deep 

Learning to analyse MRI scans for signs of neurological disease. 

WOADL-BDDC may detect and label abnormalities in the brain 

based on an MRI scan. It uses a two-step pre-processing 

procedure, first using guided filtering to get rid of background 

noise and then using U-Net segmentation to get rid of the top of 

the head. QuickNAT, along with RMSProp, is used to segment 

the brain. When analysing data, WOADL-BDDC uses radionics 

to collect information from every layer. When used in a 

convolutional recurrent neural network model, the Whale 

Optimization Algorithm may accurately categorize mental 

illness. WOADL-BDDC is put through its paces using ADNI 3D. 

Compared to state-of-the-art classification results from Vgg16, 

Graph CNN, Modified ResNet18, Non-linear SVM, ResNet50-

SVM, ResNet50-RF, the suggested technique achieved the 

greatest accuracy. It was demonstrated that the suggested model 

is superior to other models for classification from MRI images. 

In simulations, the proposed approach is shown to be effective in 

optimizing hyperparameters with an accuracy of 94.38 % on TR 

set and 94.87% on TS set, Precision of 96.43% on TR set and 

97.62% on TS set, and an F1-Score of 89.35 % and 92.10% on 

TR and TS set, respectively. 

Keywords—Brain disorder detection; magnetic resonance 

imaging; deep learning; convolutional recurrent neural network; 

whale optimization algorithm 

I. INTRODUCTION 

The brain is the management center of the central nervous 
system and is liable for implementing activities all over the 
human body [1, 2]. As in other medical sectors, there exist 
Innovative neuroimaging technologies comprising positron 
emission tomography (PET), and MRI was introduced and 
utilized for identifying Alzheimer's Disease (AD) based 
molecular and structural biomarkers [3,17]. Rapid progression 
in neuroimaging techniques makes them challenging to 
incorporate largescale, higher-dimension multimodal 
neuroimaging datasets [4]. Thus, computer-aided machine 
learning (ML) algorithms for integrative analysis have gained 
considerable interest. To apply this ML approach,Pre-

Processing steps or appropriate architectural design must be 
defined in advance [5]. Generally, a classification study using 
the ML method needs four stages: feature selection, feature 
extraction, feature-based classification algorithm selection, 
and dimensionality reduction [6]. This process requires 
multiple optimization steps and professional knowledge that 
might take considerable time [7]. To conquer this problem, 
deep learning (DL), an emerging field of ML study that uses 
raw neuroimaging information to generate features through 
"on-the-fly" learning, is received significant interest in the 
Area of large-scale, higher-dimension medical imaging 
analysis. DL approaches, like convolution neural networks 
(CNN), have proved to outperform the present ML method [8, 
9]. Compared with conventional ML techniques, the DL 
approach automatically discovers the proper representation 
without specialized knowledge and permits the non-expert to 
utilize DL approaches efficiently. Thus, the DL method has 
rapidly become a method of choice for medical image analysis 
[10]. 

This study progresses a Whale Optimization Algorithm 
with Deep Learning based Brain Disorder Detection and 
Classification (WOADL-BDDC) on MRI images. The 
WOADL-BDDC technique initially performs pre-processing 
in 2 stages: guided filtering (GF) based noise elimination and 
U-Net segmentation-based skull stripping. Besides, the 
QuickNAT with RMSProp optimizer is applied to segment the 
brain parts. For feature extraction, the WOADL-BDDC 
technique performs a radionics approach that separates 
features of all aspects. Finally, the WOA with convolutional 
recurrent neural network (CRNN) model is applied to classify 
brain disorders. The experimental evaluation of the WOADL-
BDDC technique is tested on the ADNI 3D dataset. 

The wide range in tumour size, shape, and location poses a 
significant problem for diagnosing brain tumours. The 
scientific community can benefit from this review since it 
provides a thorough literature on brain tumour detection using 
magnetic resonance imaging. The healthcare sector is unlike 
any other. Regardless of financial constraints, this is a top 
priority area that attracts customers expecting only the best 
service. Given deep learning's track record of success in the 
real world, it should be no surprise that this promising 
technique is already playing a crucial role in medical imaging, 
yielding promising results with high accuracy. The brain is the 
master organ, regulating the functions of every other body 
component. 

*Corresponding Author. 
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Due to the intricacy of size and position variations, 
automated brain tumour recognition in MRI is challenging. 
The pictures produced from MRI scans of the brain are 
processed using proposed statistical, morphological, and 
thresholding methods to detect tumours.Based on our findings, 
we can confidently state that conventional algorithms perform 
admirably for both the number of initial clusters and the 
locations of their centers. Pixel classification becomes difficult 
if these groups shift depending on the parameters you use to 
construct them. As it is, the cluster centroid value is chosen at 
random in the most common fuzzy cluster mean procedure. 
Because of this, it will take longer to get the intended result. 
Radiologists have to spend a lot of time manually segmenting 
and evaluating MRI brain pictures. The segmentation is 
performed using machine learning approaches that are less 
accurate and have a slower calculation speed. Tumor 
categorization and identification using neural network 
methods have been attempted extensively but with mixed 
results. Detection accuracy relies on the segmentation and 
detection algorithms employed. Thus far, current systems need 
to provide better picture quality and precision. 

A convolutional recurrent neural network (CRNN) will be 
employed to categorize the tumors in the picture. Increased 
precision and decreased repetition are the only two benefits of 
this method. 

II. LITERATURE REVIEW 

The authors [11] modeled a deep ensemble learning 
structure to harness DL techniques to tap the 'wisdom of 
experts' and compile multisource data. At the voting layer, two 
sparse AEs were instructed for feature learning to minimize 
the correlation of features and expand the base classifier 
eventually. At the stacking layer, a non-linear feature-
weighted technique related to a DBN was devised to rank the 
base classifiers, which disrupt the conditional independence. 
In [12], the authors intend to formulate an innovative DL 
technique for detecting or productively predicting AD. The 
authors devised densely connected CNNs with a connection-
wise attention system for learning the multilevel attributes of 
brain MRI for AD categorization. The authors employed the 
densely associated NN for deriving multiscale features in pre-
processing images. A connection-wise attention system has 
been implemented for integrating associations among 
attributes from distinct layers. In [13], the authors employ a 
DL-related Granger causality estimation of brain connectivity 
structure. It uses the robustness of LSTM in changing time 
series processing. The authors employ MRI to examine the 
cerebral cortex property and exploit rs-fMRI to analyze the 
function network's graph metric. In [14], the authors establish 
that it is settled well with the multi-task learning method. In 
[15] devised a DL technique for every level of feature 
extracting process and fuzzy hyper-plane related least square 
twin SVM (FLS-TWSVM) for classifying the derived features 
for initial analysis of AD through removing sagittal plane 
slices from 3-D MRI imageries. In [16], an Alzheimer's 
classification and detection method was provided. The BoVW 
method was employed to enhance the efficacy of texture-
related features, like the histogram of gradient, GLCM, and 
scale-invariant feature transform, LBP. 

Brain tumours are notoriously difficult to diagnose 
because of the wide range of tumour sizes, forms, and shapes 
that must be considered during the process [25]. Surgical, 
radiological, and chemotherapeutic options are all on the table 
when a brain tumour diagnosis has been made, and prognoses 
can be formulated based on the tumor's nature and location 
[26]. Therefore, early diagnosis and identification of brain 
tumours aid in treatment planning and patient monitoring. It's 
a vital factor in better treatment and increased survival rates. 
To learn more about tumours, many medical imaging and 
diagnostic methods are performed. It is possible to distinguish 
between usually and abnormally expanding brain cells with 
the aid of imaging techniques like magnetic resonance 
imaging (MRI) and computed tomography (CT)[27]. 
Computed Tomography (CT) scans are utilized for diagnosis 
through X-ray and computer to produce pictures of the 
patient's brain in axial slices [28]. 

According to the systematic literature evaluation, there is 
space for improvement in brain tumour detection. Because 
brain tumours can be any size or shape, current segmentation 
methods need further work before they can be used for 
tumours. The importance of enhancement and segmentation in 
tumour identification stems from their role in addressing the 
shortcomings of current approaches. 

The significance of medical data offered along with 
imaging data can be emphasized by incorporating clinical 
features, including texture-related features, for generating 
hybrid feature vectors. Though several computer-aided 
diagnosis models are existed in the literature to perform the 
brain tumor classification processes, it is required to improve 
the classifier results. Due to the repeated extension of the 
model, the number of parameters of DL models also rises 
rapidly, which leads to model overfitting. So, the WOA 
algorithm is used to select CRNN parameters. Personalized 
image collection based on estimates has been proven to be 
capable of seeing channels during a CT examination, thanks to 
the ongoing development of AI. Significant learning, in 
particular, has demonstrated encouraging outcomes in 
automated planning. It's so good at processing visual 
information that we can now employ neural connections to 
construct meaningful images rather than merely sort them. In 
particular, CRNN Association is well suited for evaluating 
images from channels like CT and X-ray. CRNNs are mainly 
designed to handle photographs better and finish picture 
groups. In this way, CRNNs can approach radiologists' 
accuracy when recognizing crucial elements in CT channels or 
other signature images. 

III. THE PROPOSED WOADL-BDDC MODEL 

In this study, we have established a new WOADL-BDDC 
technique for recognizing brain disorders on MRI images. The 
WOADL-BDDC approach encompasses GF-based noise 
removal, U-Net-based skull stripping, QuickNAT with 
RMSProp-based brain segmentation, radionics feature 
extraction, CRNN classification, and WOA hyperparameter 
tuning. Fig. 1 represents the block diagram of the WOADL-
BDDC system. 
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A. Image Pre-Processing 

A GF is an edge-preserving smoothing light filter. It 
applies edge-preserving smoothing on the image, utilizing the 
content of the secondary image, named a guidance image, to 
impact the filtering. The guidance image could be a 
completely different image or different versions of an image. 
The bilateral filter might filter out texture or noise when 
maintaining sharp edges. A Gaussian operator can compute 
the convolution operator, and a proposal of Gaussian 
smoothening can be made by convolution. The Gaussian 
operator can be defined using the following equations: 

   ( )  
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The optimum smoothening filter for the image can be 
localized in the frequency and spatial domains, where the 
ambiguity relativity can be satisfied as follows [19]: 
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The Gaussian operator in 2D can be represented by: 
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Where   (sigma) signifies the standard deviation (SD) of 
Gaussian and(   ) represents the Cartesian coordinates of the 
image. In medical applications, it serves as an initial phase 
since it identifies path abnormality in the speed, brain, and 
accuracy of diagnoses. It isolates non-brain tissues such as the 
scalp and skull from the brain image. Skull stripping removes 
unwanted components and non-brain anatomy from scanned 
images. There exist five convolution blocks in the 
downsampling route. Currently, there are overall of 1024 
feature maps. Excepting the last block, max pooling with 
stride 22 can be performed after the completion of every block 
for downsampling. The feature map is reduced in size from 
240x240 to 1515. Each up-sampling block initiates by a 
deconvolution layer of stride 22 and filters size 33. 
Consequently, feature map is becoming increasingly popular. 
The two convolution layers in the up-sampling block lower 
the quantity of deconvolution feature map and feature map in 
the encoding route. 

B. Brain Segmentation 

In this work, the QuickNAT carries out the segmentation 
of brain regions with RMSPropoptimizer.QuickNAT is the 
first method that uses an unlabelled neuroimaging dataset with 
auxiliary labels for training and a higher testing speed of the 
FC network for brain segmentation [18]. QuickNAT 
comprises sagittal, coronal, and axial views monitored by a 
view aggregation stage to deduce the last segment. Every 
FCNN is a similar structure and is stimulated by the 
conventional encoding/decoding-based UNet structure with 
skip connection improved with an un-pooling layer. Also, the 
study presents dense links in all the encoding/decoding blocks 
to promote feature re-usability and to help gradient flow, that 
is, the small number of training datasets. A multi-class Dice 
loss and weighted logistic loss can enhance the network. 

 
Fig. 1. Block diagram of WOADL-BDDC system. 

In contrast, it compensates for higher-class imbalanced 
datasets and encourages the accurate assessment of anatomical 
boundaries using a proper weighting system. The two primary 
techniques of QuickNAT are the training method with 
auxiliary labels and the FCNN framework. The trained model 
and code are presented as extensions of MatConvNet for off-
the-shelf usage. 

C. Radiomics Feature Extraction 

For the process of extracting features, the presented 
algorithm will use radionics features. The abovementioned 
features are derived by in-house software, utilizing 
PyRadiomics and python's skit-learn package [19]. Texture, 
intensity, and shape are the three kinds of features that are 
calculated. Twenty-six shape-based and intensity-based 
features can be extracted for all extraction settings (width, 
filter, bin, and contour). With sixteen distinct stages, which 
can be permutations of 2 contours (HGG and Gold), 
bandwidth (2, 4, 8, 16), and two filters (LoG and original) and 
the entire count of derived radionics imaging features was 
1450. 

D. CRNN-Based Brain Disorder Classification 

The CRNN model is applied here to detect and classify 
brain disorders. The study presents the CRNN utilized for 
organizing MRI [20]. Initially, CNN is used for learning 
higher-level feature representation. Next, the CNN-learned 
feature was fed into the Bi-GRU layer for learning the 
temporal correlation data. At last, this feature was provided in 
the FC layer by        function for the outcome of the 
likelihood distribution of distinct classes. In the presented 
method, the convolution RNN has encompassed two BiGRU 
layers (      ) and eight convolution layers (     ). The 
network parameter and architecture are given below: 
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     : The first two stacked convolution layer uses 32 
filters with the stride of (1,1) and receptive field of (3,5). 
Then,    -pooling with the stride of (4,3) decreases the size 
of feature maps. 

     : The subsequent two convolution layers use 64 
filters with a stride of (1,1) and a receptive field of (3,1) and 
are utilized for learning local patterns alongside the frequency 
dimension. It can be    -pooling with the stride of (4,1). 

     : The succeeding pairs of convolution layer applied 
128 filters with a stride of (1,1) and receptive field of (1,5) and 
are utilized for learning local patterns along the time 
dimension. It can subsequently be the    -pooling with the 
stride of (1,3). 

     : The successive two convolution layer uses 256 
filters with a stride of (1,1) and receptive field of (3,3) for 
learning joint time–frequency features. It can subsequently be 
the    -pooling of (2,2) stride. 

      : 2BiGRU layers with 256 cells were utilized for 
temporal summarization, and  he activation function was used. 
The dropout with the possibility of 0:5 is applied to every Bi-
GRU layer to prevent over-fitting. Fig. 2 illustrates the 
framework of CRNN. 

E. Hyperparameter Tuning 

For adjusting the hyperparameters related to the CRNN 
model, the WOA is utilized in this work. WOA is a 
population-based heuristic approach that models the hunting 
strategy of humpback whales [21]. They construct unique 
maneuvers for paralyzing the prey by swimming nearby them 
in a spiral or circle-shaped path. This technique is named the 
bubble-net attack. The hunting behavior can be specified into 
two stages. The initial stage is the exploration phase, where 
the whales randomly seek prey. The next stage is the 
exploitation stage, whereby the whales implement bubble-net 
hunting. The following equation is utilized for mathematically 
modeling these behaviors as follows: 

 ⃗⃗  |     ( )    ( )|  (4) 

  (   )    ( )        (5) 

 
Fig. 2. Framework of CRNN. 

Whereas     represents the best position of the attained 
solution,   characterizes the count of iterations, and the 

constant variables    and    are characterized by: 

               (6) 

           (7) 

Now,    denotes an arbitrary vector amongst [0, 1], and 
variable    is an arbitrary vector utilized for controlling the 
convergence procedure. It can be linearly decreased from two 
to zero through iteration: 

      
 

 
   (8) 

In Eq. (5),   indicates the present iteration, and   shows 

the maximal iteration count of the vector    utilized for 
displaying the transition method amongst the exploratory and 
exploitative actions. 

In WOA, the exploitation stage could be one of 2 models, 
shrinking surroundings or spiral‐shaped methods. During the 
shrinking surrounding model, it is accomplished by reducing 
the value. The spiral path model upgrades the distance betwixt 

the most efficient search agents attained up to this point (   ) 
and searching agents (X), then boosts a novel location for the 
searching agent based on the subsequent as: 

 (   )            (   )    ( ) (9) 

The probabilities value of 0.5 is set as follows: 

  (   )  {
          (   )    ( )      

  ( )            
  (10) 

Whereas   denotes an arbitrary probability value. The 
pseudocode of the proposed model is shown in Algorithm 1. 

Algorithm 1: Overall process of WOADL-BDDC technique 

Input: ADNI 3D Dataset 

Output: Classified images 

Start 

For every image 

do 

Image_Pre-processing (GF_noise, U_Net skull stripping) 

Segment_image() 

QuickNAT mode 

Hyperparameter adjustment using RMSProp Optimizer 

End 

Feature_extraction(radiomics) 

Determine texture, shape, intensity 

Classify() 

Execute CRNN 

Hyperparameter Tuning using WOA 

Execute Exploration stage 

Execute Exploitation stage 

End 

End 
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IV. RESULTS AND DISCUSSION 

The presented WOADL-BDDC system is simulated using 
a Python tool. The results are examined under the ADNI 3D 
dataset [22]. 

 
Fig. 3. (a) Original, (b) Pre-processed, (c) Segmented. 

Fig. 3 visualization of the sample outcomes offered by the 
WOADL-BDDC system. Fig. 3(a) depicts the original brain 
MRI and the pre-processed image is provided in Fig. 3(b). 
Besides, the segmented images by the WOADL-BDDC 
system are shown in Fig. 3(c). 

 
Fig. 4. (a) TR set confusion matrix (b) TS set confusion matrix (c) TR set 

PR-curve (d) TS set PR-curve. 

Fig. 4 determines the classifier results of the WOADL-
BDDC system under the training (TR) set and testing (TS) set. 
Fig. 4(a) represents the confusion matrix offered by the 
WOADL-BDDC model under the TR set. The figure 
symbolized that the WOADL-BDDC model had identified 28, 
51, and 5 instances under CN, MCI, and AD classes. Also, 
Fig. 4(b) describes the confusion matrix offered by the 
WOADL-BDDC methodology under the TS set. The figure 
exemplified that the WOADL-BDDC algorithm has identified 
4, 26, and 7 instances under CN, MCI, and AD classes. 
Fig. 4(c) and 4(d) validate the precision-recall analysis of the 
WOADL-BDDC system under training and TS sets. The 
figures described that the WOADL-BDDC method had 
acquired maximal precision-recall performance under all 
varying classes. 

Table I reports the overall brain disorder classification 
outcomes of the WOADL-BDDC model. Fig. 5 represents a 
brief brain disorder classifier results of the WOADL-BDDC 
model under the TR set. The results indicated that the 
WOADL-BDDC model had shown enhanced results under all 
measures. It is noticed that the WOADL-BDDC model has 
gained an accuracy of 94.38%, percent of 96.43%, sense of 
85.28%, species of 95.93%,          of 89.35%, and FPR of 
4.07%. 

TABLE I. RESULT ANALYSIS OF THE WOADL-BDDC SYSTEM WITH 

DISTINCT MEASURES 

Metrics TR set TS set 

Accuracy 94.38 94.87 

Precision 96.43 97.62 

Sensitivity 85.28 88.89 

Specificity 95.93 94.87 

F1-Score 89.35 92.10 

False Positive Rate 04.07 05.13 

 
Fig. 5. Result in the analysis of the WOADL-BDDC system under the TR 

set. 
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Fig. 6. Result in the analysis of the WOADL-BDDC system under the TS 

set. 

Fig. 6 exemplifies a brief brain disorder classifier results of 
the WOADL-BDDC approach under the TS set. The outcomes 
referred that the WOADL-BDDC process has shown 
enhanced results under all measures. It is observed that the 
WOADL-BDDC system has gained an accuracy of 94.87%, 
percent of 97.62%, sense of 88.89%, species of 94.87%, 
         of 92.10%, and FPR of 5.13%. 

An obvious ROC analysis of the WOADL-BDDC 
approach on the TR set is shown in Fig. 7. The outcomes 
referred to the WOADL-BDDC algorithm have exhibited their 
ability to categorize distinct classes. 

 
Fig. 7. ROC curve of WOADL-BDDC system under TR set. 

 
Fig. 8. ROC curve of WOADL-BDDC system under TS set. 

A detailed ROC analysis of the WOADL-BDDC system 
on the TS set is displayed in Fig. 8. The outcomes stated the 
WOADL-BDDC approach had revealed its capability in 
varying classifier classes. 

The training accuracy (     ) and validation accuracy 
(     ) acquired by the WOADL-BDDC system on the test 
database is depicted in Fig. 9. The simulation value stated that 
the WOADL-BDDC method had reached increased values of 
      and      . In particular, the       looked that greater 
than      . 

The training loss (      ) and validation loss (      ) 
accomplished by the WOADL-BDDC system under the test 
database are displayed in Fig. 10. The simulation value 
pointed out that the WOADL-BDDC system has achieved 
lesser values of        and       . In particular, the        is 
lesser than       . 

 
Fig. 9. Result analysis of WOADL-BDDC system in terms of       and 

     . 

 
Fig. 10. Result Analysis of the WOADL-BDDC model in terms of        and 

      . 
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TABLE II. COMPARATIVE ANALYSIS OF THE WOADL-BDDC SYSTEM 

WITH RECENT SYSTEMS 

Methods Accuracy (%) Specificity (%) 

WOADL-BDDC 94.38 95.93 

Vgg16 90.35 89.50 

Graph CNN 94.00 93.02 

Modified ResNet18 92.81 94.66 

Non-linear SVM 75.58 75.63 

ResNet50-SVM 92.49 87.36 

ResNet50-RF 86.31 79.57 

A comprehensive comparison study of the WOADL-
BDDC model on brain disorder classification is shown in 
Table II [23, 24]. 

Fig. 11 represents a comparative investigation of the 
WOADL-BDDC technique with recent approaches in terms of 
accuracy. The results indicated that the non-linear SVM and 
ResNet50-RF models had attained the least accuracy values of 
75.58% and 86.31%, respectively. Following, the VGG16 has 
shown a slightly enhanced accuracy of 90.35%. In contrast, 
the graph CNN, modified ResNet18, and ResNet50-SVM 
models have reached reasonable accuracy values of 94%, 
92.81%, and 92.49%. Finally, the WOADL-BDDC model has 
obtained promising performance with a higher accuracy of 
94.38%. 

Fig. 12 signifies a comparative investigation of the 
WOADL-BDDC system with current methods in terms of 
species. The outcomes indicated that the non-linear SVM and 
ResNet50-RF approaches had correspondingly accomplished 
the least       values of 75.63% and 79.57%. Next, the 

VGG16 has demonstrated a somewhat improved       of 

89.50%. In contrast, the graph CNN, modified ResNet18, and 
ResNet50-SVM models have reached reasonable       values 

of 93.02, 94.66%, and 87.36%. Finally, the WOADL-BDDC 
methodology has attained promising performance with a 
higher       of 95.93%. 

 
Fig. 11.       analysis of WOADL-BDDC system with recent algorithms. 

 
Fig. 12.       analysis of WOADL-BDDC system with recent algorithms. 

These results confirmed the automated and accurate brain 
disorder classification results of the WOADL-BDDC model. 

V. CONCLUSION 

In this study, we have established a novel WOADL-BDDC 
technique for recognizing brain disorders on MRI images. 
Primarily, the presented WOADL-BDDC technique performs 
pre-processing in two stages: GF-based noise elimination and 
U-Net segmentation-based skull stripping. Besides, the 
QuickNAT with RMSProp optimizer is applied to segment the 
brain parts. For feature extraction, the WOADL-BDDC 
technique performs a radiomics approach that separates 
features of all aspects. Finally, WOA with CRNN model is 
applied for brain disorder classification. The experimental 
evaluation of the WOADL-BDDC technique is tested on 
ADNI 3D dataset. The comprehensive comparison study 
highlighted the adequate performance of the WOADL-BDDC 
technique in different measures. In the future, an ensemble of 
DL-based classifiers can be employed to improve the 
WOADL-BDDC technique's detection performance. 
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Abstract—In Korea, specialized centers are designated for 10 

strategic fields for the purpose of jointly utilizing supercomputer 

resources at the national level. Based on the “National 

Supercomputing Innovation Strategy,” it plans to select 10 

centers in three stages by 2030, and has now completed the 

designation of the first-stage specialized centers in 2022. With the 

second designation in 2024 ahead, it is urgent to review and 

improve the existing designation institution for fairer and more 

effective selection of specialized centers. Therefore, this paper 

analyzed the influence of evaluation items and the influence of 

evaluation items on evaluation results by using logistic regression 

analysis and network centrality analysis to prepare improvement 

plans for the existing evaluation model. As a result of the 

analysis, improvement measures were derived, such as 

subdividing evaluation items with low impact, expanding the 

items, and lowering the allotment of evaluation items with low 

impact. 

Keywords—Supercomputer; specialized center; evaluation 

system; logistic regression model; network centrality analysis 

I. INTRODUCTION 

Korea's supercomputer governance consists of a national 
center, a specialized center, and a unit center. The national 
center secures and operates supercomputing resources, 
supports policy establishment, and manages joint utilization. 
The specialized center performs supercomputing resource 
establishment and operation, basic application research and 
dissemination of results, etc. The unit center is a resource 
independently operated by individual private research institutes 
and companies [1]. Specialized centers maintain their 
qualifications for five years after designation. Currently, 
designation of specialized centers in 7 fields has been 
completed, and by 2028, it will be expanded to 10 fields[2]. 
Recently, the Ministry of Science and ICT announced that it 
would establish the “3rd supercomputer development basic 
plan”(referred to as '3rd Basic Plan'), the top plan for 
supercomputers, and establish a user support system centered 
on specialized centers. Therefore, at the beginning of the "3rd 
Basic Plan", the government should make efforts to improve 
the special center designation institution to ensure fairness, 
effectiveness, and sustainability. As a measure to improve the 
government's evaluation system in the field of science and 
technology, a statistical method using the influence of each 
evaluation item on the evaluation result is widely used [3]. 
Therefore, this paper also presents a plan to improve the 
specialized center designation institution by using the 

evaluation results for the designation of the existing specialized 
center. 

This paper consists of six sections. Sections I and II 
presented an academic value through a qualitative analysis of 
the background, meaning, and source research of this paper. 
Section Ⅲ introduces the function, role, and protection system 
of the supercomputer specialized center, and Section Ⅳ 
explains the methodology of this paper. In Section Ⅴ, a case 
study for improving the evaluation model is conducted and the 
results are gradually presented. Finally, in Section Ⅵ, the 
results were summarized and the viewpoint was straightened 
out, and the final point and pursuit plan of this paper were 
presented. 

II. LITERAURE REVIEW 

Major prior studies are as follows. Hirao (2010) introduced 
projects for the introduction of peta-class next-generation 
supercomputing systems [4], and Hsu (2015) analyzed foreign 
trends for exascale supercomputing development and 
introduced major projects invested in the United States [5]. 
Mitsuhisa (2021) introduced Fugaku's flagship project related 
to Japan's Fugaku supercomputer and presented design details 
such as Fugaku's scale and performance [6]. Savin (2019) 
introduced the supercomputing center community system in 
Russia and mentioned the advantages in terms of energy 
efficiency and the provision, monitoring, and management of 
resources through a shared utilization network. In addition, 
improvement plans were presented through analysis of the 
current status of the Joint Supercomputer Center [7]. Prior 
domestic studies are as follows. Huh (2021) conducted 
research on ways to improve the legal system to vitalize the 
supercomputing ecosystem in Korea. Regarding the 
supercomputer-related law, the „Supercomputer Act‟, problems 
such as the role of related institutions, project costs, mutual 
cooperation system, and consistency with higher-level plans 
were identified, and improvement measures were proposed 
with a focus on policy consistency and effectiveness 
enhancement [8]. Shim (2022) conducted a study to improve 
the evaluation index for selecting a research institute for the 
national R&D project of the Ministry of Land, Infrastructure 
and Transport. Using the evaluation score of each evaluator, 
the evaluation index was determined through an artificial 
neural network, and a method for improving the score 
distribution for each evaluation index was derived using 
logistic regression analysis [9]. Shin (2013) conducted a study 
to prepare improvement plans for local government 
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performance indicators, classified performance indicators by 
characteristics, and applied development procedures that 
considered visions and promotion strategies for each local 
government and key outcomes by function. In addition, 
improvement measures were derived considering desirable 
performance indicator attributes such as relevance, clarity, 
timeliness, reliability, and comparability [10]. Lee (2018) set 
the field and elements for improving the educational 
environment and set the direction of the indicators through a 
del-phi survey by experts for the purpose of developing 
educational environment improvement indicators. As a result 
of the analysis, the indicators for improving the educational 
environment, such as the adequacy of the total floor area of the 
classroom, the adequacy of general school teaching, whether or 
not to secure seismic performance, the deterioration of 
firefighting facilities, and energy consumption, were finally 
determined [11]. Ji (1999) conducted research for the rational 
development of informatization indicators that measure the 
national informatization level. The author first set 
informatization facility indicators, informatization use 
indicators, and informatization support indicators, subdivided 
them into 6 groups, and proposed an informatization 
measurement indicator system consisting of a total of 28 
indicators in consideration of informatization level, reality, and 
applicability aspects[12].Kim (2022) conducted a study on how 
to improve the global cyber security index, which is used to 
diagnose the level of national cyber security development and 
strengthen cyber security capabilities. The author established 
basic principles for the improvement and utilization of the 
Global Cyber Security Index and suggested development plans 
through survey-based SWOT analysis[13]. 

The academic value of this paper is as follows. It is novel 
because no research has been conducted on the improvement of 
evaluation system related to the existing domestic 
supercomputer. Although Huh (2021) conducted a study on 
institutional improvement measures related to supercomputers, 
this paper only examines the appropriateness of the evaluation 
system. Also, research related to the development and 
improvement of existing evaluation system draws conclusions 
using a qualitative method of asking and organizing the 
opinions of experts. However, in this paper, the influence of 
each index of the existing evaluation model was analyzed using 
a statistical method using the actual evaluation result data of 
the evaluation committee, and a comparative analysis was 
performed with the improved evaluation model. Lastly, a 
survey was conducted on the appropriateness of the evaluation 
index targeting the researchers of the specialized center support 
institution that was evaluated, and the fairness of the 
improvement model was added by reflecting the opinions of all 
parties participating in the evaluation. 

III. SUPERCOMPUTER SPECIALIZED CENTER 

A. Definition of Supercomputer Specialist Center 

Supercomputer specialized center defined as an institution 
that possesses expertise for professional use of 
supercomputers, provides specialized services based on 
resources, manpower, and technology specialized in the field, 
conducts research and development, and promotes the use of 
supercomputers. The functions and roles of the specialized 

centers in Table Ⅰ include the establishment and operation of 
supercomputing resources by field, service provision, base 
application research and dissemination of research results, 
large-capacity data management and operation support, and 
human resource training. 

B. Evaluation Institutionfor Designation of Supercomputer 

Specialized Center 

The designation of specialized centers is in accordance with 
the "Operational Guidelines for Designating Supercomputers 
by Field" (referred to as „Operational guidelines‟). The 
Operating guidelines are based on Article 9-2 of the “Act on 
the Promotion and Utilization of Supercomputing” (referred to 
as the „Supercomputer Act‟), which includes the functions and 
roles of specialized centers, designation procedures and 
methods, establishment of operation plans, evaluation of 
operational performance, composition and operation of 
evaluation teams, etc. The designation procedure is shown in 
Fig. 1. First of all, the institutes, universities target 
organizations that can submit applications are central 
administrative agencies, national and public research, private 
companies and organizations with expertise in each field, and 
meet the requirements such as 4 or more supercomputer 
experts and supercomputer possession (1.5 million dollars or 
more). After submitting the application, one institution in each 
field can be designated as a specialized center through the first 
written examination, the holding of a briefing session, and the 
second face-to-face examination. Finally, among institutions 
with a score of 70 or more, the institution with the highest 
score is selected. 

In the evaluation system, the subject of evaluation is the 
evaluation team, and it is made up of 3 or more and 10 private 
experts, including the head. The evaluation team conducts both 
the first and second evaluation, and the main evaluation items 
are shown in Table Ⅱ. The items and indicators were derived 
through the FGI of experts in the related field, and the 
evaluation items include the „Related Performance‟, „Validity 
of operation purpose and plan‟, 'Suitability of center 
manpower‟, etc. 

TABLE I.  FUNCTIONS AND ROLES OF THE SPECIALIZED CENTERS 

 Main Content 

Function 

and Role 

∙ Providing supercomputing services in specialized fields 

∙esearch and development of supercomputing technology and 

application specialized in specialized fields 

∙xpansion of resource sharing through participation in the joint 

utilization system 

Service 

∙stablishment, operation and service of specialized resources 

for each sector centered on 10 strategic fields 

∙tilization support and consulting through field experts 

∙ Community development and education by field 

 
Fig. 1. Specialized center designation procedure. 
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TABLE II.  EVALUATION ITEM AND INDICATOR 

Evaluation item Evaluation indicator points 

Related 

Performance 

Performance ofR&D manpower training 10 

Performance of service, data management and 

research support 
10 

Validity of 

operation purpose 

and plan 

Justification and Necessity of Designation 5 

Challenge and specificity of vision and 

operational goals 
10 

Suitability of goals, project contents, research 

methods, etc. 
10 

Excellence of Expected Performance and 

Utilization Plan 
5 

Center fostering and operation support plan 10 

Suitability of 

center manpower 

Appropriateness of personnel planning and 

organizational composition 
10 

Researcher‟sexpertise 10 

Facility and 

Equipment 

Securing Plan 

Facility, Equipment Status and Expansion Plan 15 

Facility Status and Expansion Plan 5 

Added points Ratio of joint utilization resources 10 

In the specialized center designation institution, the 
evaluation items and indicators for designation are important 
factors in selecting a specialized center representing a specific 
field for the next five years. Regarding the national R&D 
project evaluation system, Lee (2010) also emphasizes the 
effects of the need for improvement of evaluation items and 
indicators, and the preparation of improvement plans using 
evaluation results [14]. Using the actual evaluation result data, 
the appropriateness of new discovery of evaluation items, 
removal of existing items, and adjustment of points allocation 
was proved. Therefore, in this paper, it is necessary to review 
the appropriateness of evaluation items based on the evaluation 
results of the seven specialized centers. 

IV. THEORETICAL BACKGROUND AND METHODOLOGY 

A. Research Procedure 

In many papers such as Ahn(2022), regression analysis, 
AHP, and machine learning analysis are mainly used to 
research measures to improve the evaluation system [15]. The 
analysis results are effective in discovering individual 
improvement factors for evaluation items, and can provide 
intuitive results to researchers. However, evaluation items are 
grouped into various sub-indicators, and due to the nature of 
R&D, the range of evaluation items such as research method, 
content, and research timing is radially intertwined. Therefore, 
it is more effective to discover improvement factors by 
considering the correlation between evaluation items, and in 
this paper, an improvement plan was derived considering the 
result of network centrality analysis to reflect the correlation 
between evaluation items. The research procedure of this paper 
is shown in Fig. 2. First, using logistic regression analysis for 
the existing evaluation model, the influence on the selection 
result for each evaluation item and the appropriateness of the 
points assigned are reviewed. Second, through network 
centrality analysis, the evaluation model improvement plan is 
derived by analyzing the structure and centrality that affect 
evaluation items. Finally, the results are summarized and 
implications are drawn. 

 
Fig. 2. Specialized center designation procedure. 

B. Logistic Regression Model Analysis 

Binary logistic regression analysis is used to estimate the 
relationship between a binary dependent variable (categorical) 
and multiple independent variables to explain the influence of 
the independent variable on the dependent variable or to 
predict the value of the dependent variable for the value of the 
independent variable. It is an analysis technique that regression 
models can generally be expressed as in Equation ( ), and y   
has values of 0 and 1. 

 ̂                        (1) 

As shown in Fig. 3, the regression model can be divided 
into total variance SST (Total Sum of Squares), which means 
the difference between the actual value and the mean, and error 
variance SSE (Error Sum of Squares), which means the 
difference between the actual value and the estimated value, 
and variance by the regression equation SSR (Sum of Squares 
due to Regression). Through these three fluctuation values, the 
coefficient of determination, which means the contribution to 
explain the diversity of the dependent variable, is obtained, and 
the regression coefficient b can be estimated as shown in 
Equation (2) through the least squares method in which the 
variation in error(SSE) is minimized. 

   ∑      ̅      ̅  
    ∑       ̅  

  
    (2) 

In this paper, the selection result was substituted as a 
dependent variable, and „0‟ was set as not selected and „ ‟ as 
selected. Independent variables represent 4 evaluation items 
excluding added points, and were analyzed by standardizing 
them to values between 0 and 1. 

 

Fig. 3. Regression model conceptual diagram. 
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C. Network Centrality Analysis 

Network analysis is an analysis method that analyzes the 
characteristics of relationships that exist between objects 
(nodes). It can visualize a microscopic network of relationships 
by deriving characteristics such as connection strength and 
connection structure between research subjects using nodes and 
links. Network centrality analysis is an analysis method that 
utilizes centrality indicators using the number of connections 
between nodes, distances, and travel routes among various 
measurement indicators [16]. Connectivity centrality, 
proximity centrality, betweenness centrality, and eigenvector 
centrality are typically used as centrality indicators [17]. The 
eigenvector centrality index used in this paper is a method of 
analyzing centrality by weighting the centrality of the other 
node. Characteristically, as shown in Equation (3), the 
maximum eigenvalue λ of the matrix between nodes is used. 

   
 

 
∑                                        (3) 

i,j: Node 

C: Eigenvectorcentrality 

λ : eigenvalue 

α : Connection relationship (connected 1, unconnected 0) 

Nodes mean evaluation items during analysis, and using the 
matrix constructed using the survey results, eigenvalues are 
calculated and eigenvector centrality for evaluation items and 
indicators is estimated [18]. 

V. CASE STUDY 

A. Data 

Data for case studies can be classified into two types. First, 
the data for the logistic regression analysis use the evaluation 
result data of the specialized center evaluation team. The 
evaluation result data uses written evaluation data for 7 fields, 
and uses the evaluation scores written by the evaluation team 
for a total of 15 institutions in 7 fields. The dataset is shown in 
Table Ⅲ. A, B, C, and D were selected as independent 
variables and entered as 0~1 scale. The dependent variable was 
selected as a nominal variable (dummy variable) with two 
values of 0 and 1 depending on whether or not it was selected. 

Next, as data for network centrality analysis, data from an 
online survey targeting 60 people, including executives and 
employees belonging to seven specialized centers, are used. 
The survey items consist of a total of 17 items, including a total 
of 16 items in the Likert scale method and one item in the 
matrix method. 

B. Logistic Regression Analysis Results 

The analysis results of the regression model including all 
evaluation items are shown in Tables Ⅳ and Ⅴ. Table Ⅳ 
shows the Nagelkerke R2 index, which indicates the 
explanatory power of the entire model, and the Hosmer-
Lemeshow index, which is a goodness-of-fit test of the model. 
In the Hosmer-Lemeshow test, the chi-square value indicates 
the degree of agreement between the actual value of the 
dependent variable and the predicted value by the model and 

the smaller the chi-square value, the higher the fitness of the 
model. The extent to which independent variables explained 
the dependent variable was about 24%. Since the value of the 
significance probability p in the goodness of fit of the model 
was larger than 0.05, the null hypothesis was not rejected, so 
the goodness of fit can be considered acceptable. 

Table Ⅴ is the estimation result of the regression coefficient 
of the model. First, if the sign of the regression coefficient β is 
positive (+), the greater the value of the corresponding 
independent variable, the greater the possibility of being 
classified as a selected group representing the dependent 
variable „ ‟, and negative (-) means the opposite case. As a 
result of the analysis, evaluation items A and D are positive 
(+), and the higher the score of evaluation items A and D, the 
higher the possibility of being selected. B and C are negative (-
), and the higher the score, the higher the possibility of not 
being selected. The significance probability is less than 0.05 
for both evaluation items A and D in the 95% confidence 
interval, which can be considered significant, and B and C are 
0.227 and 0.901, respectively, which are greater than 0.05, so it 
can be considered insignificant. Wald is a statistic that verifies 
whether the coefficient value for each covariate is zero. Exp(β) 
represents the odds ratio and means the influence on the 
evaluation result when an evaluation item increases by one 
unit. It can be interpreted that when the score of evaluation 
item A increases by one unit, the probability of being selected 
increases about 20 times. 

TABLE III.  DATASET 

Item Indicator Definition 
Data 

coding 

Independent 

variable 

A Related Performance 

0~1 

(Scale) 

B 
Validity of operation purpose and 

plan 

C Suitability of center manpower 

D 
Facility and Equipment Securing 

Plan 

Dependent 

variable 
Result - 

0, 1 

(Dummy) 

TABLE IV.  ANALYSIS RESULT OF HOSMER-LEMESHOW TEST 

 Chi-square Significance probability Note 

Hosmer-

Lemeshowtest 
8.120 0.422 

Nagelkerke 

R2 :.240 

TABLE V.  ESTIMATION RESULT OF THE REGRESSION COEFFICIENT 

 B S.E, Wald Significance probability Exp(B) 

A 3.014 1.449 4.328 .037 20.378 

B -.846 .700 1.462 .227 .429 

C -.243 1.958 .015 .901 .785 

D 2.698 1.162 5.393 .020 14.849 

Constant -5.741 1.770 10.520 .001 .003 
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As a result of the statistical analysis of Table Ⅵ, it can be 
confirmed that the evaluation items B and C are not 
appropriate in the direction and significance probability 
affecting the evaluation result. In the case of the significance 
probability, it cannot be a factor that absolutely determines the 
validity of the independent variable, but in the case of the 
direction, it can be a factor that can determine the validity of 
the independent variable in consideration of the evaluation 
criteria. Therefore, after excluding the two evaluation items 
with a negative (-) sign, the regression coefficient was re-
estimated, and the re-estimation results are shown in Table VII. 
The regression coefficients of the A and B evaluation items 
showed positive (+) values, and it was confirmed that they 
were somewhat reduced compared to the previous ones. The 
significance probability was statistically significant at the 90% 
confidence interval, and it was confirmed that the influence of 
the evaluation result was somewhat lowered according to the 
odds ratio result. The influence of D on the selection result was 
about 1.6 times greater than that of A. Through this, it is 
necessary to improve evaluation items B and C as a method for 
modifying the model. In order to prepare improvement 
measures, the network centrality analysis results are 
additionally conducted and the two analysis results are 
comprehensively considered. 

TABLE VI.  RESULT OF THE REGRESSION COEFFICIENT ESTIMATION 

 B S.E, Wald Significance Probability Exp(B) 

A 1.638 .918 3.188 .074 5.147 

D 2.102 1.080 3.788 .052 8.184 

Constant -6.297 1.780 12.515 .000 .002 

C. Network Centrality Analysis Result 

The result of visualizing the network for evaluation items is 
shown in Fig. 4. Node A represents relevant performance, node 
B represents the validity of operation purpose and plan, node C 
represents the suitability of center manpower, node D 
represents the facility and equipment securing plan, and node E 
represents the evaluation items for the add points. The size of a 
node increases as the frequency of the node increases, and the 
frequency is determined by the number of choices made by the 
respondent. The link is expressed as a straight line connecting 
the nodes, and the higher the co-occurrence frequency, the 
bolder it is. 

 
Fig. 4. Regression model conceptual diagram. 

As a result of the analysis, the frequency of nodes was 
highest in evaluation item B, which means the validity of the 
operation purpose and plan, followed by D, E, A, and C in 
order. As for the links, the B-D link that connects the validity 
of the operation purpose and plan and the add points evaluation 

items appeared in the thickest form, followed by B-C and D-E 
in that order. In other words, it can be analyzed that the 
strength of the relationship between B-D, B-C, and D-E is 
relatively strong and the strength of the relationship between 
the evaluation items C-A and A-E is relatively weak around 
evaluation item B in the network between evaluation items 
evaluated by the response group. The strength of the 
relationship can be interpreted in various ways, but from the 
perspective of the evaluation system, it can be interpreted in 
two cases. First, the allocation of evaluation items with high 
relationship strength should be relatively higher than those with 
low relationship strength. This is because the higher the 
relationship strength, the greater the effect on the overall 
evaluation scores. Second, it is necessary to distinguish 
between evaluation item groups with high relationship strength 
and evaluation item groups with low relationship strength. If 
the impact on the evaluation results is significantly large due to 
the difference in relationship strength, it may be appropriate to 
classify or exclude groups of evaluation items. Therefore, in 
this paper, when considering the improvement of the overall 
evaluation system, the relationship strength was used as a basis 
for adjusting the evaluation item. In order to analyze the 
quantitative influence of each evaluation item in the network, 
the centrality value is used, and the eigenvector centrality 
value, which considers the centrality value of other related 
evaluation items among the centrality values, was estimated. 
The results of the eigenvector centrality analysis for the 
evaluation items are shown in Table Ⅶ. The evaluation item 
with the greatest eigenvector centrality is B (0.572), followed 
by D (0.550), E (0.393), C (0.355), and A (0.300) in that order 
appears. In the quantitative analysis results, the centrality 
values of evaluation items B and D were relatively high, and E, 
C, and A were low. 

TABLE VII.  EIGENVECTOR CENTRALITY 

 
A B C D E 

Eigenvector centrality 

value 
0.300 0.572 0.355 0.550 0.393 

Based on the analysis results, it can be divided into two 
groups according to the size of the centrality value. It can be 
divided into two groups: B, D, E, C, and A. When improving 
the evaluation system, it is appropriate to increase the score for 
the group with high relationship strength and to adjust the score 
for the group with low relationship strength. 

The comprehensive improvement plan for the evaluation 
model, including the result of network centrality analysis, was 
determined by segmentation of evaluation item B. The reason 
for this decision is: First, it was derived as the most influential 
indicator in the model as a result of network centrality analysis, 
while being an object that needs improvement according to the 
results of regression analysis. Second, in the case of evaluation 
items B and D, the centrality value is similar, but the score of B 
is twice as high, so it is necessary to adjust the score of 
evaluation item B downward. Third, evaluation item B has the 
largest number of sub-indicators, so there is a limit to 
representing all the characteristics of sub-indicators. Fourth, in 
the case of improvement evaluation item C according to the 
results of regression analysis, it is appropriate to improve B 
evaluation item first because it has a low influence on other 
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evaluation items and is clearly classified as a group with B 
evaluation item. Therefore, this paper subdivided evaluation 
item B into two evaluation items. B1 is 'Challenge and 
specificity of vision and operational goals', 'Excellence of 
Expected Performance and Utilization Plan', B2 is 'Justification 
and Necessity of Designation', 'Suitability of goals, project 
contents, research methods, etc.', 'Center It was grouped under 
'fostering and operation support plan'. For the improved model, 
logistic regression analysis is re-executed to examine the 
validity of the improvement. 

D. Improvement Model Evaluation 

The analysis results for the improvement model are shown 
in Tables Ⅷ and Ⅸ. Through the Nagelkerke R2 index and 
the Hosmer-Lemeshow, a goodness-of-fit test of the model, the 
degree of explanation of the dependent variable by independent 
variables was about 33.6%, which was about 12% improved. 
As for the goodness of fit of the model, the value of the 
significance probability p was greater than 0.05, so the 
improved model also did not reject the null hypothesis. 

TABLE VIII.  ANALYSIS RESULT OF HOSMER-LEMESHOWTEST 

 Chi square 
Significance 

Probability 
Note 

Hosmer-

LemeshowTest 
5.772 0.673 

Nagelkerke R2 

:.336 

Table Ⅸ is the estimation result of the regression 
coefficient of the improvement model. As a result of the 
analysis, all evaluation items are positive (+), and the higher 
the score, the higher the possibility of being selected. As for 
the level of significance, A, C, and D evaluation items were 
found to be significant at 95% confidence interval. B1 and B2 
were found to be insignificant, but it was confirmed that they 
were greatly improved compared to the existing model. In 
addition, Exp(β) was similar for all evaluation items within 
1.349 to 1.466, and the influence of B1 and B2 also increased 
by three major levels compared to the value of 0.429 in the 
existing model. 

TABLE IX.  ESTIMATION RESULT OF THE REGRESSION COEFFICIENT 

 B S.E. Wald Significance Probability Exp(B) 

A .369 .189 3.814 .050 1.446 

B1 .365 .246 2.201 .138 1.440 

B2 .359 .195 3.381 .066 1.432 

C .383 .128 8.866 .003 1.466 

D .300 .104 8.234 .004 1.349 

Constant -22.980 6.606 12.102 .001 .000 

VI. CONCLUSION 

This paper identified problems in which the initial 
evaluation items and points assigned in the national 
supercomputer specialized center designation evaluation 
institution were consistently applied until the end of the 
project, and proposed a sustainable evaluation model 
improvement plan using evaluation result data. The difference 
from previous studies is that a network centrality analysis was 

newly performed to quantitatively analyze the strength of the 
relationship between evaluation items, and it was reflected in 
the improvement of evaluation items and indicators. As a result 
of the analysis, it was confirmed that the improvement plan of 
regrouping and subdividing the evaluation items using the 
eigenvector for the evaluation items was appropriate. It is 
expected that the results of this thesis will be used to 
continuously improve the designation institution and that 
excellent specialized centers will be selected. 

The limitations of this thesis are that it has not been able to 
secure a lot of evaluation result data because many specialized 
centers have not yet been designated, and the effect of the 
improvement model has been proven only through statistical 
analysis. Therefore, in the 2023 second specialized center 
designation stage, plans are being established to apply the 
improved model in consultation with government agencies and 
re-verify the effect using the evaluation result data. 
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Abstract—Time series analysis is the process of evaluating 

sequential data to extract meaningful statistics. In the current 

era, organizations rely greatly on data analysis to solve and 

predict possible answers to a specific problem. These predictions 

help greatly in decision-making. In time series problems, the data 

is used to train the different machine and deep learning models. 

The models train on provided data displays particular outcomes. 

These outcomes anticipate possible solutions. In this paper, the 

two most effective Python models LSTM (Long Short Term 

Memory Loss) and ARIMA (Autoregressive integrated moving 

average) are used. These are the two most recommended models 

while dealing with Time series forecasting. The selected dataset is 

from Mulkia Gulf Real Estate available at MarketWatch. The 

main objective of this research paper is to study and compare the 

results of the two models used and determine which one is the 

best-suited model for that particular type of prediction. However, 

these are widely used models but the focus point of this research 

is determining the performance variance between these two 

models. LSTM became famous in 1997 as a training model that 

can remember patterns based on previous data while ARIMA is 

famous for forecasting variables of interest using a linear 

combination of previous values of the variable. The findings state 

that ARIMA is better for time series forecasting than LSTM 

based on the mean average of the basic evaluation parameters. 

Keywords—Stock analysis; machine learning; deep learning; 

time series; ARIMA; LSTM 

I. INTRODUCTION 

Time series is a time-dependent dataset, which means that 
the values are obtained in specific intervals of time.  Usually, 
the values are taken at regular intervals, but the sampling 
could be irregular [4]. If a time series has a definite pattern, 
then any value of the series should be a function of previous 
values. Time series models differ from others in the way it 
predicts. With the advancement of information technology, 
now there are many more ways to collect time series data. A 
time series model uses a lag value of the target variable and 
uses it as a predictor variable, whereas traditional models use 
other variables as predictors. Time series analysis is the 
process of extracting output from time series data using 
different techniques. One of the famous types of time series 
analysis is Time series forecasting. In time series forecasting, 
the results are the predicted outputs from the trained models. 
There are many forecasting models available. In this research, 
LSTM and ARIMA models are used. 

A general LSTM model has a cell; each cell has three 
parts, i.e. Forget gate, Input Gate and Output Gate. The states 
are affected by both past states and current input with 
feedback connections. LSTM models are able to learn long-
term dependencies with feedback connections. LSTM can be 
single or multilayered models, the functionality differs for 

both. They are preferred because they hold information for a 
long time by default. ARIMA forecasts temporal dependencies 
using only historical values. These models help to gain better 
insights into the data and predict future trends. It works by 
stationarising the series, means studying the correlation of the 
values and check its residual diagnosis ACF and PACF plots. 

A number of forecasting problems can be solved using 
LSTM and ARIMA models. Although, the models have been 
used for prediction in the past (21) 19 18 12, but the goal of 
this research is to elaborate the differences between the 
outcomes that these models provides. The key point is 
understanding how well one model performs than the other 
when trained on same datasets. The evaluation of these models 
is done based standard evaluation parameters (MAE, MSE, R 
recall, etc.). The graphs included will also help in determining 
which model is best for doing time series for stock price 
prediction. 

II. REVIEW OF RELATED LITERATURE 

The time series is the set of quantitative observations 
arranged in chronological order. Time series analysis has 
attracted a lot of attention in the past three decades [1]. In the 
past, it is generally believed that time can be a continuous or 
discontinuous variable and no comparison exists between the 
dependent variables [2]. Time series have always been used in 
the field of econometrics. Jan Tinbergen (1939) devised the 
first time series econometric model. He also started the 
scientific research program on the basis of experienced 
econometrics. At that time, it was hardly considered that 
chronologically ordered observations might depend on each 
other. The dominating assumption was that, according to the 
classical linear regression model, the surplus of the estimated 
equations is randomly determined and is independent of each 
other [3]. 

The fundamental goal of building a time series model is 
the same as building a precision model that provides a value 
nearly equal to the values present in the series. From a 
statistical point of view, time series are the recordings of 
aleatory processes which vary over time. The most 
distinguishing feature of time series is that the distribution of 
observation at a specific point conditional on the previous 
value of the series depends on the outcome of those previous 
observations, simply making the outcomes independent. The 
recordings can be a continuous pattern or a set of discrete 
values. There are two main types of time series patterns that 
exist, stationary and non-stationary. Stationary time series 
values have statistical properties and moments while non-
stationary values are simple recordings with changing 
statistical properties. Both types of series can be used in time 
series forecasting models [5] [6]. 
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Time series forecasting model building is done based on 
the type of dataset used to train models. Stationary datasets are 
easier to train for prediction than non-stationary datasets. In 
fact, it is a necessity to convert a non-stationary dataset into a 
stationary dataset [7]. Models easily understood stationary 
datasets and extract information more efficiently from them. 
There are certain methods devised to convert non-stationary 
datasets into stationary datasets [8]. The popular methods are 
the Hilbert-Hhuang transform, Fourier transform, Dicky 
Fuller, etc. Hilbert Hhuang method is specially developed for 
analyzing non-linear and non-stationary data [9]. 

Naturally, people’s habit of forecasting and making 
predictions is immemorial. Simply forecasting is the name of 
predicting outcomes of a plan, but in python, the forecasting is 
done using datasets available and training them using in-built 
functions.  Using time series forecasting is the process of 
finding possible values for anything using a known data 
set.  Time series is a popular technique in the current era to 
solve all types of problems, predicting directly affects the 
decisions and escort towards clearer imagination. Time series 
forecasting can be done using both machine learning and deep 
learning models. The models are different based on their 
working specifications [10]. 

There are numerous models in python that serve the 
purpose of predicting values. Supervised machine learning 
models and deep neural networks are used for 
prognostications. Supervised machine learning empowers 
systems with the ability to learn automatically from the data 
and get better outcomes with experience without being 
explicitly programmed [11]. Similarly, deep networks have 
applications in many areas of life including prediction, 
detection, creation, etc. Deep neural networks model provide 
better forecasts as compared to machine learning models. 
When dealing with real world’s problems shallow neural 
networks need to be sufficiently expressive to predict the task 
optimally while deep neural networks (DNNs) have been 
proposed as a way of producing more predictive models [12]. 
These models are sequences of layers in which each layer uses 
a linear transformation function. When the layers are 
combined, it constructs a deep neural model. As many 
functions are included, that automatically enhances the 
models’ prediction ability. 

These models have complex backgrounds and seem 
difficult to build. With the passage of time, there came a great 
evolution and now these models are readily present in python 
libraries. Python has libraries with inbuilt forecasting models 
that can be used to do predictions. LSTM and ARIMA are the 
two most influential and long-established models. Models are 
used considering the characteristics of the encountered 
problem. A traditional LSTM is a sub-type of RNN model that 
saves previous sequential data as temporal pieces of 
information [13], [14], [15]. 

A general LSTM model comprises the cell; each cell has 
three parts, i.e. Forget gate, Input Gate and Output Gate. 
These states are affected by both past states and current input 
with feedback connections. A standard recurrent cell consists 
of Sigma and Tanh cells. Each memory cell in LSTM has 
recurrently self-connected linear unit LSTM. These linear 

units are called CEC (Constant Error Council). The 
architecture of LSTM permits it to bridge huge time lags 
between relevant input events of almost 1000 steps and more. 
This method is used in the processing of time-series data, in 
prediction, as well as in the classification of data. 

LSTM models work efficiently and have been widely used 
in various kinds of tasks. The activation function in the output 
layer determines in which direction the training will lead here 
[16], [17]. 

ARIMA (autoregressive integrated moving average) is also 
a sub-type of RNN networks and has proven immensely useful 
for prediction [18], [19], and [20]. They have been studied 
thoroughly and remodeling has been done on ARIMA 
processes. These models were popularized by George Box and 
Gwilym Jenkins [21]. That's why ARIMA processes are 
sometimes known as Box-Jenkins models. They effectively 
put together everything in a comprehensive manner and the 
relevant information required to understand and use univariate 
ARIMA processes. ARIMA models have gained popularity 
because they can very accurately do short-term forecasts. 
Sometimes there is some information that cannot be extracted 
through regression, so ARIMA is used to capture this 
additional information. In these models, autocorrelation and 
partial autocorrelation functions are used, as basic 
instruments, to identify the stationarity of time series [22]. 
Both LSTM and ARIMA models have their own specific 
functionalities and their own advantages and disadvantages. 

The previous studies showcase the use of ARIMA and 
LSTM models in different industries. The use of these models 
is common in finance and commerce markets but they cannot 
be seen used in trading markets. The literature gives insights 
that use of LSTM and ARIMA models in prediction problems 
is very limited. The research is done to discuss the results of 
implementation of these two models and evaluating the 
performance models when they are trained on same dataset. 
The results helps estimate which model is more useful for 
stock exchange prediction. 

III. METHODOLOGY 

Time series forecasting is used to deal with a surprisingly 
vast set of problems. There are different techniques available 
to implement time series forecasting, each differs slightly but 
affects greatly. The process consists of five major steps. As in 
this paper, High Price prediction is being done using two 
different models (i.e. LSTM and ARIMA). This five-step 
methodology is used to implement these two models. 
Although the general working of all five models is identical, it 
varies greatly according to the technicalities used in each 
model. 

Fig. 1 shows the general methodology steps which are 
explained, respectively. 

 
Fig. 1. General methodology flowchart. 
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A. Understand the Problem 

As mentioned earlier, time series data is used to deal with 
lots of problems. Time series forecasting is the type where 
certain solutions are speculated by training previous data. The 
solutions are; predicting stock market reach at a certain time, 
estimating survey results based on previous data, weather 
prediction at a certain date, etc. it is important to build a model 
keeping in view the nature of the problem you are dealing 
with. Explore the models that can be used according to the 
given problem. In addition to understanding models, 
thoroughly understand the techniques used to implement these 
models in order to choose the best according to the problem. 

The purpose of this research is to build two different time 
series forecasting models in order to proclaim which is the 
best model for predicting high prices. To do so, there are two 
best-performing models (LSTM & ARIMA) that have been 
working exceptionally well while dealing with prediction 
problems. 

B. Data Gathering / Pre-processing 

After understanding the nature of the problem, the next 
step is to determine the type of data needed in order to train 
the models. The data should be the cross-sectional type of 
data. This type has one dependable variable that confides in 
numerous independent variables. In such data types, the small-
scale or aggregate entity is observed at different points in 
time. In a nutshell, this is the data of different entities 
collected at the same time. 

In this paper, data from Mulkia Gulf Real Estate from 
Saudi Exchange datasets are used. The data is extensive to 
cause models to overfit, so certain sheets (i.e. Fig. 2; sheet 1 & 
Fig. 3; sheet 7) are chosen to train models. It is a cross-section 
of data perfectly meeting the criteria of the needed data. The 
purpose of using this data is because the data possess 
similarities that are consonant with the prediction problem. 
After training models on this data the trained model can be 
used to predict the high price value. This data accurately 
meets the criteria of needed data to predict the highest price 
value. 

After data has been selected, the next step is to pre-process 
this data. As mentioned earlier, the data type used is non-
stationary and cross-sectional data. The models used can train 
on stationary data more efficiently, so it is necessary to 
convert this data into stationary data. There are certain 
methods available to convert non-stationary data into 
stationary. ADF (Argumented Dicky Fuller) method is used to 
transform the data into non-stationary. In python, ADF can be 
imported from the Stats model library as 
statsmodels.tsa.stattools.adfullers. 

C. Exploratory Analysis 

Exploratory analysis is the process of analyzing the 
relationships between variables that exist in raw data. These 
initial relationships help to understand the nature of the data 
and how accurately the desired information will be extracted 
from it. It's mandatory to do exploratory analysis independent 
of the type of problem, it's mandatory to explore the data first. 
It's also called preliminary analysis of data, where you plot the 
data in its original form to find certain structures. When 

preliminary analysis is done, check the validity of measures, 
and point out any outliners. It also helps in examining the 
weightage of different variables to evaluate the effectiveness 
of certain manipulative variables, etc. The major thing that 
should be implemented while doing preliminary analysis is 
cleaning disrupted data, checking the data for null values, etc. 

Fig. 4 shows that the data has been scaled properly and is 
ready to train for the prediction models. It also shows the 
regression patterns of various variables alongside dates. 

D. Choosing Libraries and Training Models 

In Python, there are thousands of libraries and in-build 
models available that deal with machine learning and deep 
learning problems. Python libraries are a set of specific 
functions put together in a single file. The purpose to make 
these libraries is to assist coders in doing obvious steps. There 
is a whole set of libraries available for different domains of 
artificial intelligence. The problem explained in this research 
paper is time series forecasting, which is a type of machine 
learning and deep learning problem. The libraries which come 
in handy while dealing with such problems are sklearn, 
tensorflow, numpy, etc. 

 
Fig. 2. Mulkia gulf real estate from Saudi exchange sheet 1. 

 
Fig. 3. Mulkia gulf real estate from Saudi exchange sheet 7. 

 
Fig. 4. Exploratory analysis. 
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Fig. 5. Basic deep learning neural network. 

These libraries are designed according to a specific set of 
rules that fit their receptive type of problem. For preprocessing 
of this data; numpy, sklearn, tensorflow, and keras are used. 
Similarly, there are some in-built forecasting models that are 
available in python. Use these models suitably for respective 
problems. The models serve specific purposes; they have been 
created according to some mathematical ordinances. 
According to the problem type choose these rules and embed 
them into deep learning models. A typical deep learning 
model consists of an input layer, multiple hidden layers 
(where most of the work is done), and the output layer. Fig. 5 
shows the general representation of a deep learning neural 
network model. 

Now keeping in view the nature of the problem, use LSTM 
and Auto-Regressive models. 

E. Evaluating Models 

Evaluation is done by measuring evaluation parameters. 
The three basic parameters that are used in measuring a neural 
model’s reliability in time series forecasting problems are 
Accuracy, Precision, and Recall. In addition to these 
parameters, some auxiliary parameters are available to 
evaluate regression results. The added parameters are MSE 
(Mean Square Error), MAE (Mean Absolute error), MAPE 
(Mean Absolute percentage), and MDAPE (Median Absolute 
Error Average and Percentage). These metrics collectively 
help provide an explanation regarding the mistakes made 
unknowingly. 

IV. IMPLEMENTING TIME SERIES MODELS 

In this research paper, the two best time series forecasting 
models are used that are already available in python. These 
models will be trained on two datasets from Mulkia Gulf Real 
Estate from Saudi Exchange. Sheet 1 & Sheet 7 of these 
datasets will be used to train the models. The aim is to 
determine which model is the best model for respective 
targeted industry. The problem is predicting the highest profits 
values. The trained models will be attested, and finding will be 
evaluates based on evaluation parameters to get exquisite 
results. The general methodology explained above will be 
followed. The models are embedded one by one into the 
neural networks. After embedding the models, the pre-
processed datasets will be provided and will run in the code 
for the training of models. The general method proposed to 
train the models is nearly identical. They only differentiate 
based on the functionality attributes, and the technical 

differences, i.e. number of hidden layers used, the evaluation 
parameters used, and the dataset preparations, the working 
background. Detailed information on these python models is 
provided below. 

A. Long Short-Term Memory Loss (LSTM) 

As the prediction model should remember long-lasting 
events from part, LSTM is the first choice to use in this paper. 
LSTM is an inbuilt python function that can be imported from 
TensorFlow. LSTM is the branch of recurring neural 
networks. It was seen that there weren’t any RNN structures 
that can do backpropagation of long intervals, so to solve such 
difficulties LSTM was proposed. LSTM has two gate unit 
cells that open and close to the information flow within each 
memory cell, i.e. Packs of information between time lags [23]. 
It requires the data used to be in a definite shape. The 
dimension should be equivalent, and the data should be 
properly cleaned, integrated, and scaled. The commonly used 
activation functions for LSTM-based regression problems are 
Sigmoid and Tanh. Tanh has proven to be very effective in 
dealing with vanishing gradients. 

The functioning of the LSTM model is explained in Fig. 6. 

 
Fig. 6. Flowchart for LSTM working. 

As said earlier, LSTM has the ability to remember 
information for the long term. This is done by remembering 
the previous output and combining it with the current one. To 
understand the working of LSTMs better, there is a need to 
fathom the mathematics behind them. 

Divide the working of LSTM neural networks into four 
stages. In the first stage, the model decides whether to forget 
or remember information in the previous cell. This value is 
decided by doing the following calculation: 

Forgetting value f t= σ [ Wf (ht−1,Xt) +bf ] 

Where σ is the activation used in the input layer, Wf and Bf 
are the weight and bias vectors, ht−1 is the output at time t-1, 
and Xt is the input vector at time t. If the forgetting value is 
equal to zero then this means that the previous value has been 
forgotten. 

In the second stage, the model decides which value will 
get stored in the next cell state. To do so, sigmoid and tanh 
layers are used. The sigmoid layer chooses the pieces of 
information which need to be updated, and the layers decide 
on a second option value. By combing these two values, the 
models create new values to update the cell state. The formula 
to calculate sigmoid and tanh values are: 
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Input gate value it = σ (Wi· [ht−1, Xt] +bi) 

Updated value Ct = tanh (WC· [ht−1, Xt]+bC) 
σ represents the sigmoid-shaped function, it is the input 

gate value and C is the updated value at time t. 

In the third stage, the new cell state NCt is obtained using 
ft and its value. The equation below shows how to calculate 
this NCt value, 

Ct = ft  [Ct−1+it ]e 

In the final stage of LSTM, it is determined which value 
will get considers as output. Use the sigmoid equation to 
determine which cell state will be the output; the value is 
processed through tanh to get a value between 1 and -1. 

The inbuild model present in python work is according to 
the above-explained structure. The models can be improved 
further by choosing the correct values of weights and bias 
values, activation functions, and the number of hidden layers. 

B. Autoregressive Integrated Moving Average (ARIMA) 

ARIMA forecasts temporal dependencies using only 
historical values. The data used for Autoregressive models are 
prepared differently from LSTM. In addition to necessary 
preprocessing steps, the AR model’s data needs to be 
stationary. Simply put, data is stationary when its numeric 
properties do not change over time. From a mathematical 
perspective, it refers to the data whose Mean and Variance 
will not depend on time. If the data doesn’t meet the properties 
of the stationary dataset, you can do a series transformation to 
make it stationary. 

ARIMA model is a combination of two models 
Autoregressive (AR) and Moving Average (MA), integration 
(I) is applied at least once to make the data set stationary. 

In the AR part of the model future values are predicted 
using the lags from the data values. The general equation AR 
model is: 

  ( )       ∑        

 

   

 

The Moving Average is the part of the model where value 
is forecasted using the forecasting error differences is 
calculated while making predictions. The general form of MA 
equations is: 

     ∑      

 

   

 

Prediction is done by combining all three orders and 
getting an estimation of how to quickly fit the model. Some 
standard denotations are used to represent the above three, i.e. 
p, d, and q; ―p‖ is the number of observations included in the 
model, ―d‖ is the number of times differentiating the raw 
observations, ―q‖ is the number of moving average size. To 
find these parameters, first fetch a Correlation and Partial 
Correlational graph from the dataset. 

 
Fig. 7. Autocorrelation graph of sheet 1 data. 

 
Fig. 8. Autocorrelation graph of sheet 7 data. 

Fig. 7 and 8 can be used to roughly estimate the value of p, 
d, and q. The integer value of p can be obtained from the cut-
off edge points of PAC graphs. Similarly, the value of q can 
be obtained using an AC graph. If the graph does not represent 
steady cut-off points, use in-built PACF and CAF functions. 

Fig. 9 shows how the ARIMA works and on which 
parameters its working can be evaluated. 

 
Fig. 9. Flowchart for ARIMA working. 
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V. EVALUATION PARAMETERS FOR MODEL’S 

PERFORMANCE 

Taking note of the significance of time series models, it is 
very important to examine the results of these models. For 
specific industries, the targeted values of forecasting models 
are the milestones for making decisions [9]. Artificial 
intelligence learning models are always trained using real-
world data. They are prepared to use for actual problems, so 
they are usually tested using the same type of data. 

Keeping in view the importance of time series models, 
scientists have devised a number of ways to test the audacity 
of the models used. In this part, the performance parameters 
the will be used to evaluate the models will be discussed, and 
how best model among them will be picked. Following are the 
parameters used for testing model's prediction validation. 

A. R Square Score - R2 Score  

It's a statistical value that is used in a prediction model to 
find the extent of difference between dependent variables that 
can be made sense of by the independent factor. In simple 
words, R2 is how well the testing data fits the trained 
regression model. The general formula used to calculate the 
R2 score of the training models is. 

R2 = 1- sum of squares due to regressions total sum of 
squares 

The R2 score can only be calculated for both. The R2 
values for both models are displayed in Table I. 

TABLE I. R2 VALUES 

R2 Score LSTM ARIMA 

Sheet 1 -0.2142 0.826684 

Sheet 7 -0.3214 0.7389812 

B. Mean Square Error - MSE 

It is the mean square of differences between the trained 
model values and tested values. It squares the values of the 
differences in order to remove the negative sign and increase 
the weight of the larger values. The formula used to calculate 
the MSE is 

MSE = ∑ (Xt - X’t) 2n 

n = Number of items forecasted 

t = Time period values 

X = actual values of the dependable variable (In the case, 
actual values of the highest prices) 

X’ = Prediction values of the dependable Variable 

In order to estimate the performance of the model, 
calculate MSE, the smaller a value is the better the model 
prediction. The MSE value for the ARIMA model (Sheet 1 & 
Sheet 2; 0.033151 and 0.015704). 

C. Root Mean Square Error - RMSE 

RMSE is obtained by taking the square root of MSE 
equations. Root square is added in order to return the MSE 
value to become consistent, not compromising the ability to 

penalize error. There are certain models that contain 
inconsistent but larger errors. To calculate the possibility of 
occurring such an error, compare RMSE with MAE to see if 
such errors are present. The RMSE value for LSTM is (Sheet 
1 & Sheet 2; 0.088/0.474 and 0.130/0.232). 

D. Mean Absolute Error - MAE 

It is the mean of the absolute difference between the 
observed value, and the real observation value. In other words, 
it tells how much larger the difference between actual and 
predicted values which can be expected from the model. The 
smaller the value of MAE, the better the model will work. If 
the value is zero, the model can predict future values 
accurately. Models are compared on the basis of MAE values 
such as; a model with a smaller MAE will be considered best 
among all. MAE simply calculates the error; it can’t identify 
the weightage of individual values. The general equation used 
to measure MAE is: 

MAE = ∑ (X - X’) n 

The MAE value for ARIMA is (Sheet 1 & Sheet 2; 
0.111602 and 0.071160). 

E. Mean Absolute Percentage Error - MAPE 

MAPE is obtained by measuring the percentage of MAE to 
the real values, (In this case it’s X - Real values of Prices. 
Mainly find MAPE, when data is without Zeroes and Extreme 
values. Read this error the same as MAE which means the 
lower MAPE value model is the best model. The MAPE value 
for ARIMA is (Sheet 1 & Sheet 2; 0.011073 and 0.007107). 

F. Median Absolute Percentage Error - MDAPE 

A little modification is done in MAPE - Mean Absolute 
percentage error in order to get MdAPE. The median of the 
MAE is found by arranging the values from the smallest to the 
largest; then the middle value only if it's even is picked as 
MdAPE. 

MdAPE is recommended for evaluation when you are 
dealing with ARIMA models. MDAPE evaluation is done for 
ARIMA models. MdAE Percentage is interpreted as good 
when it's between 10% and 20%. The RMSE value for 
ARIMA is (Sheet 1 & Sheet 2; 0.630533 and 0.333124). 

In addition to all the parameters mentioned above, also 
study the avg_loss and val_loss graphs to evaluate models like 
LSTM. These additional parameters help to evaluate and 
compare the two models better. 

VI. RESULTS 

The purpose of the research is to know which model is the 
best-performing model for the Highest Price value prediction 
among the two that have trained using different Python 
libraries. The results will comprehend using graphs combined 
with the evaluation parameters explained above. 

As mentioned, two sets of Data have been used; Sheet 1 & 
Sheet 7 from the dataset of Mulkia Gulf Real Estate available 
at Saudi Exchanges. The first model trained on this data is 
Long Short Term Memory (LSTM). The evaluation graph 
shows the regression between actual trained and prediction 
train values from sheet 1 to sheet 7 as follows: 
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Fig. 10. Sheet 1 LSTM prediction. 

 
Fig. 11. Sheet 7 LSTM prediction. 

Fig. 10 and 11 shows the regression differences present 
between actual value and predicted values. The LSTM model 
is evaluated using RMSE, avg_loss, and val_loss. The RMSE 
value for sheet 1 is 0.088 & for sheet 7 is 0.130. The average 
and validation losses are between 0.08 and 0.17. 

The next model trained was the Autoregressive Integrated 
Moving Average (ARIMA) model made by importing 
ARIMA from statsmodels.tsa library from python. The graphs 
indicating the model results for real and predicted values are: 

 
Fig. 12. Sheet 1 ARIMA prediction. 

 
Fig. 13. Sheet 1 ARIMA prediction. 

The visualization shows (Fig. 12 & 13) shows very little 
difference between the actual value and the predicted values 
from ARIMA. 

The mathematical evaluation of ARIMA was done using 
MAE, MAPE, MdAPE, and MSE. You can read those values 
from tables. The overall values gave an idea that ARIMA can 
predict the future highest price more accurately than LSTM. 

VII. CONCLUSIONS 

In this paper, the time series forecasting problem is 
explained. In this paper, the highest price prediction using two 
python in-build models (i.e. LSTM & ARIMA) is done. The 
data is trained on the Mulkia Gulf Real State dataset. The 
dataset is pre-processed and trained on deep-learning models. 
After training evaluation of models is done using evaluation 
parameters; MAE, MSE, RMSE, val_loss, accuracy, R2 score, 
etc. The values of these parameters collectively determine 
which model performed the best. These parameters indicate 
that the ARIMA model can predict the highest price more 
accurately. When viewed from the graphical point of view, 
there is very little difference between actual values and 
predicted values in Fig. 12 and 13, this shows that ARIMA 
can predict more precisely as compared to LSTMs. Overall, it 
was concluded that for stock price prediction, ARIMA models 
can perform better than LSTM Models. 
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Abstract—In the era of cloud computing, the effectiveness of 

utilizing supervised machine-learning-based intrusion detection 

models for categorizing and detecting malicious network attacks 

depends on the preparation, extraction, and selection of the 

optimal subset of features from the dataset. Therefore, before 

beginning the training phase of the machine learning classifier 

models, it is required to remove redundant data, manage missing 

values, extract statistical features from the dataset, and choose 

the most valuable and appropriate attributes using the Python 

Jupyter Notebook. In this study, partitioning-based recursive 

feature elimination (PRFE) method was suggested to decrease the 

complexity space and training time for machine learning models 

while increasing the accuracy rate of detecting malicious attacks. 

On the information security and object technology cloud 

intrusion dataset (ISOT-CID), some of the most popular 

supervised machine learning classification techniques, including 

support vector machines (SVM) and decision trees (DT), have 

been assessed using the suggested PRFE technique. In 

comparison to some of the most popular filter and wrapper-

based feature selection strategies, the results of the practical 

experiments demonstrated an improvement in accuracy, recall, 

F-score, and precision rate after using the PRFE technique on 

the ISOT-CID dataset. Additionally, the time required to train 

the machine-learning models was reduced. 

Keywords—Machine learning models; big cloud environment; 

intrusion detection system (IDS); Jupyter Notebook; feature 

selection; ISOT-CID introduction 

I. INTRODUCTION 

In the era of cloud computing and with the steady growth 
in the volume of transmitted and received data, machine 
learning models have emerged as one of the most significant 
contemporary techniques used to recognize and categorize 
dangerous assaults from network traffic. Preprocessing 
techniques on the data are therefore necessary in order to 
increase the precision and effectiveness of these models. A 
fundamental set of sub processes known as data preparation 
comprises steps including deleting duplicate data, filling in 
missing values, and turning some categorical data into 
numerical data so that machine learning models can interpret 
it [1], [2]. In a machine-learning process, incoming data is 
analyzed by computers to create patterns that foretell learning 
outcomes with a minimum of human input [3]. Based on how 

the learning algorithm is implemented, machine learning 
models can be divided into three groups. 

The supervised machine learning (SML) model is used 
when the data available for the training phase is labelled, 
which means that some dataset attributes contain the correct 
answer that will be used at the end of the learning process to 
evaluate the final outputs. This model can be developed using 
either classification or regression algorithms [4], [5]. When 
dealing with a dataset that lacks labelled features, the 
unsupervised machine learning (UML) model is used and 
relied on; the model instead relies on trial and error to evaluate 
the learning process's outcomes. Moreover, this model can be 
developed using clustering algorithms [6]. While the 
reinforcement machine learning (RML) model evaluates the 
outcomes of the learning process based on the existence of an 
entity that performs a set of actions in a specific environment, 
a reward is given if the action matches the desired result. This 
model can be done with value-based, policy-based, and 
model-based algorithms [7]. 

One of the key elements influencing how well supervised 
machine learning models can detect and categorize harmful 
intrusions is feature engineering [8]. This can be done by 
selecting the dataset's most significant and connected features 
to the model outputs, a process known as feature selection, 
and then creating a new feature from the already accessible 
ISOT-CID dataset, a process known as feature extraction [9], 
[10]. 

In the feature selection phase, duplicated features and 
features that were not related to the outcomes of the learning 
process were excluded from the ISOT-CID dataset. The focus 
is only on the features that are most influential in building the 
detection model and are related to the results of the learning 
process, which would reduce the time required in the data 
training process and improve the quality of the outputs. The 
methods for selecting features can be divided into three types. 
In the filtering method, the degree of variance is calculated for 
each feature in the dataset, and higher or equal features are 
selected by the user based on a predetermined variance 
threshold [11]. One disadvantage of this method is that it does 
not consider the relationship between the selected features and 
target variables. 
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The wrapper technique uses a sophisticated search 
algorithm to analyze every feature combination in the dataset, 
then uses a machine-learning algorithm to evaluate the 
learning outcomes and choose the feature set that produces the 
best output. The high rate of classification accuracy for 
malicious attacks is one of this method's key benefits in terms 
of selecting the best features. The exorbitant expense and 
complexity of this technology are also disadvantages. Forward 
selection (FS), backward selection (BS), and recursive feature 
elimination (RFE) are three of the most significant algorithms 
utilized in this strategy [12]. The filter and wrapper methods' 
issues are addressed by the hybrid approach. There are two 
sections to the process. The features of the dataset were first 
created using a filtering technique. In the subsequent step, 
wrapper techniques were used to select the best features. Two 
of the most crucial algorithms used in this method are random 
forest importance (RFI) and LASSO regularization (LR) [13], 
[14]. 

The remainder of this paper is organized as follows: The 
literature review is summarized in Section II. Section III 
presents the research methodology and the five steps involved 
in this investigation. A detailed description of the ISOT-CID 
datasets is provided, along with information on the proposed 
partitioning-based recursive feature elimination (PRFE) 
technique, model flowchart, algorithm, performance metrics, 
research findings, and building ML classifier models. 
Section IV describes the discussion of results. The final 
Section V of this paper presents conclusions and suggestions 
for future research. 

II. LITERATURE REVIEW 

This section consists of two main parts. The first part 
focuses on reviewing and analyzing some of the previous 
work on supervised machine learning classifier algorithms, 
such as support vector machines, decision trees, naive Bayes, 
and k-nearest neighbor algorithms, and their improvements. In 
addition, the main limitations of each approach were 
identified. In the second part, we look back at some of the 
previous studies on feature selection techniques and analyze 
them. We explain the main improvements and limitations of 
each technique. 

A. Machine Learning Classifier Algorithms 

Without human interaction, intrusion detection systems 
can recognize new assaults using machine learning (ML). The 
IDS is able to modify its execution plan by using ML and 
taking into account recently acquired data. The two main 
categories of learning strategies are supervised and 
unsupervised strategies. In supervised learning, examples with 
input and output labels provided during training are used to 
"train" algorithms [15]. The unsupervised learning algorithms 
are allowed to make their own interpretations of the data 
because the training dataset is empty of labelled data. 
Unsupervised learning employs clustering and association 
algorithms to find patterns and distinctions in the data [16]. 

Peng et al. suggested using supervised machine-learning 
methods to categorize harmful attacks in a cloud environment 
and develop a decision tree-based model for intrusion 
detection. In order to guarantee the efficacy, excellence, and 

accuracy of the proposed models for categorizing hostile 
assaults, researchers have relied on a variety of preprocessing 
methods to prepare and clean enormous datasets. The 
suggested model was found to be more efficient and effective 
than naïve Bayesian and k-nearest neighbor models in 
laboratory trials using the Knowledge Discovery and Data 
Mining (KDDCUP99) dataset. The decision tree's training 
duration is not ideal, though, and this is its biggest drawback. 
Additionally, only the k-nearest neighbor and naive Bayesian 
models were contrasted with the decision tree model [17]. 

Using the Apache Spark machine learning library, Belouch 
et al. conducted a comparison study to assess the effectiveness 
and detection accuracy of support vector machines, random 
forests, decision, and naive Bayes algorithms (MLLIB). The 
results of the lab tests performed on the UNSW-NB15 dataset 
demonstrated the random forest algorithm's efficiency and 
effectiveness in comparison to other models. The greatest 
issue is that the model takes a long time to create and train 
because the feature selection technique isn't used [18]. 

Belavagi and Muniyal offered classification and predictive 
models for intrusion detection using machine learning 
classification techniques as logistic regression, support vector 
machine, naive Bayes, and random forest (RF). The 
techniques are evaluated using the Network Security 
Laboratory- Knowledge Discovery in Databases (NSL-KDD) 
dataset. The testing findings demonstrated that, with a peak 
value of 99%, the Random Forest classifier outperformed the 
other techniques in all criteria. However, the use of feature 
selection strategies to choose the best features from the dataset 
in order to minimize dimensionality is not examined in this 
paper [19]. 

An intrusion detection-based big data model was 
suggested by Azeroual and Nikiforova using unsupervised 
machine learning and the K-means clustering technique. The 
correlation-based filter method is used by the author to select 
the attributes that have the greatest impact on the results of the 
learning process. The Synchro Phasor dataset used in the 
laboratory tests revealed a high degree of classification 
accuracy for harmful attacks. However, the fundamental issue 
is that the lack of test support in the Apache Spark framework 
prevented the authors from comparing the suggested model to 
other solutions [20]. 

Souhail et al. suggested a two-stage network-based IDS 
(NIDS) technique to recognize network threats. The proposed 
approach combines LR, gradient boost machine (GBM), 
support vector machine (SVM), recursive feature elimination 
(RFE), and random forest feature selection methods for the 
complete UNSW-NB15 dataset. The results showed that the 
accuracy rate of multi-classifiers using decision trees was 
about 86.04%. Due to the usage of the recursive feature 
elimination-based feature selection technique, the key 
restriction is the amount of time needed to create and train the 
model [21]. 

A detection framework using an ML model was proposed 
by Alshammari and Aldribi to feed IDS and detect abnormal 
network traffic in cloud environments. An ISOT-CID dataset 
containing both malicious and normal traffic is used in this 
detection method. Six machine-learning models were trained 
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using this dataset, and they were then tested using split- and 
cross-validation techniques. Only two of the results were 
satisfactory, but the other four were accurate enough to be 
useful. The model's reliance on a large dataset or considerable 
dataset, which has an impact on how well the system is fitted 
and evaluated, is the biggest drawback, though [22]. 

B. Feature Selection Algorithms 

Using evolutionary algorithms and support vector 
machines, Ashahri et al. suggested an embedding-based 
feature selection technique to minimize the number of dataset 
features from 45 to 10. The ten traits that had been chosen 
were then divided into three groups based on their level of 
significance in the following stage. Laboratory tests revealed 
that the suggested hybrid algorithm has a true-positive value 
of 0.973 and a false-positive value of 0.017 [23]. 

Based on 70% of the DDOS dataset from NSL-KDD, 
Mohammed and Gyasi suggested an intrusion detection 
system for distributed denial-of-service (DDOS). Random 
forest (RF) and multilayer perceptron (MLP) were utilized for 
the detection tasks, and recursive feature elimination (RFE) 
was used to choose the top 10 features. With receiver 
operating characteristic (ROC) ratings of 91% and 97%, 
respectively, their binary classification findings were precise. 
However, the accuracy and ROC score of our suggested 
binary classification were 99.86% and 99.7%, respectively. 
Furthermore, all of the assaults in the sample were found 
using our intrusion detection technology. However, due to the 
usage of the recursive feature elimination-based feature 
selection technique, the key restriction is the amount of time 
required to create and train the model. Additionally, a sizable 
dataset must be used to assess the proposed model's efficacy 
[24]. 

The stratified k-fold cross-validation (SKCV) method was 
proposed by Prusty et al. to improve classification accuracy by 
removing redundant and weak features whose deletion had the 
least impact on the training error while retaining an 
independent and strong feature to improve the generalization 
performance of the model and address the overfitting problem 
(RFE). This method creates a model with the whole set of 
features before prioritizing them based on relevance. The 
model was then rebuilt with the lowest priority feature deleted, 
and the feature importance estimate was revised. However, 
developing and refining the model using the SKCV method 
takes a lot of time [25]. 

For the NIDS methodology, Kasongo and Sun combined 
the filter-based feature selection technique of the XGBoost 
algorithm with five classification algorithms: logistic 
regression (LR), k-nearest neighbors, artificial neural network 
(ANN), decision tree, and support vector machines. This study 
uses binary and multiclass classification using the UNSW-
NB15 dataset. Multiclass classification performed poorly, with 
the maximum accuracy being just 82.66%, while binary 
classification using the k-nearest neighbor classifier did well, 
with an accuracy of 96.76%. However, a sizable dataset must 
be used to assess the suggested model's efficacy. The 
classification model is unaffected by the filter-based strategy 
of selecting characteristics as well [26]. 

The intrusion detection model proposed by Thaseen and 
Kumar uses a multi-class SVM classifier and a rank-based 
chi-square feature selection technique. The chi-squared test 
can be used to determine the deviation from the predicted 
distribution when the feature event is thought to be 
independent of the class value. A multi-class SVM is used to 
categorize the various sorts of attacks in the NSL-KDD 
dataset. Using the proposed model, 31 features were selected 
from a total of 41. The accuracy rate of the suggested system 
was 98%, while the false positive rate was 0.13% [27]. 

III. PROPOSED METHODOLOGY 
 

The methodology of this experimental study consists of 
five stages. First, the flow features were extracted using a CIC 
flow meter tool. In the second stage, dataset preprocessing 
was performed, and in the third stage, the best subset features 
were selected using the proposed PRFE technique. In the 
fourth step, a machine learning detection model is made. 
Finally, using the proposed PRFE technique and the ISOT-
CID dataset, some supervised machine learning techniques are 
tested. Fig. 1 illustrates the five phases of the experimental 
study, which will be discussed in the remainder of this 
research. 

 
Fig. 1. Research methodology phases. 
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A. Features Extraction  

As shown in Fig. 2, the original ISOT-CID dataset consists 
of 12 attributes and 6.293.326 records [28]. In this study, a 
CIC flow meter was used to extract statistical and analytical 
features from the network flow. The CIC flow meter is a Java 
open-source tool that can generate and extract row attributes 
from huge Packet Capture (pcap) files and save the results in 
the comma-separated value (CSV) file format. Eighty-five 
network flow attributes were extracted from the ISOT-CID 
dataset using the CIC Flow Meter tool. The list of extracted 
features will be reduced to 80 after eliminating the five 
features that contained more than 90% missing data. Then, the 
proposed PRFE-based feature selection technique is used to 
choose the best, most important and most influential features 
of the learning process output [29]. Fig. 3 illustrates the 
number of features and records in the ISOT-CID dataset after 
the feature extraction stage. 

B. Dataset Preprocessing 

The dataset used in the actual experiments in this study 
was ISOT-CID, which is considered the first huge, public, and 
labelled cloud intrusion detection dataset. The size of the 
ISOT-CID dataset is greater than 2.5 TB, and it consists of 
normal and malicious traffic activity collected from different 
cloud tiers, virtual machine hosts, and hypervisors. ISOT-CID 
data is collected in two phases and consists of different data 
formats, such as network traffic, CPU utilization, memory 
dumps, and event logs. The dataset consists of several types of 
attacks, including remote to local (R2L), input validation, 
backdoors, Denial of Service (DOS) and probing. 

 
Fig. 2. ISOT-CID dataset before features extraction. 

 
Fig. 3. ISOT-CID dataset after features extraction. 

1) Eliminate the missing values: The dataset always needs 

to be reprocessed to remove duplicate and missing data before 

being used in the training phase of machine learning models, 

because relying on this dataset without processing would 

affect the quality of the learning results. A Python Jupyter 

Notebook was used to process and eliminate missing values in 

the ISOT-CID dataset. As shown in Fig. 4, some values in the 

flag, protocol, and fragment columns are missing. 

 
Fig. 4. ISOT-CID before handling missing values. 
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Fig. 5. ISOT-CID after handling missing values. 

Fig. 5 shows the ISOT-CID dataset after the missing 
values were taken care of by dropping them using the Python 
Jupyter Notebook. This improved the machine learning 
model's ability to classify and find malicious traffic. 

2) Label encoding for categorical data: Dealing with 

machine learning algorithms to detect and classify malicious 

assaults in a big cloud environment requires encoding and 

converting some of the textual data that exists in the dataset 

into digital and numeric data to enhance and increase the level 

of accuracy of the learning results. As shown in Fig. 6, 

categorical attributes were converted to (0, 1) instead of 

(benign or malicious) attributes using the label encoding 

method. 

 
Fig. 6. Encoding the categorical into numeric data. 

3) Handling the imbalanced-labelled data: Class 

imbalance is a machine learning issue where the classes are 

not evenly represented in the data. This can cause issues while 

training machine learning models because the models may be 

biased towards the more prevalent class. The model will be 

more likely to pick up on and predict the majority class if 

there are more samples of one class than the other. As a result, 

when the model is used to analyze data that is more evenly 

distributed, it may produce erroneous conclusions. Addressing 

unbalanced classification difficulties is a challenge in 

developing models with good performance. Fig. 7 illustrates 

the number of benign and malicious objects in the 

classification class before handling the imbalanced labelled 

data using the oversampling technique. 

Synthetic Minority Oversampling Technique (SMOTE) is 
a method of oversampling, in which artificial samples are 
produced for the minority class. This method solves the 
overfitting problem caused by random oversampling. By 
interpolating nearby positive examples, we focused on the 
feature space to create new examples. Fig. 8 illustrates the 
number of benign and malicious objects in the classification 
class after handling the imbalanced labelled data. 

 
Fig. 7. Classification attribute before using SMOT. 

 
Fig. 8. Classification attribute after using SMOT. 
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C. Proposed Features Selection Algorithm (PRFE) 

Feature selection is a technique used to improve the 
accuracy of malicious attack classification by selecting the 
attributes that are the most important and significant to the 
outcome of the learning process and eliminating the least 
informative attributes. In this study, the ISOT-CID dataset was 
used to find the most useful attributes. To deal with labelled 
datasets, a supervised-based feature selection method was 
used [30]. Recursive feature elimination is a wrapper-based 
feature selection approach that assesses the significance of 
features using a machine-learning algorithm. All dataset 
features were used to train and fit the ML classifier model in 
the initial stages of recursive feature elimination, and the 
feature importance was calculated for each feature. The 
recursive feature elimination model is used repeatedly, with 
the least important features being thrown out and the most 
important ones being saved for the next round, until the best 
features are found. The partitioning-based recursive feature 
elimination (PRFE) technique was proposed in this study to 
improve the accuracy rate of classifying and detecting 
malicious attacks while reducing the complexity space and 
time required training the ML classifier models. Algorithm 1 
illustrates the Partitioning-based Recursive Feature 
Elimination (PRFE) algorithm for selecting optimal features 
from the ISOT-CID dataset. 

Algorithm 1: Partitioning based Recursive Feature                

Elimination (PRFE) 

#Input    

F: set of features where F= {f1, f2 … f n} 

N: number of the required features 

G: the number of groups where: 1<G≤ N 

i = 1 

#Output  

 O: ordered ranked features. 

 R: ordered ranked groups. 

Step 1: Train the model using all attributes 

Step 2: Compute the model’s accuracy 

Step 3: Calculate and ranking the feature importance using the 

RFE-impotence class Firank where i = 1...N (N is the number of 

features). 

Step 4: Divided the feature into equal number of groups (G), 

where numbers of features in each group are equal. 

Note: G[i] contains number of features. 

Step 5: Ranking and sorting the groups (G) in ascending order 

based on their features weight. 

Step 6: Eliminating the lowest weighted group. 

Step 7: Build ML classifier model and calculate model 

performance. 

Step 8: i = i + 1 

Step 9: If i! = G-1 

Repeat step 4 to step 7 until i = G-1 

End 

 
Fig. 9. Partitioning based Recursive Feature Elimination (PRFE) flowchart. 

As shown in Fig. 9, the process of selecting optimal 
features from the ISOT-CID dataset using the PRFE technique 
occurs in two stages. In the first stage, the RFE importance 
class was used to rank and sort the feature subsets individually 
according to their importance and how strongly they were 
related to the outcomes of the learning process. In the second 
stage, the features are partitioned into groups, with an equal 
number of features in each group. For example, if we have 
100 attributes, we can divide them into ten groups, each with 
ten attributes. Subsequently, the groups are ranked and sorted 
in ascending order, the lowest weighted group is eliminated in 
each iteration, and the training procedure for the remaining 
groups is repeated to obtain the best group of features. So, the 
number of tests went from 100 to 10, and the space and time 
needed to train the machine learning models became less 
complicated. 

D. Building the Machine Learning Classifier Models 

For supervised learning, the ISOT-CID dataset was 
divided into training and testing sets. As a result, 80 % of the 
data were chosen at random and used to train machine-
learning models, whereas the remaining 20% were utilized to 
evaluate the classifier's performance. Table I illustrates the 
statistics of the ISOT-CID Dataset used in this study. 
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TABLE I. STATISTICS OF THE ISOT-CID DATASET 

Traffic Type Total Training 80% Testing 20% 

benign 3112457 2489965.6 622491.4 

malicious 3180869 2544695.2 636173.8 

Total 6293326 5034660.8 1258665.2 

To evaluate the performance of the machine learning 
classifier models with different sets of selected features, 
accuracy, precision, recall, F-score, and error performance 
measurements were utilized. A confusion matrix was used to 
calculate the classifier performance indicators. "True positive" 
(TP) denotes benign instances that are correctly predicted, true 
negative (TN) denotes malicious instances that are correctly 
identified, false positive (FP) denotes malicious instances that 
are incorrectly assumed to be normal, and false negative (FN) 
denotes malicious instances that are incorrectly detected as 
normal [28]. Table II illustrates the five metrics that are 
commonly used to measure and evaluate the effectiveness of 
machine learning classification models. 

TABLE II. PERFORMANCE METRICS FOR ML CLASSIFICATION MODELS 

Metric Formula Interpretation 

Accuracy 

𝑇𝑃+𝑇𝑁 
 

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 

Overall performance of 

model 

Precision 
𝑇𝑃 

 

𝑇𝑃+𝐹𝑃 

How accurate the 

positive predictions are 

Recall Sensitivity 

𝑇N 

 

𝑇N+𝐹P 

Coverage of actual 

positive sample 

F1 score 

2TP 

 

2TP + FP+FN 

Hybrid metric useful 

for unbalanced classes 

Error Rate 

FP+F𝑁 
 

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁 

the percentage of the 

classification that is 

done wrongly 

E. Experiment Findings and Analysis 

1) The experiment setup: Using the HP Z Book G3 

workstation with Microsoft Windows 11 64-bit Enterprise 

edition and an Intel Core i7-6820HQ CPU @ 2.7GHz, 32GB 

RAM, the novel proposed PRFE approach was created using 

the Python version 3 code, which was implemented using the 

Jupyter Notebook platform and Anaconda virtual environment 

for Windows to execute Scikit-learn, NumPy, and Panda’s 

libraries. 

2) The experiment findings: Accuracy is one of the most 

important performance metrics in intrusion detection. The 

accuracy of the four supervised machine-learning classifiers 

using the proposed PRFE method outperformed the RFECV 

and RFE techniques in terms of overall performance. When 

PRFE-based selected features were used instead of RFECV- 

and RFE-based selected features, accuracy improved by 

approximately 0.75% and 2.25%, respectively. As shown in 

Fig. 10, with PRFE-based selected features, the Support 

Vector Machine (SVM) classifier achieved the highest 

accuracy percentage of 99.25%. The k-nearest neighbor 

(KNN) classifier performed the worst in this trial. In general, 

the four machine-learning classifier models were more 

accurate after they used PRFE-based feature selection. 

As shown in Fig. 11, the precision findings, which 
demonstrate the classifier's percentage of accurately identified 
instances, which is one of the key markers of excellent 
models. Classifiers trained with PRFE-based selected features 
outperformed those trained with RFECV and RFE-based 
selected features. When compared to other classifiers, the 
support vector machine (SVM) has the highest precision 
percentage of 98.80%. In contrast to prior results, the k-
nearest neighbor (KNN) classifier has the lowest precision 
percentage in this trial, with a value of 96.50%. In general, the 
four machine-learning classifier models were more accurate 
when they used the PRFE-based feature selection method. 

 
Fig. 10. Accuracy percentage comparison among PRFE, RFECV and RFE 

algorithm. 

 
Fig. 11. Precision percentage comparison among PRFE, RFECV and RFE 

algorithm. 

Fig. 12 shows the recall and sensitivity rates of the 
prediction models. Classifiers trained with PRFE-based 
selected features outperformed those trained with RFECV and 
RFE-based selected features. When compared to other 
classifiers, the decision tree classifier had the highest precision 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

328 | P a g e  

www.ijacsa.thesai.org 

percentage of 99%. In this experiment, nave Bayes exhibited 
the lowest precision percentage (97%). In general, the recall 
rate of the four machine learning classifier models got better 
when they used the PRFE-based feature selection method. 

 

Fig. 12. Recall percentage comparison among PRFE, RFECV and RFE 

algorithm. 

Fig. 13 shows the f-score rate of the predictive models. In 
general, when PRFE-based selected features were used, the 

classifiers' f-scores performed better than when RFECV- and 
RFE-based selected features were used. With PRFE's chosen 
features, the support vector machine (SVM) classifier 
achieved the greatest f-score percentage of 99%. The k-nearest 
neighbor (KNN) classifier performed the worst in this trial 
with 97.5% (Table III). 

 
Fig. 13. F-Score percentage comparison among PRFE, RFECV and RFE 

algorithm. 

TABLE III. OBSERVED ANALYSIS FOR DIFFERENT FEATURE SELECTION TECHNIQUES IN ISOT-CID USING ML CLASSIFIERS 

Feature Selection Techniques ML Algorithms Accuracy (%) Precision (%) Recall (%) F-Score (%) Error (%) Time (m) 

PRFE 

DT 99% 98.50% 99% 98.70% 1% 2.33 

KNN 97.50% 96.50% 98.00% 97% 2.50% 1.55 

SVM 99.25% 98.80% 98.50% 99% 0.75% 1.12 

NB 97.80% 96.90% 97% 97.20% 1% 2.88 

RFECV 

DT 98.50% 98% 98.50% 98% 1.50% 6.88 

KNN 97% 96% 97% 96.50% 3% 5.65 

SVM 98% 98% 97.60% 98.50% 2% 4.71 

NB 97.50% 96.50% 97% 96.70% 2.50% 5.77 

RFE 

DT 97% 97% 97% 97% 3% 8.71 

KNN 95.50% 95.70% 96% 96.80% 4.50% 7.32 

SVM 96.50% 97.50% 97% 98% 3.50% 6.71 

NB 96.00% 96.00% 96.50% 96.00% 4.00% 7.77 

Chi square 

 

 

DT 97% 97.50% 96.80% 97% 3% 2.15 

KNN 96.50% 95% 94% 95.50% 3.50% 1.78 

SVM 98.50% 97% 95% 98% 1.50% 1.55 

NB 96% 95.80% 94.50% 96.40% 4% 2.45 

Information Gain 

 

 

DT 98% 96.50% 97.50% 96.50% 2% 1.85 

KNN 97% 96% 95% 96% 3% 1.25 

SVM 97.50% 96% 94.50% 97% 2.5% 1.03 

NB 96.50% 95% 94% 95.50% 3.50% 2.12 

Backward Feature Elimination 

DT 96.50% 98% 97.80% 97.50% 3.50% 5.44 

KNN 96% 95.50% 97% 96.50% 4% 4.65 

SVM 97.50% 96.50% 96% 96.70% 2.50% 4.33 

NB 96% 96.50% 95.40% 95% 4% 5.12  
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Fig. 14. Time series comparison among PRFE, RFECV and RFE algorithm. 

Fig. 14 indicates a decrease in the time required to train the 
model using the proposed PRFE method compared to RFECV 
and RFE techniques. 

IV. DISCUSSION OF RESULTS 

The ISOT-CID dataset was used for the evaluation 
experiments, which were carried out using Python 
programming and the Jupyter Notebook. In the evaluation 
experiment, the proposed PRFE was compared with RFE- and 
RFECV-based feature selection techniques. The comparison 
with the other approaches is defined in terms of accuracy, 
precision, recall, F-score, and time series. The evaluation trial 
demonstrates PRFE's advantages over competitors. Therefore, 
in this section, we will discuss how it stacks up against more 
modern research methods. 

The traditional methods for selecting the most important 
features in the previous studies were characterized by 
simplicity and the low time required training machine learning 
models, while suffering from a low level of accuracy in 
identifying and detecting malicious attacks. Modern methods 
focus on raising the level of accuracy while neglecting the 
time required training machine learning models. Therefore, 
the proposed PFRE technique enhances the accuracy rate by 
combining supervised machine learning classifier models with 
partitioning-based recursive feature elimination techniques. 
This led to an increase in the level of accuracy in identifying 
and detecting malicious attacks to 99.25, while simultaneously 
reducing the time required to train automated training models 
to 1.2 minutes. Because this study deals with the cloud-based 
intrusion detection system (CIDS), the proposed PRFE 
technique was evaluated using the ISOT-CID dataset, which is 
considered one of the first public datasets of its kind collected 
from a production cloud environment. Most previous studies 
lacked datasets from a real cloud computing environment that 
were available to the public. This made it hard to make and 
test realistic detection models. 

V. CONCLUSION AND FUTURE WORKS 

Feature engineering techniques such as data preprocessing, 
feature extraction, and feature selection should be used to 
reduce the dimensionality of the input features, improve 
model performance, and shorten model computational time. 
Choosing the most relevant and influential characteristics has 

traditionally affected the power and predictability of the final 
classifier model. The most pertinent and effective features 
were chosen from large datasets using a variety of feature 
selection techniques, including chi-square, information gain, 
backward feature elimination, and recursive feature 
elimination. In this study, a PRFE-based feature selection 
method was developed to classify and select the optimal 
feature subset from ISOT-CID, which is considered one of the 
largest public intrusion detection datasets. The best feature 
subset was selected by partitioning the features into groups 
with an equal number of features in each group and 
eliminating the lowest-weighted group in each iteration. The 
PRFE method improved accuracy, precision, recall, and F-
score rate while cutting training time by ignoring one group 
instead of removing one feature at each iteration. 

In this experimental study, the proposed PRFE-based 
feature selection technique was first compared with recursive 
feature elimination (RFE) and recursive feature elimination 
with cross-validation (RFECV) techniques. The results 
showed that the proposed PRFE technique improved the 
accuracy, precision, recall, and F-score percentage with the 
four common machine learning classifier models compared to 
the RFE and RFECV techniques. Second, a few popular filter- 
and wrapper-based feature selection methods, including chi-
square, information gain, and backward feature removal, are 
compared to the proposed PRFE-based feature selection 
strategy. The results of the experiments show that when the 
PRFE method is used with four popular machine learning 
classifier models, the accuracy, precision, recall, and F-score 
percentage are all higher than when the chi-square, 
information gain, and backward feature elimination strategies 
are used. In future work, a new unsupervised deep learning 
algorithm for detecting zero-day attacks will be proposed. 
This algorithm will use different neural network topologies, 
such as fully connected, recurrent, and temporal convolutional 
models, to reduce the number of false alarms while 
maintaining the accuracy of detecting and classifying 
malicious network attacks. 
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Abstract—Digital image-based 3D surface reconstruction is a 

streamlined and proper means of studying the features of the 

object being modelled. The generation of true 3D content is a 

very crucial step in any 3D system. A methodology to reconstruct 

a 3D surface of objects from a set of digital images is presented in 

this paper. It is simple, robust, and can be freely used for the 

construction of 3D surfaces from images. Digital images are 

taken as input to generate sparse and dense point clouds in 3D 

space from the detected and matched features. Poisson Surface, 

Ball Pivoting, and Alpha shape reconstruction algorithms have 

been used to reconstruct photo-realistic surfaces. Various 

parameters of these algorithms that are critical to the quality of 

reconstruction are identified and the effect of these parameters 

with varying values is studied. The results presented in this study 

will give readers an insight into the behaviour of various 

algorithmic parameters with computation time and fineness of 

reconstruction. 

Keywords—3D reconstruction; point cloud; feature detection; 

feature matching 

I. INTRODUCTION 

The 3D reconstruction process can generate the photo-
realistic 3D surfaces of objects using their digital images to 
generate their sparse and dense 3D point clouds. The 
generated point cloud (PC) data is to be transformed into a 
substantial digital representation of the scanned objects to 
enable its use in numerous application fields including 
Computer-Aided Design, Medical Imaging, Reverse 
Engineering, Virtual Reality, and Architectural Modeling [1]. 
Since object surfaces in point clouds are to be reconstructed, 
various reconstruction approaches have been proposed over 
years to fast-track the research in this area. Earlier, 3D 
reconstruction was mainly applied in the field of Industrial 
and Architectural design, Animation industry, Medical 
Modeling, Robotics, etc. but with the advent of Machine 
Learning and 3D vision technology, the application range has 
widened to other fields like autonomous driving, remote 
sensing, 3D printing, and even online shopping. The sample 
points can be generated from the laser scanner, 
photogrammetry technique, or some mathematical function. In 
most cases, the sample points will elucidate the shape and 
topology of the object‟s surface. Algorithms for surface 
reconstruction (SR) are applied to the sample points, and to 
obtain a 3D model of the object [2]. 3D reconstruction can 
usually be done in three manners1) Using 3D modeling 
software like AutoCAD, FreeCAD, 3DMAX, etc. 2) Using 3D 
scanners to obtain models in real-time. 3) Using digital images 
with the help of RGB-D cameras. Close-range 
photogrammetry has been dealing with manual or 

programmed picture measurements for accurate 3D modelling. 
Although many applications utilize 3D scanners as a regular 
source of data input, image-based modelling is still the most 
thorough, affordable, portable, adaptable, and widely-used 
method. It is a low-priced and easy way to obtain depth 
images. Point cloud obtained from RGB-D data is of middle 
density with the advantages of being cheap and flexible along 
with the color information. It is limited to close-range objects 
with moderate accuracy in applications like Indoor 
reconstruction, object tracking, human pose recognition; etc. 
Laser-scanner-based 3D reconstruction of an object is quick 
and accurate and provides realistic textured 3D surfaces of a 
scene or object being studied. Because of the high cost and 
less availability, researchers have been inspired to use 
photogrammetry to produce realistic 3D surfaces from an 
object‟s image. It is used for mapping and modeling common 
indoor household objects. With the ease of availability of 
digital cameras and computers in homes and organizations, the 
processing cost of image-based reconstruction has diminished. 
The work in this paper evaluates the efficacy of various 
surface reconstruction techniques. It proposed a framework for 
reconstructing 3D surfaces that can generate a 3D model of 
typical indoor objects from their digital photos. 
Correspondence matching is done over the image sets to 
obtain a dense set of points that are projected to 3D space. 
Furthermore, by applying SR techniques to the resulting point 
cloud, a photo-realistic surface is formed. 

The paper is structured as:  Section II presents a summary 
of surface reconstruction algorithms and work related to 3D 
reconstruction. Section III presents the framework of the used 
methodology along with a description of the selected 
algorithms used for reconstruction. Section IV provides a 
discussion of the experiment with the obtained results. The 
conclusion and future outline of the work is given in 
Section V. 

II. RELATED WORK 

Reconstructing a 3D surface from an order of digital 
images comprising a scene/object is a demanding and 
significant exercise in computer vision. Over the years, 
authors have employed several SR approaches to create a 
precise and photorealistic 3D surface from an image or group 
of images depicting a variety of objects. 3D reconstruction 
from images (photogrammetry), is a long-standing technique 
whose potential could only be seen after the development of 
computers and digital photographs and is widely used in 
entertainment to create scenarios for games, acquire human 
expressions, scanning products for commercials, etc. 
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TABLE I. DESCRIPTION OF SURFACE RECONSTRUCTION ALGORITHMS 

Authors Year Algorithm Description 

Edelsbrunner and Mucke [3] 1994 Alpha shape algorithm 
It is a heuristic approach and performs well in uniform sampling and has the 

complexity of O(n2) 

Bernardini et al [4] 1999 Ball-Pivoting algorithm 

Forms a 3D mesh by joining the triangles created by rolling the ball through points. 

It is data-driven and is sensitive to noise and is not expensive in terms of time and 

memory and results are of favorable quality. 

Amenta et al. [5] 2000 The Crust algorithm 

Delaunay Triangulation is estimated employing the Voronoi diagrams over the point 

cloud forming a smooth surface from unstructured points. It is robust and does not 

require a hole-filling mechanism. It has the complexity of O (n log n) 

Amenta et al. [6] 2001 Power Crust algorithm 

It gives approximated polygon surface with the amalgamation of median balls. The 

algorithm is robust and no hole-filling structure is needed in reconstruction as the 

factual geometry of the object is captured. 

Amenta et al. [7] 2001 Cocone algorithm 
Delaunay-based algorithm for surface reconstruction with added post-filtering 

restrictions. It produces an incomplete surface with a low-density point cloud. 

Dey and Goswami [8] 2003 Tight Cocone algorithm 

The reconstructed surface uses the „In‟ marked computed Cocone tetrahedral 

triangles. This method is not robust to a noisy and sparse point cloud and has a time 

complexity of O(n2). 

Dey and Goswami [9] 2004 Robust Cocone algorithm 
It can reconstruct surfaces from noisy points and is also considered a labeling 

algorithm as it marks cocone triangles as “in‟ and „out‟. 

Kazhdan et al. [10] 2006 
Poisson Surface 

Reconstruction 

The watertight surface is recreated with Marching Cubes (MC) algorithm and stored 

in an octree. The algorithm is resilient to noise. 

Kazhdan et al. [11] 2013 
Screened Poisson Surface 

Reconstruction 

It incorporates point constraints in solving the screened Poisson equation to compose 

the solved indicator function more accurately. 

A. Surface Reconstruction Techniques 

From input data, which is classically obtained from 3D 
scanners or photogrammetry as scattered points in 3D space, 
the process of SR creates a 3D surface of the object [12]. The 
surface is then often recreated in the triangulated form (points 
joined in the form of triangles with sharing edges and/or 
vertices), depending upon the type of point data employed 
[13] making a visible, 3D model of a real object. In the field 
of computer graphics, numerous surface reconstruction 
techniques have been developed and used. In this paper, a few 
of the well-known surface reconstruction algorithms are 
briefly discussed and presented in Table I. A brief description 
of a few of the algorithms is given in hierarchical order in 
terms of the year in which they were introduced.  

The primary input of the SR process is a digital image set 
of the object being reconstructed. This is done by detecting 
features from the image that will help in the process of 
reconstruction. These feature points are searched for 
correspondence; projection of the same 3D point of the object 
across the images [14]. Two feature detection algorithms have 
been used. SURF (Speeded up Robust Features) focuses on 
blob-like structures in the image [15]. It is fast, robust, and 
invariant to rotation and scale which makes it a good feature 
detection algorithm [16]. Min Eigen Features detect the 
corners (locations with steep intensity variations in any 
direction) in an image. Feature matching, generally known as 
image matching is performed in many computer vision 
applications like image registration, object identification, and 
object recognition. It consists of detecting a set of interest 
points each associated with image descriptors from image 
data. After the extraction of features from the image set, 
corresponding feature points are matched. Matching shows 
that features are from the corresponding locations from 
completely different images. 

There are certain issues and constraints while dealing with 
point data. The unstructured-ness of data makes it difficult to 

implement and reconstruct the surface because of the non-
uniformity of input data. Dataset size is another major 
constraint and can lead to a tradeoff between accuracy and 
performance. Performance has been always a bottleneck in all 
computer-based applications in terms of time, memory 
efficiency accuracy, and completeness. 

III. METHODOLOGY 

A digital image sequence of the scene or item being 
recreated serves as the primary input to the SR process. Fig. 2 
demonstrates the process used to recreate an object's 3D 
surface from a series of digital images. A set of distinguished 
feature points are found in the image sequence and used for 
correspondence matching across the photos to begin the 3D 
reconstruction process. The exhaustive matching of all image 
points is considerably reduced by feature detection, making it 
computationally cheap. The robust feature points are also 
easily recognizable and image transformation-invariant. 
Consequently, by identifying feature points in the photos, the 
computation time for correspondence matching is significantly 
decreased. 

The dataset used in the work comprises images of irregular 
indoor household objects to be reconstructed. It consists of 
first-hand image data comprising 4 image sets taken from an 
android phone having a (16+20) MP dual camera placed at a 
distance of 25 cm from the object. Images were preprocessed 
to a standard form for further use and Table II shows the 
parameter values of preprocessed images. Fig. 1 presents the 
image dataset used as input in this paper for the 
implementation purpose and the attributes of the images are 
given in Table II. Image features were detected and extracted 
from all the images containing the object of interest using the 
SURF (Speeded Up Robust Features) algorithm. The SURF-
identified feature points are readily distinct and invariable to 
image transformations [17] and hence are then used for 
correspondence matching. 
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TABLE II. PARAMETER VALUES OF IMAGES USED FOR IMPLEMENTATION 

Parameter Value 

Size of image 1520 x 2048 

Min-Quality 0.1 

  Confidence 99.90 

Roi (x, y, width, height) [30, 30, 2018,1490] 

 
Fig. 1. The input image dataset. 

 
Fig. 2. Methodology of 3D surface reconstruction. 

An approximate-nearest-neighbor (ANN) search discovers 
the matched point pairs.  An image pair of the object with 
enough overlap has been selected for the purpose of matching. 
The features of the first image were inserted in the k-d tree 
which acts as queries to the feature points of other images of 
the pair. The k-d tree has been used for the efficient search of 
K-nearest neighbors of the feature points. The accuracy of the 
paired points is then tested using a RANSAC-based 
estimation. Matches that do not satisfy the basic matrix 
equation are discarded as non-fits. 

SFM has been applied to build sparse point clouds (SPC) 
from huge image sets. In SFM, correspondence matching finds 
the matched points from the image set that are triangulated to 
obtain the 3D location of these points. The obtained point 
clouds are not dense and do not comprehend the object‟s 
geometry or specifics of the scene under reconstruction, hence 
are inadequate for 3D modelling [18]. Thus, dense 
correspondence matching must be done to build dense point 
clouds (DPC) from sparse points of the image sets [19], 
precisely unfolding the specifics of the scene/object being 
reconstructed and as shown in Fig. 3. 

The pronounced methodology for 3D reconstruction used 
in this paper is grounded on several well-known algorithms in 
the fields of correspondence matching, SFM, SR, and so on. 
Rather than delving into the thorough mathematics of these 

techniques, the study focused on the application of existing 
techniques to create an inexpensive, robust, and simple answer 
to the problem of 3D reconstruction. Because of its 
robustness, swiftness, and capability to reconstruct surfaces 
with irregular geometry, the approach described in this paper 
is easily applicable to industry. The photogrammetry-based 
reconstruction method conversed here can efficiently 
substitute expensive laser scanners as prime 3D reconstruction 
methods in numerous application areas due to its little 
workforce requirement and reduced functioning cost. Three 
surface reconstruction algorithms were tested on a PC 
generated from digital images. The performance of these 
reconstruction algorithms is evaluated in terms of time, 
resource usage, reconstruction quality, and so on. The 
following section provides brief overviews of these 
algorithms. 

 

 
Fig. 3. 3D point cloud of object Image (row1 sparse point cloud, row 2 

dense point cloud). 

A. Poisson Surface Reconstruction (PSR) 

PSR intends to create a 3D mesh from a DPC by 
minimalizing the difference between the surface normal 
directions of the recreated surface and the 3D points [10] 
(Fig. 4). The surface normal of each point's surface for the 
input point cloud is found by computing the eigenvectors over 
the k-nearest neighbor of each point, and an octree of pre-
defined depth is used for storing the reconstructed surface. A 
3D indicator function x is defined as having the value of 1 
inside and 0 outside the surface. ∇x (grad of the indicator 
function) is a vector field comprising non-zero values at the 
points near the surface where x can be varied. 

For the points where ∇x is not zero, the value of ∇x 
equates to the surface normal vector of corresponding points 
and is stated as: 

∇x=V                                  (1) 

On both sides of the equation, the divergence operator is 
applied to modify the equation into a standard Poisson 
problem and can be articulated mathematically as: 

Δx≡∇·∇x =∇·V                       (2) 
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Fig. 4. Flow chart of Poisson surface reconstruction. 

The indicator function (x) is represented in 3D space for 
solving the Poisson equation. Octree represents the indicator 
function and its leaf nodes store x at various points over the 
reconstructed surface. The MC algorithm extracts the surface 
from the indicator function. The algorithm works by marching 
through the points in a 3D point cloud following the indicator 
function having a value of 1 close to the surface and 0 afar 
from the surface. By interpolation of points among the vertices 
of the cube during the traversal of the octree, a triangulated 3D 
mesh is generated and stored in the octree. The quality of 
reconstruction, computation time, etc. of PSR depends upon 
several parameters like Octree depth (D), Samples-per-node 
(Sn), and Surface offsetting (Soff). An octree with depth D 
generates a 3D mesh having resolution (2D×2D×2D) that rises 
with the rise in D value and hence, the memory usage also 
rises severely. Sn indicates the least number of points that are 
allocated to individual leaf nodes of octree by the MC 
algorithm. If the data is noisy, a greater number of points are 
allocated as the surface is interpolated with the entire data 
points. Soff specifies a correction value of the threshold for the 
reconstructed surface. Soff =1, no correction required, Soff <1 
signifies internal offsetting, and for external offsetting Soff >1. 

B. Alpha-shape 

It contains points, edges, triangles, and tetrahedrons. A 
subgroup of the triangles from the Delaunay triangulation is 
carefully selected to obtain a surface. The initial triangle with 
the property of minimum area is considered as the „seed‟ 
which is further used to propagate the whole surface [3]. A 
subset of the 3D Delaunay triangulation of P is the α-complex 
of a set of points (P) for a given value of the parameter, with 
the α-shape serving as its underlying space. As the value of α 
varies, different α-shapes can be generated. For α = 0 the α-
shape is P itself and when α =∞, the resultant shape is the 
convex hull of the point set. Changing the value of α from 0 to 
∞, different α-shapes can be attained. 

C. Ball Pivoting Algorithm (BPA) 

It is an effective surface reconstruction technique in which 
a ball of the pre-defined radius is rolled across the point cloud 
[4]. Triangular inter-connected 3D mesh is generated as the 
ball moves through the cloud, connecting the 3D points. The 
process is repeated until all the points are linked to a triangle. 
The algorithm is divided into two steps. The primary step is to 
find a seed triangle, and the second step is to expand the seed 
triangle to create a 3D surface, as shown in Fig. 5 and 6. For 
the input points, the surface normal for all points is computed 
and a point (p) is selected. 

 
Fig. 5. Flow chart of ball pivoting algorithm (Step I). 

 
Fig. 6. Flow chart of ball pivoting algorithm (Step II). 

A triangle is formed by picking two nearest neighbors‟ 
triangle if the sphere (S) has no point inside it else, a new 
point is chosen from the point cloud. The seed triangle is 
extended by rolling the ball that is pivoted to the chosen edge 
of Δpqr to find an alternative point in the point cloud. Another 
triangle is formed by joining the new-found point to the 
pivoting edge. The process is repeated until all the points have 
been navigated and linked by triangles to form a 3D mesh, as 
shown in Fig. 7. (q,r) of p such that (q,r) € N18 resulting in 
Δpqr and its circumsphere is searched for points. Δpqr is the 
seed triangle. 

BPA is sensitive to variations in ball radius (ρ) which acts 
as a critical parameter in defining the number of reconstructed 
faces. A small radius causes the model to be vulnerable to 
input noise while a high value of radius can result in missing 
details creating holes in the generated surface. Another 
parameter is the angle threshold which is the maximum 
permissible angle between the active and the new edge 
constructed by rolling the ball. The rolling of the ball is 
stopped for the region where the angle threshold is achieved. 
An upsurge in threshold angle increases the computation time. 
The clustering radius is the lowest permitted distance between 
a recently added point and the active edge point. If there is 
less space separating two locations than the clustering radius, 
the two are combined. This is done to prevent processing DPC 
from consuming too much memory as a result of creating too 
many little triangular meshes. 

The methodology defined and implemented in this study is 
based on well-known algorithms in the area of correspondence 
matching, structure-from-motion, surface reconstruction, etc. 
Instead of delving into the intricate mathematics involved in 
creating these algorithms, the focus here is on using these 
techniques to create a practical, reliable, and straightforward 
solution to the 3D reconstruction task. The photogrammetry-
based 3D reconstruction strategy detailed here can 
successfully replace the pricey laser scanners as the principal 
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3D mapping method in industries due to its minimal labor 
demand and nearly zero running cost [20]. 

 

Fig. 7. Behavior of different parameters for selected algorithms with respect 

to time (a) PSR (b) Alpha Shape (c) BPA. 

IV. EXPERIMENTAL RESULTS 

The experimental work has been performed on Intel Core 
(TM) i7 CPU with 20 GB RAM accompanied by NVIDIA 
GeForce 1050Ti. MATLAB 2021 on windows 10 has been 
used for implementation. To analyze how well the 3D 
reconstruction algorithms performed, some point clouds were 
produced from digital image sets of various objects. To create 
a realistic 3D surface of the acquired item, PSR, Alpha shape, 
and BPA algorithms have been applied to the point clouds. 
The topology surface, the number of faces and the amount of 
time the algorithm took to compute each 3D surface are all 
taken into consideration in the analysis. The parameters 
affecting the reconstruction process were inspected in detail, 
by altering the control parameters of respective algorithms in 
terms of the execution time and reconstruction fineness. Fig. 6 
shows the graphs of selected algorithmic parameters with 
respect to time. The primary influencing parameter in PSR is 
Octree Depth (D), and execution time grows with depth as the 
resolution of the 3D mesh increases by 2Dx2Dx2D. It has been 
found that an increase in alpha value causes an increase in 
execution time in the Alpha shape technique, which is a 

critical parameter for the quality of the rebuilt surface. The 
ball radius is an important parameter in BPA, and it has been 
found that as grows in value, surface reconstruction takes 
longer to complete. The performance of selected 
reconstruction algorithms has been evaluated with the same 
input images and is compared in terms of how fine is the 
reconstruction. The final triangulated surfaces are investigated 
to measure the fineness of the surface. The more the number 
of faces, the finer is the reconstructed surface. The data in 
Table III shows the number of faces of the reconstructed 
surface for the corresponding input image for each of the 
algorithms. A graphical representation is given in Fig. 8. 
Among the selected algorithms, BPA reconstructs the 
minimum number of faces as it only creates a small collection 
of surfaces from point clouds. Alpha shape and PSR 
algorithms created more surfaces than BPA. 

TABLE III. NUMBER OF 3D RECONSTRUCTED FACES OF EACH MODEL 

BASED ON SELECTED ALGORITHMS 

Model PSR Alpha Shape BPA 

1 138666 226709 36429 

2 224968 208791 51778 

3 240180 280285 78132 

4 136416 91976 7756 

 
Fig. 8. Number of 3D Reconstructed Faces 

V. CONCLUSION 

A framework for the reconstruction of a 3D surface has 
been presented in the paper to reconstruct photorealistic 3D 
surfaces of irregularly formed objects from the set of their 
digital images to attain 3D point clouds that can be sparse, 
followed by dense clouds. The topology of the surface 
generated by these algorithms is based on the density of point 
clouds. Performance study of algorithms (PSA, Alpha shape, 
and BPA) has been carried out by observing their behavior 
with varying values of control parameters (octree depth, alpha 
value, and ball radius), on the amount of time taken and 
obtained quality of the reconstruction. Alpha shape and PSR 
algorithms performed better in creating more faces and hence 
a finer reconstructed 3D surface. To build a fine, feature-
preserved, and accurate surface from the point cloud, several 
issues and constraints need to be considered. Noisy, sparse, 
and non-uniform points make the surface reconstruction 
process challenging. More research reconstructing finer 
surfaces using image features will be done in the future. 
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Abstract—Classifying weather from outdoor images helps 

prevent road accidents, schedule outdoor activities, and improve 

the reliability of vehicle assistant driving and outdoor video 

surveillance systems. Weather classification has applications in 

various fields such as agriculture, aquaculture, transportation, 

tourism, etc. Earlier, expensive sensors and huge manpower were 

used for weather classification making it very tedious and time-

consuming. Automating the task of classifying weather conditions 

from images will save a huge time and resources. In this paper, a 

framework based on the transfer learning technique has been 

proposed for classifying the weather images with the features 

learned from pre-trained deep CNN models in much lesser time. 

Further, the size of the training data affects the efficiency of the 

model. The larger amount of high-quality data often leads to 

more accurate results. Hence, we have implemented the proposed 

framework using the spark platform making it scalable for big 

datasets. Extensive experiments have been performed on weather 

image dataset and the results proved that the proposed 

framework is reliable. From the results, it can be concluded that 

weather classification with the InceptionV3 model and Logistic 

Regression classifier yields the best results with a maximum 

accuracy of 97.77%. 

Keywords—Weather classification; big data; transfer learning; 

deep learning; Sparkdl; convolutional networks 

I. INTRODUCTION 

Weather classification is a task of classifying weather 
conditions by looking at the weather data. Accurate weather 
classification enables users to organize day to day activities for 
instance deciding what type of clothes to wear, planning 
outdoor travel or sports activity, solar technologies, etc. [1]. It 
plays a critical role in various other fields such as in 
agriculture, it helps farmers to decide which fertilizers or 
pesticides to use, whether to turn off the sprinklers etc. based 
on the outdoor weather conditions. Accurate weather 
classification also helps in improving reliability of vehicle 
assistant driving and outdoor video surveillance systems [2]. 
Timely prediction of severe weather conditions helps saving 
people life and property. It helps to avoid road accidents, train 
derailment and ship collisions caused due to severe weather 
conditions like rain, fog, storm and snow [3]. It also assists in 
predicting natural calamities, thereby helping in saving 
people’s life to a greater extent. Thus, timely and accurate 
classification of weather images is of utmost important to 
society and needs to be explored further by the researchers and 
meteorologists. 

Convolutional Neural Network (CNN) is the commonly 
used deep learning architecture now-a-days to classify image 

datasets. It comprises multiple convolutional and pooling 
layers for better hierarchical representation and a Fully 
Connected Layer at the end for classification. Numerous 
variants of CNN such as ResNet, Inception V3, Exception, 
VGG-16, and VGG-19, etc. have been developed by 
researchers in past for improving the accuracy of networks. 
Several features such as sky, shadow, reflection, haze, contrast, 
etc. are present in images which are used by the CNN for 
weather classification. 

In this paper, a framework based on transfer learning 
techniques has been implemented for classifying the weather 
images into its appropriate category with the help of features 
extracted from pre-trained deep CNN models. Automating the 
classification will not only save time and resources but also 
aids in increasing the reliability of the process. Section II 
highlights the work done by researchers in the field of weather 
image classification. Limitation and challenges of existing 
technologies has been presented in Section III. Section IV 
defines the proposed framework. In Section V, the hardware 
and software required to implement the proposed framework 
have been discussed. The experimental results have been 
described in Section VI and the conclusion and future work has 
been presented in Section VII of the paper. 

II. RELATED WORK 

In the past few years, a significant amount of work has 
been done by researchers to resolve the issue of weather 
classification. As the weather dataset is quite huge, researchers 
have implemented big data technologies such as Hadoop and 
Spark to process weather datasets. Alam and Ajmad proposed 
architecture for parallel and distributed processing of big 
Weather datasets using Hadoop and Map Reduce platforms [4]. 
Yang et al. used big data technology to implement a regression 
model for predicting weather conditions with a large amount of 
weather data [5]. Ismail et al. build a big data framework for 
predicting weather temperature using Map Reduce technique 
and the proposed framework had the advantage of improved 
efficiency and scalability [6]. 

Dhoot et al. implemented the ARIMA technique and 
Kalman filter to forecast the weather using a spark framework 
and it was found that the ARIMA model with spark resulted in 
a significant reduction of execution time [7]. Spark was also 
used by Jayanthi and Sumathi to analyze weather datasets 
using ipython notebook and the proposed framework overcome 
the drawback of Hadoop in terms of processing speed [8]. 
Sudmant et al. studied the values and limitations of big data for 
fair weather prediction and emphasis on the need for 
technological advances for sustainable development [9]. 
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In past, numerous authors have experimented with different 
architectures of neural networks to forecast weather conditions 
and the results were quite promising. Reddy and Babu 
surveyed various models for weather forecasting and it was 
found that Feed Forward Neural Networks (FFNN) and Time 
Delay Recurrent Neural Networks (TDNN) are well suited for 
short-term and long-term forecasting respectively [10]. Ren et 
al. too surveyed deep learning-based weather forecasting 
models and compared their performance with conventional 
NWP techniques [11]. 

Tran et al. reviewed neural networks for air temperature 
forecasting and found that Multi-Layer Perceptron (MLP), 
FFNN, Ward Style ANN, Radial Basis Function (RBF), 
Generalized Regression Neural Network (GRNN), etc. were 
widely used networks whereas few studies also used deep 
learning networks which provide encouraging results [12]. A 
comparison has been done between traditional and emerging 
techniques used in weather forecasting  and it was concluded 
that for classification, CART, Adaboost and XGBoost gave the 
best results while for prediction, Linear Regression gave better 
performance [13]. 

Sharma and Ismail implemented 19 layers deep CNN using 
Keras and Tensorflow library for classifying the weather 
images into 4 classes (rain, shine, sunshine, and cloud), and the 
model provided 94% accuracy [14]. Wang and Li applied the 
fusion of DenseNet and ResNet CNN for classifying the 
weather images into nine classes and it was concluded that the 
output of the proposed integrated model was better than 
implementing the basic models alone [15]. Xiao et al. build a 
weather dataset comprising 6877 images of 11 different 
categories and proposed MeteCNN, a deep CNN model for 
classification [16]. The proposed model gave 92% accuracy 
and its performance was found to be superior to VGG19, 
VGG16, ResNet18, ResNet34, and MobileNet models. 

Elhoseiny et al. studied the CNN layer’s performance for 
two pre-trained models i.e. ImageNet-CNN and Weather-
Trained CNN to classify weather images and the proposed 
work outperformed state-of-art methods [2]. Ibrahim et al. 
proposed a WeatherNet framework that combines both weather 
and visual conditions and comprises 4 parallel deep CNN 
models a) NightNet to classify dawn, night, day, and dusk b) 
GlareNet to classify Glare and No Glare c) PrecipitationNet to 
detect clear, rain and snow d) FogNet to detect fog and no fog 
[17]. Xia et al. introduced the ResNet-15 model to classify the 
“Weather-Dataset 4” dataset consisting of weather images into 
four classes and it was concluded that the proposed model 
performed superior to the traditional ResNet50 model [18]. 

Dhananjaya et al. discussed the application of weather 
classification for autonomous driving and build a dataset for 
the classification of weather, light level, and street type into 
nine classes [19]. An active learning framework has been 
implemented to reduce redundancy in the dataset and the 
ResNet50 network has been used for classification. Guerra et 
al. too build a weather dataset comprising 5500 weather images 
of five different categories and further implemented CNN for 
feature extraction using Matlab and Caffe library. The 
experimental results proved that all the variants of ResNet 
performed better than VGG and CaffeNet [3]. Matteussi et al. 

implemented a Deep Learning algorithm on the BigDL 
framework using spark and Tensorflow library and the results 
concluded that ResNet performed better than VGG in terms of 
speed while LeNet achieved higher accuracy [20]. 

Zhao et al. too implemented the CNN-RNN approach for 
multi-label weather recognition to extract co-related visual 
features [21]. CNN model is extended with the attention model 
for feature extraction and the RNN model is used to model the 
dependency among labels. The experimental result proved that 
the proposed model is better than VGGNet. Li et al. combined 
CNN features with other features such as haze, contrast, 
brightness, etc. to construct a high dimensional vector for 
multi-class weather classification and the proposed model is 
proved to be effective and inspiring [22]. 

Zhang and Ma proposed Multiple Kernel Learning (MKL) 
for multi-class weather image classification and the results 
proved that the proposed technique gave better results as 
compared to SVM and AdaBoost [23]. Kang et al. presented a 
framework for weather image recognition to classify weather 
images into three categories: hazy, snowy, and rainy. The 
performance of GoogleNet, Alexnet, and the Multiple Kernel-
based Learning approach was compared and it was found that 
GoogleNet slightly outperformed Alexnet [24]. 

Chen et al. proposed a weather recognition system using 
MKL and active learning techniques for automatically labeling 
the weather images into sunny, cloudy, and overcast categories, 
and the proposed system achieved better performance [25].  Lu 
et al. proposed an approach using a collaborative learning 
strategy to classify a dataset of 10k images into two categories: 
sunny and cloudy [26]. The proposed approach has been 
compared with SVM, Adaboost, LLC, and ScSPM techniques 
and the results proved the efficiency of the proposed approach. 

Chu et al. build a large-scale dataset to estimate weather 
from images and demonstrated the relationship between 
different visual and weather features [27]. Random Forest has 
been implemented to classify the images and the results were 
found to be satisfactory for sunny, cloudy, and snowy classes. 
For rainy and foggy, the model did not give good results. Li et 
al. constructed a decision tree-based SVM classifier for 
extracting features to automatically acquire weather conditions 
from images using C++ and OpenCV [28]. 

Wang et al. introduced a new method for multi-class 
weather classification which builds feature vectors from the 
combination of real-time weather factors and dark channel 
feature value derived from images [29]. The proposed model is 
implemented using the Adaboost classifier on 5k images and 
the results demonstrated that the model performed better. 
Transfer learning has been applied by Challa and Vaishnav 
using the pre-trained ResNet50 and DenseNet161 models to 
classify the weather images [30]. 

As per the review of the work done by researchers, it can be 
concluded that Multiple Kernel Learning and pre-trained 
Neural Networks such as AlexNet, ResNet, VGG, and 
GoogleNet have been widely used by researchers for the 
classification of weather images. Big Data frameworks such as 
Spark and Hadoop have also been explored to process big 
datasets. 
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III. CHALLENGED AND LIMITATIONS OF EXISTING 

APPROACHES 

Many existing weather classification techniques make use 
of expensive sensors and huge manpower for classifying 
weather images. These methods rely on human observations, 
thus are more prone to errors and are very time-consuming. 
Numerical Weather Prediction (NWP) models are also being 
widely used for forecasting the weather conditions, but the 
techniques are quite expensive and rely on the power of 
supercomputers for data processing. 

Recent work on weather classification includes 
classification of weather conditions from images. CNN has an 
advantage of automatically detecting the important features 
from images without any human intervention. For getting the 
optimized results, CNN models require huge amount of 
processing power and large datasets for training. Further, 
training weather images using CNN models also require tuning 
number of hyper-parameters such as number of convolutional 
and max-pooling layers, kernel size, regularization techniques, 
etc. 

To overcome the above mentioned issues, transfer learning 
techniques are applied to transfer the knowledge learned from 
pre-trained deep CNN models to our weather image dataset. As 
transfer learning utilizes the features extracted from pre-trained 
CNN models, training time is considerably reduced. It too 
eliminates the need for tuning of number of hyper-parameters. 
Transfer learning has proved its potential in number of 
applications such as natural language processing, sentiment 
classification, text classification, spam email detection, video 
classification, drug efficacy classification, etc. [31]. 

Further, the size of weather images generated is also huge. 
Existing weather classification techniques exploiting the 
transfer learning techniques do not make use of big data 
technologies as well as lacks scalability. Thus, there is a need 
of weather classification framework which can scale on 
number of machines and can support big weather image 
datasets. 

IV. PROPOSED METHODOLOGY 

To overcome the limitations discussed in previous section, 
a weather image classification framework has been proposed 
and implemented using spark platform. Fig. 1 describes the 
proposed framework which comprises of three steps: image 
loading, feature learning and multi-class classification. Firstly, 
weather images are loaded into the spark via the readSchema() 
method of the ImageSchema library and a dataframe is created. 
Afterward, image data is given as input to the pre-trained deep 
CNN model to automatically learn hierarchical feature 
representation. At this stage, either we can freeze all the layers 
of the pre-trained models or some of its layers are unfreeze and 
fine-tuned to learn the desired features [32]. The final step is to 
use the learned features from the deep CNN models as input to 
the classifier model which classifies the outdoor weather image 
into its appropriate category. 

In step 2, 5 deep CNN networks i.e. InceptionV3, Xception, 
ResNet50, VGG16, and VGG19 have been explored for feature 
learning and experiments have been conducted to determine 
the model which gave the highest accuracy. VGG16 and 

VGG19 is 16 and 19 layered deep neural network whereas 
ResNet50 is 50 layered deep Convolutional neural networks. 
Inception V3 is also a very powerful neural network which is 
42 layers deep and has an advantage of performing multiple 
different transformations. Xception is a 71 layers deep neural 
network and incorporates depth-wise separable convolutions. 
All the layers from the pre-trained CNN models have been 
frozen in this case study. 

In the last stage of proposed framework, one of the two 
classifiers i.e. Logistic Regression and Random Forests has 
been implemented for classification of weather images. 
Logistic Regression is a supervised ML technique which uses a 
sigmoid activation function for solving classification problems. 
To reduce the over-fitting and generalization error, the Logistic 
Regression classifier is trained with elastic net regularization. 
Two hyper-parameters for Logistic Regression need to be 
optimized; alpha (α) which is used to assign the weight to both 
L1 and L2 penalty and lambda (λ), a regularization parameter 
that defines the balance between minimizing the training error 
and model complexity. If α is 0, the model follows L2 
regularization while if α is 1, the model follows L1 
regularization. 

Random Forests is another popular supervised machine 
learning technique based on ensemble learning which 
combines the results of a large number of weak decision trees 
to form a robust classifier. As shown in Fig. 2, 10 different 
combinations of the networks are possible and the same has 
been implemented using the Sparkdl library. Extensive 
experiments have been performed to determine the CNN model 
and classifier which provided the maximum accuracy for 
weather image classification. 

 
Fig. 1. Proposed framework for weather image classification. 

 
Fig. 2. Proposed architecture for weather classification. 
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V. EXPERIMENTAL SETUP 

To evaluate the efficiency of the proposed framework, 
Multi class weather image classification datasets freely 
available on Kaggle.com has been used [33]. Dataset 
comprises 1125 images of four different categories i.e. cloudy, 
rainy, shiny, and sunrise. Sample images from each target class 
have been shown in Fig. 3. Categorization of target classes for 
the dataset has been presented in Fig. 4. 

   
(a)                                   (b) 

   
(c)                                   (d) 

Fig. 3. Outdoor weather images (a) shine (b) cloudy (c) rainy (d) sunrise. 

For the experimental setup, spark version 2.3.0 has been set 
up on a local PC (i.e. driver and the executor are set up on the 
same local machine) with 16GB RAM (12 GB RAM is 
allocated to spark) and 1 TB hard disk. Python version 3.7 and 
Java version 1.8 has been installed as shown in Table I. 
Further, there are more than 150 parameters in Spark which 
needs to be tuned for any spark application to achieve 
optimized results. There is no default value of a parameter that 
fits every application; values of these parameters vary with 
workload and the type of application. 

 
Fig. 4. Categorization of target class. 

TABLE I. LOCAL PC CONFIGURATION 

Parameter Value 

RAM 16GB 

Hard Disk 1TB 

OS 64-bit Windows 10 

Spark version 2.3.0 

Java 1.8 

Python 3.7 

Optimal tuning of spark parameters i.e. driver memory, 
driver cores, executor cores, executor memory, number of 
partitions etc. improves the performance of spark application to 
the greater extent [34,35,36,37]. As size of data is not very 
large, 4g memory is sufficient to store the data as well as to run 
the CNN models with Logistic Regression as classifier. While 
for Random Forest classifier, minimum 8g driver memory is 
required. Number of cores allocated to driver/executor too 
impacts the application’s performance. If a cluster has n 
number of cores, number of partitions for input data should not 
be less than n as it might lead to under-utilization of resources. 
Few cores will be left idle and resources would not be utilized 
efficiently.  Thus, number of input partition should either be 
equal or greater than number of cores. In this research work, 
number of cores and partitions has been set to 2 and 4, 
respectively. 

To evaluate the efficiency of proposed framework, 
following metrics have been used: 

1) Accuracy: It can be classified as the ratio of truly 

predicted samples to the total number of predictions. 

2) Precision: It can be defined as the ratio of truly 

predicted positive values to the total number of positive 

predictions. 

3) Recall: It can be defined as the ratio of true positives 

and total positive samples. 

4) F1 score: Calculated as the harmonic mean of precision 

and recall. 

5) Training Time: Time required for training the model. 

VI. RESULTS AND DISCUSSION 

For Logistic Regression classifier, impact of regularization 
parameter, alpha and lambda on model’s accuracy has been 
studied. Accuracy values for different value of alpha have been 
observed and results are shown in Table II. It can be interpreted 
that accuracy of the Logistic Regression model trained using 
ResNet50 model is maximum when the value of alpha lies 
between 0 and 0.5. 

TABLE II. IMPACT OF ALPHA ON MODEL’S ACCURACY 

Alpha Accuracy 

0 97.28 

0.1 97.28 

0.2 97.28 

0.3 96.8 

0.4 96.8 

0.5 97.28 

0.6 96.8 

0.7 96.38 

0.8 95.92 

0.9 95.92 

1 96.28 

Further, 5 fold Cross-Validation method has been used to 
determine the optimal lambda value of Logistic Regression. 

26.67
% 

19.11
% 22.49

% 

31.73
% 

Cloud

Rain

Shine

Sunrise
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Numerous values of λ i.e. (0.01, 0.05, 0.1, 0.3, 0.5, 0.7, 1.0) 
have been examined and the results concluded that the model 
achieves higher accuracy for λ value of 0.01. Thus, for 
implementing the Logistic Regression classifier, α and λ has 
been set to 0.5 and 0.01, respectively. 

For Random Forest classifier, the number of trees in forests 
impact performance of classifier to a greater extent. Thus, for 
different values of trees, its impact on the accuracy and run 
time of an algorithm has been studied and results are shown in 
Table III. It can be interpreted that till a certain value i.e. 150, 
the accuracy value of the model increases with an increase in 
the number of trees in the forests. Afterwards, the accuracy 
value decreases. Random Forest classifier provided the best 
accuracy value of 97.73% with 150 trees in the forests. It can 
also be observed that the increase in the number of trees has no 
significant impact on the training time of an algorithm. 

Train and test data have been divided in the ratio 80:20. 
Table IV describes the accuracy, F1 score, precision, recall, 
and training time for 10 different possible architectures 
specified in Fig. 2. It can be interpreted that with the 
InceptionV3 pre-trained model and Logistic Regression 
classifier, the accuracy value is maximum i.e.  97.77%.  
Factorized convolutions, grid size reduction, asymmetric 
convolutions and use of auxiliary classifiers are some the 
significant features of InceptionV3 model resulting in its higher 
accuracy value. Instead of getting deeper, InceptionV3 extracts 
features in more depth. 

TABLE III. IMPACT OF NUMBER OF TREES ON THE PERFORMANCE OF 

PROPOSED NETWORK 

No. of trees Accuracy F1 score Precision Recall Time 

10 94.57 94.55 94.68 94.57 14 min 24 sec 

50 96.39 96.38 96.4 96.38 16 min 3 sec 

100 97.28 97.29 97.41 97.28 14 min 35 sec 

125 97.29 97.29 97.32 97.28 13 min 58 sec 

150 97.73 97.73 97.82 97.73 13 min 1 sec 

200 96.38 96.4 96.49 96.38 14 min 5 sec 

TABLE IV. OUTPUT OF PROPOSED FRAMEWORK FOR NUMEROUS PRE-
TRAINED DEEP CNN MODELS 

 
Accuracy F1 score Precision Recall Time 

ResNet50+LR 97.28 97.29 97.33 97.28 7 min 35 sec 

VGG16+LR 94.57 94.61 94.83 95.57 10 min 12 sec 

VGG19+LR 94.12 94.13 94.31 94.12 6 min 35 sec 

InceptionV3+LR 97.77 97.74 97.75 97.74 6 min 42 sec 

Xception+LR 95.02 95 95.11 95.02 8 min 2 sec 

ResNet50+RF 97.73 97.73 97.82 97.73 13 min 1 sec 

VGG16+RF 96.38 96.35 96.46 96.38 28 min 1 sec 

VGG19+RF 93.66 93.64 93.62 93.66 26 min 45 sec 

InceptionV3+RF 91.4 91.5 91.7 91.4 24 min 14 sec 

Xception+RF 90.04 89.98 90.32 90.04 50 min 50 sec 

Further, the second highest accuracy value i.e. 97.73% has 
been achieved with the ResNet50 pre-trained model and 
Random Forests classifier. ResNet50 pre-trained model with 
the Logistic Regression classifier too gave promising results. 
The Xception model trained using the Random Forests 
classifier provided the least accurate value of 90.04%. It can 
also be concluded that the time taken by the framework for 
training the dataset with the Logistic Regression classifier is 
quite low compared to the Random Forests. 

Table V demonstrates the confusion matrix for weather 
image classification for dataset 1 with Inception V3 pre-trained 
CNN model and Logistic Regression classifier, where the row 
represents the actual labels and the column represents the 
predicted labels. As shown in Table III, the total number of test 
images is 221. The number of test images for classes cloudy, 
foggy, rain, shine, and sunshine is 45, 64, 47, and 65, 
respectively. Out of 221, 216 images are predicted true by the 
classifier. 

TABLE V. CONFUSION MATRIX FOR INCEPTION V3 LOGISTIC 

REGRESSION MODEL 

 
Cloudy Rainy Shine Sunrise Total 

Cloudy 44 0 1 0 45 

Rainy 1 63 0 0 64 

Shine 0 0 45 2 47 

Sunrise 0 0 1 64 65 

Total 45 63 47 66 221 

 
Fig. 5. Comparison of the proposed framework with the existing techniques. 

The performance of proposed framework has been 
compared with the existing techniques utilizing the same 
weather image dataset for classification. Fig. 5 shows the 
comparison of accuracy value of the proposed framework with 
the four existing approaches. Our proposed framework yields 
the maximum accuracy value of 97.77% when Inception V3 
model and Logistic Regression classifier (InceptionV3+LR) 
has been used. Models proposed by Oluwafemi and Zenghui 
(2019), Togacar et al. (2020), and Sharma and Ismail (2022) 
had lower accuracy values of 86%, 95.85% and 94% 
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respectively [14,38,39]. Model proposed by Al-Haija et al. 
(2020) had the accuracy value of 98.22%, thus performed 
slightly better than the proposed InceptionV3+LR model in 
terms of accuracy [40]. Further, Model proposed by Al-Haija et 
al. had precision and sensitivity values of 96.5% and 96.4%, 
respectively while the proposed InceptionV3+LR model has 
better precision and sensitivity values i.e. 97.75% and 97.74% 
respectively. Hence, InceptionV3+LR model has better ability 
to capture false negatives and true positives than existing 
techniques. Time taken by the proposed framework for training 
is also very less i.e. 6 min 42 sec. 

VII. CONCLUSION 

Weather Prediction is a very vital activity performed before 
numerous day-to-day activities. Deep CNN is a deep learning 
technique widely used to classify image datasets but the 
techniques require very huge datasets and high computing 
devices for achieving optimal results. Transfer learning is 
proven to be effective in scenarios with smaller datasets and 
the unavailability of high computing devices. It helped in 
minimizing the learning time by utilizing the features learned 
from the previously trained deep CNN models. 

In this paper, a framework based on transfer learning has 
been proposed for classifying the weather conditions from 
outdoor images and the performance of various CNN models 
has been compared for accuracy, precision, recall, f1 score, and 
training time. From the results, it can be observed that with the 
InceptionV3 pre-trained model and Logistic Regression 
classifier, the accuracy value is maximum i.e. 97.77%. Further, 
it can be concluded that the time taken by the framework for 
training the dataset with the Logistic Regression classifier is 
quite low compared to the Random Forests. The comparison 
has also been done with the existing techniques and the results 
proved the efficiency of the proposed framework. Further, the 
proposed framework is scalable and has support for big 
datasets. In the future, some layers from pre-trained CNN 
models can be un-freeze and fine-tuned to learn better 
hierarchical representation. 
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Abstract—Improving students' academic performance is a 

significant concern among academics. Despite various strategies 

to improve academic performance, there are still a significant 

number of students who fail academically. This study sought to 

investigate the possible reasons for the academic deficiencies 

among Infotech Development Systems Colleges, Inc. Information 

Technology (IT) students in the IT and Non-IT-related strands, if 

their strand is significant to their academic performance in 

college, as well as formulate a solution based on the identified 

reasons and recommendations to reduce the negative academic 

remarks. The researchers employed survey questionnaires and 

interviews to conduct exploratory data analysis. Similarly, the 

Senior High School academic performance and actual grades of 

the respondents from AY 2018-2019 to First Semester of AY 

2021-2022. On the tested hypothesis showed statistical 

significance (p < 0.05) on IT-related strand. The study further 

reveals that the Non-IT-related strand has more students with 

academic deficiencies compared to IT-related strand and 

highlights a variety of reasons cited. Respondents cited 

misalignment of strand to current program, instructor not 

speaking clearly, unreliable internet connection, and failure to 

complete and submit an academic task as reasons for academic 

deficiencies. The researchers designed a model that can 

potentially eliminate academic inadequacies. The model takes 

into account both internal and external factors; for internal 

variable it includes effective time management, a positive attitude 

and mindset, prompt and punctual completion of requirements, 

and good study habits. While for the external factors, competent 

and student-friendly instructors, a stable, strong, and accessible 

internet connection, a conducive learning environment, relevant 

available resources and facilities, adaptation of limited face-to-

face or hybrid classes, and alignment of SHS strand to college 

program of choice are recommended. 

Keywords—Academic performance; exploratory research; 

reduce academic deficiencies; thematic analysis 

I. INTRODUCTION 

Expanding our worldview through education broadens our 
perspective. Many nations, like the Philippines, are shaping 
education to be the most valuable resource a nation may 
possess. Philippine Basic Education introduced the K-12 
Curriculum, which requires students to complete two years of 
senior high school before being eligible for college. Students 
who enroll in this program may select their own track or 
strand based on their preferences or areas of interest, or they 
may choose to pursue work for the remaining two years of 

senior high school. Senior high school students follow a basic 
core curriculum and can specialize in one of four areas. These 
tracks are distinct fields of study, akin to college courses. The 
tracks are Academic, Technical-Vocational and Livelihood 
(TVL), Sports, and Arts and Design. Some of the most 
popular strand under Academic and TVL tracks are Science, 
Technology, Engineering, and Mathematics (STEM); 
Accountancy, Business, and Management (ABM); Humanities 
and Social Sciences (HUMSS); General Academic, 
Information and Communication Technology (ICT) and Home 
Economics (HE). Magdadaro [1] mentioned that having an 
ideal strand offer learners a sense of self-assurance and can 
help students to be passionate about their chosen career. 

Academic performance is among the several components 
of academic success and key feature in education. [2], [3] 
Academic success and obtaining good grades are among the 
main goals in all levels of education while having positive 
outcomes both for the learners and educational systems. [4] 
The students‟ performance (academic achievement) plays an 
important role in producing the best quality graduates who 
will become great leaders and manpower for the country thus 
responsible for the country‟s economic and social 
development also one of the major factors considered by 
employers in hiring workers especially for the fresh graduates. 
Thus, students have to put the greatest effort in their study to 
obtain good grades and to prepare themselves for future 
opportunities in their career at the same time to fulfil the 
employer‟s demand. [5], [6] Many factors, including 
socioeconomic status, student temperament and motivation, 
peer, and parental support influence academic performance. 
[7] Factors affecting the academic performance of students are 
numerous and they can vary from nation to nation as well as 
even from person to person. As such, it would be really 
inadequate to investigate students‟ academic performance 
through a single-factor perspective [8] Students‟ performance 
also determines quality of education that will be passing to the 
students by the potential teachers at primary and secondary 
school levels. The good academic performance of students at 
the Senior High School is of paramount importance in every 
educational system. Meanwhile, numerous factors influence 
the academic performance of students and have been 
researched, but many problems persist. [9], [10]. 

There is a noticeable situation in which students enroll in 
college courses that are not associated with their track or 
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strand of senior high school. The mismatch rate is high 
between the strand of the learners during their senior high 
school and the course they enrolled in college. [11] Three 
mismatch characteristics affect students‟ academic outcomes: 
(1) a mismatch between expected and real grades, (2) a 
mismatch between expected and real levels of interest in 
studying, and (3) a mismatch between expected and real time 
for extracurricular activities at university. [12] The student‟s 
past performance in SHS has a significant effect on the 
student‟s self-efficacy in using information and 
communications technology (ICT)-related technologies in 
college. Computer self-efficacy also influences the students to 
achieve their academic goals in college; also, both past 
performance and computer self-efficacy have a strong 
influence on technology outcome expectations, however, the 
technology outcome expectations have a less significant effect 
on the students‟ achievement of their academic goals. [13] 
Low academic performance and adjustment to college are 
phenomena not new in the global education institutions. In 
fact, reported 60% of students who cannot adjust to college 
drop out early in school. The students who cannot establish 
good relationships with their friends, teachers and school 
administration, who do not like the school and the subjects 
have a higher tendency to be absent from school and to drop 
out of school. Also, that the specific causes of school dropouts 
include the difficulty of adjusting with the school curriculum. 
[14], [15], [16], [17] Moreover, mentioned that the problem of 
low academic achievement of students in the examinations is 
one of the most challenging problems that faces students as 
well as teachers. Low or weakness of the student's mark under 
the normal average in a study subject level as a result of a 
variety of reasons, including those related to the student 
himself, or those related to family, social and academic 
environment. Consequently, this may lead to frequent 
repetition of failure, despite their abilities that qualify them to 
get the best marks. [18]. 

In Infotech Development Systems Colleges, Inc. (IDSCI), 
it was discovered that a significant number of students in 
Information Technology programs have incomplete and failed 
remarks on their final grades, particularly in professional 
courses, as well as a significant number of dropouts, resulting 
in a decrease in program enrollment. In addition, students who 
took the non-IT-related strand in SHS are thought to have 
more incomplete and failed grades than those who took the IT-
related strand. 

The purpose of this study is to investigate the factors that 
contribute to the academic shortcomings of the respondents 
and to establish whether or not their strands have an impact on 
their academic performance. In addition to this, the 
researchers are interested in determining if the curriculum that 
they have chosen for their college is compatible with and 
advantageous to them. The researchers intend to carry out this 
study to serve as a guide to the institution, as well as for the 
students, particularly those who are enrolled and wishes to 
enroll in the Information Technology Department. The 
guidance will be presented in the form of a model with the 
goal of reducing the detrimental effect that it has on academic 
achievement. This model was designed using the causes that 
have been discovered for the academic deficiencies, as well as 

the recommendations made by the students, which included 
the alignment of their SHS strand. 

II. METHODOLOLY 

The exploratory research method was used in this study to 
determine ways to reduce academic deficiencies by examining 
respondents' college academic performance. This study was 
conducted among sixty-two (62) Information Technology (IT) 
students from Infotech Development System Colleges, Inc. 
and was divided into IT and Non-IT-related Strands based on 
their chosen strand. In order to gather enough information, the 
researcher used a survey questionnaire. The questionnaire was 
issued to eighty (80) target respondents, however only sixty 
(62) were retrieved. The proponent foregoes the available size 
with a confidence level of 90% and a margin of error of 5%. 

After initiating the strand, the researchers identified the 
college academic achievement of the target respondents in 
order to determine the number of students that received INC 
and failed remarks. The researchers employed a questionnaire 
in which respondents were asked to assess their level of 
agreement with the criteria that had been devised to match the 
SHS Strand to the chosen college program. The questionnaire 
was distributed to respondents using Google Form, and the 
categories on the item on SHS strand matching on the college 
program, as well as if their strand was beneficial to their 
academic achievement in college, were listed to aid 
respondents in choosing the right decisions. In addition, 
weighted mean and standard deviation were utilized in order 
to identify and analyze the data. 

The researcher also utilized the SHS and college academic 
performance to further determine if the respondent‟s strand 
has a significant relation to their academic performance in 
college. The research used the Pearson R statistical tool for the 
correlation. See (1). The SHS generated weighted average 
(GWA) was converted into a numerical value stipulated in the 
institution‟s Student Handbook. The numerical value was 
converted using a 6-point performance equivalent scale (6-
Outstanding to 1-Failed). 

  
∑  (    ̅)(    ̅)

√∑  (    ̅)
  ∑      ̅)

 
  (1) 

A separate survey questionnaire was also distributed only 
to respondents who had Incomplete or Failed remarks in order 
to determine the reason for their negative remarks. A 5-point 
Likert scale was used in both instruments. See Table I. 

TABLE I. FIVE-POINT LIKERT SCALE FOR THE MATCHING AND BENEFITS 

OF SHS STRAND 

Point 
Score 

Range Interval 
Descriptive Rating 

Level of Agreement 

1 1:00-1.79 Strongly Disagree 

2 1.80-2.59 Disagree 

3 2.60-3.39 Neutral 

4 3.40-4.19 Agree 

5 4.20-5.00 Strongly Agree 
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Moreover, the researcher used thematic analysis to identify 
the recommendations by the respondents to reduce the 
academic deficiencies. Thematic analysis is the process of 
identifying patterns or themes within qualitative data. The 
goal of a thematic analysis is to identify themes, i.e. patterns 
in the data that are important or interesting, and use these 
themes to address the research or say something about an 
issue. This is much more than simply summarizing the data; a 
good thematic analysis interprets and makes sense of it [19]. 

A structured interview was conducted to collect the 
possible recommendations to reduce academic deficiencies. 
There were twenty-four (24) IT students who participated in 
the interview. These were the students who has failed or 
incomplete grades. Based on the respondents' 
recommendation, the analysis produced six (6) themes which 
included time management, positive attitude and mindset, 
instructor, requirement completion, study habits, and 
resumption of classes. The flowchart of the research process is 
presented on Fig. 1. 

 
Fig. 1. Flowchart of the research process. 

The researcher retrieved the instruments automatically 
through Google form. The academic performance of the 
respondents was measured using their actual grades from AY 
2018-2019 to First Semester of the AY 2021-2022 taken from 
the Office of the Registrar with the permission of the IT 
students. The Student Profile Form was also used to identify 
the academic strand of the respondents. In this study, the 
respondents' Senior High School (SHS) strand were identified 
and categorized into IT Related Strand (ITRS) and Non-IT-
Related Strand (NITRS). ITRS includes STEM and ICT while 
the NITRS includes ABM, HUMSS, GAS, Home Economics, 
Automotive, Agriculture, Arts and Design, Electrical, 
Dressmaking and Industry-al Arts. The meaning and 

significance of the responses were interpreted through 
processes that included gathering, synthesizing, tabulating, 
and interpreting the meaning and significance of the 
responses. Tables and graphs were created to display the 
collected data. Data analysis was carried out using Microsoft 
Excel and Social Science Statistics Calculator. Mean, standard 
deviation, frequency, percentage, and correlation for 
descriptive analysis. 

III. RESULTS AND DISCUSSION 

In Fig. 2 shows the academic remarks status of the 
respondents. The results show that 58% got passing remarks 
but despite the high rate of passing grade there were still 42% 
respondents who got incomplete or failed academic remarks. 
Fig. 2 also reveals that 19% belong to IT-related-strand while 
23% belong to non-IT-related strand students. 

 
Fig. 2. Academic remarks status of the respondents. 

Academic excellence is not universal among students; 
there are some students that despite of various strategies to 
improve academic performance, there are still number of 
students who fail academically. Failure in small doses is 
actually crucial in learning. However, when students 
completely fail academically, this means that they are unable 
to overcome the small failures over time to learn and grow and 
eventually succeed [20]. There are many causes of student 
failure, and these causes could be looked at in various ways. 
In this study, the researcher also would like to identify the 
reason of IT and non-IT-related strand for academic 
deficiencies in the area of subject matter, teacher factor, 
learning environment, motivation and attitude, and personal 
issues in order to provide sufficient solution based on the 
determined reasons for academic deficiencies. And also, to 
determine if their strand has an effect and beneficial to their 
college academic performance. 

A. Reasons for Academic Deficiencies 

1) Subject matter: Fig. 3 shows the reasons for academic 

deficiencies in terms of Subject Matter. In the course content 

was too difficult to understand, ITRS got a mean score of 3.33 

with SD of 1.12 interpreted as neutral while NITRS got a mean 

score of 3.13 with SD of 1.13 interpreted as neutral. Too much 

course content/information was presented at a time making it 

difficult to be absorbed, ITRS yielded a mean score of 3.67 

with SD of 0.71 interpreted as agree while NITRS gained a 

mean score of 3.47 with SD of 1.13 interpreted as agree. On 

the prerequisite competencies were not well developed in the 

preceding year level, ITRS obtained a mean score of 3.67 with 

SD of 1.00 interpreted as agree. On the other hand, NITRS 

obtained a mean score of 3.13 with SD of 1.25 and was 

 
With Academic 

Deficiencies 
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interpreted as neutral. In terms of the SHS strand undergone 

was not aligned with the present program being taken up, ITRS 

received a mean score of 2.78 with SD of 1.09 contrary to 

NITRS which received a mean score of 3.60 with SD of 1.40 

interpreted as agree. 

 
Fig. 3. Reasons for academic deficiencies in terms of subject matter. 

According to the data, misalignment of the SHS strand to 
the enrolled program is one of the reasons why non-IT-related 
strand respondents received incomplete or failed remarks, as 
opposed to IT-related strand respondents. NITRS respondents 
mentioned that the topic presented in their current program is 
too different from the topics and discussion in their SHS 
strand, and they are finding it difficult to acclimatize. They 
also said that enrolling in an IT-related strand will make it 
easier for them to understand the lecture and other class 
activities. Moreover, the ITRS and NITRS both agreed that a 
fast-paced discussion was also one of the reasons for academic 
deficiencies. They have a hard time absorbing information that 
is delivered at the same time since it does not give them 
enough time to comprehend and learn the lesson. ITRS further 
stated that in the previous year's level, the required 
competences for the next course were not fully developed. 
Lack of competence causes a lack of confidence and 
willingness to complete tasks and activities. Students with 
strand mismatch lag behind others as it is more difficult for 
them to follow the unfamiliar subjects of their course. 
Students suffering from strand mismatch are also deprived of 
interpersonal relationships as forming them is directly related 
to academic engagement. It also has various indirect effects 
from these relationships to cognitive and behavioral 
participation [21]. 

2) Teacher factor: Fig. 4 shows the reasons for academic 

deficiencies in terms of the teacher factor. On the instructor did 

not speak clearly, ITRS got a mean score of 2.67 with SD of 

1.12 interpreted as neutral while NITRS got a mean score of 

3.91 with SD of 1.33 interpreted as agree. The instructor did 

not provide clear explanations, ITRS yielded a mean score of 

2.78 with SD of 1.20 interpreted as neutral; on the other hand, 

NITRS yielded a mean score of 2.40 with SD of 1.35 

interpreted as disagree. On the instructor did not consider 

extended deadlines, ITRS gained a mean score of 2.78 with SD 

of 1.09 interpreted as neutral while NITRS got a mean score of 

2.67 with SD of 1.40 interpreted as neutral. 

According to the research, NITRS respondents have 
difficulty understanding the lesson since their instructor did 
not talk in a manner that was appropriate for the situation. 
Respondents even claimed that some professors speak so 
quickly and utilize unfamiliar terminologies that they are 
unable to understand what they are trying to communicate. 
They also have difficulty understanding some computer words 
because they come from different strands. The ITRS, on the 
other hand, does not agree or disagree with the provided 
rationale; similarly, the instructor failed to present a clear 
discussion with which the NITRS disagrees. Teachers with 
poor communication skills may cause poor academic 
performance of students and lead to unstable professional life 
after school. Good communication minimizes the potential of 
unkind feeling during the process of teaching and learning. 
For a teacher, it is very pertinent to have good communication 
skills to create good classroom environment for effective 
teacher-student interaction to promote effective learning by 
students and acquisition of desired professional goals. Good 
communication is not only needed for effective teaching and 
learning, but it is also very important in the effectiveness of 
every human concern in life [22]. 

 
Fig. 4. Reasons for academic deficiencies in terms of teacher factor. 

3) Learning environment: Fig. 5 shows the reasons for the 

academic deficiencies in terms of the learning environment. In 

terms of the internet connection being poor, ITRS obtained a 

mean score of 3.33 interpreted as neutral on the other hand 

NITRS received a mean score of 3.67 with SD of 1.54 

interpreted as agree. On the learning area was un-comfortable, 

ITRS got a mean score of 3.33 with SD of 1.22 while NITRS 

yielded a mean score of 3.40 with SD of 1.24 both interpreted 

as agree. 

 
Fig. 5. Reasons for academic deficiencies in terms of learning environment. 
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Because of the unreliable internet connection, NITRS 
respondents find it difficult to complete a course satisfactorily, 
according to the data. Students rely heavily on internet 
connections in the new normal; from online classroom 
discussion to assignment submission, a poor internet 
connection prevents them from joining the class and 
completing duties. They also underline that being in an 
uncomfortable learning environment does not help them 
perform well, and that some people feel uncomfortable when 
they are being observed doing an activity or participating in a 
class discussion. Though ITRS does not agree or disagree with 
either of the above reasons, it is one of their group‟s highest 
mean scores, indicating that they are thinking about the 
reasons for their weaknesses. According to Torres-Diaz, 
students who do not have access to the internet are more likely 
to perform poorly on their examinations in comparison to 
students who frequently utilize the online educational 
resources. People who participate in interactive activities with 
their classmates and professors, as well as those who use 
online resources appropriately for their schoolwork, have a 
tendency to have better academic achievement overall [23]. 

4) Motivation and attitude: Fig. 6 shows the reasons for 

the academic deficiencies in terms of the learning environment. 

On lack of motivation, ITRS gained a mean score of 3.11 with 

SD of 1.17 while NITRS received a mean score of 3.13 with 

SD of 1.13 both interpreted as neutral. In terms of failure to do 

tasks and homework, ITRS obtained a mean score of 2.78 with 

SD of 1.09 interpreted as neutral on the other hand NITRS 

yielded a mean score of 3.87 with SD of 1.06 interpreted as 

agree. 

The data shows that NITRS respondents, despite the fact 
that they did not dislike the courses, accept the fact that they 
failed to complete the academic task as the reason for their 
negative academic performance. However, ITRS respondents 
did not agree or disagree. Furthermore, although being neutral, 
the highest mean of the latter group lacks enthusiasm to 
perform as expected and continue with their academic 
responsibilities. 

They lose interest in what they are doing because they see 
no reason to finish what they have started. Sometimes students 
lack motivation, so they become apathetic [24]. When students 
are unmotivated, they might feel that academic success 
doesn‟t matter or that they will never achieve it. Students who 
lack motivation might have experienced a good deal of failure 
early on in their education and feel there is no point in trying 
any longer. These students need to find a “why” when it 
comes to academic success, a reason that will motivate them 
to achieve their goals. A motivation can come from a career 
goal, a desire for a future accomplishment, the hope to be 
financially stable, or even the desire to give back to the 
community or family members. 

5) Personal issues: Fig. 7 presents the reasons for 

academic deficiencies in terms of personal issues. On 

procrastinating or delayed doing tasks, ITRS got a mean score 

of 3.11 with SD of 0.93 interpreted as neutral on the other hand 

NITRS received a mean score of 3.93 with SD of 1.10 

interpreted as agree. Lacking confidence in participating in 

class, ITRS got a mean score of 3.11 with SD of 1.45 

interpreted as neutral while NITRS gained a mean score of 

2.80 with SD of 1.37 interpreted as neutral. 

 
Fig. 6. Reasons for academic deficiencies in terms of motivation and 

attitude. 

 
Fig. 7. Reasons for academic deficiencies in terms of personal issues. 

According to the research, NITRS respondents have a 
habit of not completing projects on time. Respondents also 
admitted to making excuses for not doing their work and 
deferring chores like schoolwork or preparation for a test by 
doing anything else instead. ITRS responses do not agree or 
disagree with the stated personal concerns, but the highest 
mean in their category agrees with NITRS, and their lack of 
confidence in engaging in class may be a cause in their 
academic deficits. Late assignment submission indicates poor 
quality pupils in terms of performance. Their drop-out 
percentage (33.33%) is greater than the rate of on-time 
submissions (5.23%). Their request for an extension on the 
due date of their tasks is most likely due to poor time 
management rather than a desire to enhance performance. 
Students who submit their assignments on time perform better 
than those who submit their assignments late [25]. 

B. Agreement on the Matching of Strand to College Program 

of Choice as Perceived by the Students 

With the above-mentioned reasons, the researcher further 
investigates if their SHS strand has equipped them with 
information and skills in preparation for their higher 
education, and how linked the respondent's strand was to their 
current program. 
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TABLE II. THE MATCH OF STRAND TO COLLEGE PROGRAM OF CHOICE AS PERCEIVED BY THE RESPONDENTS 

INDICATOR 
IT RELATED NON IT RELATED 

Mean SD INT Mean SD INT 

The SHS strand chosen specialization is aligned to the college program of choice. 4.28 0.92 SA 4.00 1.12 A 

The specialization subject taken in SHS were related to the courses taken in college 4.21 1.01 SA 4.09 1.01 A 

Some knowledge contents needed in college courses are introduced in SHS subjects 4.13 1.06 A 4.09 0.84 A 

Some pertinent skills needed in college are taught and developed in SHS 4.24 0.87 SA 4.09 0.98 A 

The SHS curriculum meets the college program requirements 4.10 0.94 A 4.09 0.98 A 

General Mean and SD 4.19 0.96 A 4.07 0.99 A 

Interpretation Legend: SA-Strongly Agree A-Agree N-Neutral D-Disagree SDA-Strongly Disagree 

Table II presents the matching of SHS strands based on the 
perspective of the IT respondents. The result show that in 
Table I, in terms of the SHS strand chosen specialization is 
aligned to the college program of choice, ITRS got a mean 
score of 4.38 with Standard Deviation (SD) of 0.92 and 
interpreted as strongly agree while the NITRS got a mean 
score of 4.00 with SD of 1.12 and interpreted as agree. On 
specialization subjects taken in SHS were related to the course 
taken in college ITRS got a mean score of 4.21 with SD of 
1.01 while the NITRS only agreed with 4.09 mean score with 
1.01 SD. Some knowledge content needed in college is taught 
and developed in SHS and their curriculum meets the college 
program requirements, ITRS got a mean score of 4.13 and 
4.10 with SD of 1.06 and 0.94 while NITRS got a mean score 
of 4.09 and 0.84 and 0.98 SD, both interpreted as agree. On 
some pertinent skills needed in college are taught and 
developed in SHS, ITRS got a mean score of 4.24 with SD of 
0.87 and interpreted strongly agree while the NITRS got a 
mean score of 4.09 with SD of 0.98 interpreted as agree. ITRS 
on general mean and SD got a mean score of 4.19 and 0.96 
while NITRS got a mean score of 4.07 with SD of 0.99 both 
interpreted as agree. 

The data demonstrates that the SHS strand courses, 
particularly those related to IT; match the courses offered by 
the IT program. The IT related strand, in contrast to the non-
IT-related strand, strongly suggests it is needed in college 
courses, and the SHS curriculum fits some but not all of the 
college program standards. College program curriculum is an 
important factor in a student‟s learning development. The 
structures, standards, and performance indicators of the 
secondary and tertiary curriculum influence success in college. 
The usage of a vertically-aligned curriculum is beneficial to 
the students, although it needs systematic effort. Specialized 
pre-college courses gear students with advanced knowledge 
and make them excellent in their chosen fields [26]. During 
Senior High School, the students will gain the mandatory 
skills needed for their future professions that will help them do 
their work in a better way. 

C. Correlation between SHS GWA and College GWA 

After matching, to further tests the connection between 
SHS strand to their chosen college program the researcher 
correlates the SHS GWA to the College GWA to discover if 
the SHS Strand influences their college academic 
achievement. 

1) Correlation between IT-Related strand and college 

GWA: Fig. 8 shows the correlation between the SHS GWA of 

the IT-related strand and their college academic performance. 

The data reveals that although technically a positive 
correlation with r = 0.4115, the relationship between variables 
is weak. The p-value is 0.026567. The result is significant at p 
< 0.05. By normal standards, the association between the two 
variables would be considered statistically significant. 

2) Correlation between Non-IT related-strand and college 

GWA: Fig. 9 shows the correlation between the SHS GWA of 

the Non-IT-related strand and their college academic 

performance. The data reveals that although technically a 

negative correlation, the relationship between variables is only 

weak with r  = -0.114. The P-Value is 0.527587. The result is 

not significant at p < 0.05. The association between the two 

variables would not be considered statistically significant. 

 
Fig. 8. Correlation between IT-Related strand and college GWA. 

 
Fig. 9. Correlation between Non-IT related-strand and college GWA. 
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According to the research, regardless of the strand that IT 
students choose, it has no effect on their academic 
performance; nevertheless, enrolling in a related strand has a 
significant benefit over enrolling in a non-related strand. ITRS 
respondents also stated that it is simpler for them to grasp the 
lesson since they have prior knowledge on specific courses. 
Because of the information they gained in their SHS strand, 
they are also confident in their ability to contribute and 
interact in class. In the study of Alipio [27], academic 
achievement was affected by SHS strand and academic 
adjustment. Moderation effects between academic adjustment 
and SHS strand suggest that STEM strand students performed 
better than those in other SHS strands. 

D. Agreement on How Beneficial the SHS Strand to Academic 

Success in College 

The study also determines how beneficial the SHS strand 
is to the academic performance of the respondents' program of 
choice. This would determine whether or not the learning from 
their strand was beneficial to their learning acquisition in 
college. The study also determines how beneficial the SHS 
strand is to the academic performance of the respondents' 
program of choice. This would determine whether or not the 
learning from their strand was beneficial to their learning 
acquisition in college. 

Table III presents how their SHS strand helps their 
academic performance in college. ITRS perception on SHS 
strand helps them accomplish their class activities and projects 
in college obtained a mean score of 4.38 with SD of 0.68 
considered as strongly agree while NITRS perception obtained 
a mean score of 4.15 with SD of 0.87 understood as agree. On 
SHS strand helps them get high scores in quizzes in college 
obtained a mean score of 4.07 with SD of 0.70 defined as 
agree while NITRS obtained a mean score of 4.15 with SD of 
0.94 interpreted as agree. ITRS got a general mean of 4.22 and 
general SD of 0.70 interpreted as strongly agree while NITRS 
got a general mean of 4.07 with SD of 1.00 and interpreted as 
agree. 

In comparison to the NITRS, the data shows that 
respondents in the IT-related strand strongly believe that their 
chosen stand aided their academic achievement in college, 
particularly in completing class tasks and projects. Some ITRS 

respondents stated that some of the college class activities 
were already presented in their SHS strand, and that the 
knowledge and abilities required to complete the work had 
already been gained. Despite the confidence in easy 
understanding of the course or lesson and task performances, 
contrary to NITRS experiences due to the mismatch of strand 
taken in SHS, ITRS cannot confidently believe that their 
strand was highly effective in getting good grades and test 
scores because the technique and modality of delivery in 
higher education are different. However, when compared to 
non-related strands, aligned strands provide a significant 
advantage in academic achievement, particularly in the 
acquisition of knowledge in IT professional courses.  
According to Lumboy [28] the level of difficulty experienced 
by the respondents on their college subjects are highly related 
to the strand they have taken in senior high school. Those who 
are graduates of STEM excelled over the other as evident in 
their college academics. 

E. Recommendation to Reduce Academic Deficiencies 

Fig. 10 presents the recommendation to reduce academic 
deficiencies as perceived by the respondents. The researcher 
uses thematic analysis to analyze the result. Based on the 
respondents' recommendation, the analysis produced six (6) 
themes which included time management, positive attitude 
and mindset, instructor, requirement completion, study habits, 
and resumption of classes. Among the themes, requirement 
completion got the highest percentage of 38%, followed by 
positive attitude with 25%, study habits and instructor both 
received 13% while time management is 8% and resumption 
of classes with the lowest percentage of 4%. 

 
Fig. 10. Recommendation to reduce academic deficiencies. 

TABLE III. AGREEMENT ON HOW BENEFICIAL THE SHS STRAND IS TO ACADEMIC SUCCESS IN COLLEGE 

INDICATOR 
IT RELATED NON-IT RELATED 

Mean SD INT Mean SD INT 

My SHS strand helps me understand the course/lesson in college easily. 4.31 0.66 SA 3.91 1.13 A 

My SHS strand helps me accomplish the class activities and projects in college. 4.38 0.68 SA 4.15 0.87 A 

My SHS strand gives me confidence in participating in class discussions in college. 4.31 0.66 SA 4.18 0.85 A 

My SHS strand helps me perform the class laboratories. 4.20 0.77 SA 3.91 1.2 A 

My SHS strand helps me achieve high grades in college 4.03 0.73 A 4.12 1.02 A 

My SHS strand help me get high score in quizzes in college 4.07 0.70 A 4.15 0.94 A 

General Mean and SD 4.22 0.70 SA 4.07 1.00 A 

Interpretation Legend: SA-Strongly Agree A-Agree N-Neutral D-Disagree SDA-Strongly Disagree 
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1) Time management: The necessity of time management 

in obtaining academic success was underlined by the NITRS 

respondents in particular. Respondents admitted to not 

prioritizing their academics as also shown in Fig. 7 and 

suggested time management as a solution. Knowing what to 

prioritize, giving time to difficult topic courses, and efficiently 

organizing their schedule will all help them over-come their 

academic deficiencies. Some of the responses under this theme 

include: “In my situation, I had a lot of obligations. Most of the 

time I can‟t manage my time. I need to work to pay my 

enrollment fee so most of the time I skip classes. My 

recommendation is time management to avoid failed/INC”, 

“Give time to the subjects where I am having difficulty”, and 

“Plan your time well. Do your assignments early enough”. 

2) Positive attitude and mindset: The majority of NITRS 

respondents clearly indicate that having a positive attitude and 

mindset would be extremely beneficial in overcoming 

academic difficulties. They go on to say that taking a real 

interest in the course, learning from mistakes, being open to 

new learning and setting appropriate goals are all things that 

will help them succeed in school. Negative thinking, according 

to the respondents, just causes stress and discourages students 

from pursuing academic success. Some of the responses under 

this theme include: “Keep a positive attitude. Find genuine 

interest in the topic. Think about the class and the workload 

positively”, “Just don‟t think of anything that is not related to 

the very goal of education or the purpose of having a school, 

especially if those thoughts are just making us stress”, “We 

must stop pointing and complaining about our conditions as a 

student. Instead, make solutions to those problems and not 

excuses, so that we can move on'', and “Learn from mistakes. 

First of all, you must practice self-criticism and try to analyze 

the reasons that have caused the failure.” 

3) Instructor: Instructors play a significant part in every 

student's academic career, and the instructor's impact can 

sometimes determine a student's success or failure. Fig. 4 

shows that the NITRS respondents have difficulties 

understanding the lesson because the instructor does not talk 

properly, and they propose that they convey the discussion in a 

clear manner. The respondents also recommend that instructors 

should demonstrate sympathy, be more considerate of students' 

situations, especially when it comes to submitting activities, 

and encourage them to pursue their academic goals. In the 

same way, double-check every submission. Students are 

motivated to succeed academically when their instructor has a 

positive view-point and understands their circumstances. Some 

of the responses under this theme include: “Help the student 

whenever possible. Ask how you can help. Encourage them 

and don‟t give up on them”, and “I recommend to all teachers 

to make sure to double check the records of their students.” 

4) Requirement completion: To avoid academic 

deficiencies, the majority of respondents recommend meeting 

all academic prerequisites. Fig. 6 shows NITRS indicating that 

the reason for their poor academic performance is that they did 

not complete the task and homework. The respondents then 

recommend that students complete all class activities and 

deliver all required output. The likelihood of passing the course 

and program increases with a complete submission. Some of 

the responses under this theme include: “Do all 

task/project/take quizzes/exam and always participate in online 

class”, “Try to meet each subjects needed output”, “For me my 

recommendation to avoid inc is to comply all the requirements, 

don‟t miss out the activity and study more”. 

5) Study habit: Respondents advise practicing reviewing 

prior to attending class and taking exams. Additionally, 

students should concentrate on their studies in order to reduce 

academic deficiencies. Proper study habits help to improve 

academic standing, boost confidence in class participation, and 

achieve high grades on exams. Some of the responses under 

this theme include: “Focus on the study”, “Review”, and 

“Don‟t be lazy all the time”. 

6) Resumption of classes: The pandemic has changed the 

mode of delivery of classes, and some students have been 

affected and have not fully recovered from the abrupt change 

in delivery. There were students who excelled in face-to-face 

delivery but struggled to deliver successfully in online mode, 

encountering difficulties in meeting the required output and 

failing to join the class due to a variety of factors. In lieu of the 

difficulties encountered, a respondent from ITRS has suggested 

that the face-to-face mode of delivery be resumed to ensure 

quality learning and that they could truly understand the 

discussion and avoid academic deficiencies. A response under 

this theme: “I recommend f2f classes because I think 

implementing f2f classes will help students to be motivated and 

has an energy to do things on time and the communication 

between the teacher and students will really help a lot in the 

performance of the students.” 

F. Model for Reducing Academic Deficiencies 

Based on the identified causes of academic deficiencies 
and the respondents' recommendations to avoid them, the 
researcher developed a model that could potentially reduce 
academic deficiencies. The model (see Fig. 11) is made up of 
two (2) components: internal and external, as well as students 
at the center who will execute and carry out the given 
components. Internal factors include effective time 
management, positive attitude and mindset, prompt/punctual 
requirement completion, and good study habits. Furthermore, 
in order for the student to remain motivated to achieve 
academic success, these external factors should be considered; 
competent and student-friendly instructors, stable, and strong, 
and accessible internet connections, conducive learning 
environment, relevant available resources and facilities, 
adaptation of limited face-to-face or hybrid classes and lastly 
alignment of SHS strand to college program of choice. 

1) Internal factor 

a) Effective time management: By carefully managing 

time through meticulous preparation of every second of every 

day, the student may regulate their schedule so that their time 

is spent efficiently and they can finally attain their objective. 

According to Vences Cyril [29], having these skills gives 
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students the ability to plan ahead and prioritize upcoming 

assignments and events. This is an important factor in keeping 

students organized and avoiding procrastination, and 

ultimately leads to academic success. Being efficient with 

time may also lead to the discovery of limitless possibilities to 

focus on oneself and one's mental health, resulting in a right 

mentality. Ahmad, Batool, & Hussain Ch [30] also mentioned 

that time management is important in enhancing learners' 

performance and accomplishments. It is a talent to manage 

time, and every student must be familiar with and command of 

this skill in order to get better outcomes. A student can only 

survive if he or she has good time management skills. 

 
Fig. 11. Model for reducing academic deficiencies. 

b) Positive attitude and mindset: Having a positive 

mentality reduces negative thinking, and they will be more 

focused on studying and executing academic tasks, as well as 

driven to complete them on time. An article from Overcoming 

Fear of Academic Failure: Reasons Why Student Fail vs 

Thrive stated that the ability to learn from failure and keep 

working toward your goals anyway comes from adopting a 

resilience mindset. This takes practice, but you can train 

yourself to understand that failure is part of life and then be 

willing to keep trying anyway. An important aspect of 

resilience is the desire to learn from mistakes. Even if you fail, 

knowing that you can find a solution and work toward your 

goals in new ways should help you overcome failure [31]. 

c) Prompt/punctual requirement completion: In order to 

be a successful student, it is essential to complete assignments 

on time. Meeting time schedule demonstrates that the student 

can efficiently manage their time and priorities. Numerous 

activities are evaluated, and timely completion of assignments 

is essential for receiving excellent scores. By completing 

assignments on time, students are able to avoid late 

submission penalties and keep excellent scores in their 

courses. There are a numerous of benefits associated with 

doing your assignment in a timely manner. These would 

include learning how to be more disciplined and independent, 

improving your ability to manage your time more effectively, 

which would give you more flexibility to pursue other 

interests, and increasing the amount of information that you 

have obtained. By having a great understanding are more 

likely to achieve a better grade [32]. 

d) Good study habits: There is a substantial association 

between students' study habits and academic achievement. 

The study habits of students were used to predict their 

achievement. The use of study strategies and habits can help 

students improve their academic performance. Study habits 

are the reason for the development of academic achievement. 

[33] [34] [35] Students who have a wide range of self-

management skills can deal with long and uncertain deadlines 

by breaking far-off goals into smaller, closer goals on their 

own. Students who don't have these skills, on the other hand, 

would benefit from structures that set sub-goals with 

deadlines. For example, having students turn in an outline for 

a paper after the first third of the semester, the first draft after 

the second third, and the final draft at the end of the semester 

helps break down a big goal into smaller, more manageable 

goals. In an ideal world, this scaffolding of self-regulated 

learning and writing could be used as a model for long-term 

projects in the future. In general, making goals closer (e.g., 

with sub-goals) may help the student do better in school and 

stop putting things off. [36]. 

2) External factor 

a) Competent and student-friendly instructor: Students' 

performance is also affected by outside forces that are beyond 

their control. Because of the diverse worries of the student, 

having competent and sympathetic instructors will assist the 

student perform well in class. When the learner thinks that 

they are being understood, they feel comfortable and 

motivated to fulfill the work provided. Naz [37] mentioned 

that for quality education the competent teachers are 

necessary. Teacher‟s professional competence includes 

knowledge and understanding of children and their learning, 

subject knowledge, curriculum, the education system and the 

teacher‟s role. Academic performance has a highly substantial 

and positively correlated relationship with teachers' levels of 

expertise, grasp, and clarity on the topics they teach. In 

addition, aspects of a teacher's demeanor such as engagement, 

pace, the overall attitude of the instructor, openness, and 

rapport have a substantial bearing on students' cumulative 

grade point averages  [38] [39]. 
b) Stable, strong, and accessible internet connection: 

Because of the new normal delivery it is also required to have 

a solid internet connection in order for the students to join 

classes, submit requirements and acquire relevant information.  

Dogniez [40] stated that improved connectivity and the vast 

learning resources that are available over the Internet can be 

harnessed to advance access and quality of education. A 

reliable internet connection offers a lot of convenience and 

allows us to complete tasks with much less hassle, whether 

that‟s downloading a document or making a video call to a 

work colleague or a loved one. With a good internet 

connection, we can work, educate ourselves, entertain 

ourselves and save money. 
c) Conducive learning environment: A suitable setting 

is a necessary for learning. Comfortable learning place with 

minimal destruction helps the student comprehend and grasp 

the information being taught. In addition, having restricted, 

substandard and run-down resources and facilities also 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

353 | P a g e  

www.ijacsa.thesai.org 

hampers student progress, thus it proposes that students should 

have suitable available learning materials and facilities. This 

will bring about an enjoyable, exciting and meaningful 

process, whereby students anticipate attending courses. 

Students will also feel more at ease learning in a classroom 

atmosphere and would be able to concentrate more intensively 

on understanding the subjects at hand. It is supported by 

Chongui [41] stating conducive environment for learning, 

such as one with comfortable class-room set-ups, relevant use 

of teaching materials and interesting classroom activities, will 

further motivate the students to learn. 

d) Relevant available resources and facilities:  Students' 

academic success is greatly influenced by the quality of school 

facilities, and inadequate facilities result in low performance. 

[42] The availability and proper usage of school physical 

amenities have a key role in improving students' academic 

achievement, whereas the lack of such facilities may lead to 

students' poor academic performance. If physical facilities are 

accessible and utilized sensibly to fulfill the demands of the 

students, this would definitely increase students' enthusiasm in 

studying and lead to superior performance. [43]. 

e) Adaptation of limited face-to-face or hybrid classes: 

Due to the COVID-19 pandemic, the academic delivery 

method switched from in-person to online. Some students 

adapted the new method with ease, but others did not, which 

affected their academic achievement. There are students that 

succeed and do better when there is face-to-face interaction, 

particularly in skills-based courses that need laboratory 

activities. The researchers chose to incorporate limited face-

to-face or hybrid classes in the model in order to meet the 

demands of students for laboratory activities in light of the 

ongoing pandemic threat and the contemporary method of 

instruction. 

Adopting hybrid course delivery, which could provide a 
solution to ensure that Bioscience students receive practical 
laboratory experience and face-to-face contact to stay 
motivated and benefit from the on-campus facilities and 
support, while also giving students some of the flexibility 
provided by remote study. Student demographics and digital 
equality must be taken into account in the present competitive 
higher education market, where student retention is crucial, to 
ensure that the right strategy is used to serve all students.[44] 
Kemp [45] also mentioned that with a blended learning 
strategy, teachers can assign a variety of in-person and online 
activities to their students. Allowing students to choose how to 
finish particular task types may be an effective strategy to help 
more students feel in charge of their own learning and to help 
them fit learning more readily into their other responsibilities 
at home and at work. 

f) Alignment of SHS strand to college program of 

choice: Students' senior high school track or strand has an 

impact on their academic success and self-regulated learning. 

The students' senior high school experience has better 

prepared them for college, especially in the nursing program. 

Graduates of senior high school's academic STEM program 

seem better equipped to enroll in the nursing program, better 

able to handle the rigors of the program, and more likely to 

succeed in nursing school. [46] The model also implies that it 

would be more advantageous and students would have easier 

time learning if the strands are connected to the curriculum or 

perform a bridge program. 

Al-Muslimawi and Hamid [47] found external and internal 
factors that influence students' academic performance in their 
study. The study found that learning facilities and technology 
had the greatest impact on students' academic performance, 
while extracurricular activities can improve academic 
performance and college life. Competence and aptitude are 
also excellent indicators of academic success. Family issues 
might negatively impact students' performance. In addition to 
socioeconomic position and other factors, work and finances 
affect students' academic achievement. Social and other issues 
can slightly affect quality performance, but they are easier to 
overcome. Moreover, class schedule, size, and atmosphere can 
negatively impact learning. And, most students' academic 
performance is affected by text books and test procedures. 

In the related studies, significant similarities were 
discovered, which validates some factors in the researchers' 
designed model. The researchers, on the other hand, included 
additional variables that might potentially improve academic 
performance and fill the gap of the previous studies. Existing 
studies have identified a number of factors and potential 
solutions, but the researchers opted to build an approach that 
concentrated on reducing academic deficiencies. The 
developed model is a blend of conventional and contemporary 
solutions that also takes into account the changes in academic 
mode of delivery caused by the COVID-19 pandemic. And 
these modifications affected the academic achievement of the 
students in some way. In addition, because students in this 
study had an additional year of high school, the researchers 
investigated whether or not this factored into their academic 
success in college. 

IV. CONCLUSION 

The researcher discovers that the Non-IT-Related strand, 
in comparison to the IT-Related strand, has a number of issues 
in terms of academic performance for a variety of reasons. 
They emphasize that because of the strand misalignment, they 
find it difficult to understand the courses in the program 
chosen. It is also believed that instructors who do not 
communicate clearly have an impact on students' ability to 
absorb knowledge, and that students who have an unreliable 
internet connection have a harder time performing effectively 
in class. Respondents acknowledged not finishing academic 
tasks and not submitting them on time, resulting in failed and 
incomplete remarks. In addition, both the IT-related and non-
IT related strands are in agreement that their SHS strands are 
related to the program that they intend to study in college; 
however, the IT-Related strand is the one that believes their 
strand is more beneficial to their academic success in college 
than the non-IT related strand. The IT-related strand was 
determined to be statistically significant at a level of p < 0.05, 
which indicates that enrolling in the IT-Related strand offers a 
considerable advantage over the non-IT related strand. As a 
result, the researchers constructed a model that, with the help 
of the given reasons and recommendations from the 
respondents, can potentially eliminate academic inadequacies. 
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In order to effectively address and give a solution to the 
problem that has been recognized, the model takes into 
account both internal and external factors. It is recommended 
that, with regard to the internal variables, effective time 
management, a positive attitude and mindset, prompt and 
punctual completion of requirements, and good study habits 
be utilized. While for the external factors, the model includes 
competent and student-friendly instructors, a stable, strong, 
and accessible internet connection, a conducive learning 
environment, relevant available resources and facilities, 
adaptation of limited face-to-face or hybrid classes, and 
alignment of SHS strand to college program of choice. 

The approach that was formulated might be used as a 
guide by the institution, particularly in the formulation and 
process of the admission policy to avoid or address 
misalignment of strand to the college program of choice, 
evaluation of teaching professionals, and acquisition of 
education infrastructure. In addition to that, this may also be 
of use to the Information Technology Department in terms of 
assessing their curriculum, the approach utilized by teachers, 
and the monitoring of their students in conjunction with the 
Guidance Office. Furthermore, this model may be of 
assistance to the government education sector, particularly 
CHED and DepEd, in the process of reevaluating the policies 
and guidelines, particularly as they pertain to the 
implementation of the K to 12 or Senior High School program 
and how this program affects academic performance in 
college. 

The investigation was conducted on the IT Department, 
but the researchers recommend looking into other programs. 
Additionally, to perform in-depth study on the alignment of 
the curriculum between senior high schools and higher 
education institutions, as well as how it contributes to other 
possible causes of academic inadequacies. 
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Abstract—In recent decades, mobile health (m-health) 

applications have gained significant attention in the healthcare 

sector due to their increased support during critical cases like 

cardiac disease, spinal cord problems, and brain injuries. Also, 

m-health services are considered more valuable, mainly where 

facilities are deficient. In addition, it supports wired and 

advanced wireless technologies for data transmission and 

communication. In this work, an Artificial Intelligence (AI)-

based deep learning model is implemented to predict healthcare 

data, where the data handling is performed to improve the 

dynamic prediction performance. It includes the working 

modules of data collection, normalization, AI-based 

classification, and decision-making. Here, the m-health data are 

obtained from the smart devices through the service providers, 

which comprises the health information related to blood 

pressure, heart rate, glucose level, etc. The main contribution of 

this paper is to accurately predict Cardio Vascular Disease 

(CVD) from the patient dataset stored in cloud using the AI-

based m-health system. After obtaining the data, preprocessing 

can be performed for noise reduction and normalization because 

prediction performance highly depends on data quality. 

Consequently, we use the Gorilla Troop Optimization Algorithm 

(GTOA) to select the most relevant functions for classifier 

training and testing. Classify his CVD type according to a 

selected set of features using bidirectional long-term memory (Bi-

LSTM). Moreover, the proposed AI-based prediction model's 

performance is validated and compared using different 

measures. 
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Collection; Cloud Storage; Gorilla Troop Optimization (GTO); Bi-
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I. INTRODUCTION 

The healthcare industry faces several challenges in 
diagnosing disease and providing affordable services [1, 2]. 
Providing patients with the best possible care based on a 
review of their medical histories, medical decisions, and the 
variability of their molecular properties is one of the 
fundamental requirements of any healthcare system. Due to 
the rapid development of new technologies, these systems 
have been dealing with several problems with data gathering, 
information association, data retrieval, and decision-making 
[3]. Due to logistical constraints caused by mobile phone use 
in developing nations, many healthcare sectors have 
significantly transformed. Mobile technology [4] has recently 
been crucial in several technological domains among 

subscribers in practically all countries. The advancement of 
new technologies and their use in the healthcare industry, 
known as "m-health" [5, 6] are aided by mobile devices and 
communications. The general framework of m-health system 
is shown in Fig. 1. Still, the m-health framework [7, 8] has 
many challenges and issues, which include the followings: 

 Better interpret the data from multiple sources 
produced by numerous mobile and information sources 
after 2021. 

 Enabling smarter, more personalized behavior change 
and engaging tools to inspire more meaningful users 
and patients to improve their health and well-being. 
The vast amount of health data from 5G mobile health 
users also needs to be intelligently adapted and 
transformed. It is essential to accurately estimate the 
relationship between the genomic data sequence and 
other medically relevant data. 

The interpretation of large medical imaging datasets and 
other relevant diagnostic/imaging data generated by the latest 
generation of mobile imaging devices requires reliable, 
accurate and secure data analysis methods. 

For instance, the cardiac arrest is now more likely in the 
situation where life is currently halted. Patients' health 
conditions deteriorate when they put off getting medical care 
because they are worried about contracting a communicable 
illness. For diagnosis and therapy, accurate predictions are 
essential. Researchers are constantly creating useful decision 
assistance systems, but CVD diagnosis is still difficult. 
Several intelligent tools have been developed based on 
machine learning and data-driven methodologies to address 
these issues. These methods have all included connecting 
many data sources to create a collective understanding for 
future research and predictive analysis [9, 10]. Several 
research have demonstrated that the severity of heart diseases 
may be automatically diagnosed using various machine 
learning approaches, such as combining numerous 
classification algorithms and augmentation algorithms to 
create reliable automated prediction systems. The CVD 
dataset was utilized in the research to test seven models, 
including SVM, KNN, LR, DT and various ensemble 
methods. Moreover, the AI-assisted diagnosis can help doctors 
make diagnoses more quickly and cheaply, which can help 
save patients' lives earlier in the process when there is a 
shortage of medical professionals. 
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Fig. 1. General framework of M-Health systems. 

Furthermore, many prediction-based techniques have been 
developed for various conditions, including neurological and 
cardiovascular heart disorders. In m-health systems, patient 
data is gathered to help with disease tracking, diagnosis, and 
prompt services, particularly in places where immediate care 
is complicated. Another online platform with a substantial 
library of medical content built on multimedia is called E-
Medicine. Despite the availability of these new 
communication channels [11, 12], the technological support 
for the healthcare industry often needs to meet expectations 
due to scalability and other technical issues. To make the 
service more accessible to providers, users, and medical 
professionals, a more suitable m-health architecture needs to 
be designed. In addition, all data transmissions must be quick 
and secure to ensure timely delivery [13]. Security is one of 
the most crucial elements, particularly in relation to wearable 
sensors and handheld devices. The major research objectives 
of this paper are as follows: 

 To develop a computationally efficient M-Health 
framework by using an advanced Artificial Intelligence 
(AI) mechanism. 

 To accurately predict the cardiovascular disease from 
the obtained patient health information with reduced 
time and computational complexity. 

 To improve the prediction rate of the M-Health 
systems, a Gorilla Troop Optimization Algorithm 
(GTOA) mechanism is deployed. 

 A bidirectional long-short-term memory (Bi-LSTM) 
model has been implemented to ensure efficient and 
accurate disease diagnosis. 

A comprehensive analysis was performed using various 
performance measures to validate and test the results of the 
proposed GTOA using the Bi-LSTM model. 

The following sections make up the remaining parts of this 
article: The traditional approaches and methods for dynamic 
disease prediction in m-health systems are reviewed in 
Section II. In accordance with its primary disease prediction 

outcomes, it also analyses the benefits and drawbacks of each 
technique. The entire description of the proposed approach, 
including its workflow and extensive illustrations, is provided 
in Section III. Using a variety of parameters, Section IV 
compares and validates the results of the proposed and 
existing disease prediction models. In Section V, the study 
concluded with its findings, implications, and future scope. 

II. RELATED WORKS 

This section gives an exhaustive assessment of the 
literature on the current AI development approaches. 
Additionally, it looks at each work's benefits and drawbacks in 
relation to its performance, core concepts, and processing 
method. 

The most popular machine learning approaches are 
classification algorithms. Based on their preferred method of 
learning, machine learning models can be broadly categorized 
into three categories: reinforcement learning, unsupervised 
learning, and supervised learning. When a machine learns how 
to assign labels to each class of data that process is known as 
classification. Moreover, the ANN, NB, DT, and LR are the 
most popular machine learning models specifically used in the 
healthcare applications for disease prediction. To identify 
patterns and address AI issues, the ANN is constructed using a 
network of neurons and weighted connections. During 
training, the random forest generates a number of decision 
trees and produces the results that receive the most votes. This 
method is applied to tasks involving classification and 
regression. NB is a Bayes' rule-based classification system 
that works under the presumption that all of the features that 
forecast the ideal value are unbiased. Based on the likelihood 
that the data belong to a particular class, the Nave Bayes 
model can determine the class of a given set of data. A 
straightforward method known as "nearest neighbors" can be 
used to save all existing cases and categorize new cases based 
on how similar they are as determined by distance functions. 

Istepanian and Anzi [14] utilized a new m-health 
framework for an intelligent healthcare delivery systems. The 
purpose of this work was to investigate the relevant big data 
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issues, and technological innovations for developing an 
effective m-Health framework. Moreover, we validated 
different types of data analysis approaches for the M Health 
system, including descriptive models, diagnostic models, 
predictive models, and prescriptive models. Based on this 
research, machine learning and deep learning tools are 
analyzed to be of great importance and play an important role 
in the m-Health framework. Mishra et al. [15] pursued a new 
approach to improve the effectiveness of m-health systems 
using big data and IoT technologies. This paper targets to 
construct a new IoT based m-Health framework for disease 
monitoring and patient empowerment. Also, it intends to 
minimize the cost and enable an effective utilization of the 
medical components for proper m-Health management and 
control. However, the system model of the suggested 
framework could be difficult to understand, and it failed to 
demonstrate the efficiency and reliability of this systems. 
Alotaibi, et al. [16] analyzed the major applications of using 
AI and big data analytical models for developing a highly 
proficient m-Health systems. Here, a systematic review is 
conducted for investigating the different types of AI 
mechanisms to improve the performance of m-health systems. 
Moreover, this work used various performance measures to 
assess the quality of m-health systems that includes 
interactivity, veracity, usefulness, effectiveness, user 
satisfaction, and customization. The major drawbacks of this 
framework are inaccurate system response, various privacy 
and security problems. 

Al-Marridi, et al. [17] employed an AI technique for 
optimizing the energy efficiency of m-health systems. The 
purpose of this work is to effectively minimize the latency and 
jitter by properly providing the resources and services from 
the cloud data centers. Moreover, it mainly concentrated on 
the optimal allocation of resources in the m-health systems. 
For this purpose, the deep learning based neural network 
algorithm was deployed, which supports to reduce the 
distortion and maximize the compression ratio of the 
healthcare framework. The primary advantages of this 
framework are reduced time consumption, optimized energy 
consumption, and delay. Elhishi, et al. [18] deployed a mobile 
health application system for identifying the leukemia cancer, 
where a straightforward medication management scheme was 
also used to remind the patients about their schedules. 
Specifically, it intends to develop a construct a new prototype 
for identifying the suitable solution with reduced time and 
cost. In addition, the Convolutional Neural Network (CNN) 
based deep learning classifier has been utilized to detect the 
leukemia cancer using the blood film input. Lano, et al. [19] 
utilized an AI mechanism to assist the m-health application 
systems. Here, the machine learning model is utilized to 
analyze the behavior elements of the medical systems. Mendo, 
et al. [20] provided a thorough analysis of the many machine 
learning models employed to raise the capability of mobile 
health systems. We also explored the rise of mobile healthcare 
devices and applications for reviewing patient health records. 
Pankaj et al. [21] used a machine learning approach to 
diagnose diabetes using the M-Health application. Abed et al. 
[22] introduced an integrated electronic medical system that 
enables efficient medical monitoring. Here, the machine 
learning based traffic flow classification model was utilized 

for reducing the time delay and traffic during data 
transmission/communication. 

Alhussein, et al. [23] developed a voice pathology 
detection system with the help of CNN model for mobile 
health applications. The purpose of this work was to design a 
smart m-health framework by using the transfer learning 
mechanism. In addition, various types of features such as mel-
frequency cepstral coefficients (MFCC), pitch frequencies, 
and linear prediction cepstral coefficients (LPCC) are also 
used. Shaban-Nejad, et al. [24] presented a detailed analysis 
demonstrating the importance of using AI in personalized 
healthcare systems. The scope of this paper was to improve 
the speed, accuracy, and reduce the time in the health systems. 
Shatte, et al. [25] presented a comprehensive survey for 
examining various ML methodologies used for developing a 
computationally proficient healthcare monitoring framework. 
Moreover, it discussed about the importance of using ML 
techniques in the field of medical treatment and diagnosis. It 
includes the mechanisms of active learning, Bayesian 
network, ensemble learning, regression, KNN, multivariate 
classification, random forest, linear discriminant analysis, and 
discriminative dictionary learning. Dargan, et al. [26] 
presented a comprehensive survey for examining the different 
types of deep learning mechanisms used in a health 
application systems. Key factors for using deep learning 
methodologies are layered or multi-level nonlinear processing 
and whether learning is guided or unguided. Garcia et al. [27] 
developed a framework for mental health monitoring systems 
(MHMS) based on machine learning models. The main 
consideration of this paper is to ensure the properties of 
increased privacy, high storage capacity, reliable data 
transmission, reduced energy consumption, and flexible data 
labeling. Tian, et al. [28] intended to design a smart healthcare 
framework with the specific parties of efficiency, 
convenience, and personalization. This framework includes 
the major participants of doctors, patients, hospitals and 
research institutions. 

Based on the literature review, the problems associated to 
the conventional M-Health frameworks are as follows: 

 Complex system design. 

 Increased error prediction rate. 

 Computational burden. 

 High time consumption. 

 More resource utilization. 

Therefore, the proposed work motivates to develop a new 
M-Health framework for dynamic disease prediction. 

III. PROPOSED METHODOLOGY 

This section provides the complete explanation for the 
proposed m-health systems with the overall workflow and 
illustrations. The original contribution of this work is to 
predict the cardiovascular disease according to the patient 
information collected from the cloud storage by using an 
advanced AI mechanism. The architectural model of the 
proposed M-Health framework is shown in Fig. 2. The 
development of mobile systems, especially for emergency 
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applications, is usually a product of information and 
communication technology. Moreover, the emergency 
applications are highly crucial for the patients who suffered 
with heart disorders, brain injuries, spinal injuries, and etc. 
The M-Health services are beneficial, particularly in areas 
without many medical facilities, where hospitals are dispersed 
among the population, or where the cost of medical care is 
high. Also, it is built on new wireless and wired technologies, 
including cloud computing, Global System for Mobile 
Communications (GSM), and 4th or 5th generation 
technologies. Smart sensors are a feature of M-Health 
systems, which also have 5G connectivity capabilities linked 
with Web 2.0, online communities, and cloud - based services. 
Furthermore, the majority of M-Health-capable sensors and 
gadgets use low-power Bluetooth and ZigBee technologies to 
transmit data to other endpoints. The information is then 
shared to the distant systems or cloud data storage over 
communication networks for additional processing and 
decision-making. The modules involved in the proposed M-
Health framework are as follows: 

 Data collection using smart sensors. 

 Data transmission to cloud. 

 Deep learning based cardiovascular disease prediction. 

Initially, the data collection is performed through smart 
sensors that are planted inside the human body, which are 
further connected with the mobile devices or gateways. Then, 
the smart devices like mobile can be used to enable 
communication between the patients and healthcare 
professionals at anywhere. After that the obtained health 
information is transmitted to the cloud systems for further 
operations. Furthermore, the deep learning based AI 
mechanism is applied to accurately predict the cardiovascular 
disease from the obtained patient health information. As 
shown in Fig. 3, the proposed AI based disease prediction 
system comprises the following operations: 

 Secure data collection from cloud or data centers. 

 Data preprocessing. 

 Gorilla Troop Optimization Algorithm (GTOA) for 
feature selection. 

 Bi-directional LSTM based classification. 

After obtaining the health data from cloud systems, the 
data preprocessing is applied to generate the balanced dataset 
by performing the operations of cleaning, normalization, noise 
removal and balancing. Since, the raw dataset comprises some 
un-related attributes or information that may disrupt the 
accuracy of disease detection. Hence, the data preprocessing is 
more essential for an accurate disease prediction and 
diagnosis. After that, an intelligent and computationally 
efficient GTOA is applied for reducing the dimensionality of 
the dataset by choosing the most relevant features. It is also 
helps to improve the disease detection rate and reduce the 
overall time consumption of the processing system. Finally, 
the deep learning based AI model, named as, Bi-LSTM has 
been applied to accurately predict the type of cardiovascular 
disease according to the set of extracted feature set. The 
performance of the proposed GTOA using the Bi-LSTM 
model is validated and tested with various parameters. The 
primary advantages of the proposed model are as follows: 
easy to understand, reduced complexity in processing, less 
time consumption, accurate disease prediction, and 
computationally proficient. 

A. Cloud Model 

In this framework, the cloud system comprises two layers 
such as data annotation & analysis, and storage & access 
layers, in which the storage layer stores the M-Health 
information obtained from the mobile devices through 
network service providers. The data is related to the patient’s 
medical information like previous history, glucose level, BMI, 
heart rate, etc. Typically, the cloud is one of the most suitable 
and convenient platform for the users to store and retrieve the 
information. Specifically, the cloud has the major benefits of 
reduced cost, stability, and efficiency for the M-Health 
applications. Here, isolation strategies are used to enable 
secure data storage operations that ensure privacy and 
confidentiality of patient medical information. The data 
storage model of the cloud system for the proposed M-Health 
application system is shown in Fig. 4. 

 
Fig. 2. M-Health framework of the proposed system. 
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Fig. 3. Flow of the proposed dynamic prediction system. 

 
Fig. 4. Cloud data storage model. 

B. Secure Data Collection 

The health or medical information about the patients like 
clinical records, and physiological signals are gathered from 
the smart sensor devices. Here, the wearable smart devices 
monitor the patients’ data, and transmits the obtained 

information to the mobile device. Since, the existing data are 
gathered from the cloud systems, which comprise the 
information of patient history, age, BMI, gender, blood 
pressure, etc. This information is updated by the medical 
centers, and it can be used to predict that whether the patient is 
affected by the CVD or not. 

C. Data Preprocessing 

After collecting the information, we apply data 
preprocessing to create a noise-free and balanced dataset for 
accurate disease prediction and classification. The main goal 
of this work is to accurately detect CVD disease in order to 
provide appropriate treatment and recommendations to 
patients. Data normalization and noise reduction techniques 
are used to make the data noise-free at this stage. Noise and 
other environmental influences are present in the raw data that 
comes from the sensor nodes. Moreover, it includes the 
preprocessing operations of cleaning, normalization, noise 
elimination, and data balancing. This technique is used to tune 
the noisy data into a clean dataset. In other words, anytime 
data is acquired from various sources, it is done in a primary 
manner that makes analysis impossible. So that the deep 
learning model being used can produce better outcomes, data 
must be presented in the correct format. Pre-processing 
describes the changes made to our data before the algorithm 
receives it. The removal of mistakes, inconsistencies, and 
missing values from the dataset is the focus of the data 
cleansing/cleansing stage. Various approaches or techniques 
have been developed to address this issue. The data value 
missing from the cell in the corresponding column is known as 
a missing value. In healthcare, missing values may occur due 
to human error, non-applicability, sensor omission, patient 
absence from the ventilator due to medical decisions, or 
patient state unrelated to a particular variable. Moreover, the 
missing values can be handled by either rejecting them or 
imputing the missing information. In addition, the data scaling 
is performed by using the min-max algorithm, which scales 
the features in the range of [0, 1], and [-1, 1]. It is estimated as 
follows: 

   
     

       
  (1) 

Where,     and     are the minimum and maximum 
values of the dataset. Based on this operation, the balanced 
and quality improved data is produced as the output, which 
can be used for an accurate CVD prediction. 

D. Gorilla Troop Optimization Algorithm (GTOA) 

After preprocessing, the GTOA is applied to optimally 
select the features from the balanced dataset for accurately 
predicting the disease. This technique provides the best 
solution for setting features to train the classifier. Finding the 
best viable or desirable solutions to a specific problem that is 
frequently faced in a variety of fields is referred to as 
optimization. Multiple factors have contributed to the 
popularity of met heuristics in engineering applications. For 
instance, they are simple to execute, contain reasonably simple 
concepts, perform better than local search algorithms, have 
many different applications, and knowledge of the derivative 
function is not required. In the existing disease prediction 
frameworks, various meta-heuristics optimization techniques 
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are deployed for feature optimization and dataset 
dimensionality reduction. However, it faces some 
complications associated with slow convergence, a high 
number of iterations, complexity in computation, and more 
time consumption. Hence, the GTOA is utilized in this work, 
which supports reducing the dimensionality of the 
preprocessed dataset by selecting the most relevant features 
used for CVD prediction. 

In this technique, the five distinct operators are used to 
simulate exploration and exploitation optimization procedures 
based on the behaviors of gorilla, and its phases are shown in 
Fig. 5. During exploration, three distinct operators have been 
used such as: 

 Migration to unknown place for increasing the 
capability of exploration. 

 Migration to other gorillas for balancing both 
exploration and exploitation. 

 Move in the direction of an identifiable place to 
increase the capability of GTO. 

These operations are mathematically performed as shown 
in below: 

   (   )

 {

(       )          

(   )    ( )          

 ( )    (  ( ( )     ( ))    ( ( )     ( )))      

 

        (2) 

Where,    (   ) indicates the candidate position vector 
of gorilla at iteration h,  ( ) denotes the current vector of 
gorilla,         are the random numbers from [0 to 1] that 
can be updated at each iteration, d is the parameter that is used 
before optimization ranging from 0 – 1,     and     are the 
upper and lower bounds respectively. Moreover, the 
optimization parameters K, H and B are computed by using the 
following equations: 

    (  
   

      
)   (3) 

     (   )      (4) 

         (5) 

where U is the function computed using equation (4), 

iteration denotes the current iteration, and 〖max〗iteration 

denotes the total number of iterations used to perform the 
optimization,   is the random number from 0 to 1, and   is the 
random number from -1 to 1. Consequently, the other 
optimization parameter B is estimated by using the following 
equation: 

      ( )   (6) 

               (7) 

Where,   indicates the random value in the range of [-K to 
k]. Similarly, the other two operators are used in the 
exploitation stage that supports to increase the performance of 
searching. During exploitation, the following operations are 
performed: 

  (   )      ( ( )     )   ( )   (8) 
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∑    ( ) 
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)
   

     (9) 

         (10) 

Where,  ( ) indicates the vector position of gorilla,     is 
the silverback of gorilla,   is the function estimated by using 
equ (9),   is the setting parameter, and P is the number of 
gorillas. Then, the vector position of each candidate gorilla 
  ( ) is updated at iteration h as shown in below: 

  ( )      (       ( )   )      (11) 

            (12) 

Where,   is the impact force, and    is the coefficient 
vector. Finally, the cost of all solutions is estimated, and based 
on this the best solution is obtained as the optimal solution. 

Algorithm 1 – GTO for feature selection 

Input: Population size P, maximum number of iterations N, 

parameters   and s; 

Output: Location of gorilla and fitness value; 

Step 1: Initialize the random population as   , where   
     ; 

Step 2: Estimate the fitness value of Gorilla; 

Step 3: While (Until reaching the stopping criterion) do 

  Update the parameter K by using equation (3); 

  Update the parameter H by using equation (5); 

   For (each Gorilla   ) do 

Update the current location of gorilla by using equation 

(2); 

   End for; 

   Compute the fitness value; 

   If    is better G 

  Set     as the best location; 

  For (each Gorilla   ) do 

    If (| |   ) then 

Update the current location of gorilla using equation (9); 

    Else 

Update the current location of gorilla by using equation 

(11); 

    End if; 

   End for; 

 Estimate the fitness value of gorilla; 

 If (New solution is greater than previous) 

   Update     as the best position; 

   End while; 

 Return      ,        ; 
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Fig. 5. Flow of GTOA. 

E. Bi-Directional LSTM 

Finally, the Bi-LSTM algorithm is applied to precisely 
classify the CVD with high reduced complexity and high 
accuracy. Typically, the Recurrent Neural Networks (RNNs) 
are the foundation of the LSTM method [29], Input gates, 
output gates, and forget gates that form the primary LSTM 
unit cell. The LSTM creates an internal feedback state due to 
processing various inputs close to one another, which helps the 
network comprehend time and the significant variability of the 
displayed data. Through gate control, the LSTM network 
incorporates resolving gradient vanishing to a certain level. 
While an LSTM framework can understand and preserve past 
data, it cannot accurately include new data to support a final 
prediction. As a result, a Bi-LSTM with two-way functionality 
was made using the LSTM network. In sequence prediction 
modelling, bi-LSTM networks perform better than other RNN 
and LSTM architectures, especially regarding speech or 
handwriting recognition and machine translation. Bi-LSTM 
contains two separate LSTMs that can integrate and aggregate 
data from both forward and backward directions. It is useful to 
have access to past and future context when performing 
sequence labeling tasks. Bi-LSTM proposes to transfer and 
invert each sequence to her two hidden entities, to produce a 
result by integrating the two logical states, and to obtain 
knowledge of the future and the past. Although they have 
identical sentence embedding, two opposing directions' 
parameters in the Bi-LSTM framework are different. By using 
this mechanism, the CVD is properly predicted and 
categorized with less time consumption. 

IV. RESULTS AND DISCUSSIONS 

In this section, we describe and compare the full results of 
the proposed disease prediction models. The CVD dataset is 
used to verify and contrast the outcomes of the suggested 
prediction mechanism. This data comprises extensive patient 
information and medical records. Moreover, the different types 
of parameters used to validate the results, and are computed as 
shown in below: 

           
   

       
  (13) 

        
   

       
  (14) 

            
(                 )

(                )
    (15) 

          
                  

                
   (16) 

Where,     is the true positive,     is the false positive, 
and     is the false negative. The attributes and descriptions 
of the CVD dataset used in this study are shown in Table I. 

Fig. 6 presents a comparative analysis of conventional [30] 
and proposed AI mechanisms used for CVD prediction and 
classification. For this analysis, the parameters precision, 
recall, f-measure and accuracy have been considered. The 
proposed model offers improved computation capabilities and 
system efficacy as a result of the best feature processing and 
selection. 

The accuracy of CVD prediction is significantly increased 
when the proposed optimization and classification model is 
used; however ordinary machine learning and deep learning 
methods perform less well due to insufficient feature 
processing and selection. 

TABLE I. CVD DATASET DESCRIPTION 

Attributes Descriptions 

Age In years 

Gender Male or Female 

Chest Pain Type of CP 

Blood Pressure BP level in mm Hg 

Serum Cholesterol In mg/dl 

Fasting blood sugar >120 mg/dl (1 true and 0 false) 

Rest ECG 

0 – Normal 

1 – Abnormal 

2 – Maximum heart rate 

Max_heart rate Maximum heart rate 

Exercise induced angina 
0 – No 

1 – Yes 

ST depression Depression induced by exercise 

Slope 

1- Up 

2- Flat 

3- Down 

No of vessels Vessels colored by fluoroscopy 

Thalassemia Normal, irreversible, and fixed 

Num 
No of risk, low risk, high risk, and 

very high risk 
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Fig. 6. Performance comparative analysis with machine learning techniques. 

 
Fig. 7. Error analysis. 

Fig. 7 compares the Mean Absolute Error (MAE) and Root 
Mean Square Error (RMSE) rate of the existing [31] and 
proposed classification methodologies. Absolute error is the 
term used to describe the size of a measurement error. 
Estimate using the difference between the measured value and 
the actual value. Mean Squared Error, or MSE, measures how 
inaccurate a statistical model is. The mean squared difference 
between observed and expected values is computed. 
Additionally, the MSE increases as model error increases and 
is equal to 0 when a model is error-free. Mean squared error, 
also called mean squared error, is a commonly used technique 
to assess the accuracy of predictions. It exemplifies the 
Euclidean gap between predictions and measured actual 
values, and is indicated in the results that the MAE. 

Table II and Fig. 8 [32] provide an overall comparison of 
existing and proposed prediction methods used for CVD 
detection and classification in terms of recall, f1 score, 
accuracy, precision, and time shows the analysis. Based on our 
results, we conclude that the proposed BTOA-integrated Bi-
LSTM model provides better results than other techniques. 
The GTOA helps to extract the most relevant and optimal 
features for classifying the disease. Hence, the training and 

testing operations of the classifier are improved, so the overall 
prediction efficacy of the proposed model is highly improved. 

Fig. 9 to Fig. 11 validates the CVD prediction performance 
of the baseline [33] and proposed mechanisms. Here, the 
similarity coefficients are also estimated for determining that 
how accurately the classifier predicts the disease from the 
dataset. From the overall results, it is determined that the 
combination of proposed GTOA integrated Bi-LSTM provides 
a highly improved results over the other techniques. 

TABLE II. COMPARATIVE ANALYSIS 

Methods Recall F1-score Precision Accuracy Time (s) 

DT 64.40 63.94 63.42 63.69 0.53 

KNN 61.46 67.02 73.68 69.87 5.78 

LR 67.99 71.13 74.58 72.36 2.52 

NB 32.30 44.43 71.11 59.44 0.63 

SVM 64.21 70.17 77.35 72.66 296.67 

Proposed 99 99 99 99.5 0.32 

 
Fig. 8. Overall analysis. 

 
Fig. 9. Sensitivity, specificity, and accuracy analysis. 
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Fig. 10. Similarity coefficients. 

 
Fig. 11. Prediction performance evaluation. 

V. CONCLUSION 

CVD is a life-threatening condition brought on by sudden 
heart problems, high blood pressure, and strokes. Early 
intervention and remote monitoring devices are the best ways 
to treat CVD patients. Also, the M-Health systems offer a 
variety of remote management applications for monitoring, 
and patients benefit from self-reported outcomes and 
affordable solutions. Recently, sophisticated and intelligent 
technologies can provide advanced procedures for healthcare 
services. Such technologies are also connected with m-Health 
systems to track, handle, and store patient data. This paper 
proposes a complete M-Health framework for predicting CVD 
using an advanced AI mechanism. The information collected 
by the sensors is sent to local databases and stored in cloud 
storage services with the latest technology enabling mobile 
networks. Data will be collected via a cloud computing 
platform or medical facility for further analysis. The GTOA-
integrated Bi-LSTM techniques have been adapted for CVD 
classification. The suggested deep learning model is an 
excellent choice for CVD prediction based on examining 

patient attributes from a dataset. During analysis, the 
performance and results of the proposed GTOA-integrated Bi-
LSTM technique are validated and compared using various 
measures. Overall, the estimated results state that the proposed 
GTOA integrated with Bi-LSTM outperforms other methods 
with highly improved results. 
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Abstract—The World Health Organization (WHO) officially 

declared coronavirus (COVID-19) a pandemic on March 11, 

2020. Educational institutions must change most face-to-face 

learning activities in class to online. This situation forces 

academic institutions to change the format of assessing student 

learning outcomes. Online exam surveillance applications 

utilizing cameras and other blocking browsers (proctors) are 

becoming popular. However, the appearance of the proctor 

model supervised exam system also raises controversy. The main 

discussion regarding this proctor system is the integrity of 

assessment and the capacity of students to adapt to this new 

method of supervision. The main question is whether students 

feel comfortable using the proctor system in exams and whether 

this system affects students' scores. To answer this question, we 

have analyzed the scores obtained from a trial of 152 scores of 

students learning Arabic at Hasanuddin University Makassar, 

Indonesia. The experiment involved three exam models: online 

format from home using the Sikola Learning Management 

System (Modality 1), online directly using the Proctor System in 

the Sikola Learning Management System (Modality 2), and a 

paper exam format in person under the supervision of a lecturer 

(Modality 3). The results show that students prefer Modality 1 

(online at home with the Sikola LMS system). There is a 

statistical difference between the scores obtained by students 

from the three modalities analyzed. Student scores with modality 

1 are higher than the other two modalities. On the other hand, 

there was no difference in scores between modalities 2 and 3. The 

online exam system (modality 2) can be applied to online exams 

in higher education institutions because it can reduce or even 

keep students from cheating. 

Keywords—Reducing cheating; online exam; proctor test 

models; Indonesian learners of Arabic; Silsilat Al-Lisan 

I. INTRODUCTION 

The World Health Organization (WHO) declared the new 
coronavirus (COVID-19) a pandemic on March 11, 2020 [1] 
officially. COVID-19 has spread rapidly due to the high 
transmission capacity of the virus and the routes of 
transmission (especially via aerosols when coughing and 
sneezing). In addition, about 30% of patients have various 
life-threatening symptoms [2]. Higher education institutions 
must change their learning process activities based on the 
spread and the symptoms it causes. The face-to-face learning 
process is suspended. Universities are trying to adapt to this 

situation which has become a challenge worldwide. At the 
study program level, the teaching team must adjust their 
teaching and assessment systems [3]. On the other hand, 
lecturers and students have received online learning activities 
well, both in learning activities and in the assessment system. 

An online assessment or exam system with strict 
monitoring is starting to be widely used. This proctor system 
has generated significant controversy, especially in science 
education [4]–[7]. Among the concerns of educators and 
students are psychological disturbances, privacy, and various 
environmental factors [5]. Dragan et al. (2020) concluded that 
online exams with remote supervision proved to be a timely 
solution, and also, the emotional needs of students who might 
feel stressed by these rigorous proctor exams should be 
considered [8]. 

Two of the most significant challenges in the online exam 
proctor system are the assessment standards and students' 
ability to adapt to this new exam modality. Several studies 
have been carried out to analyze student dishonesty in the 
online exam proctor system and various ways to prevent it. A 
study by Guangul et al. (2020) concluded that combining 
various assessment methods has helped minimize academic 
dishonesty [4]. Li (2021) developed an anti-collusion 
approach based on optimizing remote online testing [9]. 
Recently, Pettit et al. (2021) have analyzed studies conducted 
so far that provide recommendations for improving student 
authentication and preventing fraud [7]. Baso [2022] also 
wrote an online exam model with a reliable proctor system to 
reduce academic cheating that might occur [10]. 

The integrity of the evaluation in online exams can be 
monitored in various ways, including taking the exam in 
person or using a real-time supervisor system [5]. One of the 
real-time online monitoring systems is the website 
Uji.sikoola.com which provides real-time online monitoring 
services using a webcam and a browser lock [11]. Students are 
connected to the online exam page sikoola.ujian.com which 
monitors students during the online exam. Before the exam 
starts, students must check their internet speed. The 
sikoola.ujian.com system will analyze the internet speed used 
by students in real-time and provide good, moderate, or bad 
status for student internet speed. Furthermore, students must 

*Corresponding Author. 
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check the webcam device they are using. If the webcam is not 
working, students cannot enter the online exam waiting room. 

The main objective of this study was to compare the 
attitudes and scores obtained by students in the Arabic study 
program who took the Arabic language skills exam learned 
from the Silsilat al-Lisan book [12] through the online exam 
proctor system on the sikoola.ujian.com page. 

In relation to the purpose of this research, the questions to 
be answered are: 

 What is the students' attitude towards the three 
modalities of the exam in measuring the Arabic 
language skills they have learned from the book Silsilat 
al-Lisan? 

 Are there differences in the scores obtained by students 
from the three exam modalities given? 

II. MATERIALS AND METHODS 

A. Population and Sample 

The research was conducted in the Arabic study program 
at Hasanuddin University, in two batches of students, namely 
the 2022 and 2021 batches (ages between 20-21 years). The 
2022 batch consists of 52 students, and the 2021 batch of 46 
students. This group of students sequentially took Arabic 1 
and Arabic 3 courses. The questions tested were sourced from 
the book Silsilat al-Lisan. 

The exam is carried out three times at an interval of two 
weeks. The score range of each test is 0-100. The model of the 
three exam questions is the Multiple-Choice Question (MCQ). 
The first exam was conducted online via 
https://sikola.unhas.ac.id. Students take exams simultaneously 
where they can access this page from anywhere (modality 1). 
The second exam is also conducted online on the 
https://sikoola.ujian.com page which has a strict monitoring 
feature (modality 2). The third exam was conducted in class 
with supervision from a team of lecturers supporting Arabic 1 
and Arabic 2 courses (modality 3). 

B. Study Design 

Students must take all three exams (modalities 1, 2, and 3). 
The reason is that students can feel the difference when taking 
exams with different modalities. In the modality one exam, 
they take the exam from anywhere. It's just that the time for 
carrying out the exam has been determined when it starts to be 
accessed and when the questions will be closed automatically. 
In other words, the first modality test is carried out 
simultaneously at the same time. 

Examination with modality two is also carried out 
simultaneously at the same time. Exam venues may vary. It's 
just that there are mandatory requirements that must be met, 
namely, the device used must have a functioning webcam. In 
addition, the internet speed used is at least 40 Mbps upload. 
This speed would be considered moderate. If the internet 
speed test result equals or exceeds 50 Mbps, the system will 
categorize it as good. However, if the internet speed test 
results are below 40 Mbps, the sikoola.ujian.com system will 
assess the network used by this student as bad. Bad speed test 
results will prevent students from accessing exam questions on 

the sikoola.ujian.com page. If this condition occurs, students 
must move locations to find an access point with a minimum 
internet speed test of 40 Mbps. 

In addition, in this online exam with modality 2, the exam 
supervisor can observe the behavior of the examinees. The 
faces of each examinee will be displayed on the monitor 
screen on the sikoola.ujian.com page. If there are examinees 
who move a lot by looking left and right, the exam supervisor 
can send a warning message to these students. In addition, if 
an examinee opens a new page other than the exam page from 
the browser used, the sikoola.ujian.com application will block 
it. Thus, the examinee's monitor screen will be locked. 
Likewise, if the examinee opens another browser, the screen 
will be locked again. In the same way, if the examinee presses 
a key on the keyboard, the monitor screen will also be locked. 
Lockdown time can be set as needed, for example, 20 seconds 
or 50 seconds, or even an hour. 

Examination with modality three is conducted in class. 
Examinees receive test papers. The exam supervisor will 
supervise them during the test. After students took the three 
MCQ tests with three modalities, they filled out a survey that 
included questions about their attitudes toward the three test 
modalities. 

C. Statistical Analysis 

The research team used the statistical software SPSS 26 to 
analyze the data. The research team conducted a normality test 
on standardized residual values to calculate whether the three 
test score variables were normal or not. If the results are 
normal, then the repeated measure ANOVA test is used, and 
vice versa. If it is not normal, the researcher will use the 
Friedman (non-parametric statistics) test to analyze the data. 

The basis for the decision of the normality test used in this 
study is: 

 If the Sig value > 0.05, then the data is normally 
distributed. 

 If the Sig value < 0.05, the data are not normally 
distributed. 

The interpretation is as follows: 

 The Within-Subjects Factors output table shows three 
score variables from three exams (modality 1, modality 
2, and modality 3). 

 The output table of Mauchly's Test of Sphericity is 
used to see the similarity of the assumption of variance 
(Sphericity Assumed) of the research data provided 
that the Sig value is <0.05. If these conditions are not 
met, the researcher will use the Greenhouse-Geisser as 
a condition for testing the hypothesis. 

 The Tests of Within-Subjects Effects output table will 
be used by researchers to: 

1) Make a hypothesis formulation. 

2) Know the basis for decision making. 

3) Conclusion. 
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 The formulation of the hypothesis is: 

 H0: there is no difference in the average score of 

the three test modalities given to students 

 Ha: there is a difference in the average score of the 

three test modalities given to students. 

 The basis for the decision to be used is: 

1) If the value of Greenhouse-Geisser Sig > 0.05, then H0 

is accepted and Ha is rejected. 

2) If the Greenhouse-Geisser Sig value <0.05, then H0 is 

rejected and Ha is accepted. 

III. RESULTS 

A descriptive analysis of this study can be seen in Table I: 

TABLE I. DESCRIPTIVE 

 
Statistic 

Std. 

Error 

Standardized 

Residual for 

MODALITY1 

Mean 0,0000 0,10102 

95% Confidence 

Interval for Mean 

Lower 

Bound 
-0,2005 

 

Upper 

Bound 
0,2005 

 

5% Trimmed Mean -0,0022 
 

Median -0,2304 
 

Variance 1,000 
 

Std. Deviation 1,00000 
 

Minimum -1,61 
 

Maximum 1,70 
 

Range 3,30 
 

Interquartile Range 1,65 
 

Skewness -0,019 0,244 

Kurtosis -1,291 0,483 

Standardized 

Residual for 

MODALITY2 

Mean 0,0000 0,10102 

95% Confidence 

Interval for Mean 

Lower 

Bound 
-0,2005 

 

Upper 

Bound 
0,2005 

 

5% Trimmed Mean -0,0007 
 

Median 0,0324 
 

Variance 1,000 
 

Std. Deviation 1,00000 
 

Minimum -1,69 
 

Maximum 1,75 
 

Range 3,44 
 

Interquartile Range 1,72 
 

Skewness -0,034 0,244 

Kurtosis -1,186 0,483 

Standardized 

Residual for 

MODALITY3 

Mean 0,0000 0,10102 

95% Confidence 

Interval for Mean 

Lower 

Bound 
-0,2005 

 

Upper 

Bound 
0,2005 

 

5% Trimmed Mean -0,0058 
 

Median -0,1034 
 

Variance 1,000 
 

Std. Deviation 1,00000 
 

Minimum -1,53 
 

Maximum 1,68 
 

Range 3,22 
 

Interquartile Range 1,67 
 

Skewness 0,196 0,244 

Kurtosis -1,178 0,483 

A. Research Question One 

The data is obtained in the following Table II to answer 
the first question of this study about students' attitudes towards 
the results of the MCQ exam scores with three modalities. 

TABLE II. ATTITUDES TOWARDS MODALITIES 

NUMBER 

OF 

STUDENTS 

ATTITUDE TOWARDS MODALITIES 

MODALITY 1 MODALITY 2 MODALITY 3 

Trust Untrust Trust Untrust Trust Untrust 

Batch 2021 16 30 46 0 46 0 

Batch 2022 33 35 52 0 52 0 

B. Research Question Two 

Table III shows three variables to be tested, namely, MCQ 
score modality 1, MCQ score modality 2, and MCQ score 
modality 3, as shown in Table IV. 

As for Sphericity, Assumed with the condition that Sig. < 
0.05 and then in the following Table V, it is obtained Sig 
0.010 > 0.05. Thus, Sphericity Assumed is not fulfilled. 
Therefore, Greenhouse-Greiser will be used as the basis for 
testing the hypothesis. 

TABLE III. TESTS OF NORMALITY 

 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Standardized 

Residual for 

MODALITY1 

0,173 98 0,000 0,934 98 0,000 

Standardized 

Residual for 

MODALITY2 

0,105 98 0,010 0,951 98 0,001 

Standardized 

Residual for 

MODALITY3 

0,092 98 0,039 0,937 98 0,000 

a. Lilliefors Significance Correction 

TABLE IV. WITHIN-SUBJECTS FACTORS 

Measure: MCQSCORE 

MODALITY Dependent Variable 

1 MODALITY1 

2 MODALITY2 

3 MODALITY3 
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TABLE V. MAUCHLY'S TEST OF SPHERICITY 

Mauchly's Test of Sphericitya 

Measure: 
MCQSCO

RE       

Within 

Subjects 

Effect 

Mauchly'

s W 

Appro

x. 

Chi-

Squar

e 

d

f 
Sig. 

Epsilonb 

Greenhou

se-

Geisser 

Huyn

h-

Feldt 

Lowe

r-

boun

d 

MODALI

TY 
0,908 9,283 2 

0,01

0 
0,916 0,932 0,500 

Tests the null hypothesis that the error covariance matrix of the 

orthonormalized transformed dependent variables is proportional to an 

identity matrix. 

a. Design: Intercept  Within Subjects Design: MODALITY 

To get conclusions from this statistical data, it can be seen 
in Table VI. This output table, known as Tests of Within-
Subjects Effects, will display the Greenhouse-Geisser as can 
be seen in Table V below: 

TABLE VI. TESTS OF WITHIN-SUBJECTS EFFECTS 

Measure: 
MCQSC

ORE      

Source 

Type III 

Sum of 

Squares 

df 
Mean 

Square 
F Sig. 

MODALITY 

Sphericity 

Assumed 

17880,

660 
2 

8940,3

30 

193,2

72 

0,0

00 

Greenhou

se-Geisser 

17880,

660 
1,831 

9764,3

37 

193,2

72 

0,0

00 

Huynh-

Feldt 

17880,

660 
1,865 

9589,1

11 

193,2

72 

0,0

00 

Lower-

bound 

17880,

660 
1,000 

17880,

660 

193,2

72 

0,0

00 

Error(MODAL

ITY) 

Sphericity 

Assumed 

8974,0

07 
194 46,258 

  

Greenhou

se-Geisser 

8974,0

07 

177,6

28 
50,521 

  

Huynh-

Feldt 

8974,0

07 

180,8

74 
49,615 

  

Lower-

bound 

8974,0

07 

97,00

0 
92,516 

  

Based on the hypothesis with the Greenhouse-Geisser Sig. 
< 0.05, then 0.000 < 0.05 is obtained, meaning H0 is rejected, 
and Ha is accepted, or there is a difference in the average 
score of the three test modalities given to students. 

IV. DISCUSSION 

The COVID-19 pandemic has forced lecturers and 
students to change academic activities, including activities to 
measure student learning outcomes. Several research results 
show acceptance of the learning achievement measurement 
method with proctor applications [13]–[15], including in 
Indonesia [11]. In this study, to answer the first research 
question, the results obtained can be seen in Table I 
previously, where it can be seen that students believe in the 
MCQ exam model modalities 2 and 3. However, in the 2021 
and 2022 batches, some students do not believe in 
modalities 1. 

The research team conducted interviews to explore the 
causes of the distrust of some students towards the MCQ exam 

model with modality 1. In general, it can be concluded that the 
cause of this distrust is the opportunity for students to commit 
fraud during the exam. Opportunities for students to commit 
fraud include searching for answers via Google (Googling), 
asking other friends via mobile (chatting via WhatsApp, 
Telegram, etc.) during exams, or opening books. 
Opportunities for fraud are open because there is no direct 
supervision. However, some students still have a reliable 
academic attitude by not cheating during exams. 

On the other hand, the research team found that the basis 
for the 100% confidence of the two groups of students in the 
MCQ modality 2 and 3 exam models was the feelings of 
students monitored both offline and online. This strict 
supervision makes students not think of committing fraud. 
This condition instead makes students focus on answering 
exam questions. 

Table I above (descriptive statistics) shows that the test 
scores in modality 1 are higher than in modalities 2 and 3. 
This data can be accepted logically because it is possible that 
during the exam, some students cheated. They are looking for 
answers to questions they have difficulty answering via 
googling or asking other friends by chatting. On the other 
hand, the test scores on modalities 2 and 3 are lower because, 
logically, it can also be understood that there are no 
opportunities for students to commit fraud. Examination 
modalities 2 and 3 close opportunities for cheating during 
exams, especially for students who have cheated on exams 
with modality 1. 

The assumptions of the research team are based on Fig. 1: 

 
Fig. 1. The test scores with modality. 

Fig. 1 shows that the results of the test scores with 
modality 1 are higher than modalities 2 and 3. However, the 
results of the test scores for modalities 2 and 3 do not appear 
to have a significant difference. On the other hand, modality 2 
and modality 3 have different test channels; modality 2 is 
carried out online while modality 3 is carried out offline. 

Logically the score results are relatively the same or not 
significantly different even though the exam channels are 
different because exam students are under strict supervision. 
In modality 2, supervision uses the proctor application system. 
As for modality 3, supervision is carried out directly by F2C 
in the exam room. 
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Thus it can be said that modalities 2 and 3 have in 
common close supervision during the exam. This strict 
supervision puts the exam atmosphere in a safe condition 
where students think they have no opportunity to cheat in the 
exam. 

V. CONCLUSIONS 

In this study, it was found that the attitude of students 
lacked confidence in the score of the exam results with 
modality 1. The cause of this distrust was caused by the 
opportunity for students to commit fraud during the exam. In 
contrast, students believe in the score of the exam results with 
modalities 2 and 3. Student trust in the score of the exam 
results with modalities 2 and 3 is due to the strict supervision 
conditions during the exam even though the channels of 
modality 2 and 3 are different, where modality 2 is online 
channel whereas modality 3 is offline channel. 

With these results, it can be claimed that measuring 
learning outcomes through MCQ with modalities 2 and 3 is 
reliable. If the exam is conducted online, modality 2 can be 
used as a solution; if offline, modality 3 is used as an 
alternative. 
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Abstract—This paper is to present a framework for student 

outcome-based assessment and evaluation, including the process 

and detailed activities leading to continue assessment of the 

successes of an academic program which is essential to its 

sustainability. Moreover, this paper provides a survey of the 

literature that reviews the different means of assessing and 

evaluating an academic program together with the critical 

performance metrics which aid in quantifying such evaluation. 

The presented framework is implemented on the Information 

Technology program over a course of five years. The paper 

provides empirical insights about how careful implementation of 

the presented framework enabled the College of Information 

Technology in Ahlia University to achieve outstanding results in 

quality assurance and to be ABET accredited. The results of the 

implementation prove the effectiveness of the framework in 

improving the student performance and the program. This paper 

fulfils an identified need to study how student outcome-based 

assessment and evaluation model enables an academic institute to 

foster quality assurance instead of relying on ad hoc practices 

which might lead them to trial-and-error approach. The 

presented framework could be followed by other institution 

aiming for international accreditations. 

Keywords—Student outcomes; program assessment; program 

evaluation; program accreditation; ABET accreditation; 

continuous improvement 

 INTRODUCTION I.

The College of Information Technology (IT) of Ahlia 
University has a clear academic planning framework to fulfill 
the aims and objectives of its academic programs. The 
academic planning framework is transformed into an annual 
college operational plan that is derived from the strategic plan 
of the University. The academic planning framework for 
Information Technology Program comprises three 
perspectives. One is the study plan that has to be carried out in 
order to execute the program successfully to the students 
enrolled in the program. The second perspective is the Program 
review. The purpose of the quality program review plan is to 
apply measures that ensure the quality of delivery, 
assessments, and contents of the program. Third is the college 
operational plan that is aligned with university strategic plan 
and is meant to conduct activities/tasks that provide continuous 
support to the successful and smooth execution of the program. 

The Information Technology (BSIT) program, as any other 
academic program, leading to an academic degree, is based on 
a curriculum constituting of a combination of courses and 
relevant activities that are organized for the achievement of 
some learning outcomes defined by the offering institute/ 
university. In this regard, the program shall have well defined 

Program Educational Objectives (PEOs) that leads to fulfilling 
the mission and goals of both college and university. These 
objectives should: 

 be broad statements which express what graduates are 
expected to attain after few years of graduation [1], [2]; 

 serve the missions of both college and university;  

 satisfy program constituencies needs. 

Furthermore, the set of Student Outcomes (SOs) of the 
program should be defined. These SOs describe what students 
are expected to know and be able to do by the time of 
graduation. These relate to the skills, knowledge and behaviors 
that students acquire as they progress through the program. 
There are six SOs defined by Accreditation Board for 
Engineering and Technology (ABET) [1]. 

At the level of courses of BSIT, students’ performance is 
measured by the achievement of relevant course level 
outcomes. These course level outcomes are called Course 
Intended Learning Outcomes (CILOs). The CILOs are 
measured against the performance indicators set at IT program 
level. These performance indicators are generated from the 
student outcomes defined for the program. CILOs are 
satisfying the standards set by Bahrain National Qualification 
Framework (NQF) of the level 8. The courses in BSIT program 
have up to thirteen (13) CILOs that are required to be achieved 
by the students in each individual course. The achievements of 
the CILOs in all the courses translate the achievement of 
student outcomes for the program. These CILOs are related to 
the Knowledge and Understanding (A1, A2, A3), Subject-
Specific Skills (B1, B2, B3), Critical-Thinking Skills (C1, C2, 
C3), and General and Transferable Skills (D1, D2, D3, D4) that 
students acquire as they progress through the program. 

The program assessment and evaluation process should 
take place at different levels, including PEOs, SOs and CILOs. 
This ensures having a comprehensive and effective process in 
place. Regarding program assessment, it is the practice of 
identifying, collecting, and preparing the data needed for the 
evaluation. Regarding evaluation, it could be viewed as the 
practice of interpreting the data collected through the different 
assessment means to find the attainment of the SOs [3]. 

The objective of this paper is to thoroughly present and 
document a framework based on SOs assessment and 
evaluation that could be adopted by any academic program for 
the purpose of continuously assessing its success level. Thus, 
this paper presents the well-defined procedure and detailed 
activities comprising the framework developed by the College 
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of IT of Ahlia University for assessing and evaluating student 
outcomes of BSIT program- that are derived from ABET SOs- 
to fulfil the college mission and goals, achieve program 
objectives as well as achieve the prescribed graduate attributes 
by attaining the student outcomes. This framework is based on 
the longitudinal methodology followed while applying SO 
based assessment and evaluation model on BSIT program over 
a course of five years. It is intended to remain valid even if 
ABET redefined it's SOs. The findings will guide other higher 
education institutions to continuously evaluate and improve 
their academic programs, achieve outstanding results in quality 
assurance, and to be ABET accredited. 

The remainder of the paper is organized as follows. 
Section II presents a detailed survey of the literature 
highlighting different means of assessing and evaluating 
academic programs together with the performance metrics in 
use. Section III provides a comprehensive overview of the 
proposed framework followed by the College of IT in Ahlia 
University. Section IV discusses the results of implementing 
the framework over five academic semesters. Section V lists 
the challenges faced by the college while implementing the 
framework and the college actions in overcoming these 
challenges. Last section presents the conclusion. 

 LITERATURE REVIEW II.

 Survey of the Literature A.

Literature is rich with studies on the different approaches of 
program assessment and evaluation. One of the common 
approaches is curriculum mapping. It explores the links 
between curriculum content to be delivered and the learning 
outcomes. This is done by inspecting the relationship between 
the intended, delivered and received curriculum. The intended 
curriculum could be examined through the courses’ syllabi and 
materials prepared by faculty members, which contain the 
learning objectives for each course. The taught curriculum 
could be examined through interviews with faculty members 
teaching/ coordinating the courses. The received curriculum 
could be explored through focus group interviews with 
students. This approach suggests to use student learning 
outcome as the base of curriculum development and 
assessment by treating it as the basis for formative and 
summative assessments. It considers when, how, and what is 
taught, as well as the assessment measures in use to gauge 
achievement of expected student learning outcomes. The 
strength of this approach is that it aids in identifying whether 
the intended curriculum and courses’ materials has been 
actually taught and has been actually learnt by students. 
Moreover, it demonstrates the links between the main 
components of the curriculum, which are: learning outcomes, 
learning opportunities, content, and assessment. Furthermore, it 
studies the curriculum from multiple perspective. On the other 
hand, this approach has some drawbacks. The main one is 
being subject to recall bias from faculty members and students. 
Added to that, it is impossible to determine the extent to which 
topics were reinforced in the curriculum [4]. 

Another approach [5] is presented for the ABET-accredited 
program. Their strategy is based on the assessment and 
evaluation of their program at both course and program levels. 
Their process started by defining the vision and mission of 

their program that serves the university vision. Then they 
established PEOs that leads to both university and college 
mission. That was followed by setting the students outcome 
based on an ABET accreditation body and American Society of 
Civil Engineers. These SOs are expected to be gained by the 
students from the different courses constituting their 
curriculum, by attaining the prescribed Course Learning 
Outcomes (CLOs). The assessments and evaluations of PEOs, 
CLOs and SOs were essential components in the assessment of 
the whole program which leads to decisions and actions that 
improve the program. In this regard, they mapped CLOs of 
each course to the most relevant SOs- taking into consideration 
that the least number of mapped SOs with CLOs is the better- 
and documented that in a mapping table. It worth to mention 
that weighted numbers from 1 to 5 were used in the mapping, 
where the weights represent the strength of each CLO in 
fulfilling the SO. Moreover, the course credit hours are also 
taken into consideration to determine how strong the course 
contributes in attaining the relevant SOs. That was computed 
using the following formula: 

Credit hour assigned for each SO= [(total weights of each SO/ 

Sum of weights) x course credit hour]   (1) 

Due to the ever-increasing importance of outcome- based 
models, proofed by demanding such model by many 
accreditation bodies such as: ABET, International Engineering 
Alliance (IEA) and National Commission of Academic 
Accreditation and Assessment (NCAAA) [6]- many research 
works were devoted to shed the light on success stories of 
adapting this model in assessing different academic programs 
and getting international accreditations. Some other works 
were focused on the implementation of a particular stage in the 
model. Following are some examples. 

A complete framework has been proposed in 2019 [7], [8] 
which is built on set of sustainable practices to advance quality 
assurance on outcome-based education systems and ensure 
delivering effective academic program by higher education 
institutions. It is worth to mention that this framework guided 
their four programs to successful ABET accreditation. The 
framework consists of four main types of activities which are: 
strategic planning, educational practices and strategies, 
assessment and evaluation and continuous improvement. These 
activities lead to strategically aligning the program outcomes 
with the market needs, delivering relevant skills through 
educational practices, evaluating the attainment level of 
graduating students and defining remedial actions to improve 
attainment, in case any deviations in performance were 
observed in the assessment results. 

This framework, as recommended by many international 
bodies such as ABET with respect to student outcome centered 
approaches, requires setting measurable learning objectives of 
the academic programs, measuring those objectives with 
appropriate assessments to assess and evaluate the 
effectiveness of the academic programs, as well as having a 
continuous improvement process to identify the weaknesses in 
the programs and rectify it quickly. 

With respect to the assessment and evaluation phase, they 
try to make the process comprehensive and at the same time 
lightweight to avoid extra load on faculty. They used a 
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combination of direct and indirect assessment methods. The 
direct assessment was through faculty members and the taught 
courses as well as an exit exam. With respect to courses 
assessments, SOs were assessed through formative assessments 
in the entry level courses and summative assessments in the 
exit level courses. The formative assessments gave warning 
signs indicating that a problem is there which needs to be 
resolved to improve the attainment level. Furthermore, faculty 
are informed at the beginning of the semester whether their 
course assessments will be used for program assessments to aid 
in planning their courses assessments. Courses to be covered in 
program assessments should have standardize rubrics to assess 
the attainment of the performance indicators. Such rubrics 
helped faculty in reducing the variations in assessment process. 
A program quality assurance team collaborates with faculty to 
assure that assessment questions intended to assess a particular 
SO are in line with the rubric. With respect to the exit exam, 
students were required to do an exam at the time of their 
graduation, where each question was designed for assessing a 
specific performance indicator. However, the students did not 
solve the exam seriously as it did not have any academic 
weightage. Thus, it was decided not to use the exit exam as an 
assessment tool again. Indirect assessments allowed them to 
hear the voice of other stakeholders through surveys and 
meetings with external advisory board. 

Jalil in 2019 [9] shared the experience of Energy and 
Renewable Energy Program in Electromechanical Engineering 
Department in University of Technology-Iraq in measuring SO 
attainment while preparing for ABET accreditation. He 
detailed the process of measuring SO attainment for the four 
years’ work in the program. Although, author frankly stated 
that attainment of student outcomes is a challenging task for all 
Iraqi Universities, ABET approved the adopted process as an 
appropriate way of measuring SO attainment. The 
Electromechanical Engineering Department started adopting 
the process of SO assessment in 2014, in which it focused on 
final exam grades in the assessment and evaluation. After two 
years, it changed the policy, after consulting ABET experts, 
and started considering the grades of different course 
assessments. To achieve that the department put the assessment 
plans; covering assessments methods, their mapping to CLOs, 
and the mapping between CLOs and SOs; in the course 
syllabus at the beginning of the year. Here it is worth 
mentioning that the department adopted many to many 
mapping between CLOs and SOs. Faculty members shall 
prepare the prescribed course assessments with detailed rubrics 
and performance indicators. Moreover, faculty members shall 
decide the target to be achieved by the student in order to 
consider the SO attained for each course, taking into 
consideration that target shall be above 60% since 50% is the 
pass degree set by the ministry. After grading course 
assessments, the average grade of the student is compared with 
the target and only if it is above the target, the corresponding 
SO is considered met. In case of an SO not attained, an action 
plan should be developed to improve the attainment. At the end 
of the year, the department prepares assessment reports -
detailing assessment results, visual graphs, and the summary- 
and uses these reports in the annual review. The analysis over 
the year depicted that SO attainment was improved when they 
relied on different assessments with detailed rubrics rather than 

relying on final exam grades only. Moreover, adopting 
problem-based learning by many faculty members in different 
courses helped in improving the attainment results. However, it 
was mentioned that attainment level still needs to be improved 
in order to qualify the program for ABET accreditation. 

In [6], one of the stages of an outcome-based model was 
spotlighted, which is data preparation. The author presented a 
coherent vision of a systematic approach of data preparation 
that aides in collecting the required data (i.e. assessments’ data 
that are mainly used for SOs evaluation as well as program’s 
data that talk about the state of affairs of multiple stakeholders 
such as students, faculty members, facilities and institute) 
needed for the accreditation visit by different accreditation 
agencies. His approach started by identifying the different 
tasks; which were 23 tasks, to be accomplished in order to 
satisfy ABET requirements. That was followed by mapping 
each task to the required resources/ committees, from 7 well 
defined resources, and defining an interface between the 
different resources, which define explicit communication 
between their inputs and outputs. The effectiveness of this 
approach was illustrated by preparing data- to be used for 
accreditation- that revealed the real image of the program. 
Furthermore, it increases awareness, among faculty members, 
of the importance of such stage in conducting a successful 
assessment of a program as well as their roles and 
responsibilities. This led to reducing the load on the program 
coordinator and smoothed the process of getting the required 
data from all the faculty members. 

Another effort was made in [3] that focused on the design 
and implementation of performance metrics for successful 
evaluation of assessments data. This work was made due to the 
importance of such performance metrics in quantifying the 
achievement of both program objectives (at program level) and 
student outcomes (at both program and course levels). The 
performance metrics were attainment, student achievement and 
x-th percentile. These metrics with the formulas behind them 
were tested and their results were analyzed on a sample course. 
The analysis revealed that getting high values of one metric did 
not lead to high values of the other metrics and their values 
depended on the scored marks distribution. They generalize 
their findings by stating that students’ achievement is often less 
than SOs attainment for mean value which is less than the 
average marks that is in turn less than the passing threshold for 
uniformly distributed marks. 

 Summary and Research GAP B.

The following Table I summarizes the literature review and 
provides a critique to each of the research works mentioned 
above: 

The above summary indicates that there is a need for a 
framework that is not subject to recall bias from its main 
constituencies. Moreover, it is desired to be based on SOs 
assessments and evaluation to facilitate the accreditation by 
many international accreditation bodies. Furthermore, it shall 
have a systematic approach of aggregating data from different 
sources. In addition, should provide a comprehensive 
assessment to the entire program’s SOs using a wide range of 
assessment tools, such as: courses’ assessments, surveys, major 
projects, just to mention a few. Added to that, the framework 
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shall have a precise mean of computing the attainment level of 
each SO, to be compared with an absolute metric goal that is 
decided by the offering college / department based on the 

collective experience of multiple faculty members and the 
market need. 

TABLE I.  LITERATURE REVIEW SUMMARY 

Author , 

Date 

Assessment 

and Evaluation 

Model 

Main Focus Results Our Critique 

Plaza et al., 

n.d., 2007 

Curriculum 

mapping 

technique 

-The intention is to verify that  

intended, delivered, and received 

curriculums are the same based on outcomes 

statements. 

-Intended curriculum is examined through the 

courses’ syllabi and materials prepared by 

faculty members, the taught curriculum is 

examined through interviews with faculty 

members teaching/ coordinating the courses, 

and the received curriculum is explored through 

focus group interviews with students. 

Concordance between the intended/ 

delivered and received curriculums 

-This assessment model is not 

widely adopted since institutes 

are looking for international 

accreditations and the majority 

of the accreditation bodies 

require student outcome based 

models to be implemented. 

-This model is subject to recall 

bias from program 

constituencies (i.e. faculty 

members and students) 

Iqbal Khan 

et al., 2016 

Student 

outcome based 

model 

-It is a comprehensive work detailing the 

success story of getting the Civil Engineering 

program accredited by ABET 

-It has been applied on the whole curriculum, 

considering the least mapping between SO and 

CLO. 

-Weighted mapping between SO and CLO was 

applied. 

-Courses were assigned rates regarding their 

impact in achieving the SO and their credit 

hours was considered in finding the attainment. 

The proposed procedure is applicable 

for developing a new engineering 

program or adjusting an existing one to 

serve both the college and university 

missions and goals. 

This paper provides a precise 

mathematical formula for 

computing the attainment level 

of each SO 

Almuhaide

b & Saeed, 

2020 

Student 

outcome based 

model 

A full framework qualifying 4 computing and 

engineering programs to be accredited. 

-Lightweight (to avoid extra load on faculty) 

and comprehensive process (Applied on all 

courses as well as exit exam). This was 

achieved by treating assessments in entry level 

courses as formative and assessments in the exit 

level courses as summative one. 

The lightweight assessment process 

was effective in assessing all the 

program SOs. However, it was notices 

that Exit exam was not a reliable 

assessment tool since there are no 

academic weightage on it and students 

do not solve it seriously. Thus, future 

evaluation process will be limited to 

courses’ assessments. 

This work provides a 

comprehensive but lightweight 

assessment to all SOs of the 

program 

Jalil, 2019 
Student outcome 

based model 

A process followed by Energy and Renewable 

Energy Program in adopting SO based model to 

be eligible for ABET accreditation. 

-In 2014, started adopting SO for evaluation on 

final exam grades only but in 2016 they started 

considering the grades of different course 

assessments. 

-It adopted many to many mapping between 

CLOs and SOs. 

-The metric goal is different from one course to 

another determined by the instructor (but 

should be above 60%). 

SO attainment was improved when 

they relied on different assessments 

with detailed rubrics rather than relying 

on final exam grades only. Moreover, 

adopting problem-based learning by 

many faculty members in different 

courses helped in improving the 

attainment results. However, it was 

mentioned that attainment level still 

needs to be improved in order to 

qualify the program for ABET 

accreditation 

-Metric goal should not be 

determined by an individual 

(i.e. faculty member) but would 

be better to be determined by 

the offering department or 

college taking into 

consideration different faculty 

opinions and experience to 

reduce the possibilities of 

human errors. 

 

Rashid, 

n.d., 2021 

Student 

outcome based 

model 

Focus on one stage of student outcome based 

model which is data preparation by identifying 

required tasks and mapping responsible 

committees or needed resources to them. 

Ease in collecting  data that revealed 

the real image of the program from 

faculty members and reduce the load on 

the program coordinator 

A great effort in coming up 

with a systematic approach of 

aggregating the data from 

different sources smoothly. This 

general approach could be used 

by any institute while collecting 

and preparing the data to be 

used for accreditation purpose 

Ahmed & 

Bhatti, 2016 

Student 

outcome based 

model 

Design and implementation of performance 

metrics for evaluating the assessments data. 

These were attainment, student achievement 

and x-th percentile. 

-The proposed passing threshold is the min 

(70% , avg). 

-The study was applied on sample courses and 

not all the courses in the curriculum. 

getting high values of one metric did 

not lead to high values of the other 

metrics and their values depended on 

the scored marks distribution. They 

generalize their findings by stating that 

students’ achievement is often less than 

SOs attainment for mean value which is 

less than the average marks that is in 

turn less than the passing threshold for 

uniformly distributed marks 

Passing threshold should not be 

relative to the students score. It 

should be an absolute value 

determined to ensure that 

attaining the student outcome 

will lead to satisfying the 

market need. 
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 PROPOSED FRAMEWORK III.

 Development of PEOs and their Mapping to SOs and A.

CILOs 

The outcome-based assessment framework proposed 
started by defining the Program Educational Objectives (PEOs) 
for the BSIT program, taking into consideration that 
educational program must be regularly reviewed, assessed, and 
evaluated [7], [10] for many reasons, including: 

1) Meeting educational standards and measures of quality: 

This award the program a recognition of its quality, integrity 

and performance which lead to receiving confidence from 

educational community and the public [5]. 

2) Ensuring that PEOs are based on the program 

stakeholders needs as well as assessing the degree of attaining 

these PEOs which is an important sign of the level of success 

achieved [5]. 

3) Improving student learning experience. 

4) Ensuring the sustainability of the program [11]. 

The final list of PEOs was discussed and approved by the 
main program constituencies (i.e. faculty, alumni, external 
advisory board, and employers); which is: 

1) Exhibit the relevant skills and knowledge for pursuing 

the IT career in industry including corporate as well as 

government sector. 

2) Pursue life-long learning leading to entrepreneurship, 

research and development. 

3) Contribute to the society through their ethical and 

professional norms by demonstrating them in IT professions. 

These PEOs are supposed to be fulfilled through the 
different courses in the program curriculum. Table II presents 
the mapping of ABET six SOs to BSIT three PEOs. 

Each course has a set of CILOs that should be attained by 
the students upon completion of the course. Each student 
outcome is translated to the relevant performance indicators to 
assess the student outcomes within a program. To assess the 
student outcomes for the program, each performance indicator 
is mapped to the relevant CILOs of that particular course. 
Table III shows the complete view of the BSIT program 
student outcomes in relation to performance indicators as well 
as their one-to-many mapping to CILOs, assuming equal 
weights across all CILOs mapped to a particular SO. 

TABLE II.  BSIT SOS- PEOS MAPPING 

              PEOs 

           SOs 
1 2 3 

1 √ √  

2 √ √  

3   √ 

4 √  √ 

5   √ 

6 √ √  

TABLE III.  STUDENT OUTCOMES AND PERFORMANCE INDICATORS FOR IT 

PROGRAM 

Student 

Outcomes 
Description Performance Indicators CILOs 

1 

Analyse a complex 

computing 

problem and to 

apply principles of 

computing and 

other relevant 

disciplines to 

identify solutions. 

P1.1- Understand computing 

concepts to solve complex 

problems 
A1 

P1.2- Understand the latest 

trends and technologies. A2 

P1.3- Analyse complex 

computing problems C1 

2 

Design, 

implement, and 

evaluate a 

computing-based 

solution to meet a 

given set of 

computing 

requirements in the 

context of the 

program’s 

discipline. 

P2.1- Model a computing-

based solution B2 

P2.2- Design a computing-

based solution B2 

P2.3- Create an innovative 

computing-based solution C3 

P2.4- Integrate various 

components to the computing-

based solution 
C2 

P2.5- Implementing a 

computing-based solution 

using appropriate tools 
B3 

P2.6- Evaluate a computing-

based solution C1 

3 

Communicate 

effectively in a 

variety of 

professional 

contexts. 

P3.1- Use of appropriate 

methods/tools for 

communication 
D1 

P3.2- Explain the ideas 

effectively in written D1 

P3.3- Organize information 

properly in written D3 

P3.4- Present information 

effectively and well organized D3 

P3.5- Present the ideas 

appropriately in front of 

variety of audience 
D1 

4 

Recognize 

professional 

responsibilities 

and make 

informed 

judgments in 

computing practice 

based on legal and 

ethical principles. 

P4.1- Understand professional 

practices / standards A3 

P4.2- Understand legal and 

ethical principles D4 

P4.3- Make ethical and 

professional Judgements in 

computing practices 
D4 

5 

Function 

effectively as a 

member or leader 

of a team engaged 

in activities 

appropriate to the 

program’s 

discipline. 

P5.1- Perform individual task 

to meet team goals D2 

P5.2- Work effectively with 

other team members D2 

P5.3- Act as an effective 

leader to other team members D2 

P5.4- Plan the tasks and 

resources to develop 

computing-based solutions 
D3 

6 

Apply computer 

science theory and 

software 

development 

fundamentals to 

produce 

computing-based 

solutions. 

P6.1- Understand the problem 

domain B1 

P6.2- Identify user needs 

within the given problem B1 

P6.3- Apply software 

development fundamentals in 

developing computing-based 

systems 

B1 
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 Assessment and Evaluation Process of PEOs, SOs and B.

CILOs 

A number of data collection methods as well as assessment 
tools have been defined to facilitate measuring the achievement 
of both CILOs and SOs and consequently PEOs. After that 
comes the stage of utilizing the results and feedback in 
continuously improving the program with its learning and 
assessment processes and achieving high quality standards. 

The proposed approach has short term (every academic 
semester) and long term (every three years) processes. It is 
carried through three main stages, which are: 

1) Data collection and preparation: Data is gathered from 

various potential- internal and external- sources that cover all 

the program stakeholders. The primary sources are: 

a) Faculty developed assessment: A faculty can use 

variety of summative and formative assessment to evaluate the 

student during the semester. The grades of each question in the 

summative assessments need to be recorded for all the enrolled 

students in a course. This is done by filling the CILOs 

Evaluation excel sheet by the faculty member. This CILOs 

Evaluation excel sheet needs to be submitted as part of the 

course portfolio to the college by the end of the semester. 

b) Internship feedback: each student is required to go 

through industrial training program. During internship, the 

assessment of the students is done by their industrial – site- and 

academic supervisors. The site supervisor evaluates the student 

twice; after the completion of the first month of the internship 

period and after the completion of the internship period. The 

evaluation is done by filling the mid-evaluation written 

questionnaire form and final evaluation written questionnaire 

form. The mid-evaluation form consists of 10 questions; with 

5-points scale; and a section to write comments. The final 

evaluation form has the same set of ten questions plus a space 

for the evaluator to comment on the strength / weaknesses of 

the intern as well as provide recommendations on preparing 

students for the workplace. In similar way, the academic 

supervisor evaluates the student after the completion of the 

internship period by filling a written questionnaire form with 5-

points scale. Furthermore, a summary report of all the student 

undertaking the industrial training will be prepared by the 

college internship coordinator and submitted to the college by 

the end of the semester. 

c) Major project examination and exhibition: Students in 

their major project course are examined orally after submitting 

their written reports. The reports and oral exam aids in 

performance evaluation by the examination committee, which 

consists of two faculty members and an external examiner from 

the industry. Ready assessment forms are prepared to help in 

assessing and evaluating the students. Moreover, an exhibition 

is arranged to give the students an opportunity to present their 

developed projects to various businesses. Many people, 

including experts from IT field, attend the exhibition and spend 

ample amount of time in examining and evaluating the projects 

as well as the students’ skills. Their evaluations and comments 

will be collected through a survey prepared by the college. 

d) Written Surveys: The College collects feedback from 

variety of stakeholders and makes use of that in assessing and 

making informed decision. A third party is responsible for 

conducting the written surveys, collection and collation of 

multiple stakeholders’ feedback that are passed for the colleges 

for further action. The main written surveys are: 

i) Alumni survey: This felicitates graduate’s satisfaction 
with the program and their learning experience. 

ii) Senior exit survey: This reveals students’ satisfaction 
level with respect advising, teaching and learning, 
administrative support and facilities. Moreover, it 
prompts students to overall rate the program. 

iii) Employers’ satisfaction survey: This enables the college 
in receive employers of the graduates’ feedback 
regarding graduates’ job performance, thinking skills and 
character. 

2) Data collection and preparation: The success of the 

program is assessed by the level to which it satisfies the 

university and college missions and goals. Since the PEOs 

were derived from the college mission which is in line with the 

university mission, assessing the PEOs leads to assessing the 

whole program. PEOs are assessed through the SOs and CILOs 

mapped to them. 

This assessment process is carried at both course and 
program levels via various assessment tools. Some of these 
tools are directly assessing SOs and CILOS while others are 
indirectly assessing them. In case of indirect assessments, a 
mapping should be done to facilitate assessing CILOs and SOs. 
The level of CILOs/SOs attainment is compared with a metric 
goal set by the college. If the attainment level is below the 
metric goal, then it will be considered as not attained. 

These assessment tools are: 

a) Faculty developed assessment: It is a direct 

assessment tool carried by faculty teaching courses comprised 

by the curriculum. A Faculty member assesses students’ 

attainment of CILOs, and in turn SOs, through different course 

assessments. The faculty will be recording the students’ grades 

in CILOs/ SOs evaluation excel sheet for each course. This 

sheet details the summative assessment methods used in 

assessing the student outcomes. Because this serves as 

quantitative analysis, questions are used as the basic units of 

computation of assessment. That’s why, CILOs/ SOs 

evaluation sheet records all the students’ grade for each 

question in each assessment and provides a clear mapping 

between each question in the course assessments and 

CILOs/SOs. Here, it is worth to mention that each question 

could be mapped to maximum two CILOs/ SOs. In addition, 

CILOs/ SOs evaluation sheet provides a summary of the 

results, indicates the level to which each of the CILO/ student 

outcomes is being attained, and determines whether the CILOs/ 

student outcomes have been met or not by comparing their 

average percentages with the predefined metric goal. This leads 

to absolute student achievement evaluation since the metric 

goals is fixed to a target value. It is noteworthy that in case of 

having students from other academic programs in the courses, 
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separation must be done during the assessment phase to ensure 

that only IT program’s students are considered in the 

assessment and evaluation. 

b) Internship written questionnaires and forms: This is a 

direct assessment tool since the CILOs assessed by each 

evaluation form / submitted report is clearly written in the 

internship course syllabus. It worth to mention that 50% of the 

student final grade is taken from the total score given by the 

site supervisor in the two evaluations. However, only 10% of 

the score given by the academic supervisor will be counted. 

The remaining 40% of the student grade is based on the 

evaluation of the three reports submitted by the student during 

his internship period and after the completion of the internship. 

Furthermore, CILOs/SOs evaluation excel sheet will be 

prepared for this course to be taken into consideration in the 

program evaluation process. 

c) Written surveys: These are indirect assessment 

methods. In alumni survey, “alumni experience with the 

program” section was mapped to SOs and thus used in the 

assessment. In senior exit survey, “program overall rating” 

section was mapped to SOs and used in the assessment. In 

employer satisfaction survey, SOs were clearly listed to seek 

employers feedback on them. In addition, “employee learning 

outcomes and skills” section was mapped to SOs to aid in 

getting comprehensive assessment. 

The aforementioned assessment tools are carried out with 
different frequencies. Every academic semester, all the direct 
assessments will be carried out in addition to the senior exit 
survey. Other surveys are conducted every year. 

At the end of each academic year, the result of all the 
assessment methods will be compiled together, as shown in 
Fig. 1. That is done by giving weight to each of the assessment 
tool. In this regard, each of the survey was given 10% and by 
that we assure balance consideration of the stakeholders 
(students, alumni and employers) and 70% was given to faculty 
developed assessments which represent the main direct 
assessment method. This will give us the percentage of 
attaining SOs in the year. 

 
Fig. 1. Outcome based Framework. 
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3) Evaluation: At the end of each academic semester, IT 

College holds meetings to discuss thoroughly the assessment 

results, including: SOs achievements and surveys summary 

reports. With regards to SOs achievements, it gets evaluated on 

course level as well as on program level. In case of course level 

evaluation, the attainment of each SO is based on the 

attainment of CILOs that represent PIs mapped to it. An SO/ 

CILO is considered attained, if the average of the students’ 

grades of questions mapped to SO/CILO is not less than the 

predefined, absolute, metric goal which is 70%. If any of the 

SOs is not attained, the course coordinator/ instructor will be 

requested to provide a reason behind this pitfall and formulate 

an action plan to be carried on the next semester to improve the 

SO attainment level and overcome this downfall. On the next 

semester in which the course is offered, the IT College quality 

coordinator will follow-up with the faculty member to check 

the attainment level of those SOs that were not attained earlier. 

If any SO is still not attained, the reason should be provided as 

well as another action plan to be placed to be implemented on 

the following semester. Table IV presents some examples of 

SOs not attained on the course level and the process of 

monitoring them by the college. This practice had high impact 

on improving the teaching methods since faculty members 

were encouraged to evaluate the effectiveness of their teaching 

and adopt new techniques that were not used previously in an 

aim to improve SOs attainment. Moreover, some faculty tried 

to boost the attainment by revising and adjusting the lesson 

plan and devoting more time for topics/ concepts that were not 

comprehended by students. In like manner, assessment 

methods had been improved because faculty members were 

motivated to use verity of assessments in assessing each of the 

SOs. This ensures getting reliable assessment results, because, 

even if one of the course assessments was not effective in 

assessing a particular SO, that will be overcome by other 

course assessments. 

The same process is applicable for evaluating SOs on 
program level; by considering all the courses with CILOs 
corresponding to its PIs. 

Achieving good results demonstrates that the PEOs are 
based on the needs of the program’s various constituencies. In 
addition, it demonstrates the high competence of the program 
graduates in their professional career as well as the high level 
of their employer satisfaction. All the assessments and 
evaluations results and findings are well documented in the 
college meeting minutes as well as the annual report produced 
and maintained by IT College. The report clearly states the 
pitfalls/ deficiencies, justification of each, areas to be 
improved, action to be taken in order to improve the program 
outcomes, meet high quality international standards and ensure 
its sustainability. This aids in planning how to overcome the 
existing deficiencies in the near future. Such documentation 
and reporting reflect the ongoing evaluation in place leading to 
continuously improve the program effectiveness. 

 RESULTS AND DISCUSSION IV.

The longitudinal methodology opted in this research 
enabled in assessing SOs achievement and evaluating BSIT 
program over the last five years. Data was first collected at the 
outset of the study and then gathered, repeatedly, during the 
course of the study (i.e. five years). That facilitates observing 
changes in SOs achievements over time. 

Fig. 2 provides empirical insights of the performance of the 
College of IT after adopting the proposed framework. It 
summarizes the results of the assessments approach over 5 
academic semesters. It illustrates the extent to which each of 
the SOs is being attained using the weighted combination of 
direct and indirect assessment methods. 

The student outcomes achievements were maintained high 
over the last five semesters. This comes as a result of the 
careful implementation of the proposed framework that 
enabled the College of IT in having a systematic assessment 
and evaluation process, leading to achieving outstanding 
results in quality assurance and being ABET accredited. 
Moreover, there are number of notable routines and practices 
that did support the presented framework in achieving these 
satisfying results. Among these practices are advising and 
counseling that provide customized and personalized advice to 
individual students guiding them in defining and achieving 
their academic, career and life goals. That enabled the college 
in maintaining good student ratio. Furthermore, different 
workshops are regularly conducted by the college to qualify 
faculty members with new teaching and assessment methods. 
Added to that, reviewing the courses’ syllabi, routinely, at the 
beginning of every academic semester and ensuring having up-
to-date textbooks brings new advancements in IT into the IT 
curriculum and confirms that the program is up to date. 

The results of the implementation proved the effectiveness 
of the proposed framework together with other educational 
practices in improving the student performance and the 
program. 

 
Fig. 2. Student Outcomes Attainment 
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TABLE IV.  EXAMPLES OF STUDENT OUTCOMES ACHIEVEMENT ANALYSIS 

Course SO 
Reported 

Semester 

Current 

Semester 
Instructor 

Met/ 
If Not, Specify 

the reason 

Improvement 

Plan 

Actions 

Taken 

Previous 

Achievement 

Current 

Semester 

Achievement Not Met 

ITCS 404 

1 

1st 18-19 1st 19-20 Instructor1 Not Met 

More focus was 

on the solving 

problems 

+ Poor in 

critical analysis 

The theoretical 

background is to 

be discussed more 

in the class + 

More exercises 

and discussion 

class 

discussion 

+ More 

exercises 

are given 

in the 

class 

51.48 77.98 

2 

Poor in 

implementation 

and lab sessions 

More lab exercises 

More lab 

exercises 

are given 

in the lab 

61.2 82.92 

ITCS 209 

1 

1st 19/20 
2nd 19-

20 
Instructor2 Not Met 

more class 

discussion was 

needed + weak 

math 

background of 

the students 

More time will be 

devoted to class 

discussion + More 

exercises will be 

given through 

Kahoot 

More 

class 

discussion 

and 

exercises 

were 

given 

61.9 84.45 

6 

weak math 

background of 

the students 

More exercises 

will be given 

through Kahoot 

More 

exercises 

were 

given 

63.4 76.3 

Getting such outstanding results does not mean that the IT 
program does not need continuous improvements. In this 
regard, the College of IT believes that curriculum development 
is a dynamic process that ensures having an up-to-date program 
in line with the rapid advancements in Information 
Technologies and in compliance with ABET requirements in 
case ABET changes any of their criteria or requirements. 

 CHALLENGES V.

The College of IT faced number of challenges during the 
course of implementing the proposed framework. Following is 
the list of challenges together with how did the college 
overcome each: 

 Balancing between NQF Requirements and ABET A.

Requirements 

Bahrain National Qualification Framework has a set of 
standards and requirements to be satisfied by an academic 
program in order to endorse its associate qualification and be 
placed on a specific NQF level (from level 1 for Access1 to 
level 10 for Doctoral Degree). 

BSIT satisfies the standards set by NQF of level 8 [12]. 
However, in order for BSIT to be accredited by ABET, the 
program should also satisfy the requirements of ABET. To 
achieve that, the college came up with a mapping of PEOs, 
SOs and CILOs, as shown in Table I and Table II. 

 Having Students from Different Majors in BSIT Program B.

Courses 

Some of BSIT program courses are offered for students 
from other colleges (such as Engineering College and Business 
College). However, calculating the attainment of SOs for BSIT 
program requires considering IT students only. In this regards, 
the college decided to separate the result of IT students from 
other students and simply consider IT students’ grades in the 
assessment and evaluation. In case of having few IT students 

(i.e. less than four) registered in the course, the results will not 
be considered in the evaluation of the program. 

 Online Course Delivery during COVID-19 Period C.

Although classes were delivered online during the 
pandemic, but all the courses content and CILOs were covered 
and assessed. Even the practical components of the courses 
were delivered through virtual labs. Thus, the process of 
assessment and evaluation of SOs were not affected. 

 Market Needs and ABET Requirements D.

Market needs were analyzed and considered while 
designing BSIT program as well as formulating its goals and 
objectives. BSIT graduates should be qualified enough to fullfil 
market needs by having distinguished and desirable skills and 
knowledge. Fortunately, the proposed framework secured the 
alignment of program outcomes with market needs by ensuring 
delivering the desired skills, evaluating the attainment of 
graduates and taking a remedial action in case any of the SOs 
was not attained. 

 Effect of the Correctness of Mapping of SOs to CILOs on E.

the Reliability of the Evaluation Results 

It is well known about SO based model that the quality of 
its evaluation result depends on the quality of the mapping 
between CILOs and SOs. Thus, program coordinator (who 
creates the mapping between CLOs and SO) and instructors 
(who map assessments’ questions to CILOs and SOs) shall be 
qualified enough to do correct mapping to ensure having 
reliable results at the end. Due to the highly qualified faculty 
members in the College of IT in Ahlia University, the obtained 
results were reliable and trustworthy. 

 Overloading Faculty Members during the Data Collection F.

and Assessment Phases 

Faculty were overwhelmed with their responsibilities in the 
data collection and assessment phases.  However, it has been 
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planned to reduce that in the near future and have a lightweight 
process by selecting some of the courses and their assessments 
to be considered in the program assessment and evaluation, 
while other course assessments will be considered as formative 
one. This should reduce the load on faculty while maintaining 
good evaluation result that aids in informed decision making 
and continuous improvement of the program. 

 CONCLUSION VI.

The student outcome-based framework presented in this 
paper has been adopted by College of IT in Ahlia University 
for the last five years. The vast amount of data collected by the 
college during this period, boosts the robustness of this 
framework in extracting continuous improvement 
requirements. Moreover, number of assessment tools were in 
use to measure the achievement of CILOs, SOs and in turn 
PEOs and their results were utilized in making informed 
decisions regarding continuously improving the program with 
its learning and assessment processes, achieving high quality 
standards as well as assuring the sustainability of high quality 
education. 

Although some challenges were faced during the 
implementation of the proposed framework, this framework 
helped the college in improving the academic program. Other 
educational practices supported this framework such as: 
academic advising and career counselling. The success is 
reflected by improving the curriculum through adding new 
courses, removing courses, and modifying the content of some 
courses based on the market needs, international standards, 
constituencies feedback and the new trends in IT. Moreover, 
enhancing current teaching and assessment methods as well as 
adopting new one is another sign of improving the program 
that promotes positive assessment results. Furthermore, 
achieving distinguished and honorable results- such as 
improving students’ performance, attaining high level of 
graduate attributes, achieving high quality standards, being 
accredited by ABET and satisfying various stakeholders- are 
clear indications of the success and improvements in the 
program. 

Despite the fact that the College of IT adopted SOs defined 
by ABET as SOs for BSIT program, the proposed framework 
will still be applicable even if ABET re-define their set of SOs. 
Moreover, it is also applicable to other academic programs. 
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Abstract—The similarity search approach used for image 

Data Warehouse (DW) can provide better insights into 

discovering the most similar images compared to the input query. 

Due to the later innovation improvement, the mixed media 

complexity is discernibly expanded and modern inquires about 

regions are opened depending on comparable mixed media 

substance recovery. Content-Based Image Retrieval (CBIR) 

algorithms are utilized for the retrieval of images related to the 

inquiry image from gigantic databases or DW. The queries that 

are used for DW are complex, take a lot of time to process and 

many give less accurate results. For these reasons, this paper 

needs to have an effective technique to improve the similarity 

search query process that reflects a more positive result. In this 

paper, show how to extract features from a set of images (color, 

shape, and texture features) by using CBIR algorithm with Color 

Edge Detection (CED) method. Once these features are extracted, 

the proposed method will minimize the distance between these 

features vectors and the query image one using a Genetic 

Algorithm (GA). This paper illustrates the extraction of endless 

strong and imperative features from the database of the images, 

therefore, the capacity of these features in storing within the 

frame of features vectors. Accordingly, an imaginative closeness 

assessment with a metaheuristic algorithm (Genetic Algorithm 

(GA) with Simulating Annealing (SA)) has been attained between 

the query image features and those having a place in the 

database image. This paper introduces a new algorithm CEDF 

(Color Edge Detection with Gaussian Blur Filter) that applies the 

Gaussian Blur Filter after using CED method for feature 

detection of the image. Experimental results show that CEDF 

method gives better result than the other already-known 

methods. 

Keywords—Data Warehouse (DW); Content-Based Image 

Retrieval (CBIR); Color Edge Detection (CED); Genetic Algorithm 

(GA); Simulating Annealing (SA); Memetic Algorithm (MA) 

I. INTRODUCTION 

A perfect image processing system relies on three vital 
factors; i.e. acquiring the image, transmitting the acquired 
image, and stretching security to the image through its 
transmission. This leads to defective examination of 
medical images while acquiring an image from the 
database. Therefore, this paper needs an effective method 
to remedy this corruption. We present a new method called 
CEDF. This method added a new value to the image 
processing process Fig. 1. 

Hence, the perfect image processing system consists of 
three important phases: Image de-noising, image 
compression and image security. 

A. Image Filtering 

Image filtering is considered a very important phase 
within the image processing system. The image captured by 
the camera is debased by noise. That is loud image may 
degenerate more through the transmission process. Such a 
noisy image may regularly obstruct the operation of the 
communication system. Subsequently, it is exceptionally 
basic to have an effective de-noising method to evacuate 
noise from the image. As per noise pixel dissemination 
values, motivation noise is composed of two types. These 
types are irregular and fixed esteem motivation commotion. 
This commotion is called salt and pepper noise. As the 
noisy pixel can either have the most elevated or lowest 
value on grayscale [1]. 

B. Image Compression 

As with image de-nosing, image compression is 
additionally an essential stage of the image processing 
system. The transmission and storage of crude images 
request huge memory space. A great compression technique 
with quicker processing and memory-productive 
compression ability fulfills the requirements of the cutting-
edge image processing system. In common, compression 
leads to the compression of information within the 
advanced image. The best objective of the compression 
procedure is to eliminate the repetition of image 
information. Therefore, the computerized image will be put 
away more viably. Lossless and Lossy compression 
techniques are the two essential categories of compression 
procedures. In the lossless compression strategy, an image 
sometimes before and after compression is identical to each 
other. Moreover, each bit of image is put away in the 
decompression process. While, the lossy compression 
procedure, there is a contrast between the original and 
reproduced image. But the reconstructed image is sensibly 
closer to the initial image [1]. 

C. Image Security 

The rise of the web causes extraordinary danger to data. 
These data are stolen through its transmission over the 
communication channel. Hence, the security of image 
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information is additionally one of the very crucial 
perspectives of the image processing system. Cryptography 
is one of the strategies utilized to supply security to data. In 
addition, parcel of other methods is developed to supply 
security to information. Sometimes parcel is not 
conceivable to keep the message content secured. In such a 
case, it is basic to keep the presence of the message as a 
secret. This strategy of giving security to a message is 
called steganography. Steganography is diverse from 
cryptography with reality. Cryptography bargains with 
keeping the message content emitted while steganography 
bargains with keeping the existence of the message secrete 
[1]. 

The bit-flipping mutation is a popular operator, in 
which a single bit in the string is flipped to form a new 
offspring string. A variety of other operators has also been 
developed, but is used less frequently (e.g., inversion, in 
which a subsequence in the bit string is reversed). A 
primary distinction that may be made between the various 
operators is whether they introduce any new information 
into the population. Crossover, for example, does not while 
mutation does [2]. 

All operators are also constrained to manipulate the 
string in a manner consistent with the structural 
interpretation of genes. For example, two genes at the same 
location on two strings may be swapped between parents, 
but not combined based on their values [3]. 

In this paper, the extraction of features (color, shape 
and texture features) will be shown from a set of images. 
Once these features are extracted, the method will 
minimize the distance between these features vectors and 
the query image one using GA. The paper carried out a 
performance test over an image dataset. Experimental result 
shows that CEDF results in a recall and precision raised 
average by 1.4 and 8.05 respectively, which assess and 
demonstrate the accuracy of the proposed algorithm. 

This paper is organized as follows; Section II presents 
background related to the proposed method, Section III 
sheds some light on related work, Section IV speaks about 
the proposed algorithm, section, Section V deals with 
rating the performance of the proposed method, Section VI 
measure performance and evaluation, Section VII discusses 
the experiments and results, and finally, Section VIII is 
concluding the conclusion. 

II. BACKGROUND 

This paper detail the most issues related to similarity 
search over images in Segment 2.1. Moreover, the proposed 
work is based on two well-known concepts used to use in 
all of the research. These concepts are talking about image 
features and are accessible within the literature. The Omni-
technique and the star-join Bitmap index are portrayed in 
Segments 2.2 and 2.3, separately. 

A. Similarity Search 

To be computationally analyzed, images ought to be 
pre-processed utilizing include extractors. These extractors 
are capable of generating features vectors that depict the 

natural characteristics. This preparation is elaborated as 
takes after. An image is spoken to as a two-dimensional 
m*n matrix of pixels. Where m and n are the image 
measurements and the pixel has numbers of values that 
depend on the image sort. For occurrence, the pixel values 
can be 0 or1 in parallel images shift between 0 and 255 in 
grayscale images spoken to by 8 bits and have their values 
within the run of 0–255 each in RGB color images. A 
feature descriptor is characterized by: (i) a feature extractor 
calculation, which tracks down the images. That feature 
processes their pixels values and produces number of 
distortions of them, and stores these values in included 
vectors. (ii) A distance function, which produces a 
similarity measure. That is utilized to decide at that point 
the divergence between two images based on their features 
vectors. 

The natural characteristics of images are as a rule 
depicted by properties with respect to color, texture, and 
shape. For occurrence, feature extractors may be actualized 
to calculate Color Histograms [3], the Haralick descriptors 
[4], and the Zernike moments [3]. Color histograms speak 
to the conveyance of colors (or levels of gray) in an image 
by calculating the recurrence. In which the color intensity 
of each pixel happens. With respect to texture feature 
extractors, the Haralick descriptors are employment factual 
approaches. That is to determine co-occurrence networks of 
images such that each matrix speaks to the connection 
between the pixel's position and its values. 

B. The Omni Technique 

The Omni technique [3] is based on the choice of agent 
images (i.e. foci) from the DB, which is strategically 
positioned within the metric space. The number of 
representative images is given by the inborn dimensionality 
of the DB whereas the situating is given by the Hull of Foci 
algorithm. The main thought behind this calculation is to 
select images near the DB's borders. That can be utilized to 
progress probability in similarity searches. 

C. The Star-join Bitmap Index 

A fundamental Bitmap list [3] built on an attribute 
comprises of several bit-vectors. One for each esteem an of 
A, where the i-th bit is 1 in case the i-th push is rise to a. 
There is something else; the i-th bit is 0. In DW, a Bitmap 
list can be developed to list properties of the dimension 
tables demonstrating the set of tuples in a fact table. That 
table holds the corresponding quality values. A Bitmap list 
with such a plan is called the star-join Bitmap (SJB) index 
[3]. 

In this paper, the extraction of features from a set of 
images (color, shape, and texture features) will be cleared. 
That is happening by utilizing CBIR algorithms with Color 
Edge Detection (CED) method. Once these features are 
extracted, the method will minimize the removal between 
these features vectors and the query image one employing a 
genetic algorithm. This paper outlines the extraction of 
unending solid and basic features from the database of 
images. Moreover, the capacity of these features is inside 
the store of features vectors. In like manner, a creative 
closeness appraisal with a metaheuristic algorithm (GA 
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with SA) has been achieved between the QI features and 
those having a put to the database image. 

III. RELATED WORKS 

The related work will be divided into three directions of 
research that is synchronizes with the three phases of de-
noising the image. The next sections will conclude the 
illustration of the following points: 

A. Content-Based Image Retrieval, B. Image Similarity-
Based Measure and C. Image de-noising. 

A. Content-Based Image Retrieval 

All of the previous research is important and still under 
research. However, no one mentioned the image as a 
perfect part of the source of data. Including images is vital 
as it improves the performance of the DW and broadband 
the capabilities of DW. That supports more accurate 
decisions for decision-makers. 

A “Trigger” algorithm is used to recognize the lateness 
in tracking the unusual results in a large national clinical 
data warehouse of electronic health record (EHR) data [5]. 
It uses a method that upon the available data in EHR data 
repository from all departments of veterans’ affairs 
healthcare facilities. This method analyzes data from seven 
facilities. The limitations of this research are developing 
and refining similar algorithms more widely. In addition, 
that can potentially reduce delays in diagnostic evaluation 
and improve the quality and safety of patient care. 

In addition, there is a research depended on novel 
identification-based image correction method using a bi-
illuminant dichromatic reflection model. That occurs by a 
previous awareness demonstrated by small patches with 
close reflection properties, called Spectrum-Shape 
Elements (SSE) [6]. They introduced a Hausdorff-like 
metric for the set of spectrum shape elements. The basic 
properties of these SSEs and their localization methods 
were proposed. The shortages of this paper are: 
1) constructing SSE pairs representing prior knowledge 
about distortions, 2) distortion-free illumination, 
3) adapting the correction technique to other image 
distortion sources. This technique is showing the sensor 
noise and pixel sampling. 

The author in [7] deals with textual and non-textual 
features to retrieve similar images by using a novel CBIR 
algorithm. After that, the algorithm will classify the query 
image into textual or non-textual categories. In the case of 
the textual query images, the text is revealed and realized. 
For the case of visual query, outstanding qualities are 
detected. Both qualities merged to shape the final feature 
vector. In addition, through these features, the top-ranked 
images are retrieved. 

Besides this approach is effective for textual and non-
textual images, its contribution is as follows: 1) It can deal 
with three methods of retrievals. 2) It can deal with low-
power hardware independent of training efforts. In [8] the 
paper is about fusing the visual and semantic similarities 
between the query image and the database image. Then, 
they use the shortest path algorithm to a weighted graph. 

That is for every database image node that has its pairwise 
similarity measure. This method was conducted on the 
retrieval of the common CT Imaging of Lung Diseases 
(CISLs). Furthermore, the results are not only better but 
also were more efficient. The limitations of this paper are: 
1) This method can be only used in a small database but for 
a large database. In addition, it will consume more runtime 
and that requires clustering for the images. 2) This method 
can be only used for single-label data. 

The author in [9], is proposed a new idea for the 
efficient retrieval of top-ranked images. That is done in the 
available DBs depending on local image features and 
spatial information in BoW architecture. To detect the 
performance evaluation of the proposed method, it was 
performed on seven state-of-the-art detectors and 
descriptors. After conducting this method over ten different 
DBs, it showed the accuracy of the proposed method. 
Additionally, is cleared by high precision and recall 
percentage record. It also proved that the proposed method 
exceeds the state-of-the-art detectors. As well as exceeds 
the descriptors over color, texture, scattered objects and 
complex DBs. The drawback of that method is never 
considering the technique scale-invariant and noise-robust. 

A new content-based histopathological image retrieval 
approach has been proposed. This approach proposed a 
multi-scale and multichannel decoder based on LTP. That 
is to get special characteristics for every single image 
histogram representation. It also conducted the VLAD 
coding on the resultant features. Besides, power-law 
normalization has been performed to shape the final feature 
vector. By comparing the state-of-the-art techniques with 
the proposed approach, it shows the rising retrieval 
accuracy of the proposed approach. Efficiency and 
computational complexity are the limitations of the 
proposed approach [10]. 

This framework chooses the top-ranked images features. 
These features are most similar to the query image features 
for image retrieval. The main goal of any CBIR algorithm 
is to calculate the two basic descriptors (mathematical 
features and physical features). The main difficulties that 
are faced these methods are: 1) minimizing the semantic 
gap between the results and user expectations, 2) caring 
about low-level image descriptors [11]. 

The author in [12], is proposed a new method of 
Artificial Neural Networks (ANN) that joins Support 
Vector Machine (SVM) in a symmetric and asymmetric 
ways. This approach can deal with the classification 
inhomogeneity between various classifiers. In addition, this 
approach can deal with the imbalance problems in the 
CBIR algorithm. This method has been created because the 
retrieval results in multi-class search environment are so 
far from the expected. That is for the overlapping semantics 
between different classes. The experiments carried out on 
the Corel, Caltech-101 and COIL DBs, and proved the 
effectiveness of the proposed method compared to the 
state-of-arts methods. 

The usage of the robust and consistent ETL stages in 
DW was better in achieving high efficiency. That is by 
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enhancing the preprocessing tasks. As well as, diminishing 
noise rates and using efficient CBIR that was better for 
getting top-ranked images. That is by reducing the 
possibilities of results and that pours into accuracy. 
Therefore, I will use the “Content-based” that implies the 
search analysis of the contents of the image. Using this 
approach instead of the metadata such as keywords, labels, 
or descriptions related to the image. The term “content” in 
this setting might allude to colors, shapes, textures, or any 
other data that can be determined from the image itself. 
CBIR algorithm is alluring since looks that depend simply 
on metadata are subordinate to comment quality and 
completeness. 

B. Image Similarity-Based Measures 

The author in [3], the Memetic algorithm is conducted 
to retrieve the top-ranked that is relevant to the entered 
query. The MA-based similarity measures do many 
operations. These operations are to extract an effective 
color, a shape and color texture features from the Corel 
image database. The ILS (Iterated local search) algorithm 
assesses the quality of the solution by raising the fitness 
function number. This method succeeds in increasing the 
average of precision and recall by 1.4 and 8.05 
respectively. 

One of the most achieving works is [3] and chose it to 
be the guide in the research. One of the most well-known 
metaheuristics in dealing with optimization issues could be 
GA. GA may be a population-based heuristic approach. GA 
bargains with a major framework to discover an appropriate 
arrangement for an uneasy issue. In addition, it has 
demonstrated its proficiency in producing unused 
arrangements between trial arrangements and recognizing 
the finest solutions from a populace. It is a must to have a 
nearby look to survey GA in finding the arrangement space. 
That was rather than caring approximately abusing the 
search space that is for improving the metaheuristic 
algorithm. 

There are inexhaustible computer imaging applications 
requiring a few kinds of similarity estimation as the portion 
of their forms. Although the applications are much shifted 
and the execution subtle elements of each arrangement are 
special, all share the common string in those features or 
properties of the image (in each application). These 
features are measured and after that compared to other 
features from a database of images. In addition, these 
features would be compared to a few references show to 
extricate a few significant conclusions or usefulness 
approximately the image information on hand. There are a 
few strategies for measuring image similarity. The 
strategies are: 1) A pattern recognition approach. 
2) Comparison of outlines in a video sequence. 3) Image 
stabilization employing a homographic transformation. 
4) Utilizing image feature focuses to compute similarities 
and generate an image mosaic. Here, this paper will deal 
with the fourth strategy of measuring similarity search as 
the previous research. This paper will use this strategy 
because it will produce more accurate results regarded to 
the research of that section. 

C. Image De-noising 

The author in [13], Wei Wang examined a filtering 
method called novel inverse by employing a dictionary 
approach. The most thought is to combine a learned word 
reference for the representation of the de-convoluted 
image. As well as, a reverse channel based on non-
negativity and bolster limitations. That is to de- convoluted 
the watched image with an obscure point spread function. 
The advantage of this approach is that the objective image 
can be spoken to with more points of interest by the word 
reference premise. This paper utilizes the substituting 
course strategy of multipliers (ADMM) to unravel the 
coming about optimization issue. The limitations are the 
inability to recognize the blurring data region and the 
support region. In this work, an image-preparing model is 
created, whereas an image-filtering module is created using 
the median channel with a variable versatile window 
design. This filtering provides change inters of working 
recurrence and PSNR. The moment stage includes the 
advancement of a compression module based on lifting 
wavelets. This compression module provides improved 
execution inters of compression proportion and PSNR. In 
the final stage, image encryption is performed to have a 
secured image [1]. The drawback does not use different 
filtering techniques to choose the best results. 

Here, in [14] a new strategy presents a gradient-based 
approach for extracting the notable structures from diverse 
multimodal medical images. That is for the estimation of 
combination execution and consequent determination. The 
benefits of this strategy are showing the leading 
performance of visual perception joint quantitative metrics 
and the weakly involved calculations. The only limited 
point that observed here is the inactive strategy with big 
data. An unused de-noising approach is proposed for 
rebuilding the Gaussian (AWGN) noise-contaminated 
images. In addition, through the suggested developmentally 
optimized adjust Guided Image Filtering [15]. The short-
come of this approach is dealing with only one type of 
noise (Gaussian noise). This research introduces the 
infrared and visible image fusion algorithm relayed on the 
image division of a hybrid curvature filter [16]. The 
limitations of this algorithm are low performance and low 
enhancement of the running speed. 

In this research, evolving an Image Filtering and 
Labeling Assistant (IFLA) framework is to assist the 
foremost time-consuming parcel of this handle [17]. The 
drawbacks of this research are the inability to automatically 
label the marked-up ranges of images. Moreover, the 
inability to meet behavioral patterns and programmed 
individual symmetry. This paper portrays Gaussian filter 
and Histogram Equalization methods for de-noising and 
differentiates the upgrade of MR Brain images separately 
[18]. The suggested future work for this paper, is removing 
the other types of noise by using the comparing filter. 

Another paper, innovates an unused filter for image 
boosting. This filter relayed on the combination of a shock 
channel with a fourth-order dissemination equation [19]. 
The limited result was noticed while applying this 
algorithm with images of degraded documents. The new 
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algorithm combines the versatile median filter algorithm 
with the conventional nonlocal mean algorithm. To begin 
with that, you should alter the image window and 
adaptively choose the comparing pixel weight. Then de-
noises the image, which can have a great filtering impact 
on the blended noise [20]. The drawbacks of this 
calculation are discovering the calculation for color image 
processing effect and enhancing the time consumption of 
de-noising image. 

The author in [21], point-by-point comparative 
investigation of diverse de-noising filtering techniques. 
This technique implemented leaned on four widely used 
Image Quality Assessments (IQA) metrics. The drawback 
of this paper is not diminishing more types of image noise. 
Lufeng Bai, et al. [22] designed a singular method for 
Cauchy method removal that illuminates the new 
demonstration. Then a rotating minimization strategy is 
utilized, and its merging is demonstrated. The limitation of 
this method is not calculating the precision and recall 
values to evaluate the system’s efficiency. 

The proposed strategy [23], is organized utilizing three 
modules, to be specific. These strategies are: 1) The DIP-
based module for concurrently learning noise diminishment 
and differentiate upgrade. 2) On the off chance that module 
for combining images and neutralizing color movement and 
noise enhancement. 3) The PR module for enhancing edge 
data. The drawback of this strategy is the inputs of the 
image fusion module can delay the velocity of the whole 
model. A novel variational paradigm [24] is presented 
based on adding up to a variety. As well as l0 the gauge for 
at the same time expelling the tangling noise, assessing the 
location of lost pixels, and filling in them. The suggested 
issue for enhancing the quality is using a similarity search 
algorithm. 

All of the previous papers proposed various kinds of de-
noising algorithms and strategies. Most of these used 
Gaussian filter lonely or a hybrid of Gaussian filter with 
different methods for de-noising and upgrading the 
performance of the targeted image. In addition, it was 
notable that the medical image has a dominant hand in that 
issue. Most of the shortcomings were from the use of one 
type of filtering technique in addition to low performance 
and running speed. 

The proposed paper will introduce a new algorithm 
CEDF (Color Edge Detection with Gaussian Blur Filter). 
CEDF applies the Gaussian Blur Filter after using the CED 
method for feature detection of the image. Furthermore, to 
assess the efficiency of the system’s result, will figure 
precision and recall values, and show the results applied to 
Correl DB. By contribution of the Gaussian Blur filter with 
the proposed method, the results were applied to Correl 
DB. Moreover, rising through recall and precision average 
1.4 and 8.05 respectively and assess the accuracy of the 
result. 

IV. PROPOSED ALGORITHM (CEDF) 

Multimedia data play an essential role in the decision 
process. One of the problems when integrating multimedia 

data in a warehouse is the retrieval speed of the 
information. This information is a direct coefficient with 
respect to efficiency and dealing with dimensions built on 
information retrieval [10]. The use of DW is most common 
for storing/ retrieving complex data in multimedia formats. 
Where DBMS algorithm is traditional and is not designed 
to fit in handling complex multimedia data, since relational 
databases store structured data. That is why enhancing 
warehouse performance on multimedia data is essential. 
Because of that, this paper deals with boosting the 
performance of DW. That is activated by upgrading the 
efficiency of the algorithm with the help of promoting 
precision and recall results [3]. 

The proposed method will show how to extract features 
from a set of images (color, shape and texture features) by 
using the CBIR algorithm with Color Edge Detection 
(CED) method. Once these features are extracted, the 
method will minimize the distance between these features 
vectors and the query image one, using a genetic algorithm. 
This paper illustrates the extraction of endless strong and 
imperative features from the database of images. Moreover, 
the capacity of these features is within the store through the 
frame of features vectors. Accordingly, an imaginative 
closeness assessment with a metaheuristic algorithm (GA 
with SA) has been attained. This attainment is between the 
QI features and those having a place in the database image. 
Finally, the paper will measure the precision and recall of 
this method. By contribution of the Gaussian Blur filter 
with the proposed method, the results applied to Correl DB. 
As mentioned before that the extraction of the image 
features depended on three basic phases (color, shape, and 
texture). The paper will use the second and the third phases 
as it used in the previous paper [3].The enhancement of the 
paper only includes the color phase by using (CED) 
algorithm that we will enumerate in details in the following 
section. 

A. Color Edge Detection 

Edge detection is the title for a set of scientific 
strategies, which target classifying focuses in an image. 
That is because the image concentrated changes strongly 
or, has discontinuities. Edge detection alludes to the 
method of distinguishing and finding sharp discontinuities 
in an image. Edge detection could be a principal device 
utilized in most image-preparing applications. That is to get 
data from the outlines as an antecedent step to feature 
extraction and object segmentation [25]. One of the 
elemental errands in image-preparing is edge detection. 
High-level image handlings, such as object 
acknowledgment, division, image coding, and robot vision 
depends on the precision of edge detection. Whereas edges 
are contain fundamental image data. 

Within the conventional color edge detection 
techniques, the color image is, to begin with, isolated into 
three distinctive channels. These channels are R, G, and B 
before handling and after that, the algorithm is connected to 
the particular channels. Additionally, in conclusion, all 
channels are combined to deliver the result. The high-level 
image handling applications such as question 
acknowledgment, protest following, robot vision, etc. In the 
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case of color image processing, Color images require more 
memory space for capacity. Unlike the greyscale, images 
require the transmission of color data requires a bigger 
transfer speed. By utilizing an effective edge discovery 
procedure, the unnecessary subtle elements of a color 
image can be disposed of. In addition, the valuable data can 
be put away to assist the preparation. This will successfully 
diminish the memory space for putting away the color data 
and lower the transmission bandwidth [26]. The edge 
discovery methods can be broadly classified as: 

 Edge detection in grey-scale images. 

 Edge detection in color images. 

The basic distinction between a gray-scale image and a 
color image is the pixel in a gray-scale image may be a 
scalar esteemed work. While in a color image, a pixel is 
considered as a vector esteemed work because it comprises 
three-color components (red, green and blue). Due to this, 
vector esteemed procedures are favored for edge detection 
in color images [26]. 

1)  An outline of a few classic edge detectors: Many edge 

detection methods have been proposed for grey-scale images 

in the image handling literature. These edge detectors are 

categorized as [26]: 

 Edge detection strategies are based on the first-order 
subordinate. 

 Edge discovery strategies are based on the second-
order subsidiaries. 

2) The four steps of Edge Detection 

 Filtering- Filter image to move forward execution of 
the edge detector w.r.t noise error. 

 Smoothing- stifle as much noise as conceivable, 
without wrecking the true edges. 

 Enhancement- applies a channel to improve the quality 
of the edges within the image (sharpening). 

 Detection- decides which edge pixels ought to be 
disposed of as noise and which ought to be held (as a 
rule, thresholding gives the basis used for detection). 
Localization- decide the precise location of an edge 
(sub-pixel resolution may well be required for a few 
applications. That appraise the area of an edge to better 
than the dispersing between pixels). Edge diminishing 
and connecting are as a rule required in this step. Edge 
discovery could be a principal apparatus utilized in 
most image-handling applications to get data from the 
outlines. Furthermore, a forerunner step includes 
extraction and protest segmentation [25]. 

B. How Does CEDF Works 

Content-Based Information retrieval (CBIR) algorithm 
features are extracted through several techniques for the 
features extraction. Most visual images contain color and 
shape, with low-level image features and notable focuses 
[3]. Above all, of that, each image stores its attributes in a 
partitioned database called database features. A similar 

CBIR algorithm is outlined in Fig. 1. Here [3], is the recent 
paper that talked about CBIR and will reuse some steps and 
add another step to my new paper. On one hand the steps 
that will use are: (1) how to extract features from a set of 
images (color, shape, and texture features). (2) Once these 
features are extracted. (3) minimize the distance between 
these features vectors and the query image one using GA. 

Finally, will measure the precision and recall of this 
method and show the results applied to Correl DB. On the 
other hand, we will add a new filtering technique called 
Gaussian Blur filtering technique with the old method. This 
technique concludes (RGB color with neutrosophic 
clustering calculation, Canny Edge strategy to extricate 
shape features, YCbCr color with discrete wavelet change, 
Canny Edge Histogram to extricate color features, and 
gray-level co-occurrence framework to extricate texture 
features). This filtering technique will raise the average 
precision and recall percentage and that reflects positive 
performance results on the proposed algorithm. 

1) CEDF algorithm steps: Fig. 1 demonstrates the method 

suggested. The fundamental steps involved in color feature 

extraction are shown as follows: 

 Select the image query to be processed. 

 Image query and DB images will be transformed into 
YCbCr co; or space from the M*N input RGB image. 

 Before applying the canny edge detector to the Y 
portion of the image, the portion of YCbCr is separated 
following the transformation of the image. 

 After that, the unobtrusive Cb and Cr are combined 
with the edge that was obtained in the previous step. 

 Pixel editing and the addition of CED with a noise-
eliminating filtering method. 

 After that, a single RGB image is created from the 
synthesized image. 

 The histogram calculation for each portion of the RGB 
image is followed by the division of the RGB 
component into distinct R, G, and B components. From 
HR, HG, and HB, a total of 256 bins have been 
obtained. 

 In each histogram that is obtained, a distinct wavelet 
transform is used to improve the performance of the 
features.to apply DWT level 3 to HG and HB and 
DWT level 2 to HR. There are 128 bins created when 
DWT is applied. In particular, 64 bins were obtained 
from HR, while each HG and HB obtained 32 bins. 

 The repository is where each image's feature vector is 
calculated. 

 Similarity search algorithms will elaborate to get the 
most similar images. 

 Get the results. 

The following section will illustrate the main features of 
(CBIR) algorithm features. 
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Fig. 1. The proposed method for color feature extraction. 

2) Color features extraction: In this modern work, the 

strategy for CBIR algorithm based on the extraction of the 

color features, are mentioned. This strategy [3] is concluding 

the conversion of RGB to YCbCr and applies the canny edge 

detector to the result. Then will use the CED operation that is 

concluding the proposed filtering technique. The next sections 

will present the details of how to convert RGB to YCbCr, 
using the canny edge detector and what are the steps of CED 

operation. 

Color is the foremost broadly utilized visual substance 
for image recovery. Its three-dimensional values make its 
separation possibility predominant to the single-
dimensional gray values of images. Sometimes recently 
selecting a suitable color depiction, color space must be 
decided to begin with. Each pixel of the image can be 
spoken to as a point in a 3D color space. 

a) Query image conversion and CED: Commonly 

utilized color space for image recovery incorporates RGB, 

Munsell, and CEDF. In the proposed paper case, the method 

will choose RGB and Y’CbCr spaces. Y′CbCr color spaces are 

defined by a mathematical coordinate transformation from an 

associated RGB color space. If the underlying RGB color 

space is absolute, the Y′CbCr color space is an absolute color 

space as well. Conversely, if the RGB space is ill-defined, so 

is Y′CbCr. The formula that allows converting RGB colors to 

Y’CbCr is the following: 

[       ]  [   ] { 
                       
                       
                     

}  (1) 

After converting the RGB to YCbCr, one should apply 
the canny edge detector to the result [3]. Edges in any 
image are helpful in identifying the objects. The new step 
that is added to the old method is Color Edge Detection 
(CED). The CED works by following these steps: 

 Apply Gaussian Filter to smooth the image to remove 
the noise. 

 Find the intensity gradients of the image. 

 Apply non-maximum suppression to get rid of spurious 
responses to edge detection. 

 Apply a double threshold to determine potential edges. 

 Track edge by hysteresis: Finalize the detection of 
edges by suppressing all the other edges that are weak 
and not connected to strong edges. 

b) Conversion to RGB: After applying CED, the method 

reconverts the image to RGB and computes the histogram for 

every component (R, G and B). The color histogram serves as 

a viable representation of the color substance of an image in 

the event. That color design is one of a kind compared with 

the rest of the DB. The color histogram is simple to compute 

and successful in characterizing both the worldwide and 

nearby dispersions of colors in an image. In expansion, it is 

strong to interpretation and turns almost the seeing pivot. 

Moreover, the changes as it were gradual with the scale, 

impediment, and seeing angles. 

3) Shape features: The shape of an object is an important 

and basic visual feature that can describe image content. In the 

context of content-based image retrieval, the word shape is 

used to refer to the geometry of a region’s bounding contour 

in 2D. Shape feature extraction and representation are the 

bases of object recognition in an image. It plays an important 

role in many image-processing applications including content-

based image retrieval. The feature extraction stage produces a 

representation of the content that is useful for shape matching. 

The easiest way to use geometric information about the 

objects present in an image is by computing simple scalar 

descriptors of the regions of interest, such as area, circularity, 

eccentricity, major axis orientation, dimensions of the 

minimum bounding rectangle, etc. Usually, the shape 

representation is kept as compact as possible for the purpose 

of efficient storage and retrieval, and it integrates perceptual 

features that allow the human brain to discriminate between 

shapes. 

Finally, here are the steps followed before computing 
the invariant moments: 

 Convert the image 2D matrix to a gray matrix. 

Image DB Image Query 

Convert RGB to YCbCr & 

Apply Canny Edge Operator  

Color Edge Detection (CED) 

Convert to RGB & Extract color features 

Features Repository 

Similarity Evaluation 

Retrieved Result 

Convert RGB to YCbCr & 

Apply Canny Edge Operator  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

388 | P a g e  

www.ijacsa.thesai.org 

 Apply the median blur filter on the gray matrix. 

 Apply the Canny Edge detector on the filtered image. 

 Generate the moments and then the Invariant moments 
of the image. 

 Store the invariant moments in the features vector. 

 Convert the image 2D matrix to a gray matrix. 

 Apply the median blur filter on the gray matrix. 

 Apply the Canny Edge detector on the filtered image. 

 Generate the moments and then the Invariant moments 
of the image. 

 Store the invariant moments in the features vector. 

4) Texture features: Texture feature is a vital property of 

the image, which is often characterized as the visual 

appearance, or material characteristics of the objects within 

the image. It basically comprises the components of surface 

primitives (i.e., text components or textual) organized in a few 

indicated arrange (i.e., text format). The idea of a textual is 

central to the text. For the most part, it is characterized as a 

visual primitive that shows certain invariant properties more 

than once very different positions, distortion, and introduction 

in a given zone. The text components can be as little as a sand 

molecule to huge components like bricks in dividers, but they 

all share the comparative auxiliary and measurable properties 

inside a gather. The textual properties deliver rise to the seen 

delicacy, consistency, thickness, harshness, consistency, 

linearity, recurrence, stage, directionality, coarseness, 

arbitrariness, fineness, smoothness, granulation, etc., of the 

text as an entirety. 

V. PERFORMANCE EVALUATION 

A. Database Descriptions 

The tests conducted in this consider utilized the Corel 
DB (A) comprising 1000 differing images and each image 
within the DB is 384 * 256 or 256 * 384 size-wise. As 
such, the results were expressed with the utilization of 10 
semantic sets. As well, each set contains one hundred 
pictures. The Corel DB is of the taking after semantic 
categories. These categories are Mountains, Africa, 
Dinosaurs, Buildings, Buses, Nourishment, Elephants, 
Horses, Beaches, and Flowers. Consequently, with the 
utilization of the recorded comes about, a clear comparison 
of comes about can be performed. 

Then the proposed paper will measure the precision and 
recall percentage for every category in the DB by the 
proposed method (CEDF). After that, the paper will 
compare the results with some other methods related to the 
topic of the paper’s interest. 

For that will appear the adequacy and prevalence of the 
proposed method in terms of recovery capabilities. Those 
capabilities will show by the gotten results are too 
compared with other algorithms in terms of precision and 
recall rates. 

The other comparative frameworks are J. C. Felipe, Z. 
Mehmood, T. Mahmood, and M. A. Javid [27], N. Ali, K. 
B. Bajwa, R. Sablatnig, and Z. Mehmood [28], Z. 
Mehmood, S. M. Anwar, N. Ali, H. A. Habib, and M. 
Rashid [28]. Zeng, R. Huang, H. Wang, and Z. Kang [29], 
E. Walia and A. Pal [30], C. Wang, B. Zhang, Z. Qin, and 
J. Xiong [3], M. K. Alsmadi [3] and the same ten semantic 
sets (each set contains 100 images of Corel DB) were 
utilized by these comparative algorithms. Tests of diverse 
images from 10 semantic sets of the Corel DB appear in 
Fig. 1. 

B. Precision and Recall Evaluation 

To assess the execution and the viability of the 
proposed CED framework, precision and recall rates are 
used. Precision could be a degree of the capacity of the 
CED algorithm to recover. So those images will be 
compared to the query image. In this respect, the recall rate 
is the genuine positive rate, and it is utilized to assess the 
ability of the CED framework. That ability for regarding 
the number of recovered important images compared to all 
similar images within the database. 

The precision of a CED algorithm is defined as the 
number of relevant images retrieved as a fraction of the 
total number of images retrieved [3]: 

Precision = 
                                   

                                
  (2) 

The value of Precision lies between 0% and 100%. 

Another measure to find the effectiveness of a retrieval 
method is Recall. Recall of a CED algorithm is defined as 
the number of relevant images retrieved as a fraction of the 
total number of relevant documents in the database: 

Recall=
                                   

                                               
  (3) 

Recall values have range similar to precision, e.g., 
between 0% and 100%. 

The recall value will be 100% if the entire database is 
returned as a result set in response to a query. Similarly, the 
precision value can be kept high by retrieving a small 
number of images. Therefore, precision and recall should 
be used together or the number of images retrieved should 
be specified [3]. 

The results of the execution of the paper’s test were 
stated by running the proposed CED algorithm simulation 
five times. In every experiment, 20 inquiry images from 
each semantic category have been chosen arbitrarily. Then 
the rates of precision and recall are expressed based on the 
most elevated 20 images. As can be observed in Fig. 2 the 
exactness and review rates were calculated for 20 queries in 
the expansion to their recovered images. As Fig. 2 is 
illustrating the proposed algorithm contains a great level of 
effectiveness for the retrieval of images. These images 
were retrieved by getting higher 5 categories of precision 
and recall values. As the tests were demonstrating, the 
increment within the retrieved comparative images will 
move forward with precision and recall rates. The results 
on the extracted color, shape, and texture features 

DWT level 2 for HR, DWT level 3 for HG and HB 
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combined with the MA component. That poured in 
demonstrating the exceptionally empowering enhancements 
of the CBIR algorithm, especially regarding its recall and 
precision. 

 
Fig. 2. Precision and recall rates of CED [3]. 

C. CBIR with Filters CED with /without Filters 

To improve the results, should apply some filters to the 
original image before applying the CED algorithm. Here 
are the filters descriptions: 

 Blur: Image blurring is achieved by convolving the 
image with a low-pass filter kernel. It is useful for 
removing noise. It removes high-frequency content 
(e.g. noise, edges) from the image. So, edges are 
blurred a little bit in this operation (there are also 
blurring techniques that do not blur the edges). 

 Gaussian Blur: Blurs an image using a Gaussian filter. 

 Median Blur: While the “Gaussian” blur filter 
calculates the mean of the neighboring pixels, the 
“Median” blur filter calculates the median. 

 Laplacian: Laplacian filters are derivative filters used 
to find areas of rapid change (edges) in images. Since 
derivative filters are very sensitive to noise, it is 
common to smooth the image (e.g., using a Gaussian 
filter) before applying the Laplacian. This two-step 
process is called the Laplacian of Gaussian operation. 

The paper used the Corel database for testing purposes. 
It runs the CED on 20 random query images for each class 
using the formula proposed in “Precision and Recall” 
section (Eq. 2, Eq. 3). Those will trial without adding any 
filtering techniques and with filtering techniques. Without 
filters, the recall values for the proposed (CED) method are 
below the average of the proposed (CED) method. That is 
when the Gaussian filter comparative to the other filters. 
For that reason, the paper will test some filters that were 
applied to the query image and the DB before comparing. 
Fig. 3 shows the recall values for some sets in Corel DB 
with and without filters. In addition, the results confirm 
that the Gaussian blur filter has better recall values than 
using the other different filters or without using any filters. 

 
Fig. 3. Comparisons between using the CED method with and without 

filters (recall measure). 

On one hand, Fig. 3 shows that the Gaussian Blur filter 
gives better results for all random proposed classes of the 
DB. On the other hand, the Laplacian filter gives the worst 
results compared to the others. Consequently, use the 
Gaussian blur filter with CED method to get better 
performance and more accurate results. 

Without filters, the precision values for the proposed 
(CED) method are below the average of the proposed 
(CED) method. That is the case of the Gaussian filter 
compared to the other filters. For that reason, the paper 
tested some filters that were applied to the query image and 
the DB before comparing. Fig. 3 shows the precision values 
for some sets in Corel DB with and without filters. In 
addition, the results confirm that the Gaussian blur filter 
has better precision values than using the other different 
filters or without using any filters. 

On one hand, Fig. 4 shows that the Gaussian Blur filter 
gives better results for all random proposed classes of the 
DB. On the other hand, the Laplacian filter gives the worst 
results compared to the others. Therefore, the paper use the 
Gaussian blur filter with CED method to get better 
performance and results that are more accurate. 

 
Fig. 4. Comparisons between using the CED method with and without 

filters (precision measure). 
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Fig. 5. Comparisons between the proposed method (CEDF) and other 

state-of-the-art algorithms (recall measure). 

This figure shows that CEDF method gets the highest 
average over all the other methods. That clears especially 
on dinosaurs, elephants and flowers. That average is 
18.31565% on the recall measure and that proves the 
effectiveness of the proposed method. That is when the 
paper compares its results to the results in Fig. 2 that 
proves the importance of penetrating a new filter (Gaussian 
filter) to the proposed method CEDF. It will be obvious 
from these figures (Fig. 3 & 5) that the proposed algorithm 
has better average recall over different points while using 
various methods for Corel DB. 

Fig. 6 shows that the CEDF method gets the highest 
average over all the other methods. That average is 
especially on dinosaurs, elephants and flowers by scoring 
100% on the precision measure. In addition, that proves the 
effectiveness of the proposed method. That is when the 
paper compares its results to the results in Fig. 2 that run 
the CED on 20 random query images for each class using 
the formula proposed in “Precision and Recall” section. 
This formula is without adding any filtering techniques and 
that proves the importance of penetrating a new filter 
(Gaussian filter) to the proposed method CED. 

 
Fig. 6. Comparisons between the proposed method (CEDF) and other 

state-of-the-art (precision measure). 

VI. EVALUATION AND DISCUSSION 

In this section, the paper depicts three experiments 
dealing with diverse images represented by diverse 
descriptors. For each context with and without using the 
filtering technique, took similarity rates to be compared. 
This comparison will be with each other in the two cases of 
using the recall and precision values. 

Experiment 1: This experiment is based on examining 
the recall and precision rates when the paper is using 
different filtering techniques without using any filtering 
technique. The result of that experiment shows the high 
rates of recall and precision results. That is when the paper 
is using the filtering technique with the same DB and that 
proves the effectiveness of using a filtering technique 
(Fig. 3 and Fig. 4). 

Experiment 2: (recall measure). This experiment 
depended on comparing the results of the proposed method 
CEDF. That experiment contains a filtering technique with 
the other methods of different researchers. Those 
researchers use the same DB but without using any filtering 
technique. The results of that experiment show the 
increasing rate of recall values by 1.4 and that proves the 
effectiveness of the proposed method CEDF Fig. 5. 

Experiment 3: (precision measure). This experiment 
depended on comparing the results of the proposed method 
CEDF. That experiment contains a filtering technique with 
the other methods of different researchers. Those 
researchers use the same DB but without using any filtering 
technique. The results of that experiment show the rising 
rate of precision values by 8.05 and that proves the 
effectiveness of the proposed method CEDF Fig. 6. 

The average precision and recall values of the proposed 
CEDF method fared better than the other cutting-edge 
methods, by raising the values by 8.05 and 1.4, 
respectively. 

This is due to the fact that the other developed methods 
only extract a small number of features from various 
descriptors including shape, color, and texture. While in 
this work, measurements of color, shape, and texture were 
used to extract a large and robust number of characteristics. 

Specifically, color characteristics were extracted using 
YCbCr color with discrete wavelet transform and Canny 
edge histogram, shape features were extracted using RGB 
color with neutrosophic clustering algorithm and Canny 
edge technique, and texture features were extracted using 
GLCM. 

By raising the fitness number, the SA algorithm's 
combined use with GA increased the solution quality 
(weight). Because of this, adding the SA algorithm 
improved the GA's exploitation rather than its exploration 
of the search space. The experimental findings make it 
abundantly evident that the MA aids in the retrieval of a 
significant number of photos that are pertinent to the query 
image [3]. 
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VII.  CONCLUSION AND FUTURE WORKS 

This study is advancement in querying unstructured 
medical data using a similarity search algorithm. 
Specifically, the contribution of this work is providing 
unlimited query support and efficiency in processing 
unstructured data in the epilepsy field. At the core of the 
queries are modules, which perform feature extraction from 
unstructured data. The framework is unlimited by adding 
CEDF, which has a filtering technique to erase noise and 
editing pixels. This filtering is done for the query image in 
the feature extraction phase. The framework is efficient in 
that it utilizes the distributed computing power of Gaussian 
filters. 

The study shows how to extract features from a set of 
images (color, shape and texture features). Once these 
features are extracted, the minimization of the distance 
between these features vectors and the query image one 
using a genetic algorithm. Finally, we will measure the 
precision and recall of this method and show the results 
applied to Correl DB. By contribution of the Gaussian Blur 
filter with the proposed method, the results rising through 
recall and precision average 1.4 and 8.05, respectively and 
that assesses the accuracy of the result. As a result, such a 
framework is feasible and useful for medical queries. 
Although this study is specific to the epilepsy field, 
however, it is a step forward in data-driven medicine. The 
data-driven medicine content of the unstructured data is 
available for unlimited and efficient querying. 

After the paper produces a concrete DW infrastructure, 
the next research will recommend looking into integration 
and usability issues. 
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Abstract—Many blockchain initiatives significantly use the 

InterPlanetary File System (IPFS) to store user data off-chain. 

The centralized administration, ambiguous data, unreliable data, 

and ease of creating information islands are all issues with 

traditional traceability systems. This study develops a monitoring 

system using blockchain technology to record and inquire about 

product information in the supply network of Non-Perishable 

(NP) agro goods to address the above issues. The transparency 

and trustworthiness of traceability data were considerably 

improved by employing blockchain technology's distributed, 

tamper-proof, and traceable properties. To alleviate the strain on 

the blockchain and enable efficient information inquiry, a 

storage structure is built in which both public and private data 

are stored in the blockchain and the Inter Planetary File System 

(IPFS) using cryptography. Because of its ability to trace the 

origin of food, blockchain technology contributes to the 

development of reliable food supply chains and the establishment 

of rapport between farmers and their customers. Since it 

provides a secure location for data to be kept, it can pave the way 

for implementing data-driven farming techniques. In addition to 

improving data security, recording farm data in IPFS and 

storing encrypted file IPFS hashes in smart contracts solves the 

issue of blockchain storage explosion. And when used in tandem 

with smart contracts, it enables instantaneous outflows between 

parties in response to changes in data stored in the blockchain. 

The paper also offers simulations of the implementation and 

analysis of the performance. The findings validate that our 

system improves security for sensitive information, safeguards 

supply chain data, and meets the needs of real-world 

applications. Furthermore, it boosts throughput efficiency while 

reducing latency. 

Keywords—Blockchain; IPFS; supply chain management; 

traceability; Ethereum 

I. INTRODUCTION 

Everyone is concerned about the nutritional value of the 
meal they are about to consume. The food supply chain is 
prevalent, with tedious processes prone to human errors [1]. A 
blockchain-based supply chain can offer visibility into the 
movement of commodities by making all transaction records 
accessible to all network nodes. End-to-end traceability is 
another feature of the blockchain-enabled food supply chain 
technology that is helpful in the case of a food investigation or 
recall. Supply chain management combines actions to 
transform raw materials into completed goods, increasing 
customer value and achieving a long-term competitive 
advantage. The supply chain generally encompasses people, 
things, initiatives, and organizations involved in transforming 
raw materials into finished goods, mainly and secondary to 

fulfilling customer orders. Although the government has 
developed national traceability requirements for significant 
products, fake and subpar interests are still common in the 
marketplace. Thus, several issues with food security have led 
to a crisis in consumer confidence, which is also a significant 
obstacle to national efforts to build a trustworthy society [2]. 

NP agro-food monitoring program can determine food 
origin and provide detailed information about food production 
and distribution. The farm-to-table process includes the 
production, processing, transportation, and sale of agricultural 
products. Any fraud in any of the connections above can result 
in potentially fatal threats to food safety. Therefore, various 
management solutions have arisen with IoT, automation, and 
different learnings. These systems can trace the complete 
procedure autonomously, but they must solve the problem of 
altered data and food poisoning. The reason for this is that in 
the conventional data storage procedure, there is always the 
risk of data being tampered with or lost. Researchers have 
been experimenting with blockchain technology to store data 
and protect data security by addressing the issues above [3]. It 
develops a blockchain-based system for storing agricultural 
product provenance data. Due to their linkage to IoT devices, 
agricultural items will automatically transmit whatever data 
they collect to a network. 

Once again, the server will dynamically record the 
information onto the blockchain following data processing. In 
this instance, provenance data secure storage is implemented 
using blockchain technology. As a result, it successfully 
ensures the authenticity of provenance data. A lot of real-time 
monitoring data would be produced when many agro items 
joined the provenance monitoring platform. Blockchain was 
initially developed for transactions involving digital 
currencies; the volume of data generated is far less than that of 
real-time monitoring data. This makes it extremely difficult 
for the rate of block construction to stay consistent with 
storing traceability information. Thus, more than a direct 
application of blockchain technology is needed. We merge the 
IPFS and blockchain to offer a data storage and query method 
for a traceability solution for farm products. IPFS is a peer-to-
peer decentralized file system with the ambitious goal of 
connecting all devices that use computers to a single, universal 
file system. It first suggests a data storage model based on 
blockchain and IPFS [4]. The submitted video, picture, and 
sensor data are automatically encapsulated and parsed by this 
model. The above information is then sent to IPFS, and the 
blockchain is updated with the associated hash addresses. The 
blockchain transaction's hash values are then saved in the 
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database. By requesting the authenticity database hash address 
of an item in IPFS, customers can access the provenance data 
using the transaction content from the blockchain. 

The article is divided into the following sections: 
Section II provides a quick review of blockchain technology 
and terminology, stages, methods, and benefits of traceability. 
Section III also discusses previous initiatives to incorporate 
blockchain into provenance systems. Section IV describes a 
modeling approach that has been presented. Section V goes 
through the outcomes and performance. Section VI brings the 
paper to a conclusion. 

II. BLOCKCHAIN FOR TRACEABILITY 

Blockchain technology can offer improved tracking of 
agri-foods from the ranch to your dinner plate. Blockchain 
technology might greatly minimize the food safety concerns 
arising from deliberate deception, terrible organization, and 
being short of guidelines. [5] Blockchain technology will 
revolutionize how traceability is viewed by overcoming the 
challenges in Table I. 

TABLE I. CHALLENGES IN TRACEABILITY SYSTEM 

Challenges 

Security and privacy 

Credentials and Governing Compliance 

Lack of end-to-end visibility 

Interoperability 

Expiration and Counterfeit Products 

Stakeholders Trust management 

Conflict of interests 

Temperature-controlled Logistics 

A. Functioning of Blockchain 

The digital register is a "link" of unique "blocks" 
information. As new data is added to the network, a new block 
is created and linked to the chain. To maintain consistency, all 
nodes (computers) must update their versions of the 
blockchain ledger. One of the elements that make blockchain 
so highly secure is the process of adding new blocks [6]. This 
is due to the requirement that a participating node verifies and 
validate the validity of new data well before a new node can 
be recorded to the blockchain. About cryptocurrencies, this 
can mean proving that brand-new transactions within a block 
are legitimate and that no coins have been spent more than 
once. 

On the other hand, a single database or worksheet permits 
revisions to a single version without restriction. Once 
consensus is reached, the block is added to the ledger, and the 
underlying records are kept in the distributed ledger [7]. 
Blocks are safely joined together to form a secure digital chain 
that extends from the start of the log to the latest addition. 
Nodes are frequently given fresh amounts of the native 
currency of the blockchain in appreciation for their work 
confirming revisions to the linked data. 

B. Merkle Tree 

The Merkle binary hash tree of 1987[8] is an essential 
component of the Blockchain structure. Each node of the 

Merkle tree is called a leaf, a separate data item or record. A 
cryptographic hash function H (), is used for evaluating a leaf 
of X records which in turn has a 2X −1 inner node. A tree with 
X = 2y nodes has a complexity of y = log X. Also, a single 
unique root at height y = 0 is the source of the entire 
hierarchical tree. The claim that the root value Ŕ encapsulates 
the correctness of all the entries in the tree constitutes a 
statement made to the entirety of the tree. Conforming to each 
child n at height y’, Z forms a collection of y‟ systems on the 
whole hierarchy. 

      (   )   (1) 

where, HFt is a succession of y’ hash function 
H(.)calculations. The entire Merkle hash tree is stored by an 
untrustworthy party to prove, whereas a verifier only stores 
the root Ŕ. The party attempting to verify the authenticity of 
node n provides Z for each node in the tree. Given, 

      (   )   (2) 

Eq. (2) concludes that statement n∈Ŕ, where n is the 
existing root. Knowing the present Ŕ, a steady improvement 
state occurs from Ŕ towards R = Hft (m’, Zm) every time the 
current node m reorganized to m’. 

Hashing 

For a continuously increasing value, m=α0, α1, αn, a hash 
function h(.) is applied. This results from a declaration Ḡ 
called Gatherer Hash (GH) to the progression. The process to 
get nth hash gatherer Ḡn is given in eq. (3), 

      (   )      (       )        

    (           )  (3) 

Also, a cryptographic hash function's h () attribute assures 
that determining any sequence of numbers other than α0, α1... 
αn that yields the current GHβn is unfeasible. 

C. IPFS 

Despite multiple attempts to develop distributed file 
structures, IPFS has been the initial universal storage structure 
to achieve high throughput and autonomous delivery on a 
global scale and on the system level. Peer-to-peer (P2P) 
networks and blockchain technology allow secure information 
sharing without a central organization. InterPlanetary File 
System may replace HTTP (Hyper Text Transfer Protocol). 
IPFS is a persistent, open-source data storage system. It's used 
by many to exchange content efficiently. IPFS distributes files 
throughout the network and uses their cryptographic hashes to 
identify each item based on its content. IPFS stores file off-
chain while referencing blockchain hashes [9]. While IPFS 
incorporates useful concepts from earlier peer-to-peer 
systems, its primary contribution is in streamlining, 
advancing, and integrating tried-and-true methodologies into a 
single coherent system that is more effective than the sum of 
its parts [10]. The IPFS constructs an algorithmically 
authorized data model on top of these, a Merkle Directed 
Acyclic Graph (DAG) of permanent objects, to aid in 
effectively disseminating files and file version control. Git13 
is a popular system for managing file revisions and 
distribution. Content addressability, tamper resistance, and 
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deduplication are all provided by the core IPFS principles 
[11]. Additionally, the IPFS implements the InterPlanetary 
Linked Data (IPLD) standards to produce more adaptable, 
flexible, decentralized data structures that are globally 
addressable and linkable for many types of data. The 
Interplanetary Way back is a persistent Web archive that 
distributes data files into the IPFS network [12]. The CDXJ 
index is built, and then IPFS is used to disperse the response 
records' headers and payloads independently. The method has 
the potential to speed up indexing generally. 

III. RELATED STUDY 

To solve the problem of the blockchain's lack of 
significant data storage, Yang et al. [13] employed 
Hyperledger as the provenance link that processes the 
database. Its disadvantages over IPFS data storage include 
expensive costs, a slow rate of data movement, inadequate 
privacy, and so on. Additionally, it needs a feedback feature 
for the customer, preventing retailers from initially accessing 
the information on product security and other factors. Liao and 
Xu [14] developed a blockchain monitoring system utilizing 
intelligent farming and sensor networks to manage tea quality 
and safety. Using hazard characteristics; they also developed 
technologies for culinary threat assessment and safety tracing. 
Xie et al. [15]'s ETH-based traceability of agricultural items 
used IoT technology to protect data from unauthorized 
tampering or damage. However, information is saved utilizing 
blockchain technology at the file storage layer; as a result, 
network overheads will increase as data volumes do. 
Bumblauskas et al. [16] integrated IoT and blockchain to track 
products in real time. Using a Midwestern company's egg 
supply chain as an example, blockchain technology was 
implemented from farm to consumer. 

A provenance storage solution using blockchain 
technology would record food progress information in IPFS 
and analyze such data with the aid of an auxiliary database, 
claims a study by Hao et al. [17]. Yu and Huang [18] proposed 
the broiler chicken traceability method by fusing RFID and 
blockchain technology. The "inverted tooth" design of the 
chicken claw ring prevents it from being resold. The approach 
allows intelligent technologies to scan the ring's QR code and 
access the relevant details and data. Benet [8] advises using 
the InterPlanetary File System (IPFS) to link all related 
devices using a single file system. Using a content-addressed 
strategy, IPFS is a peer-to-peer dispersed file system that 
provides high-throughput storage space. There are other 
attempts as well that aim to establish a global file system. The 
AFS system is installed by Howard et al. [19] and can enhance 
the capability of cache validation, server process structure, and 
other things. Additionally, several sizable media file-sharing 
platforms like Napster, KaZaA, and BitTorrent are developed 
to hold enormous amounts of data. 

IV. PROPOSED MODELLING 

A. Non-Perishable (NP) Agro-food Supply Chain Traceability 

System 

Poor server management and maintenance from distributed 
cloud storage providers or an extremely concentrated variety 
of cloud providers are the main causes of the present issues 

with cloud storage [20]. A backup file's hard disk position 
might match the original file's hard disk location if the cloud 
hard drives are centralized, even if both files are kept on the 
same cloud hard drive. As a result, in the event of a power 
failure or other issue, the servers malfunction and are 
unavailable from the outside; the only option is to wait for the 
servers to recover. Though it is unrestricted, IPFS is a more 
current Internet technology than the HTTP protocol. It is 
based on the idea that a file can be divided into numerous bits 
dispersed throughout the network and obtained from multiple 
servers consecutively using a P2P network (PPN). If some 
servers are unavailable, users from outside the network can 
still connect to the system and access data. Additionally, the 
network has many backups, even if some nodes' data is 
completely lost as a result of an error. Data loss, outdated 
infrastructure, and a lack of user feedback are just a few issues 
with the conventional centralized public cloud that can be 
addressed with IPFS's benefits. 

High standards for transaction data backup are necessary 
to ensure the traceability of the supply chains for agricultural 
products. Since it divides a file into several pieces and 
disperses them across the network, the IPFS storage system 
has a more reliable backup capability than cloud storage. The 
openness of the information kept in IPFS may be ensured by 
blockchain technology, which is excellent for the supply chain 
traceability of agricultural products. In this section, we have 
used the blockchain to track and execute the interactions in the 
NP agro supply chain products to decrease trust in the central 
database. We can do this with the help of smart contracts and 
IPFS transaction records. We can do this by leveraging smart 
contracts and documenting transactions in IPFS. 

B. System Model Overview 

Numerous parties, including producers, manufacturers, 
distributors, retailers, logistics, and customers, are involved in 
the NP agri-food supply chain model. The regulatory 
framework that governs the traceability system is responsible 
for distributing both the public and the private keys to each 
participant. 

It is possible to strengthen customers' confidence in the 
safety of NP agricultural products by providing consumers 
with complete information on agricultural products via a 
traceability system. This will allow for increased sales of NP 
agricultural products.In this article, the relationships between 
production, manufacture, distribution, retailing, logistics, and 
sales are disentangled to investigate agricultural goods' 
transparency. The NP agri-food is planted, transplanted, 
watered, fertilized, and harvested as part of the production 
link. Additionally, it requires recording essential data, 
including details on seedlings, planting techniques, 
environmental factors, and product transactions. NP 
commodities are categorized, weighed, packed, priced, and 
subjected to various operations in the manufacturing unit. It 
also includes keeping track of data on NP products, production 
processes, processing parameters, product transactions, and 
other essential facts. The distribution unit transports the full 
goods from one place to several others. When handling the 
delivery of items to the consumer, the shop takes great care. 
Transportation that is a part of IoT operations is used during 
production, manufacturing, distribution, and retail operations. 
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Law enforcement agencies can track down incidents 
involving how good and safe agricultural products are and 
identify the principal parties at fault. To certify the integrity 
and openness of provenance data in farm produce monitoring 
systems, traceability uses blockchain technology's 
decentralization, non-tampering, and tracking properties. The 
production, processing, transportation, and sales of 
agricultural products may all be monitored with the help of the 
blockchain-based NP agro products tracking system, which 
maintains growth data, processing data, logistics details, and 
sales data. Fig. 1 depicts the structural layout of the 
blockchain-based monitoring system for NP agro products. 
The regulator must approve the blockchain traceability 
scheme, including all parties. The approval follows 
registration. After registration is complete, the parties 
involved can transfer individual and NP product traceability 
data. If you want to check if the data on your chain of custody 
has been tampered with, you can use the provided a 
comparison tool to check for validity. Data analysis, a 
consensus mechanism, key management, smart contracts 
based on a user's reputation, and key authorization is all part 
of the system. The most fundamental applications of smart 
contracts are adding data to blockchains and the subsequent 
querying of that data. When a request is made, the smart 
contract immediately begins carrying it out. Businesses may 
input data in various links, customers can query traceability 
data, and regulators can keep tabs on it all through the 
system's platform, which is designed to accommodate a wide 
range of users. We store the data to IPFS in order to prevent 
blockchain data explosion. The IPFS hash value is kept in the 
blockchain once consensus has been reached. 

C. IPFS Encrypted Storage 

The blockchain traceability system's current storage option 
entails immediately writing the traceability data of each 
system of agricultural goods onto the blockchain. The burden 
on blockchain's storage grows as there are more nodes, 
resulting in more transaction data being collected [21]. Due to 

the blockchain‟s unique chain-type topology, users of a single 
blockchain community can view all the information on the 
blockchain even when query efficiency is extremely low. To 
address these issues, this article developed a solution 
integrating encrypted private data storage and hash storage for 
public data to enhance the storage style of a blockchain 
monitoring system for NP agro products. Traceability data for 
products is just one part of the supply chain's comprehensive 
dataset, including sensitive information authorized parties may 
only access. Data confidentiality is a significant concern for 
rival businesses. Public information may be about the 
producer, manufacturers, retailers, logistics and their 
reputation, product details, date of manufacture, price, and 
provenance. In this work, Algorithm 1 depicts the data entry to 
the blockchain in protecting traceable information, in which 
sensitive data is encrypted using a smart contract and then 
stored on the blockchain alongside the corresponding hash 
value of public data. 

Algorithm 1: Double Encryption 

Initialize Stakeholders ID, Public_data, Sensitive_info, Keys. 

Stakeholders ID → SID 

 If  

 Sensitive_info! = Null then do 

 Generate a Random key (KA) 

 Sensitive_info →Encry (GCM (Sensitive_info, KA)) 

 Encry_key→Encry(Key_Encryption_Method  

     (KA, PuK)) 

 (Sensitive_info + Public_data) → IPFS 

 Hash (Sensitive_info) + Hash (Public_data) → BC 

 End If 

 If  

 Sensitive_info == Null then 

 Hash (Public_data) → BC 

 End If 

 End 

 Result: The hash value stored in the blockchain. 

 

 
Fig. 1. Blockchain-oriented traceability mode. 
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Fig. 2. Storage of public and sensitive data. 

The AES encryption technique uses the Galois/Counter 
Mode (GCM) to encode sensitive data, „Senstive_Info‟. The 
necessary Key, „KA‟ is chosen at random by a random 
generator using the smart contract, which also creates as well 
as uploads encoded substitution cipher to the network. The 
Key is encrypted using the Key Encryption Method (ECC) to 
guarantee its security. The viewing node was approved by the 
encrypted Public Key, „PuK‟. Sensitive data as well as open 
data are transferred to IPFS. A pair of keys made up of the 
Encrypted Key and the Public Key of the Trusted Observing 
Nodes are kept in the current picture of the smart contract and 
sent to the ledger as IPFS hashes as shown in Fig. 2. The 
existing node's private key, „PiK„ is used to decipher the 
blockchain's encoded key in order to acquire the original Key, 
which is then used to decipher the sensitive data and sight it 
when the appropriate nodes access the private data. 

V. RESULTS AND DISCUSSIONS 

Ethereum is a blockchain open-source platform that is used 
for simulations. We create and test smart contracts using the 
Remix Integrated Development Environment (IDE), Ganache, 
Truffle, and Metamask. The smart contracts are used and 
tested on the Ethereum Ropsten test networks. The script was 
created using the Remix IDE and Solidity version 0.8.7. The 
system requirements include an x64-based processor, Win10 
Pro, a 64-bit operating system, an Intel(R) Xeon(R) CPU E5-
2630 v4 @ 2.20GHz, and IPFS version 0.8.0. Ganache does 
nevertheless distribute a certain amount of cryptocurrency to 
virtual accounts. After each transaction, the cryptocurrency is 
removed from the contract's designated account. In Ganache, 
every account has a unique address and private key. The 
truffle is the framework. Through the Metamask, a bridged 
browser plugin, Ganache, and the Remix IDE may 
communicate with one another. 

Through IPFS, the file is uploaded to the blockchain. It 
displays a ledger with a number of records. The key that 
represents each transaction is used to identify each record. The 
record is a file's many hashes. Each entry starts with a key, 
then a record that includes the multi-hash value of the file, the 
ID of the network node reading the file, and the time stamp. 
Due to the network's addition of IPFS hash addresses, access 
to files on blockchains using IPFS is constrained. This restricts 
access to the IPFS system and its associated hash addresses to 
legitimate users only. This lowers the number of handlers who 
have admittance to the files. Also, lessen illegal admittance to 

the file as well. Since user activity is not recorded on the IPFS 
network, users are free to view any files without fear of 
repercussions. This experiment places a barrier on unwanted 
access due to the immutable logging of user file access. 

A. Consensus 

The consensus mechanism assures blockchain nodes have 
the latest blocks. Popular ones include Proof of work, Proof of 
stake, Delegated Proof of Stake, and Practical Byzantine Fault 
Tolerance [22]. By facilitating competition between dispersed 
nodes in terms of computational power, POW increases data 
consistency and integrity, which is helpful in fending off Sybil 
attacks. The researchers created a POS approach that doesn't 
require processing resources and a DPOS mechanism to 
reduce power consumption. PBFT can reach a consensus with 
a few malicious nodes. Signatures, verification, and hashing 
prevent tampering, counterfeiting, and message repudiation 
and made BFT polynomial. PBFT's high consensus cost 
renders it unsuitable for public chains. Fewer-node 
consortiums or private chains operate better. The consortium 
chain is the core network, while PBFT is the consensus 
method. 

B. Performance and Evaluation 

Here, we measure how long it takes to verify a transaction 
by evaluating all the transaction data from the moment the 
validator first receives it until the transaction is authenticated. 
On the Ethereum Ropsten testbed, we assess the latency and 
throughput of our implementation. The approximate 
transaction validation time is given for all transaction types, 
including stakeholders. 

Key extraction in ECC encryption is as simple as 
producing a random integer between two specified values. 
Any positive integer within the range is valid as an ECC secret 
key. It is possible to minimize the time spent waiting by taking 
two different approaches when computing keys throughout 
decryption and encryption. ECC provides less delay than the 
alternative by processing keys in two stages. Since the ECC 
key is shorter, it consumes less computing capacity while still 
providing secure protocols for authorized mutual 
authentication. 

Some of these are reasonable despite the large additional 
operations required, such as validating signatures and hash 
data to and from IPFS, confirming permissions in the control 
list, and performing several other overheads. Transactions take 
the longest to complete since the qualifications of both the 
buyer and the vendor must be confirmed. The effectiveness of 
the blockchain network is examined in this section regarding 
various transaction rates. As a result, testing involved using 
transaction counts of 50, 100, 150, 200, 250, and 300 per 
second. By changing the number of transactions occurring, the 
impact of having numerous transactions active in a blockchain 
was examined. 

Standard operations and query transactions were both put 
to the test in every situation. The number of total transactions 
has been adjusted to facilitate the development of a more 
comprehensive understanding of how the amount of all 
transactions influences the throughput and latency of the 
blockchain. Each transaction on the blockchain has its 
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throughput and latency recorded and logged for future 
reference. This information is stored in a distributed ledger. 
Fig. 3 and 4 presents the calculations‟ results on the specifics 
of the delay and throughput measurements. 

 
Fig. 3. Transaction throughput of the traceability system. 

TABLE II. AVERAGE LATENCY AND THROUGHPUT OF THE TRACEABILITY 

SYSTEM 

 Ethereum (Ropsten) 

Average Latency 3927.32 MS 

Average Throughput 52.21TPS 

 
Fig. 4. Transaction latency of the traceability system. 

Average delay and average throughput are determined 
from test results on the Ropsten test networks and are shown 
in Table II. Calculations are done for various transactions, 
including registration, the record of trace data, approvals, 
querying of recalls, etc. 

C. IPFS Read Write Latency 

While reading files over the network, IPFS reads them 
more quickly than it writes or adds them. A 0.256 MB file is 
typically received in around three seconds and written to a 
remote IPFS gateway in about five seconds. Because it caches 
the data locally after the initial transmission, IPFS is 
substantially faster when requesting the same file a second 
time. We also tested the performance of IPFS on its own to 
compare the outcomes of the combined systems. Files were 

sent between local workstations, and the server latency 
fluctuated. The impact of delays is more significant on smaller 
files than on bigger ones. The following is a performance 
analysis of scaling-out IPFS-attached storage. Table III 
displays their reading and writing results for different file 
sizes and latency. 

TABLE III. IPFS READ WRITE LATENCY 

Read Latency 5MS 10MS 20MS 25MS 

25MB 0.395 0.511 0.755 0.841 

100MB 1.453 1.505 1.93 1.82 

1GB 13.26 13.24 14.14 15.11 

 

Write Latency 5MS 10MS 20MS 25MS 

25MB 0.443 0.474 0.741 0.891 

100MB 1.597 1.694 1.893 1.99 

1GB 14.10 14.73 15.32 15.89 

D. Comparisons 

Our system has the following benefits: a better standard of 
decentralization; better network resilience; more integrity in 
data communication; and high reliability in data processing, 
according to the assessment of findings. The time-suggested 
technique enables more transactions to be added to the chain 
at the same rate, serving more users and enhancing overall 
scalability. We are evaluating our solution in comparison to 
several traceability systems. 

TABLE IV. COMPARATIVE RESULTS 

Features 
Conventional 

Traceability 

Blockchain 

Traceability 

Traceability Yes High 

Supervision Medium High 

Credibility Less High 

Storage Mode Medium Medium 

Data sharing Scope Medium High 

Scalability Less Medium 

Query Rate High Medium 

Table IV contains comparable outcomes. The performance 
of the decentralized and blockchain-based traceability systems 
is lower than that of the proposed method. All designs can 
track data. The proposed system cannot be altered in any way, 
making it superior to centralized systems and other 
approaches. Our method is decentralized, scalable, and 
protects users' privacy at the same time. This method reduces 
the amount of data generated compared to conventional 
blockchain technology. 

VI. CONCLUSIONS 

 In this study, we developed and assessed a system for 
tracking agricultural products using blockchain's tracing and 
anti-tampering features. We also examined the system's 
architecture for querying and storage. The problems of the 
blockchain traceability system's enormous data overload 
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constraint and the lack of private security is addressed, and a 
suggestion for on-chain and off-chain file storage is made. The 
public data consumers see in the supply chain is stored in the 
IPFS, whose hash value is uploaded to the ledger system. For 
discussing with related firms, the blockchain maintains private 
data that has been encrypted using an encryption method. The 
storage approach described in this model integrates the 
existing scenario, considering the necessity for public scrutiny 
of supply chain public data and the requirement that private 
corporate information is encrypted, and minimizes the data 
burden on the chain. After the consumer scans the Tracking 
number for public database information, the system validates 
the information using the relevant block to verify if the 
product information has been updated. Blockchain technology 
is expected to develop in the direction of numerous test beds, 
platforms, and sharding. We will continue looking into the 
technology tying together diverse platforms and a cutting-edge 
consensus mechanism suitable for traceability in future 
studies. 
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Abstract—Disaster management system is developed to 

monitor flood, tsunami and earthquake, which is effectively 

preparing for and responding to the disaster. In fact, Malaysia is 

building the emergency response system for managing the flood 

disaster since it is highly occurred. However, the current flood 

emergency response system has limitations, which, has no 

integration that data entered into spreadsheets and transferred 

to different storages, and, data analytics that assist in data 

collection and decision-making. Even though flood emergency 

response system have been improved, which introducing sirens 

and loudspeakers to reach flood victims but still difficult to 

access the basic facilities and receive flood responses. Therefore, 

this study implements a flood emergency response system with 

face analytics to assist data acquisition, which analyze flood 

victim’s faces using CCTV infrastructure with HOG algorithm 

that incorporated with a dashboard. The dashboard categorizes 

the number of flood occurrence, maximum flood period (days), 

the number of displaced flood victims and loss assessment. 

Findings have shown that the dashboard helps the enforcement 

agencies to implement the real-time information about flood 

victims. Based on the number flood frequency occurrence in 

Malaysia from 2017 to 2021, the percentage produced was 27%, 

19%, 12%, 19% and 23%. Moreover, the duration of floods has 

been decreased from 30% to 17% in 5 years that shows the flood 

emergency response helps the Malaysia government to improve 

the infrastructure. The significant of this study beneficial to the 

local enforcement unit and evacuation centers in identifying the 

flood victims. 

Keywords—Disaster management system; flood emergency 

response system; flood emergency response system with face 

analytics; flood emergency response system with face analytics 

using HOG algorithm; flood emergency response system dashboard 

I. INTRODUCTION 

Malaysia is located in Southeast Asia, bordering Thailand, 
Brunei and Indonesia, which geographically is located outside 
the ring of fire and south of major hurricanes. However, 
Malaysia is often affected by other natural disasters such as 
floods, landslides, haze, earthquakes, droughts, tsunamis and 
other man-made disasters. Floods cause the most frequent and 
severe damage every year, causing loss of life, disease, 
property, and other damages [1].  In Malaysia, flooding has 
become a major disaster problem. From July 2012 to January 
2019, Malaysia's population was the most highly affected by 
floods among ASEAN members [2]. 

As a result, in 2015, the National Disaster Management 
Authority (NADMA), under the Prime Minister's Office, 
became the premier disaster management agency for disaster 
management efforts in the national and international level. The 
organizational structure of disaster management continues at 
three levels: federal, state, and county [3]. 

NADMA provides Flood Early Warning Systems (FEWS) 
that divided into five classifications as pre-internet, internet of 
content, internet of services, internet of people and IoT 
(internet of things) that warn the public about disaster risks 
going to happen [4], [5].  Due to the unpredictable estimation 
of flood occurrence, several methods have been proposed to 
enhance the FEWS. 

The first solution is to create a monitoring tool that 
observes the occurrence of floods and warns victims before 
trap in the flood area. The importance of this tool is to reduce 
the number of flood victims in the flood areas, enable rapid 
evacuation of victims, and prevent loss of life and save more 
flood victims from flood injuries [6]. 

The second solution proposes a new dashboard to provide 
latest information about flood victims, which comes from face 
images of flood victims that been capture from CCTV. The 
propose system called as flood emergency response system 
with face analytics will verify the captured face image from 
CCTV with the stored face image using HOG algorithm.  The 
face analytics acts as a back end engine for the proposed 
system. 

The rest of the paper is organized as follows: Section II 
describes the literature review of flood and its causes. 
Section III explains on methodology used to design the propose 
system. Section IV explains about the architecture and 
techniques. Section V explains about the results and 
discussion. Section VI summaries the implementation of the 
flood emergency response system with face analytics for better 
performance in identifying flood victims. 

II. LITERATURE REVIEW OF FLOOD 

Flood is a dynamic phenomenon with wide geographical 
and temporal variation. Furthermore, changes in the flood 
system, such as levee breaches or the adoption of emergency 
measures, might alter flow patterns and cause unexpected 
deviations from pre-planned contingencies. Even though floods 
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may affect human activities and assets in a number of ways, 
disaster management must be aware of which regions are 
flooded when and how intensely. In contrast, flood impact 
assessment is mainly concerned with the greatest flooding 
extent and maximum inundation depths that occurred during 
the storm [7]. 

In Malaysia, flooding is categorized into three types, which 
are river floods, pluvial floods, and coastal floods. 

Fig. 1 depicts a river flood, also known as a fluvial flood, 
which occurs when the water level in a river, lake, or stream 
rises and overflows onto the banks, beaches, and neighboring 
land. Significant rain or snowmelt may have caused the rise in 
water levels. 

Fig. 2 shows a pluvial flood occurs when a heavy rainfall 
event generates a flood that is not produced by an overflowing 
water body. A common misconception about floods is that you 
must be near a body of water to be impacted. Nonetheless, 
pluvial flooding may occur everywhere, urban or rural, and 
even in areas where there are no adjacent bodies of water. 
There are two forms of tributary flooding: 

 When an urban drainage system gets overflowing, water 
rushes onto streets and surrounding structures, resulting 
in surface water flooding. It happens gradually, giving 
people time to flee to secure locations, and the water 
level is usually shallow (rarely more than 1 meter deep). 
It does not endanger people's lives immediately, but it 
has the potential to cause significant economic harm. 

 Flash floods are categorized as a violent, high-velocity 
torrent of water generated by heavy rain falling in the 
region or on surrounding higher terrain in a short period 
of time. A fast release of water from an upstream levee 
or dam creates a dangerous and catastrophic situation. 
This is because of the force of the water produce the 
hurling debris. 

Fig. 3 explains about coastal flooding or named as storm 
surge, which is the inundation of land near the coast by 
seawater. Windstorms that coincide with high tide (storm 
surge) and tsunamis are common causes of coastal flooding. 
Storm surge occurs when high winds from a windstorm cause 
water to wash ashore; it is the most prevalent cause of coastal 
flooding and, in certain cases, the deadliest threat associated 
with a windstorm. Windstorms during high tide cause 
damaging storm surge floods; windstorms during low tide 
cause disastrous storm surge floods. In this type of flood, water 
overwhelms low-lying regions, resulting in significant loss of 
life and property. Other factors that influence the strength of a 
coastal flood include the windstorm's power, magnitude, speed, 
and direction. Furthermore, the onshore and offshore 
geographies are another critical factor of coastal flood that 
bring severe damages. Coastal flood models employ this 
information, as well as data from previous storms in the region, 
to determine the likelihood and severity of a storm surge. 

 
Fig. 1. River floods (fluvial floods). 

 
Fig. 2. Pluvial floods (flash floods and surface water). 

 
Fig. 3. Coastal flood (storm surge). 

A. Causes of Flood in Malaysia 

Regardless of the type of flood exist; it is always brought 
on by the same basic event and the effect typically harmful. 
Meanwhile different types of floods have different causes, 
most floods are caused by one of the following events [8] [9]: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

402 | P a g e  

www.ijacsa.thesai.org 

1) Heavy rain: This is the most common source of floods. 

When there is too much rain or it falls too rapidly, it literally 

does not have anywhere to go. This can result in floods, 

including flash flooding. 

2) River flooding: River flooding is not necessarily caused 

by heavy rain. As previously said, river flooding can occur 

when there is debris in the river or dams that restrict the flow 

of water. 

3) Broken dams: Older infrastructure may fail when heavy 

rains fall and water levels increase. When dams collapse, 

torrential rains fall on unsuspecting populations. 

4) Storm waves and tsunamis: Hurricanes and other 

tropical storms may cause sea levels to rise and bury normally 

dry coastal areas in many feet of water. Tsunamis, on the other 

hand, are gigantic waves caused by earthquakes or volcanic 

eruptions beneath the sea. As these waves approach inland, 

they acquire height and have the potential to drive a huge 

volume of water inland in coastal areas. 

5) Channel with cliffs: When there is fast runoff into lakes, 

rivers, and other basins, flooding is prevalent. This is frequent 

in rivers and other bodies of water with steep banks. 

6) Lack of vegetation: Vegetation can help to slow down 

runoff and prevent flooding. When there is a lack of 

vegetation, there is little to prevent water from rushing back 

and flooding rivers, lakes, and streams. 

7) Moon "Wobble”: The moon wobble is caused by 

fluctuations in the moon's elliptical orbit and the related 

gravitational pull on Earth. 

III. FLOOD MANAGEMENT SYSTEM 

Flood management system (FMS) has been used across the 
world to accomplish the goals of the Framework for Disaster 
Risk Reduction and the Sustainable Development Goals, which 
the Disaster Risk Reduction (DRR) strongly recommends. The 
four fundamental aspects of a comprehensive FMS are risk 
information, monitoring and forecasting, warning, 
dissemination, and communication, and reaction capabilities. 
The complexity of operational FMS varies based on the data 
given, the technology employed, and the know-how [1]. 

There are substantial differences in maturity between FMS 
in developed nations that have the financial resources, 
technological infrastructure, and human resources, and those in 
poor countries who have less sophisticated FMS. Fortunately, 
advances in remote sensing, artificial intelligence (AI), 
information technology, and social media are creating 
substantial changes in FMS processes, allowing all FMS to 
obtain enhanced capabilities. These technologies enable 
underdeveloped nations to overcome the technological hurdles 
that FMS have previously encountered. The difficulties that 
FMS confront, as well as technological improvements and their 
consequences for flood forecasting and disaster response is 
explored [4]. 

Flood risk can be assessed by reviewing the historical 
record of flooding in a certain location, monitoring the people 
and property damaged by the flood, and use predictive 
modelling, expertise, or a combination of the above [16]. It is 

also necessary to understand the possibility and repercussions 
of floods. The availability of extended hydrological data series 
frequently limits the utility of previous flood data. 
Understanding risks necessitates costly maps and research, 
which must be updated as dynamic cities expand. Collecting 
geographical data sets such as topography, land use, soil, and 
exposure is the first step in predictive modelling. We also 
require competent individuals to simulate and evaluate the 
outcomes. As a result, of these challenges, risk awareness is 
lacking in the majority of FMS covered locations. 

To effectively estimate the development of flood water 
levels, FMS operators must have a thorough understanding of 
the present and historical values of important hydraulic 
parameters in the watershed upstream of the area of interest, as 
well as their likely future evolution. Water levels, discharges, 
snowfall, precipitation, and temperatures are all often observed 
factors. The present and historical values of these parameters 
are available via a monitoring system, which is typically 
comprised of a network of ground stations supplemented by 
occasional field surveys. Ground stations typically measure 
variables of interest at a single location, providing FMS 
operators with only limited information on the state of the 
watershed, especially if the monitoring network has 
insufficient geographic coverage. Approximately 75% of the 
flood forecasters polled stated that their river basins lack 
sufficient gauging stations for rainfall, water level, and 
streamflow information. Fifty percent of the FCCs who 
answered disclosed that their measurement equipment, gauges, 
and data transmission devices are outdated. Another challenge 
is data transfer from stations to forecasting centers, as a 
considerable proportion of stations in the developing world 
rely on human observers, hindering the accuracy and timely 
transmission of data. As a result, most poor nations struggle to 
capture the amount, distribution, and change of essential 
variables like precipitation and streamflow during extremes. 
Weather radars and remotely sensed rainfall have the potential 
to improve watershed monitoring by providing geographical, 
real-time, or near real-time data. However, the data they supply 
is of lesser quality than observed data, and these approaches 
are too young to have long enough time series to develop 
credible hydrological models [17]. 

The acquired hydrological data should ideally be kept in a 
database and analyzed in real-time using hydraulic models. Not 
all nations have a centralized, continually updated database. 
Data is sometimes stored in spreadsheets for quality assurance 
before being transferred to a central database a few days or 
months later. One of the most significant issues confronting 
operational systems is a shortage of technical competence and 
human resources. CTFs should have people with considerable 
flood forecasting training and a large enough forecasting team 
to successfully deliver timely warnings 74% of flood 
forecasters, however, admit that their centers lack expertise and 
personnel capable of integrating data, formulating predictions, 
and distributing information. This might be owing to a lack of 
expert specialists in job areas, as well as an increase in the 
demand for disaster recovery and rescue operations after large 
floods. The shortage of committed permanent personnel in 
underdeveloped nations is a key impediment to the efficient 
operation of FMS. Overall, study results suggest that 
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forecasters have mostly technical expertise but lack 
understanding of flood vulnerability assessment, warning 
communication, and downstream resilience, including 
evacuation preparations [18]. 

The rapid change of meteorological variables, particularly 
precipitation, is a critical input for flood forecasting. 
Meteorologists employ complex computer models to forecast 
the weather, in addition to ground and satellite data of the land 
and atmosphere. Numerical weather predictions (NWP) use 
current weather measurements and combine them using 
computer models to estimate the weather's future condition. 
Understanding the present status of the land, ocean, and 
atmosphere, which effects modelling initialization at local, 
regional, and global scales, is a significant problem for 
quantitative precipitation forecasting. In addition, forecasters in 
industrialized nations have access to fine resolution modelling 
using ensemble projections to reflect variability and 
uncertainty in forecasts. Nationally operated meteorological 
stations in industrialized nations give worldwide predictions 
from global NWP systems available in underdeveloped 
countries, such as the Global Forecasting System. This output, 
however, has a relatively limited spatial resolution. National 
authorities should scale these forecasts down to greater 
geographic resolutions [5]. 

Some nations, however, are unable to make high-resolution 
predictions due to a lack of critical skills and resources. Even if 
the prediction is lowered, residual inaccuracies and a 
fundamental lack of weather forecasting capabilities may result 
in the failure to detect approaching severe floods or false 
positives. Even the weather prediction is intelligent. The 
quality of the data assimilation technique used to derive the 
beginning conditions of the hydraulic model influences those 
forecasts. It is also influenced by the hydraulic model 
configurations described in the model structure, physical 
process simplification, and calibration quality, as illustrated in 
Fig. 4, which shows the impact on the performance of the flood 
forecasting model. Almost half of study that claim the model 
utilized to produce early warnings is insufficiently accurate or 
sophisticated for this purpose. As a result, anticipated hit rates 
varied among model systems and river basins in various 
climatic zones [19]. 

Therefore, the new flood management system contains the 
cutting-edge technology that can easily discover victims as 
shown in Fig. 4. Moreover, the method of biometric 
authenticates the specific victim in order to confirm that victim 
identity. As a logical consequence, physical papers are 
increasingly becoming obsolete and being replaced with 
biometric identification. It may also be claimed that current 
technology has advanced significantly such as allowing 
consumers to unlock mobile devices using fingerprints or 
transfer money using voice commands. In order to develop a 
victim's identification, a biometric analyze unique biological 
and physiological traits is used. Fingerprints, face, voice, iris, 
and palm or finger vein patterns are the most frequent 
biometric identifiers. Banks, for example, require the biometric 
data in order to perform their numerous services remotely. 
People have to go to a branch to create an account or make a 
loan, but now user access numerous services using the newest 
technology such as a phone, i-watch, laptop, and so forth. 

 
Fig. 4. Potential of new technologies for flood management system [15]. 

Fig. 5 states about the physical biometrics, in contrast to 
behavioral biometrics, which relies on measures of the human 
body for identification or verification. Face geometry, 
fingerprints, certain areas of the eye, vein patterns, and other 
physical characteristics are examples of this. It is simply said 
that physical biometrics substitutes "things you know" 
(passwords and PINs) with "things you are". This sort of 
biometrics employs a hybrid approach of analysis that 
combines human experience with the power of artificial 
intelligence to provide findings with a high degree of accuracy. 
The most prevalent approach for authentic user identification 
nowadays is static physical biometrics. They are utilized by the 
vast majority of firms (almost 80% globally) that collect and 
retain physical biometric data to validate identities for a variety 
of purposes [10]. Thus, the physical biometric is suitable for 
flood victim identification. 

 
Fig. 5. Types of biometric template. 
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IV. FLOOD EMERGENCY RESPONSE SYSTEM WITH FACE 

ANALYTICS DASHBOARD (FERSFAD) 

The design used for FERSFAD is similar to the laboratory 
attendance dashboard website based on face recognition system 
[11] and the technique used for the FERFAD is HOG. CCTV is 
an idea to overcome problem in contactless criteria that help 
for a long distance detection [11] [12]. 

The design of Flood Emergency Response System (FERS), 
is divided into two parts: facial analytics which is one of the 
physical biometric and the dashboard that using Power BI. In 
the facial analytics contains the face analytics components, 
which are the back end as well as front end of the system of the 
flood emergency response system dashboard (FERSFAD). The 
FERSFAD system uses a CCTV camera to send video footage 
to the computer server that acts as a database for storing image 
records and calculating face templates using HOG algorithms. 

Facial biometrics remains the favored biometric standard 
due to its ease of deployment and implementation for long 
distance coverage. In fact, there is no direct contact with the 
end user and reduces the number of touchpoints on the surface. 
Furthermore, the face detection and face matching processes is 
vital for rapid verification or identification, which aids in the 
search for missing individuals. 

In the FERSFAD system, the dashboard creation provides 
standard requirements of development. Moreover, a huge 
amount of data from other centers is utilized to give accurate 
information about the flood. In addition, a quick reference of 
information about the flood easy to be share among the society 
and prevent from fake flood information. The propose 
dashboard has the potential to improve society by boosting 
safety and security, preventing crimes, and decreasing victim 
contact. 

Therefore, the process starts with capturing the image of 
the flood victim at the evacuation center. The image of the 
flood victim is captured using CCTV that has been located at 
the area of evacuation places [12]. CCTV assists in the data 
collection phase either the data collection is done during day or 
night. In the server, the HOG algorithm calculates frames of 
facial images of the flood victims. 

In the enrolment phase, the HOG algorithm involves 
several steps, which start with Step 1 that is image preparation 
and color normalization. In the Step 1, the original image is 
resized to be [8 x 16] metrics and [128 x 64] metrics and the 
color normalization process transform the resized metrics to be 
greyscale format.  In Step 2, the resized and normalized image 
metrics are calculated using magnitude and angle of gradients 
in order to make the image appear closer, which called as face 
structure. Furthermore, Step 3 implements binning of face 
structure with gradient calculation using spatial formula that is 
vital for the matching process. The binning process transforms 
block normalization into a single-cell normalization that is 
done in the Step 4. Step 5 involves the HOG feature vector and 
Scale Invariant and Feature Transform (SIFT) algorithm to 
search the similar features and save into a database [20]. 

The HOG algorithm has several methods of detection and 
matching phase for flood victim faces. The matching technique 

involves SIFT process that find the similar features in victims’ 
face captured. 

Formula for HOG is magnitude (µ) = √[(Gx)₂ +(Gy)₂] and 

angle(ᶿ) =  tan -1 (Gy / Gx). Benefits of using HOG algorithm 
in the FERSFAD system is using the SIFT to extract local 
features, whereas HOG is used to extract global features [13]. 

To implement the FERSFAD system, the flowchart is 
designed in estimating overview of the whole process.  Fig. 6 
illustrates about the flowchart. In the flowchart, it begins with 
image stored in system database. The image stored in the 
database is collected from the CCTV that has been collected 
earlier. The data comes from various units such as evacuation 
center (indoor) and (outdoor). The CCTV camera detects the 
victim’s face and compare with victim’s face image in the 
database. Once the victim’s face match, it proceeds to the 
recognition process. If the victim’s face not matches with the 
image in the database, person-in-charge of the system needs to 
add victim’s details in system database to update the database. 
The dashboard displays the detail information about the flood 
victims. 

The programming languages used for the FERSFAD 
system is Pycharm, which is a Python-specific Integrated 
Development Environment (IDE) that provides a wide range of 
necessary tools for Python developers [12]. These tools are 
tightly integrated to offer a pleasant environment for 
productive Python, web, and data science development at the 
back-end of the system. The dashboard connects with 
phpMyAdmin because it is a web-based utility for managing 
the MySQL database [12],[13]. Moreover, phpMyAdmin 
provides an easy-to-use graphical interface for running SQL 
commands and performing SQL operations. Therefore, at the 
front-end of the system, the Power BI platform is used to 
visualize the dashboard for representing the information of the 
flood victims. 

 

Fig. 6. Flowchart of flood emergency response system with face analytics. 
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The dashboard website is used to provide analytical data 
such as the number of people in the shelter, video footage of 
facial recognition results, and the identities of the people in the 
evacuation center. This analytical data is used to identify the 
victims’ faces. The dashboard is developed to visualize data 
[21],[22] for easy to be understand, producing interesting and 
colorful diagram to distinctive the flood occurrence, maximum 
flood duration, number of affected flood victims and estimated 
loss [14]. 

V. RESULTS AND DISCUSSION 

Based on findings of the FERSFAD system, most 
researchers and users used for verify or identify the flood 
victim using their face. The CCTV camera help to capture, 
analyze and compares pattern based on the victim’s facial 
details [11]. Other than that, the CCTV detects the victim faces 
to process with other step in detecting and localizes the victims 
face in images [11], [12]. The process of the capture the 
victim’s face transforms analog into a set of digital information 
such as database on the victim’s facial features. If the victims 
face match, it verifies the similar faces that belong to the same 
person. When compare with other biometric technologies such 
as RFID card, fingerprint scanner and iris templates, the face 
recognition gives faster detection to verify the flood victim 
face over an overall victim at the evacuation center [10]. Fig. 7 
illustrates the architecture of the FERSFAD system. 

 

Fig. 7. Flood emergency response system with face analytics architecture. 

For instance, there are 230 victims at the evacuation center. 
Face recognition detects a victim's face using face recognition 
takes roughly about a second (0.8 second) that is faster 
compared to fingerprint recognition and took more than two 
seconds in time (2.3 second). Nonetheless, recognition using an 
RFID card or fingerprint scanner would take longer time to 
identify each victim. 

The HOG algorithm is included into the system because 
color data is less important in matching phase for subsequent 
processing, since the enrolment phase begins by converting the 
flood victim face image to monochrome in order to detect the 
victim’s face. It evaluates each pixel individually and looks for 
pixels that are directly connected to (around) the selected pixel. 
It captures how dark the selected pixel is in comparison to 
pixels immediately around it. An arrow denotes the magnitude 
in which the image is darker. The image receives an arrow in 

every pixel by repeating this technique for every pixel in the 
image. These arrows are known as gradients, and they indicate 
the transition of light to dark throughout the whole image [11-
20]. 

 

Fig. 8. Dashboard of flood emergency response system with face analytics. 

Fig. 8 shows the pie charts in the flood emergency response 
with face analytics. The pie charts are divided into four parts 
which are the number of flood occurrence, maximum flood 
period (Days), the number of displaced flood victims and loss 
assessment for five years starting from 2017, 2018, 2019, 2020 
and 2021. The upper left most section in the pie chart describes 
about the amount of flood occurrence, which in the highest 
percentage of the flood occurrence occurred in 2017. 
Meanwhile, the lowest percentage of the flood occurrence 
happened in 2019. Thus, in 2017 many flood victims have been 
affected by the flood disaster. 

The upper right most section of the pie charts shows the 
flood duration in days.  To compare data in 2017 and 2019, 
there are 6% of different between of these two years. The 
minimum of the flood period (days) in 2020 is with 8%.  
However, the information about the flood duration has shown a 
decrement of percentage value due to improving the 
infrastructure done by the community such as higher dam, 
enlarging the water channel and making a concrete at the river 
banks. 

The lower left most chart compares for three years of 
number of affected flood victims which in 2017, 2018 and 
2019. In 2017 is the highest percentage of number of affected 
flood victims, which is 53%. In the second stage in 2019, gives 
38 % and the lowest percentage is 9% that is in 2018. The 
highest number of affected flood victims happened due to no 
preparation for dealing with flood disaster that the flood 
victims not aware about the flood disaster. 

The lower right most side of the pie charts explains about 
the estimated loss. Based on the estimated loss information, it 
is stated that in 2020 and 2021, the amount of loss is 42% and 
this value is the highest percentage among other values. Even 
though the duration of floods has been reduced, however, the 
affected area of flood consists of huge locations in Malaysia 
since monsoon season, moon's elliptical orbit and the related 
gravitational pull on Earth. Therefore, many flood victims have 
been affected tremendously by the flood disaster. 
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VI. CONCLUSION 

As a conclusion, a flood emergency response system with 
face analytics has been implemented for flood disaster 
management system in Malaysia. The flood emergency 
response system with face analytics has aided evacuation 
centers in identifying flood victims, strategies to improve the 
infrastructure and for budget planning. The dashboard displays 
the actual result of flood victims that gathered from various 
evacuation centers in Malaysia. The benefit of employing a 
flood emergency response system with face analytics can aid in 
data analytics and provides real-time information. Furthermore, 
the dashboard enables the community to monitor the current 
situation of flood using their gadgets, phone, tablet, laptop, and 
other devices. The significant of the dashboard assist victims, 
police, fire department, and NADMA in preparation for facing 
the flood disaster. In fact, the flood prediction is estimated and 
planned to be further investigated in the future. 
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Abstract—Rapid advancements in deep learning-based 

technologies have developed several synthetic video and audio 

generation methods producing incredibly hyper-realistic 

deepfakes. These deepfakes can be employed to impersonate the 

identity of a source person in videos by swapping the source's 

face with the target one. Deepfakes can also be used to clone the 

voice of a target person utilizing audio samples.  Such deepfakes 

may pose a threat to societies if they are utilized maliciously. 

Consequently, distinguishing either one or both deepfake visual 

video frames and cloned voices from genuine ones has become an 

urgent issue. This work presents a novel smart deepfake video 

detection system. The video frames and audio are extracted from 

given videos. Two feature extraction methods are proposed, one 

for each modality; visual video frames, and audio. The first 

method is an upgraded XceptionNet model, which is utilized for 

extracting spatial features from video frames. It produces feature 

representation for visual video frames. The second one is a 

modified InceptionResNetV2 model based on the Constant-Q 

Transform (CQT) method. It is employed to extract deep time-

frequency features from the audio modality. It produces feature 

representation for the audio. The corresponding extracted 

features of both modalities are fused at a mid-layer to produce a 

bimodal information-based feature representation for the whole 

video. These three representation levels are independently fed 

into the Gated Recurrent Unit (GRU) based attention mechanism 

helping to learn and extract deep and important temporal 

information per level. Then, the system checks whether the 

forgery is only applied to video frames, audio, or both, and 

produces the final decision about video authenticity. The newly 

suggested method has been evaluated on the FakeAVCeleb 

multimodal videos dataset. The experimental results analysis 

assures the superiority of the new method over the current–state-

of-the-art methods. 

Keywords—Deepfake; deepfake detection; bimodal; 

XceptionNet; InceptionResNetV2; constant-Q transform; CQT; 

Gated Recurrent Unit; GRU; video authenticity; deep learning; 

multimodal 

I. INTRODUCTION 

The rapid development of artificial intelligence techniques: 
autoencoders, Generative Adversarial Networks (GANs), and 
variational autoencoders facilitated the generation of hyper-
realistic fake videos, images, and audio. A deepfake indicates a 
synthetic image or video AI-generated by swapping an 
individual's face with another. Applications such as ZAO [1], 
and DeepFaceLab [2] enable individuals to rapidly generate 
forged images and videos easily. Recently, a human's voice can 
be cloned using advanced AI techniques. AI-based audio 
manipulation is a category of deepfake that clones a human's 
voice and shows that human saying things that he never said. 

Overdub, iSpeech, and VoiceApp are instances of voice 
cloning open-access platforms that can generate synthesized 
deepfake sounds that nearly resemble the target human’s 
speech [3]. The work of [4] is an example of these 
manipulation methods, which involves the creation of highly 
realistic deepfake videos with a precise lip-sync using a group 
of AI technologies; FaceSwap, FaceSwap GAN, DeepFaceLab, 
SV2TTS [5], and Wav2Lip [6]. 

The majority of deepfake videos are created by cloning 
sounds, synchronizing lips, and frame-by-frame synthesizing 
faces. Nevertheless, they lack natural emotions, pauses, and 
breathing behaviour. Additionally, they suffer from 
discontinuity and faces’ flickering among frames. Deepfake 
can be misused to impersonate individuals, configure an 
opinion towards a public figure, and spread falsified news. 
Therefore, a deepfake detection method is needed to cope with 
the progress in the deepfake generation process and to 
distinguish the fakes in video frames, audio, and the whole 
video including video frames and audio. 

This paper introduces a smart deepfake detection method 
that captures the manipulation in a video (multimodal by 
nature) on three levels; video frames, audio, and the whole 
video. It distinguishes whether a given video is a deepfake or 
not. Two proposed feature extraction methods are employed to 
extract features from video frames and audio modalities. The 
first method applied to the visual video frames modality is the 
XceptionNet with some newly introduced modifications. The 
Xception network achieved effective results in distinguishing 
the manipulated videos [7, 8]. The suggested modifications to 
the Xception network produce useful spatial information of the 
video frames and improve the deepfake detection method 
performance. The second method applied to the audio modality 
is a modified InceptionResNetV2 model based on the CQT 
method to produce deep time-frequency information of the 
audio segments and improve the detection method 
performance. The CQT is a time-frequency analysis method 
that produces higher time resolution at high-frequency areas 
and higher frequency resolution at low-frequency areas [9]. Its 
efficiency has been proven in music signal processing tasks 
[10], speaker verification systems [11], acoustic scenes and 
events detection and classification [12], anti-spoofing [13], 
synthetic speech detection [14, 15], and speech emotion 
recognition [9]. The corresponding features extracted from the 
two modalities are fused at a mid-layer to create a bimodal 
information-based feature representation for the whole video. 
Finally, the GRU-based attention mechanism is applied to 
these three levels of representation independently. This assists 
to learn instructive temporal information for each level and 
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detect deepfake videos. The GRU performs well in tasks of 
sequence learning and overcomes the gradient vanishing and 
explosion problems of the standard recurrent neural network 
[16]. The proficiency of the attention mechanism has been 
proven in several areas including machine translations, image 
captioning, question answering, speech recognition [17], and 
event detection [18]. A comparative study with recent state-of-
the-art deepfake detection methods is conducted in terms of 
accuracy, Area Under Receiver Operating Characteristic 
(AUROC) curve metric, precision, recall, F1-score, sensitivity, 
and specificity. 

The rest of this work is organized as follows: Section II 
presents the literature review for deepfake video detection 
methods. Section III presents the newly proposed method for 
deepfake video detection. Section IV is dedicated to the 
experimental results and analysis. The conclusion and future 
work are presented in Section V. 

II. LITERATURE REVIEW 

The progress of AI-based video and voice generation 
methods raised the ease of creating natural and highly realistic 
deepfakes that can never be distinguished. Since deepfakes 
violate security and pose a real threat to society, several 
researchers have directed their interest to create methods for 
detecting deepfakes. However, they concentrate on detecting 
the deepfakes either in video frames or audio modality. 

Some of the existing deepfake visual video detection 
methods spot the manipulation by targeting specific spatial and 
temporal artifacts that are generated during the fake creation 
process. Some other detection methods are data-driven that do 
not target any specific artifacts and distinguish the 
manipulation by classification [3]. The deepfake visual video 
detection methods can be categorized into Convolution Neural 
Network (CNN)-based methods [19, 20, 21, 22], methods that 
are based on CNN with a temporal network [23, 24, 25, 26, 
27], handcrafted feature-based methods [28], and handcrafted 
feature-based methods with deep networks [29, 30]. This is 
illustrated in Fig. 1. 

The work of [19] detected the deepfakes by exploiting 
artifacts left by the generation methods when warping the 
target image to be consistent with the source video. It used four 
pre-trained CNN models for detecting fake contents; 
ResNet101, VGG16, ResNet50, and ResNet152. Since 
deepfake videos suffer from inconsistency among the inter-
frames, Hu et al. [20] introduced two branches that are based 
on CNNs to capture those local and global inconsistencies and 
then detect deepfakes. Rana and Sung [21] proposed a deep 
ensemble learning method for detecting deepfake videos. Their 
method depended on combining several deep base-learners and 
then training a CNN on these learners to build an ameliorated 
classifier. In [22], a fine-tuned InceptionResNetV2 model 
followed by the XGBoost model was employed to capture 
discrepancies in the spatial domain of fake videos and then 
individuate deepfakes. The FakeApp creates forged videos that 
had intra-frame and temporal inconsistencies between frames. 

Such inconsistencies were detected using InceptionV3 CNN 
and long short-term memory (LSTM) models [23]. As AI-
generated fake videos lack normal eye blinking, Li et al. [24] 
introduced the VGG16-LSTM to capture the temporal 
regularities in the eye blinking process and then distinguish the 
deepfakes. Most deepfake videos are created frame-by-frame 
where each forged face is created independently. This causes 
incoherence in the temporal domain of the face region; 
discontinuity and flickering. As a result, Zheng et al. [25] 
introduced a fully temporal convolution network that aimed to 
learn the temporal discrepancies while removing spatial ones. 
Then, a temporal transformer encoder followed by a multi-
layer perceptron was employed to learn the long-range 
inconsistencies along the time dimension, and then distinguish 
the deepfakes. In [26], a 2D CNN-based Spatio-temporal 
learning model was introduced to learn and capture spatial and 
temporal inconsistencies of forged videos. This temporal 
inconsistency was captured from both vertical and horizontal 
directions over adjacent frames and helped in detecting the 
fakes. The work of [27] introduced a fine-tuned EfficientNet-
b5 model followed by the bidirectional LSTM model and 
densely connected layer. It aimed to discover the Spatio-
temporal inconsistencies in deepfake videos and then 
distinguish the authenticity of videos. Deepfakes were created 
by joining the generated face into the source image. This 
produced errors in facial landmark locations that were detected 
by estimating the 3D head poses for real and deepfake videos. 
Then, the estimated difference of head poses was fed into the 
Support Vector Machine (SVM) for deepfake detection [28]. 
Khalil et al. [29] proposed a model that employed the local 
binary patterns descriptor to analyze the texture of real and 
fake videos. Additionally, a CNN-based enhanced high-
resolution network was used to automatically capture 
informative multi-resolution representations of these videos. 
Then, the output of both was fed into the capsule network to 
individuate deepfakes. Ismail et al. [30] introduced a hybrid 
method in which two feature extraction methods were 
employed to learn and extract enrich spatial features from the 
detected face frames of video. These methods were a CNN that 
was based on the Histogram of Oriented Gradient (HOG) 
method and the improved XceptionNet. Their outputs were 
merged to be fed into GRUs sequence to extract the 
spatiotemporal features and detect the fake videos. 

The deepfake audio detection methods can be categorized 
into handcrafted feature-based methods [31, 32], methods that 
are based on low-level features with CNN [14, 33, 34, 35], 
methods that rely on using low-level features with CNN and 
temporal network [37, 38], and end-to-end deep networks-
based methods [39]. This is presented in Fig. 2. 

The work of [31] extracted several low-level-features; 
Constant-Q Cepstral Coefficients (CQCC), Cepstrum, Mel-
Frequency Cepstrum Coefficients (MFCC), inverted MFCC, 
Linear Predictive Cepstral Coefficients (LPCC), and LPCC-
residual features. These features were utilized along with the 
Gaussian Mixture Model (GMM) to detect the forged audio. 
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Fig. 1. The deepfake visual video detection methods categorization. 

 
Fig. 2. The deepfake audio detection methods categorization. 

In [32], MFCC, CQCC, and Mel-filter bank slope features 
were employed to train the GMM to capture the vocal tract 
information and then distinguish the fake audio. Reimao [14] 
employed the CQT method to convert the audio signals into 
visual audio representations. These produced representations 
were fed into the Mobile network model to detect the synthetic 
speech. The linear filter banks' low-level features were 
extracted from audios. Then, these features were fed into the 
ResNet model to produce deep feature representations and 
detect audio manipulation. In addition, the online frequency 
masking augmentation layer and the large margin cosine loss 
function were employed during training the Residual network 
to learn more robust key feature embeddings [33]. WU et al. 
[34] employed the long-term CQT and log power spectrum to 

extract audios representation. This representation was used as 
an input to the feature genuinization method. This method 
learned a transformer with a CNN which was based on genuine 
speech characteristics. It aimed to maximize the difference 
between the distribution of genuine and synthetic speeches. 
Then, the transformed features were utilized with a light CNN 
model to detect the synthetic speech. In [35], the audio signals 
were converted into spectrogram images using the Fast Fourier 
transform method. These images were fed as an input into a 
CNN to validate audio signal authenticity. The work of [36] 
utilized Linear Frequency Cepstral Coefficients to convert raw 
audios into feature vector representations. Then, these 
representations were fed to a fine-tuned ResNet-18. In 
addition, a one-class Softmax loss function was proposed to 
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learn an embedding feature space in which the genuine speech 
had a compact boundary while the fake data was isolated from 
the genuine one by a certain margin. In [37], the log magnitude 
spectrograms were extracted from audio files. Then, a light 
convolution gated recurrent network was employed on these 
spectrograms to produce deep features and discriminate the 
real speech from the spoofed one. The work of [38] employed 
the short-term zero-crossing rate and energy to select the silent 
segments from each speech signal. Then, the linear filter bank 
features were extracted and fed into an attention-enhanced 
DenseNet Bi-LSTM model to identify audio manipulations. In 
[39], an end-to-end model which is based on the Residual 
network was proposed to extract deep features of audio data 
and then detect the synthetic speech. 

Some researchers introduced approaches based on learning 
from different modalities to detect deepfakes. These 
approaches, which are often known as deepfake multimodal-
video detection methods, can be categorized into CNN-based 
methods [40, 41, 42, 43], and methods that are based on using 
CNN and temporal network [44, 45]. This is depicted in Fig. 3. 

The work of [40] exploited the perceived emotion cues 
from speech and face modalities to detect any manipulation in 
a video. It employed the OpenFace-V1 technique to extract the 
facial features and the PyAudioAnalysis library to extract the 
MFCC speech features. Then, the Siamese network-based 
architecture and the triplet loss were utilized to model the 
similarity between both modalities within a video and 
distinguish the fake content. Since any modification of visual 
video frames or audio modality within a video lead to a loss of 
lip synchronization, and abnormal lip and facial movements, a 
multimodal video deepfake detection method was introduced 
[41]. This method was based on computing the dissimilarity 
score between visual video and auditory segments. The 3D-
Residual network-based architecture was used for extracting 
visual video features from face segments, and the raw audio 
segments were converted into MFCC features and then fed into 
CNN. The contrastive loss was estimated over audio and visual 
video features for each segment, which forced the real 
representation of both modalities to be closer than the 
manipulated one. Additionally, the cross-entropy loss was 
applied on every single modality to confirm that each one 
independently learns informative features. The work of [42] 
presented a multimodal video deepfake detection method based 
on discovering the defects in manipulated mouth areas via 
employing genuine audio as a reference. The audios were 
aligned and clipped into partitions based on phonemes, and 
Mel-scale spectrograms were extracted and used as audio 
features. The mouth frames were extracted from videos based 
on facial landmarks using the dlib python library. Then, each 
mouth frame with a particular phoneme interval was matched 
to a fixed-length audio partition to produce auditory-visual 
video pairs. After that a CNN architecture was trained on these 
pairs to capture the synchronization degree between lip 
movements and speech by measuring the similarity score of 

auditory-visual video pairs. Zhou and Lim [43] employed the 
asynchrony property between fake visual video, especially 
mouth movements, and speech to detect any modification 
within a video. The Multi-Task CNN (MTCNN) was utilized 
for detecting the face from video frames and the Residual 
(2+1)D-18 network was applied for extracting visual feature 
representations of these frames. For audio, a simple 1D 
convolution network was utilized for extracting 1D waveform 
signal feature representation. In addition, a sync-stream was 
built by applying central connections to visual video and audio 
network feature representations between low-level features; 
spatial and temporal information, to higher-level semantic 
representations. At each layer, the representations of visual 
video and auditory modalities were fused with the current layer 
of sync-stream. The output of this was utilized as an input to 
the fusion at the next layer. This helped in modelling the 
synchronization patterns of both modalities and distinguishing 
the deepfakes. Based on the observation that machines cannot 
recreate human emotions naturally in manipulated videos, Gino 
[44] introduced a deepfake detection method depending on 
exploiting emotion features from visual video and audio 
modalities. The low-level descriptors (LLDs) were extracted 
from raw audio segments using the OpenSmile toolkit and 
passed to the LSTM architecture to extract emotional features 
of speech. In addition, the face frames were detected from 
videos using the BlazeFace tool and then passed into 3D-CNN 
architecture to extract visual emotional features. After that, two 
approaches were followed in the final deepfake detection 
phase. In the first one, the visual and auditory emotional 
features were combined horizontally. Then, these features were 
fed either into the LSTM network or into Lazypredict models. 
In the second, the average between the prediction scores 
returned by training the LSTM and Lazypredict models on the 
visual video and auditory modalities separately was computed. 
The work of [45] detected the fake content in videos by 
extracting visual video and auditory emotional features and 
passing them to a deep network. The OpenFace-V2 toolkit was 
employed for extracting 31 visual features related to the 
intensity of facial muscle actions, eye gaze, and head position. 
The python_speech_features library was used to extract 13 
MFCC features and their respective derivatives; delta MFCC, 
and delta-delta MFCC, as audio features. The visual video and 
auditory features were normalized and concatenated to be 
passed into CNN blocks that were followed by two Bi-LSTM 
networks and dense layers for deepfake detection. 

A few deepfake detection methods are concerned with 
multimodal videos. However, they do not consider whether a 
video is manipulated only on the visual video frames level, 
audio level, or bimodal level which combines visual frames 
and audio. Consequently, this paper introduces a novel smart 
deepfake video detection system that can check whether the 
manipulation is just applied to video frames, audio, or both. It 
then produces the final decision for detecting the deepfakes on 
these three levels: visual frames, audio, and the whole video. 
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Fig. 3. The deepfake multimodal-video detection methods categorization. 

III. PROPOSED METHOD 

The suggested deepfake video detection method consists of 
three base stages: pre-processing, feature extraction using 
unimodal and bimodal information, and classification. These 
stages are shown in Fig. 4 and each one will be described 
hereafter. 

A. Pre-processing 

The visual video and audio modalities are pre-processed 
individually. The face frames are extracted from videos and 
saved separately. They are rescaled to the size 224 × 224, and 
their pixel values are normalized into [-1,1]. These pre-
processed face frames will become an input to the next stage 
for learning and extracting deep visual video features. The raw 
audio files are extracted from videos and stored separately in a 
wave format. Then, the audio files are segmented. The CQT 
method is applied to every audio segment to produce a time-
frequency representation of these segments. The CQT method 
is used for transforming audio signals from the time domain to 
the time-frequency domain. In CQT, frequency bins are 
geometrically spaced and ratios between centre frequencies and 
bandwidths, which are called Q-factors, of all bins are equal 
[47, 12]. The CQT of a discrete audio signal x(n) in the time 
domain is computed by the following formula [10, 46, 47, 48]: 
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where           represents the     index of 
frequency bin,     denotes the floor function, and  ( ) 
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where  ( ) denotes a window function; Hann (Wang et al. 

2019) [49], which is sampled at points specified by
 

  
. It is 

zero when   does not belong to [0,1]. The 

  ∑  (
      

  
)

      
         

 represents a scaling factor, and  

   represents a phase offset. 

The CQT computations are implemented using the librosa 
python library. The audio files are resampled to 22,050 Hz. A 
frequency bins number of 84 with 12 bins per octave, a hop 
length of 128 samples, and a minimum frequency value of 
approximately 65 Hz are used during the CQT calculations. In 
addition, the Hann window function is applied. The output of 
the CQT is then transformed into a log scale; decibels, to cope 
with the wide range of sound intensity. This produces a 
decibel-scaled spectrogram that has the shape T×84 per audio 
segment where T relies on the audio file duration. The duration 
of audio files adopted here is three seconds and accordingly, T 
is equal to 65. The spectrograms are normalized into the range 
[-1,1] and then reshaped to (65,84,1) as three-channel images. 
They will become an input into the next stage to learn and 
extract deep auditory features. 
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Fig. 4. The proposed smart deepfake video detection system architecture.

B. Feature Extraction using Unimodal and Bimodal 

Information 

In this stage, the problem of deepfake detection is handled 
based on proposing two feature extraction methods for visual 
video and audio modalities. An upgraded XceptionNet is 
suggested to extract instructive deep spatial features from pre-
processed face frames of videos. It outputs a visual feature 
representation of the unimodality; video frames. A modified 
InceptionResNetV2 is suggested to apply on the CQT 
spectrograms representing audio files to extract deep time-
frequency features from audios. It produces a feature 
representation of the unimodality; audio. Then, the 
corresponding extracted feature representations from these 
modalities are first fused. This outputs a feature vector 
representation of the whole video using bimodal information. 
After that, these various resultant representations are 
independently passed into the GRU-based attention 
mechanism. This helps to learn the significant temporal 
information from the sequential feature representation per 
video on three levels: visual video frames, audio, or the whole 
video. Finally, a fully connected layer is applied to produce the 
final prediction about video authenticity. These components 
are explained in detail in the following subsections. 

1) Visual video frames features: The processed face 

frames of videos with the shape (h×w×3) are received as an 

input to the proposed upgraded Xception network where 

h=224, w=224, and 3 denote the height, width, and RGB 

channels per frame. The Xception original architecture consists 

of 36 convolutional layers divided into 14 modules. All 

modules have shortcut residual connections around them 

except for the first and last ones. The Xception comprises 

depth-wise separable convolution layers, which reduce the cost 

of convolution operation dramatically [50, 51]. The proposed 

upgraded Xception network architecture is depicted in Fig. 5. 

The original XceptionNet is upgraded by first injecting seven 

layers before the last rectified linear unit (ReLU) activation 

layer of the last module. These seven layers are convolution 

with 1536 filters, batch normalization, ReLU activation, 

convolution with 1024 filters, batch normalization, ReLU 

activation, convolution with 1024 filters, and batch 

normalization. The convolution layers produce more 

informative and exclusive feature maps that help to 

differentiate between real and fake visual videos. The batch 

normalization layers, which standardize the input, have the 

effect of drastically speeding up the training and improving the 

model’s performance by providing a modest regularization. 

The ReLU activation layers, which give a value of zero for all 

negative input feature values, add a nonlinear property to the 

model allowing it to understand and learn complex structures 

in data. Then, the dropout layer that randomly drops out units 

with a rate of 0.2 is injected between the last ReLU activation 

and the global average pooling layers to prevent overfitting and 

boost the model's generalization. After that two layers are 

injected after the global average pooling layer; the fully 

connected layer with 1024 units and ReLU activation function, 

and the dropout layer with a rate of 0.5. After applying the 

upgraded XceptionNet to the face frames of videos, the output 

becomes a vector representation of 1024 features per frame. 

The suggested modifications to the Xception network attempt 

to generate an instructive spatial hierarchical representation of 

frames. This helps to improve the deepfake detection method 

performance in real-world circumstances; number equations 

consecutively. 

2) Audio features: The CQT spectrograms of audio files 

with the shape (65, 84, 1) per segment are received as an input 
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to the proposed modified InceptionResNetV2. The 

InceptionResNetV2 original architecture is built by joining the 

inception blocks and the skip connections. Each 

InceptionResNet block contains convolutions of different-sized 

filters that are combined by skip connections. These skip 

connections prevent the degradation problem that occurred via 

deep structures and reduce the time of training [52]. 

The proposed modified InceptionResNetV2 architecture is 
depicted in Fig. 6. The original InceptionResNetV2 is modified 
first by decreasing the repeating times' number of Inception 
ResNet blocks; A, B, and C, from 5, 10, and 5 to 4, 7, and 3, 
respectively. Then, some layers are injected after the last 
InceptionResNet block C and before the global average 
pooling layer. These layers are convolution with 512 filters on 

a kernel size of 1×1, batch normalization, ReLU activation, a 
couple of convolutions with 1024 filters on a kernel size of 1×1 
where each one is followed by batch normalization and ReLU 
activation, and a dropout with a rate of 0.2. After that a fully 
connected layer with 1024 units and ReLU activation function 
is injected between global average pooling and dropout layers. 
In addition, filter units, kernel size, and stride for some layers 
are altered as shown in Fig. 6. After applying the modified 
InceptionResNetV2 to audio files segments, the output 
becomes a vector representation of 1024 auditory features per 
segment. The proposed modifications to the 
InceptionResNetV2 aim to generate an informative deep time-
frequency representation of audio segments. This aids to 
enhance the performance of the proposed deepfake detection 
method. 

 
Fig. 5. The proposed upgraded xception network architecture. 

 
Fig. 6. The proposed modified inceptionResNetV2 architecture. 
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3) Bimodal information-based video features: The deep 

extracted features from visual video frames and audio 

modalities using the above-mentioned unimodality-based 

feature extraction methods are mid-fused at a concatenate 

layer. This produces a feature vector representation for the 

whole video, which is based on bimodal information. 

4) Temporal information extraction-based attention 

mechanism: Most deepfake videos are generated based on 

synthesizing faces frame-by-frame, cloning voices, and 

synchronizing lips. They suffer from flickering and 

discontinuity of the face frames and lack of normal emotions, 

breathing, pauses, and the pace at which the target subject 

speaks among audio segments. As a result, the GRU-based 

attention mechanism is applied to the three levels of the 

extracted features independently; visual video frames, audio, 

and the whole video. This aims to capture the instructive 

temporal information that helps to differentiate real videos 

from fake ones. 

The GRU architecture is composed of two gates; update 
(   ) and reset (   ), that modulate the information flow from 
the previous time step to the current step. At each time step  , 
the update gate decides the amount of previous information 
that should be retained, and the reset gate determines the 
amount of information that needs to be forgotten [53]. The 
GRU hidden state   at the time   is defined by the following 
formulae [54]: 

      (               ) (3) 

      (               )  (4) 

  ́      (                   ) (5) 

   (      )       ́                (6) 

where   refers to the input, and  and   represent the 
weight matrices. The symbol  ( )  represents the sigmoid 
function,     ( ) represents the Hyperbolic Tangent,     denotes 

the Hadamard product, and   ́  denotes the candidate hidden 
state. As can be seen in Fig. 4, a single GRU is applied to the 
above-mentioned feature representations on the three levels. It 
produced a matrix of hidden state vectors at each time step  , 
which represents the learned temporal information per visual 
video, audio, or the whole video. The hidden state vector is 
defined as follows: 

  [            ]       (7) 

The attention mechanism uses the weights to concentrate 
on the important features from the input sequence  . It is 
defined by the following equations [17, 55]: 

       (     )  )      (8) 

              (  )        (9) 

             (                10) 

  ∑                      (11) 

where    is a result of feeding a hidden vector    into a 
single-layer Multi-Layer Perceptron (MLP) with the      

activation function.   represents the weight matrix, and b 
refers to the bias term. The symbol        represents the 
normalized attention weights that are produced by applying the 
softmax layer to   .   is a video representation that is formed 
by summing hidden vectors    weighted by attention weights 
      . 

C. Classification 

After the instructive temporal features are produced from 
the GRU-based attention mechanism, a fully connected layer is 
used as an output layer with two classes. Softmax function is 
used to decide deepfake videos from real ones. The Softmax 
formula is defined as follows: 
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where   denotes the values resulting from the output layer 
neurons. 

D. Dataset 

The proposed method has been evaluated on the 
FakeAVCeleb multimodal videos dataset. This dataset 
consisted of 490 celebrity genuine videos that were selected 
from the VoxCeleb2 dataset based on various ethnic groups, 
gender, and age. Its genuine videos are face-centered and 
cropped. The fake videos of the FakeAVCeleb dataset were 
generated using DeepFaceLab, Faceswap, and FSGAN, while 
fake audios were generated using a real-time voice cloning tool 
(SV2TTS). Additionally, the Wav2Lip was applied to the 
deepfake videos to re-enact these videos based on the cloned 
audios. Thus, the FakeAVCeleb dataset had more realistic 
deepfakes. The FakeAVCeleb was divided into four groups; 
genuine visual videos with genuine audios, genuine visual 
videos with deepfake audios, deepfake visual videos with 
genuine audios, and deepfake visual videos with deepfake 
audios [4]. 

To evaluate the proposed method, 1215 genuine and 
deepfake videos of the FakeAVCeleb dataset are employed. 
These videos are divided into three subsets: training, 
validation, and testing. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

The proposed deepfake video detection method is evaluated 
by the FakeAVCeleb dataset. Its performance is assessed using 
the following evaluation metrics [56]: 
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where                denotes deepfake samples’ number 
that is correctly predicted. The                 represents 
genuine samples’ number that is incorrectly predicted. The 
                denotes deepfake samples’ number that is 
incorrectly predicted. The                refers to genuine 
samples’ number that is correctly predicted. The symbol    
represents the predicted deepfake samples and   denotes the 
predicted genuine samples. The higher the AUROC curve 
metric, the better the fake video detection method's 
performance at individuating the deepfake videos from the 
genuine ones. 

The following three experiments are applied to the 
FakeAVCeleb dataset: 

Experiment 1: This experiment represents applying the 
proposed method to the FakeAVCeleb videos dataset for two 
levels; visual video frames and audio. The visual video frames 
and audio modalities are trained end-to-end separately. Thus, a 
single GRU-based attention mechanism with 1024 units is 
independently applied to the visual video features that are 
extracted using the proposed upgraded XceptionNet and the 
audio features that are extracted using the proposed CQT based 
modified IncetionResNetV2. This learns the instructive 
temporal features for each unimodality. The visual video 
modality is trained for 32 epochs using the stochastic gradient 
descent (SGD) optimizer [57] with a learning rate of      
which is decayed by      , and a momentum of 0.9. The audio 
modality is trained for 27 epochs using the adaptive moment 
(Adam) optimizer [58] with a learning rate of    . The batch 
size is 32. Then, the predictions are produced per modality. 
The performance of visual video and audio on the 
FakeAVCeleb dataset is shown in Table I and Table II, 
respectively. The proposed upgraded XceptionNet with a 
single GRU-based attention mechanism for the visual video 
modality has achieved 98.51% accuracy and 98.45% AUROC 
outperforming recent state-of-the-art methods by a large 
margin. Additionally, the proposed CQT based modified 

InceptionResNetV2 with a single GRU-based attention 
mechanism for the audio modality has achieved 97.52% 
accuracy and 97.62% AUROC outstanding other state-of-the-
art methods by a large margin. 

Experiment 2: In this experiment, the prediction results of 
visual video frames and audio modalities from experiment 1 
are employed to produce the prediction for the whole video. 
Thus, the whole multimodal-video prediction is decided to be 
genuine if both modalities are predicted as genuine, otherwise, 
it’s deepfake. Experiment 2 performance for multimodal video 
deepfake detection is recorded in Table III. It has yielded 
96.04% accuracy and 95.49% AUROC. 

Experiment 3: This experiment represents applying the 
proposed method to the FakeAVCeleb videos dataset for the 
third level; whole multimodal video. As the FakeAVCeleb 
dataset is distributed into four groups: genuine visual videos 
and audios, genuine visual videos with fake audios, fake visual 
videos with genuine audios, fake visual videos and audios, the 
whole video label (  ) is considered genuine if the label of 
both visual video (   ) and audio (   ) modalities are genuine, 
otherwise, it’s fake. This can be defined as follows: 

   {
               
                    

    (19) 

The single GRU-based attention mechanism with 3572 
units is applied to the bimodal information-based video 
features. This helps to learn the instructive temporal features 
for the whole multimodal video. The details of GRU-based 
attention mechanism layers that are applied on top of bimodal 
information-based video features are described in Table IV. 
The proposed method is trained for 24 epochs using the SGD 
optimizer with a learning rate of      and a decay factor of 
     , and a momentum of 0.9. This is employed to update the 
weight parameters and is aimed to minimize the difference 
between actual and predicted labels. The batch size is set to 64. 

TABLE I. THE PERFORMANCE OF THE UPGRADED XCEPTIONNET METHOD WITH SINGLE GRU-BASED ATTENTION MECHANISM FOR DETECTING THE 

DEEPFAKE VISUAL VIDEO UNIMODALITY COMPARED TO RECENT STATE-OF-THE-ART METHODS ON THE FAKEAVCELEB DATASET 

Model 

Unimodality 

Visual video 

Accuracy AUCROC 

Experiment 1 (The proposed upgraded XceptionNet with GRU-based attention mechanism for the first level) 98.51% 98.45% 

VGG16 [60] 81.03% 81.04% 

Xception [7] 73.06% 73.07% 

TABLE II. THE PERFORMANCE OF THE MODIFIED INCEPTIONRESNETV2 METHOD WITH SINGLE GRU-BASED ATTENTION MECHANISM FOR DETECTING THE 

DEEPFAKE AUDIO UNIMODALITY COMPARED TO RECENT STATE-OF-THE-ART METHODS ON THE FAKEAVCELEB DATASET 

Model 

Unimodality 

Audio 

Accuracy AUCROC 

Experiment 1 (The proposed CQT based modified 

InceptionResNetV2 with GRU-based attention mechanism for the second level) 
97.52% 97.62% 

Mel-frequency cepstrum (MFC)+ VGG16 [60] 67.14% 
67.13% 

 

MFC+ Xception [60] 76.26% 76.25% 
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(CQT [61] + MobileNet) [14] 82.67% 82.38% 

TABLE III. THE PERFORMANCE OF THE PROPOSED METHOD FOR DETECTING WHOLE MULTIMODAL VIDEO DEEPFAKES COMPARED TO RECENT STATE-OF-THE-
ART METHODS ON THE FAKEAVCELEB DATASET 

Model 

Bimodal 

Visual video and audio 

Accuracy AUCROC 

Experiment 2 96.04% 95.49% 

Experiment 3 (The proposed method for the third level: whole multimodal video) 97.52% 97.21% 

Ensemble Soft/ hard voting based VGG16 [60] 78.04% 78.05% 

Two CNN blocks (one per modality) [60] 67.4% 67.2% 

Xception [7] 43.94% 43.73% 

TABLE IV. THE GRU-BASED ATTENTION MECHANISM LAYERS DETAILS 

Layer (type) Output shape Parameters number 

main_input (Input Layer) [(None, 8, 4096)] 0 

gru (GRU) (None, 8, 3572) 82191720 

attention (attention) (None, 3572) 3580 

Total parameters: 82,195,300 

Trainable parameters: 82,202,446 

Non-trainable parameters: 0 

The cross-entropy loss ( ) function is utilized to measure 
the efficiency of the suggested deepfake video detection 
method on three levels: video frames, audio, and the whole 
video. Its formula [59] is defined as follows: 

   
 

 
 ∑ (     (  )  (    )    (    ))
 
     (20) 

where   refers to the number of visual videos, audios, or 
whole videos. The    and    denote the actual label and 

predicted probability corresponding to the     video. It can be 
seen in Table III that the proposed method, which represents 
experiment 3, for whole multimodal video deepfake detection 
has achieved 97.52% accuracy and 97.21% AUROC. Its 
performance exceeds that of experiment 2 because experiment 
2 is unable to learn intercorrelations between different 
modalities. Additionally, it outperforms recent state-of-the-art 
methods by an average growth of 34.4% accuracy and 34.2% 
AUROC as can be seen in Table III. 

The experiments are carried out using an OMEN HP laptop 
with a 16-gigabyte Intel (R) Core (TM) i7-9750H CPU, a 6-
gigabyte RTX 2060 GPU, and Windows 11. The proposed 
method is implemented using the Python programming 
language. Python libraries such as Keras, OpenCV, Random, 
Tensorflow, Numpy, OS, and Librosa are used during the 
implementation. 

The accuracy and loss curves of the proposed method on 
the training and validation subsets of the FakeAVCeleb dataset 
for the three levels; visual video frames, audio, and whole 
multimodal videos, are shown in Fig. 7. Additionally, the 
proposed method confusion matrix for deepfake video 
detection on the three levels is depicted in Fig. 8. Furthermore, 
Fig. 9 shows the receiver operating characteristic (ROC) curve 

and the AUROC curve of the proposed method performance. 
As shown in Fig. 9, the ROC curve is extremely close to the 
top left ensuring the high performance of the proposed method. 

Fig. 10 provides a comparison of the proposed method with 
contemporary state-of-the-art methods using evaluation 
metrics. As shown in Fig. 10, the proposed method has yielded 
better performance in comparison to the other methods on the 
three levels. It has a precision of 96.91%, recall of 100%, F1-
score of 98.43%, and specificity of 97.22% for detecting visual 
videos. Additionally, it has a precision of 100%, recall of 
95.10%, F1-score of 97.49%, and specificity of 100% for 
detecting audios. Further, it has a precision of 98.43%, recall of 
97.66%, F1-score of 98.04%, and specificity of 97.30% for 
detecting whole multimodal videos. 

It can be concluded that the proposed upgraded 
XceptionNet generated a useful spatial hierarchical 
representation of faces, which contributed to distinguishing 
between genuine and fake videos. As well, the proposed CQT-
based modified InceptionResNetV2 produced a valuable deep 
time-frequency representation of audio. This assisted to reveal 
deepfake videos and improved the detection method's 
effectiveness. Moreover, a concatenate layer that is applied to 
the features extracted from visual video and audio modalities 
produced an informative bimodal representation of videos. In 
addition, the GRU-based attention mechanism, which is 
applied to the visual video, audio, and bimodal features, 
assisted in capturing the most important temporal information 
of videos. This in turn helped to detect the deepfakes. 
Furthermore, it can be inferred that correlating features from 
different modalities can improve the chances of achieving 
accurate deepfake video detection. 
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Fig. 7. The accuracy and loss curves of the proposed deepfake video detection method on training and validation sets. 

 
Fig. 8. The confusion matrix visualization of the proposed deepfake video detection method. 

 
Fig. 9. The ROC curve and the AUROC curve of the proposed deepfake video detection method performance. 

 
Fig. 10. The evaluation metrics of the proposed deepfake video detection method compared to recent state-of-the-art methods on the FakeAVCeleb dataset. 

V. CONCLUSION AND FUTURE WORK 

A newly smart system for detecting video deepfakes has 
been presented. Two methods were proposed to extract features 
from visual video frames and audio modalities, respectively. 
These methods produced useful spatial information for visual 
video and valuable time-frequency information for audio, 
which improved the performance of the deepfake detection 

method. In addition, the feature representations of both 
modalities were passed into a mid-layer to produce an 
informative bimodal representation per video. It proved that 
using bimodal information boosts learning during training 
compared to the method that ignores intercorrelation between 
modalities. The GRU-based attention mechanism was then 
applied to the different feature representations to extract the 
most significant temporal information and detect the 
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deepfakes. The proposed method has been evaluated on the 
FakeAVCeleb multimodal videos dataset. It achieved 98.51% 
accuracy, 98.45% AUROC, 96.91% precision, 100% recall, 
98.43% F1-score, and 100% sensitivity on the first level; visual 
videos. Additionally, it yielded 97.52% accuracy, 97.62% 
AUROC, 100% precision, 95.10% recall, 97.49% F1-score, 
and 95.10% sensitivity on the second level; audios. Moreover, 
it attained 97.52% accuracy, 97.21% AUROC, 98.43% 
precision, 97.66% recall, 98.04% F1-score, 97.66% sensitivity, 
and 97.30% specificity on the third level; whole multimodal 
videos. Consequently, the proposed method outperformed the 
current state-of-the-art methods by a large margin. 

In the future, several optimization algorithms can be 
employed to enhance the performance of the proposed 
deepfake video detection method. Furthermore, a huge 
multimodal video dataset may be utilized to improve the 
detection method's performance. 
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Abstract—This paper presents a new swarm intelligence-

based metaheuristic called a three-on-three optimizer (TOTO). 

This name is chosen based on its novel mechanism in adopting 

multiple searches into a single metaheuristic. These multiple 

searches consist of three guided searches and three random 

searches. These three guided searches are searching toward the 

global best solution, searching for the global best solution to 

avoid the corresponding agent, and searching based on the 

interaction between the corresponding agent and a randomly 

selected agent. The three random searches are the local search of 

the corresponding agent, the local search of the global best 

solution, and the global search within the entire search space. 

TOTO is challenged to solve the classic 23 functions as a 

theoretical optimization problem and the portfolio optimization 

problem as a real-world optimization problem. There are 13 

bank stocks from Kompas 100 index that should be optimized. 

The result indicates that TOTO performs well in solving the 

classic 23 functions. TOTO can find the global optimal solution 

of eleven functions. TOTO is superior to five new metaheuristics 

in solving 17 functions. These metaheuristics are grey wolf 

optimizer (GWO), marine predator algorithm (MPA), mixed 

leader-based optimizer (MLBO), golden search optimizer (GSO), 

and guided pelican algorithm (GPA). TOTO is better than GWO, 

MPA, MLBO, GSO, and GPA in solving 22, 21, 21, 19, and 15 

functions, respectively. It means TOTO is powerful to solve high-

dimension unimodal, multimodal, and fixed-dimension 

multimodal problems. TOTO performs as the second-best 

metaheuristic in solving a portfolio optimization problem. 

Keywords—Optimization; metaheuristic; swarm intelligence; 

portfolio optimization; Kompas 100; bank 

I. INTRODUCTION 

Many real-world problems can be seen as optimization 
problems. This circumstance comes from the nature of human 
behavior or activity in achieving their objective most 
efficiently. Ironically, people always find certain limitations or 
constraints. This consideration is the same as the optimization 
work. In general, optimization is constructed by two elements: 
objective and constraint. In the optimization problem, many 
solutions can be chosen in the solution space. However, some 
solutions are better than others. One solution that is the best 
one is called the optimal global solution. 

The objective of optimization can be minimization or 
maximization. In the minimization, the optimal global solution 
is the solution with the lowest value. Some experimental 
parameters in the minimization, such as delay [1], total order 
completion time [2], idle time [2], tardiness cost and 
maintenance [3], project duration [4], energy consumption [5], 
transmission losses [6], and so on. On the other hand, in 

maximization, the optimal global solution is the solution with 
the highest value. Some parameters in the maximization are 
profit [7], voltage stability [6], revenue [8], service level [9], 
and so on. 

Two ways can be chosen to solve the optimization problem. 
These methods are a mathematical method and a metaheuristic 
[10]. The mathematical method is robust in solving a simple 
optimization problem. It guarantees finding the optimal global 
solution. However, the mathematical or deterministic method 
often fails to solve a complex optimization problem, such as a 
non-convex or multimodal problem. Moreover, the 
mathematical method is less flexible in facing various real-
world optimization problems [11]. 

On the other hand, metaheuristic is widely used in many 
optimizations. Metaheuristics have several advantages. First, it 
is flexible enough to be implemented in various problems 
because it focuses on the objectives and constraints [10]. 
Second, it can be implemented in an environment with limited 
computational resources because of its approximate approach 
so that not all possible solutions are traced [12]. This 
approximate approach comes with the consequence that 
metaheuristic does not guarantee finding the optimal global 
solution. 

There are hundreds of metaheuristics developed in recent 
decades. Moreover, many metaheuristics have been developed 
in recent years. Many of them used metaphors for their name. 
Many of these shortcoming metaheuristics were inspired by 
animal behavior, such as the butterfly optimization algorithm 
(BOA) [13], chameleon swam algorithm (CSA) [14], coati 
optimization algorithm (COA) [15], Komodo mlipir algorithm 
(KMA) [16], northern goshawk optimizer (NGO) [17], raccoon 
optimization algorithm (ROA) [18], marine predator algorithm 
(MPA) [19], Tasmanian devil optimizer (TDO) [11], snake 
optimizer (SO) [10], white shark optimizer (WSO) [20], guided 
pelican algorithm (GPA) [21], and so on. Some metaheuristics 
were inspired by the mechanics of plants, such as the tunicate 
swarm algorithm (TSA) [22], flower pollination algorithm 
(FPA) [23], and so on. Some metaheuristics are named based 
on their references in their guided search, such as three 
influential member-based optimizers (TIMBO) [24], mixed 
leader-based optimizers (MLBO) [25], multi-leader optimizers 
(MLO) [26], random selected leader-based optimizer (RLSBO) 
[27], and so on. Some metaheuristics were inspired by human 
activities, such as stochastic paint optimizer (SPO) [28], 
modified social forces algorithm (MSFA) [29], driving 
training-based optimizer (DTBO) [30], and so on. Some 
metaheuristics were free from metaphor and named based on 
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their central concept, such as average subtraction-based 
optimizer (ASBO) [31], golden search optimizer (GSO) [32], 
total interaction algorithm (TIA) [33], and so on. 

Many early metaheuristics depend on a single strategy to 
find the optimal solution to problems. Unfortunately, as 
mentioned in the no-free-lunch theory, no metaheuristics can 
solve all optimization problems [34]. A search may be 
excellent for solving some optimization problems [34]. 
Meanwhile, the performance of this search may need to 
improve in solving other optimization problems. This 
circumstance gives strong motivation to develop multi search-
based metaheuristic. Many shortcomings in metaheuristics 
were built by accommodating multiple searches in every 
iteration. Moreover, this multiple search strategy is proven 
better in solving an optimization problem. However, adding 
more searches in a single metaheuristic can increase the 
algorithm complexity and, in the end, the computational 
resources. 

Many existing swarm-based metaheuristics depend more on 
the guided search than the random one. In some metaheuristics 
like KMA [16] or COA [15], segregation of roles is 
implemented in the population. It means that some agents 
implement segregation of roles while some other agents do not 
implement segregation of roles. A more guided search is 
deployed in many swarm-based metaheuristics with multiple 
searches. Some metaheuristic deploys neighborhood search 
only or does not implement any random search. Meanwhile, 
random search is essential in tackling the local optimal 
entrapment often found in multimodal problems. 

Based on this problem and motivated by the no-free-lunch 
theory, this paper is aimed to propose a new swarm-based 
metaheuristic with multiple searches where there is a balance 
between the guided search and the random search. This 
proposed metaheuristic is named a three-on-three optimizer 
(TOTO). This name represents the six searches adopted in this 
metaheuristic. Three searches are guided searches, while three 
other searches are random. 

The scientific contributions of this paper are listed as 
follows. 

1) This paper proposes a new swarm-based metaheuristic 

with multiple searches within this metaheuristic. 

2) This paper proposes a balanced proportion between the 

guided search and random search in every iteration. 

3) The evaluation is performed by benchmarking the 

performance of the proposed TOTO with five shortcoming 

metaheuristics: GWO, MPA, MLBO, GSO, and GPA. 

4) The benchmark test to evaluate the proposed 

metaheuristic in solving the classic 23 functions and the 

comparison with other shortcoming metaheuristics is carried 

out as a proof of concept regarding the significant performance 

of TOTO. 

5) The stock optimization problem is chosen as evaluation 

of the proposed TOTO in solving real-world optimization 

problem in financial sector and comparison with other 

metaheuristics. 

The remainder of this paper is arranged as follows. The 
investigation of several shortcomings of metaheuristics is 
carried out in section two. This investigation includes the 
mechanics adopted in these metaheuristics and the position of 
this work to make the novelty and contribution of this work 
clear. A detailed presentation of the proposed metaheuristic can 
be found in section three. This presentation includes the 
concept, algorithm, mathematical model, and algorithm 
complexity. The test carried out in this work regarding the 
evaluation of the proposed metaheuristic is presented in section 
four. The investigation of the result and findings are explored 
in section five. Finally, the conclusion and the opportunity for 
future works are summarized in section six. 

II. RELATED WORKS 

Metaheuristics have been evolving for decades. Early 
metaheuristics are simple with a single strategy. In general, 
they deploy neighborhood search with some strategy to avoid 
the local optimal. Simulated annealing (SA) and tabu search 
(TS) are examples of metaheuristics that adopt a simple 
neighborhood search with a distinct approach to tackling the 
optimal local problem. In simulated annealing, some 
probabilistic calculations can still accept a worse solution, 
where the acceptance becomes more difficult as the iteration 
goes [35]. Meanwhile, tabu search uses some list to avoid old 
solutions will be revisited for a certain period [36]. 

The evolution goes with the development of population-
based metaheuristics. Genetic algorithm (GA) and invasive 
weed optimizer (IWO) are clear examples of these 
metaheuristics. Population-based metaheuristics give two main 
advantages. First, they improve the solution faster than the 
single solution-based metaheuristics. Second, they give broader 
tracing within the search space. GA has a simple solution in 
improving the solution by implementing a crossover strategy 
between two solutions and mutation for exploration [37]. In 
IWO, multiple new solutions are generated around every 
existing solution based on normal distribution [38]. Then, all 
solutions are ranked, and the worse ones are eliminated [38]. 

The evolution continues with the introduction of a swarm-
based metaheuristic. A particle swarm optimizer (PSO) is an 
example of an early swarm-based metaheuristic. In the swarm-
based metaheuristic, each solution can be seen as an 
autonomous agent that does not have centralized coordination. 
However, specific interaction and collective intelligence are 
conducted to help the improvement. As a member of the 
swarm, each agent conducts a guided search. It means each 
agent moves in a specific direction, called a guided search 
toward some references. As an early swarm-based 
metaheuristic, PSO deploys a simple strategy. In PSO, each 
agent moves toward the reference at a certain speed [39]. Its 
references are the combination between the local best solution 
and the global best solution [39]. 

In recent decades, the development of swarm-based 
metaheuristics is more extensive. Various aspects can be used 
as a baseline for developing new swarm-based metaheuristics. 
These aspects include reference, stochastic movement, 
acceptance rejection, segregation of roles, etc. Moreover, many 
shortcomings of metaheuristics deploy multiple strategies 
rather than a single strategy to improve its quality in achieving 
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a better final solution or achieving the objective faster. This 
multiple strategy/search approach is carried out in a single or 
multiple phases. Some metaheuristics are also equipped with 
random search to avoid the convergence achieved faster and 

trapped in the local optimal. A detailed review of shortcoming 
swarm-based metaheuristics is presented in Table I. The 
mechanics of the proposed metaheuristic is presented in the last 
row to make a clear position and contribution of this work. 

TABLE I.  DETAIL SUMMARY OF SEVERAL SHORTCOMING METAHEURISTIC 

No Metaheuristic 
Number of 

Phases 

Number of 

Searches 
Guided Searches Random Searches 

Segregation 

of Roles 

1 COA [15] 2 3 

searching toward the best solution in the current 

iteration; searching toward a randomly solution within 

the search space 

searching around the local 

search space 
yes 

2 MSFA [29] 1 2 
searching toward a target where the target is a random 

solution within the search space 

searching around the local 

search 
no 

3 CSA [14] 3 4 

searching toward the gap between the local best 

solution and global best solution; searching toward the 

mixture between the global best solution and local best 

solution 

searching within the search 

space; searching within the 

local search space; 

yes 

4 KMA [16] 1 4 

searching toward the resultant of several best solutions; 

searching toward the resultant of several better best 

solutions and avoiding the resultant of several worse 

best solutions; and searching toward the best solution 

in the current iteration. 

searching within the search 

space 
yes 

5 SO [10] 2 4 

searching of the best solution to avoid the 

corresponding solution; searching toward the best 

solution in different group; searching toward a solution 

outside the group with same index 

searching within the search 

space 
yes 

6 ASBO [31] 3 3 

searching relative to the average between the best and 

worst solutions in the current iteration; search toward 

the gap between the best and worst solutions in the 

current iteration; searching toward the gap between the 

corresponding solution and the best solution 

- no 

7 TIA [33] 1 1 
searching relative to all other solutions in the 

population 
- no 

8 WSO [20] 2 3 

searching toward the mixture between the global best 

solution and local best solution; searching of the best 

solution to avoid the corresponding solution. 

searching between the 

previous solution and its 

new guided search. 

yes 

9 GSO [32] 1 1 
searching toward the mixture between the local best 

solution and the global best solution 
- no 

10 NGO [17] 2 2 searching toward a randomly selected solution 
search within the local 

search space. 
no 

11 GPA [21] 1 2 searching toward the global best solution 
searching within the local 

search space 
no 

12 MLBO [25] 1 1 

searching toward the mixture between the best solution 

in the current iteration and a randomly selected 

solution 

- no 

13 TIMBO [24] 3 3 

searching toward the best solution in the current 

iteration; searching to avoid the worst solution in the 

current iteration; and searching relative to the mean 

member in the current iteration 

- no 

14 SPO [28] 1 4 

searching toward adjacent solutions; searching toward 

the gap between a solution from the primary group and 

a solution from the tertiary group; searching toward the 

average among a solution from each group; and 

searching toward the average of a solution from each 

group plus a randomly selected solution 

- no 

15 RSLBO [27] 1 1 searching toward a randomly selected solution - no 

16 this work 1 6 

searching toward the global best solution; searching of 

the global best solution to avoid the corresponding 

solution; searching relative to a randomly selected 

solution; 

searching within the local 

search space of the 

corresponding solution; 

searching within the local 

search space of the global 

best solution; searching 

within the search space 

no 
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Table I indicates the limitations of the existing swarm-
based metaheuristics. First, many swarm based metaheuristics 
prioritize guided search rather than random search. Second, 
some swarm-based metaheuristics deploys only one random 
search while some others do not deploy any random search. 
Third, searching methods implemented in every metaheuristic 
are still less than five methods. Fourth, these multiple searches 
are performed in the multiple phase process. Based on this 
circumstance, there is a room in developing swarm-based 
metaheuristic that deploys multiple searches and puts the 
balance between guided search and random search as in this 
work. 

III. PROPOSED MODEL 

TOTO is a swarm-based metaheuristic with multiple 
strategies in every iteration. The multiple-strategy approach 
aims to cover each strategy's disadvantages because each has 
its strengths and weaknesses. The multiple strategy approach is 
interpreted by conducting six searches by each agent in every 
iteration. It means that these searches are mandatory for each 
agent. In other words, TOTO does not implement segregation 
of roles. It differs from other metaheuristics, such as RDA, 
KMA, or SKA, where the segregation of roles is implemented 
among the population. These searches are three guided 
searches and three random searches. Each search generates a 
candidate. Then, the best candidate among these six candidates 
is chosen as the selected candidate to be compared with the 
corresponding agent. If this candidate is better than the current 
solution of the corresponding agent, this candidate becomes the 
replacement as a new solution for the corresponding agent. 
This mechanism is also different from some metaheuristics, 
such as DTBO, GPA, NGO, and so on, where the searches are 
conducted sequentially. This new solution is then compared 
with the current global best solution. If this new solution is 
better than the global best solution, then the global best 
solution is updated. 

The global best solution and a randomly selected agent 
become the reference in these three guided searches. In the first 
guided search, a candidate is generated based on the movement 
of the corresponding agent toward the best global solution. In 

the second guided search, a candidate is generated based on the 
movement of the global best solution avoiding the 
corresponding solution. In the third guided search, a candidate 
is generated based on the movement of the corresponding agent 
relative to a randomly selected agent. If the randomly selected 
agent is better than the corresponding agent, then the third 
candidate is generated based on the movement of the 
corresponding agent toward the randomly selected agent. 
Otherwise, the third candidate is generated based on the 
movement of the corresponding agent, avoiding the randomly 
selected agent. 

The local search space is used for the first and second 
random searches in random searches. On the other hand, local 
search space is not needed in the third random search. The 
local search space width declines linearly due to the increase in 
the iteration. In the first random search, a candidate is 
generated within the local search space of the corresponding 
agent. In the second search space, a candidate is generated 
within the local search space of the global best solution. A 
candidate is generated within the search space in the third 
random search. The illustration of these six searches is 
presented in Fig. 1. 

Based on the previous explanation, the rationale of the 
proposed strategy is highlighted and summarized as follows. 

 The multiple searches are proven better than single 
search as the multiple search approach is adopted in 
various shortcoming metaheuristics. 

 The balance between the guided searches and random 
searches is designed to give balance between 
exploration capability and exploitation capability. 

 Multiple references are adopted to expand the searching 
capability because searching process cannot depend on 
only single reference. 

 The strict acceptance-rejection approach is adopted to 
avoid the searching process moves to the worse solution 
or area. 

 
  

(a) (b) (c) 

   

(d) (e) (f) 

Fig. 1. Illustration of six searches in TOTO: (a) First guided search, (b) Second guided search, (c) Third guided search, (d) First random search, (e) Second 

random search, and (f) Third random search. 
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The algorithm of TOTO is then constructed based on its 
main concept as the formalization of this metaheuristic. This 
algorithm is presented in algorithm 1. Equation (1) to (11) is 
used as formalization of the related process. The annotations 
used in this paper are as follows. 

a agent 

A set of agents 

abest global best agent 

asel randomly selected agent 

al lower boundary 

au upper boundary 

c1 first candidate 

c2 second candidate 

c3 third candidate 

c4 fourth candidate 

c5 fifth candidate 

c6 sixth candidate 

csel selected candidate 

f fitness function 

r1 real uniform random number between 0 and 1 

r2 integer uniform random number between 1 and 2 

r3 real uniform random number between -1 and 1 

t iteration 

tmax maximum iteration 

u uniform random 
 

algorithm 1: main algorithm of TOTO 

1 Begin 

2   for all a in A 

3     generate a using (1) 

4     update abest using (2) 

5   end for 

6   for t = 1 to tmax 

7     for all a in A 

8       first guided search using (3) 

9       second guided search using (4)  

10       third guided search using (5) and (6) 

11       first random search using (7) 

12       second random search using (8) 

13       third random search using (9) 

14       choose csel using (10) 

15       update a using (11) 

16       update abest using (2) 

17     end for 

18   end for 

19 end 

   (     )  (1) 

       {
   ( )   (     )

          
  (2) 

       (         )   (3) 

           (         )  (4) 

      ( )    (5) 

   {
    (        )  (    )   ( )

    (        )     
 (6) 

       (  
 

  
) (     )  (7) 

           (  
 

  
) (     ) (8) 

        (     )   (9) 

            ( ( ))   10) 

   {
      (    )   ( )

      
  11) 

The explanation of (1) to (11) is as follows. Equation (1) 
states that the initial solution is randomized within the search 
space. Equation (2) states that the global best solution is 
updated by comparing the current value of the global best 
solution and the new value of the corresponding agent. If the 
corresponding agent is better than the global best solution, then 
the corresponding agent replaces the current global best 
solution. Equation (3) states that the candidate of the first 
guided search is generated based on the movement of the 
corresponding agent toward the global best solution. Equation 
(4) states that the candidate of the second guided search is 
generated based on the movement of the global best solution 
avoiding the corresponding agent. Equation (5) states that an 
agent is randomly selected among the population. Equation (6) 
states that the candidate of the third guided search is generated 
based on the movement of the corresponding agent relative to a 
randomly selected agent. Equation (7) states that the candidate 
of the first random search is generated based on the 
neighborhood search around the corresponding agent. Equation 
(8) states that the candidate of the second random search is 
generated based on the neighborhood search around the global 
best solution. Equation (9) states that the candidate of the third 
random search is generated based on the constant random 
search within the search space. Equation (10) states that the 
best candidate among these six candidates is selected to be 
compared with the corresponding solution. Equation (11) states 
that this candidate replaces the corresponding solution if this 
candidate is better than the corresponding solution. 

The algorithm complexity of TOTO is presented as 
O(6tmax.n(A)). Based on this presentation, the complexity of 
TOTO is affected by two parameters: maximum iteration and 
population size. Each parameter has a linear proportion to the 
complexity. 

IV. SIMULATION AND RESULT 

This section discusses the performance analysis regarding 
the proposed metaheuristic. Some optimization tests are carried 
out due to provide the performance data. The first test is carried 
out to evaluate the performance of TOTO in solving classic 23 
functions. These functions are standard as benchmark tests in 
many works proposing new metaheuristics. These functions 
consist of seven high dimension unimodal functions (Sphere, 
Schwefel 2.22, Schwefel 1.2, Schwefel 2.21, Rosenbrock, Step, 
and Quartic), six high-dimension multimodal functions 
(Schwefel, Rastrigin, Ackley, Griewank, Penalized, and 
Penalized 2), and ten fixed dimension multimodal functions 
(Shekel Foxholes, Kowalik, Six Hump Camel, Branin, 
Goldstein-Price, Hartman 3, Hartman 6, Shekel 5, Shekel 7, 
and Shekel 10). The second test is carried out to analyze the 
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hyperparameters of TOTO. The third test is carried out to 
evaluate the performance of TOTO in solving the practical 
optimization problem. The third test is carried out to evaluate 
the performance of TOTO in solving a real-world optimization 
problem. The portfolio optimization problem is chosen as the 
use case in this work. 

The first test compares TOTO with five shortcoming 
swarm-based metaheuristics: GWO, MPA, MLBO, GSO, and 
GPA. GWO and MPA are older than the others but widely 
used in various optimization works. On the other hand, MLBO, 
GSO, and GPA are newer, but the use of these metaheuristics 
is still rare. 

Several parameters regarding the first test are set as follows. 
The population size is 10. The maximum iteration is 50. The 
problem dimension is 50. The fishing aggregate devices for 
MPA are 0.5. The number of candidates for GPA is 5. The 
result is presented in Table II. The average fitness score, less 
than 10-4, is rounded to the nearest 10-4 value. The best score in 
every function is presented in bold font. The cluster-based 
comparison is presented in Table III. 

Table II indicates the excellent performance of TOTO in 
solving the 23 classic functions and competing with five other 
metaheuristics. The result presents that TOTO can find the 

optimal global solution of eight functions (Sphere, Schwefel 
2.22, Schwefel 2.21, Rastrigin, Ackley, Six Hump Camel, and 
Goldstein-Price). Moreover, TOTO also performs as the best 
metaheuristics in solving 17 functions. Seven high-dimension 
unimodal functions (Sphere, Schwefel 2.22, Schwefel 1.2, 
Schwefel 2.21, Rosenbrock, Step, and Quartic), five high-
dimension multimodal functions (Rastrigin, Ackley, Griewank, 
Penalized, and Penalized 2), and five fixed dimension 
multimodal functions (Kowalik, Six Hump Camel, Branin, 
Goldstein-Price, and Shekel 7). But other metaheuristics also 
find the optimal global solutions in solving three functions 
(Schwefel 2.22, Six Hump Camel, and Branin). 

Table III strengthens the superiority of TOTO. TOTO is 
better than GWO, MPA, MLBO, GSO, and GPA in solving 22, 
21, 21, 19, and 15 functions, respectively. GWO becomes the 
easiest metaheuristic to beat. On the other hand, GPA becomes 
the most challenging metaheuristic to beat. Compared to GPA, 
TOTO is superior in solving high-dimension functions. On the 
other hand, GPA is superior in solving fixed-dimension 
functions. 

In the second test, the performance of TOTO is evaluated 
due to the increase in the maximum iteration. This test has 
three maximum iterations: 100, 150, and 200. The result is 
presented in Table IV. 

TABLE II.  SIMULATION RESULT (AVERAGE FITNESS SCORE) 

Function GWO MPA MLBO GSO GPA TOTO Better than 

Sphere 7.4328x102 2.8092x103 1.5375x104 2.2247x104 1.5742x102 0.0000 GWO, MPA, MLBO, GSO, GPA 

Schwefel 2.22 0.0000 0.0000 0.0000 9.9113x1063 0.0000 0.0000 GSO 

Schwefel 1.2 2.6197x104 1.9080x104 3.8128x104 4.5054x104 8.5787x103 0.0003 GWO, MPA, MLBO, GSO, GPA 

Schwefel 2.21 1.6220x101 2.2948x101 4.1616x101 4.0027x101 2.2449x101 0.0000 GWO, MPA, MLBO, GSO, GPA 

Rosenbrock 2.2470x106 9.1381x105 1.0097x107 1.9217x107 7.9361x103 4.8833x101 GWO, MPA, MLBO, GSO, GPA 

Step 9.2781x102 3.0696x103 1.5544x104 2.0205x104 1.4096x102 9.0134 GWO, MPA, MLBO, GSO, GPA 

Quartic 0.8404 0.7544 8.0704 1.6288x101 0.3552 0.0037 GWO, MPA, MLBO, GSO, GPA 

Schwefel -1.2504x101 -3.6788x103 -5.125x103 -5.1120x103 -1.1075x104 -5.648x103 GWO, MPA, MLBO, GSO 

Ratsrigin 1.3626x101 3.1846x102 3.8775x102 3.7542x102 1.8105x102 0.0000 GWO, MPA, MLBO, GSO, GPA 

Ackley 2.1327 9.1212 1.5494x101 1.9245x101 4.5612 0.0000 GWO, MPA, MLBO, GSO, GPA 

Griewank 1.6133 2.4440x101 1.4181x102 2.0615x102 2.2037 0.0021 GWO, MPA, MLBO, GSO, GPA 

Penalized 2.0545x105 9.0031x102 1.5497x106 1.1357x107 1.6725x101 0.6670 GWO, MPA, MLBO, GSO, GPA 

Penalized 2 3.0459x107 3.4758x105 1.9640x107 4.4838x107 4.4657x101 2.9620 GWO, MPA, MLBO, GSO, GPA 

Shekel Foxholes 2.3602x101 8.1399 3.9583 9.3023 1.0927 1.1388 GWO, MPA, MLBO, GSO 

Kowalik 0.1970 0.0121 0.0046 0.0150 0.0053 0.0015 GWO, MPA, MLBO, GSO, GPA 

Six Hump Camel 0.2901 -1.0037 -1.0235 -1.0316 -1.0316 -1.0316 GWO, MPA, MLBO 

Branin 5.5155x101 0.9437 0.4016 0.3981 0.3981 0.3981 GWO, MPA, MLBO 

Goldstein-Price 6.0122x102 8.5646 3.8505 4.2277 3.0001 3.0000 GWO, MPA, MLBO, GSO, GPA 

Hartman 3 -0.0010 -3.5541 -0.0495 -0.0426 -0.0495 -0.0495 GWO, GSO 

Hartman 6 -0.0051 -1.5787 -3.1239 -2.9718 -3.2998 -3.2103 GWO, MPA, MLBO, GSO 

Shekel 5 -0.2731 -1.0622 -3.5332 -6.6056 -5.6785 -6.5205 GWO, MPA, MLBO, GPA 

Shekel 7 -0.2936 -1.3635 -5.5027 -5.3298 -8.1483 -7.6367 GWO, MPA, MLBO, GSO, GPA 

Shekel 10 -0.3217 -1.4165 -4.3085 -6.0164 -9.5547 -5.7171 GWO, MPA, MLBO 
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TABLE III.  CLUSTER BASED COMPARISON 

Cluster GWO MPA MLBO GSO GPA 

1 6 6 6 7 6 

2 6 6 6 6 5 

3 10 9 9 6 4 

Total 22 21 21 19 15 

TABLE IV.  RELATION BETWEEN MAXIMUM ITERATION AND AVERAGE 

FITNESS SCORE 

Function 
Average Fitness Score 

tmax = 100 tmax = 150 tmax = 200 

Sphere 0.0000 0.0000 0.0000 

Schwefel 2.22 0.0000 0.0000 0.0000 

Schwefel 1.2 0.0000 0.0000 0.0000 

Schwefel 2.21 0.0000 0.0000 0.0000 

Rosenbrock 4.8843x101 4.8848x101 4.8845x101 

Step 8.7200 8.5779 8.9453 

Quartic 0.0011 0.0008 0.0003 

Schwefel -6.4723x103 -6.7829x103 -7.3773x103 

Ratsrigin 0.0000 0.0000 0.0000 

Ackley 0.0000 0.0000 0.0000 

Griewank 0.0000 0.0000 0.0000 

Penalized 0.6270 0.5446 0.5199 

Penalized 2 2.9369 2.8683 2.8744 

Shekel Foxholes 1.1869 0.9980 0.9980 

Kowalik 0.0015 0.0015 0.0006 

Six Hump Camel -1.0316 -1.0316 -1.0316 

Branin 0.3981 0.3981 0.3981 

Goldstein-Price 3.0000 3.0000 3.0000 

Hartman 3 -0.0495 -0.0495 -0.0495 

Hartman 6 -3.2681 -3.2221 -3.2169 

Shekel 5 -7.3673 -7.7048 -8.2857 

Shekel 7 -8.1151 -8.8114 -8.8197 

Shekel 10 -8.5191 -8.4954 -9.0716 

Table IV indicates that the increase in maximum iteration 
does not improve the performance of TOTO in most functions. 
There are two possible reasons for this circumstance. The first 
reason is the optimal global solution has been found when the 
maximum iteration is still low. The second reason is TOTO 
fails to improve, although the optimal global solution has yet to 
be found. In some functions, the increase of maximum iteration 
improves the performance of TOTO but is less significant. 
Fortunately, when the maximum iteration increases, TOTO can 
find the optimal global solution of Schwefel 1.2, Griewank, 
and Shekel Foxholes. 

In the third test, the performance of TOTO is evaluated due 
to the increase of population size.  There are three values of 
population size: 20, 30, and 40. The result is presented in 
Table V. 

TABLE V.  RELATION BETWEEN POPULATION SIZE AND AVERAGE 

FITNESS SCORE 

Function 
Average Fitness Score 

n(S) = 20 n(S) = 30 n(S) = 40 

Sphere 0.0000 0.0000 0.0000 

Schwefel 2.22 0.0000 0.0000 0.0000 

Schwefel 1.2 0.0003 0.0000 0.0000 

Schwefel 2.21 0.0000 0.0000 0.0000 

Rosenbrock 4.8806x101 4.8727x101 4.8723x101 

Step 8.0915 7.7506 7.2435 

Quartic 0.0027 0.0012 0.0011 

Schwefel -6.0975x103 -6.746x101 -6.8492x103 

Ratsrigin 0.0000 0.0000 0.0000 

Ackley 0.0000 0.0000 0.0000 

Griewank 0.0006 0.0000 0.0000 

Penalized 0.5811 0.5286 0.4791 

Penalized 2 2.8680 2.7882 2.8189 

Shekel Foxholes 0.9980 0.9980 0.9980 

Kowalik 0.0015 0.0006 0.0009 

Six Hump Camel -1.0316 -1.0316 -1.0316 

Branin 0.3981 0.3981 0.3981 

Goldstein-Price 3.0000 3.0000 3.0000 

Hartman 3 -0.0495 -0.0495 -0.0495 

Hartman 6 -3.2551 -3.2150 -3.2796 

Shekel 5 -7.8440 -8.1561 -8.0214 

Shekel 7 -8.1235 -8.7475 -9.3842 

Shekel 10 -7.4649 -9.1384 -9.4117 

Table V indicates there are also two circumstances 
regarding the increase in the population size. First, the 
performance of TOTO needs to improve the increase in 
population size. Like in the second test, this circumstance 
happens because the optimal global solution has been found or 
TOTO fails to improve, although the optimal global solution 
has yet to be found. Like in the first test, the population size 
increase also makes TOTO find the optimal global solution of 
three more functions: Schwefel 1.2, Griewank, and Shekel 
Foxholes. Meanwhile, in some other functions, TOTO can 
improve its performance. 

In the fourth test, TOTO is challenged to solve the portfolio 
optimization problem as a real-world problem. In this work, the 
optimization determines the stocks the investor should buy. 
The stocks selected in this work are stocks from the banking 
sector in Indonesia, which are listed in Kompas 100 index. 
Kompas 100 is a list that consists of preferred stocks in 
Indonesia. 13 stocks in the banking sector are listed in Kompas 
100. Detailed information regarding these stocks is presented 
in Table VI. In Table VI, the second column represents the 
stock index, the third column represents the stock price taken 
on 11 November 2022, and the third column represents the six-
month capital gain of these stocks. The price and capital gain 
are presented in rupiah per share. 
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TABLE VI.  STOCK INFORMATION 

No Stock Index Price Capital Gain 

1 AGRO 525 -410 

2 AMAR 366 42 

3 ARTO 5,700 -2,100 

4 BACA 136 -23 

5 BBCA 8,725 1,350 

6 BBHI 2,380 -2,450 

7 BBNI 9,175 325 

8 BBRI 4,590 260 

9 BTPN 2,620 90 

10 BMRI 10,100 2,225 

11 BNBA 1,530 -310 

12 BRIS 1,360 -55 

13 BTPS 3,060 110 

The objective of this portfolio optimization is to maximize 
the total capital gain. The total capital gain is calculated by 
accumulating the capital gain from the stocks. Two constraints 
limit this optimization. The first constraint is that the investor 
can purchase stock from 100 to 1,000 lots for each stock. One 
lot means 100 shares. The second constraint is that the 
maximum investment is 4,000,000,000 rupiah. This work 
benchmarked TOTO with GPA, GSO, MLBO, MPA, and 
GWO. The population size is ten, and the maximum iteration is 
50. The result is presented in Table VII. 

TABLE VII.  PORTFOLIO OPTIMIZATION RESULT 

No Metaheuristic Total Capital Gain 

1 TOTO 382,157,681 

2 GPA 384,955,295 

3 GSO 289,744,968 

4 MLBO 361,041,190 

5 MPA 188,953,890 

6 GWO -16,222,768 

Table VII indicates the good performance of TOTO. It is 
shown that TOTO outperforms GSO, MLBO, MPA, and GWO. 
Meanwhile, GPA is better than TOTO with very narrow gap. 
GWO becomes the metaheuristic with the poorest performance 
because it produces negative total capital gain which means 
loss. 

V. DISCUSSION 

This fifth section will discuss the more profound analysis of 
the result and findings. This discussion consists of four parts. 
The first part is the discussion regarding the performance of 
TOTO in solving the 23 classic functions. The second part is 
the discussion regarding hyperparameters. The third part is the 
discussion regarding the performance of TOTO in solving the 
portfolio optimization problem. The fourth part is the 
discussion regarding the limitation of this work, especially the 
proposed metaheuristic. 

The first discussion is about the performance of TOTO. 
TOTO performs well in solving the classic 23 functions and 
benchmarking with five other metaheuristics. As mentioned 
previously, TOTO performs as the best metaheuristic in 
solving 17 functions in the low population size and low 
maximum iteration circumstances. Meanwhile, TOTO can find 
the optimal global solution of eight functions in these 
circumstances. Moreover, TOTO can find the optimal global 
solution of three additional functions in the high maximum 
iteration or population size circumstances. Comparing 
metaheuristics, TOTO is better than GWO, MPA, MLBO, and 
GSO in almost all functions. Meanwhile, TOTO is better than 
GPA in 15 functions. 

In general, the superiority of TOTO occurs in all three 
groups of these 23 functions. It means that TOTO can tackle 
various problems indicated in these functions. Due to the 
consideration that multimodal functions are used to test the 
exploration capability while unimodal functions are used to test 
the exploitation capability [40], the proposed TOTO is proven 
in having superior exploration and exploitation capabilities. 
Meanwhile, the inferiority of TOTO in solving the fixed 
dimension multimodal functions compared to GPA is that GPA 
performs very well in solving the fixed dimension multimodal 
problems. But the superiority of GPA in solving these 
functions comes with the consequence that the complexity of 
GPA is higher than TOTO. GPA generates several candidates 
in its searches, whether it’s guided search toward the global 
best solution or its local search [21]. On the other hand, the 
tournament of six searches adopted in TOTO is proven better 
than the multiple candidate strategy adopted in GPA [21]. The 
result also proves that the sorting mechanism at the beginning 
of the iteration, as adopted in GWO [41], is unimportant. 

The second discussion is related to hyperparameter analysis. 
Theoretically, the population size and maximum iteration 
positively affect the performance of metaheuristics. Meanwhile, 
the result in Table III and Table IV indicates that after some 
level, the increase of maximum iteration or population size 
remains the same. In the low maximum iteration or population 
size, the increase of one of these two parameters may improve 
the result. But, increasing one of these parameters does not 
produce a better result in the high maximum iteration and 
population size. In almost all functions, the acceptable solution, 
whether globally optimal or sub-optimal, has been found in the 
low maximum iteration and population size. 

The third discussion is related to the performance of TOTO 
in solving the portfolio optimization problem. The result 
indicates that TOTO performs well in solving this problem by 
producing the second-best total capital gain. On the other hand, 
GPA becomes the best one. Fortunately, the performance gap 
between GPA and TOTO is very narrow. This test also 
indicates that real-world optimization problems should be used 
to test all metaheuristics. This result shows that the 
performance gap in the portfolio optimization problem is 
narrow compared with the classic 23 functions. It is also 
indicated that gaining significant improvement in the real-
world optimization problem is much more complicated than in 
the theoretical optimization problem, primarily when the 
solution is based on an integer number. 
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The fourth discussion is regarding the limitation of this 
work and the proposed metaheuristic. This paper has presented 
that metaheuristics with multiple strategies generally perform 
better than other metaheuristics with one or two strategies. 
Meanwhile, TOTO adopts only six strategies (three guided and 
three random searches). On the other hand, there are a lot of 
other guided searches, and random searches can be chosen. It 
means TOTO can be improved by embedding more searches 
into this metaheuristic. But there are also limitations in 
embedding new searches. The first limitation is that it can only 
accommodate some searches into a single metaheuristic. The 
second limitation is that accommodating various searches into 
a single metaheuristic is also not wise because some may be 
less effective than other searches. The question is which 
searches are better than others. In other words, in which 
condition is some searches better than others. 

The limitation that has been previously discussed makes the 
development of a new metaheuristic still possible. Although 
the references used in the guided search converge to the best or 
randomly selected solution, the selection of these references is 
still various. For example, many metaheuristics choose the best 
solution so far like in GPA [21], the best solution in the current 
iteration like in COA [15], or some best solutions as the leader. 
In many metaheuristics, for example in RLSBO [27], a 
randomly selected solution or some randomly selected 
solutions are uniformly selected among the population. On the 
hand, like in SO [10], some solutions from some fixed-size 
groups are randomly chosen to reduce dependency on the best 
solution that may come with convergence too early. 

The second opportunity comes from the motive to 
minimize the maximum iteration or population size. This work 
demonstrated that TOTO could perform well in low population 
sizes and maximum iteration. Theoretically, the performance of 
any metaheuristic can be improved by increasing the 
population size or maximum iteration to a very high number. 
Meanwhile, this work has demonstrated that choosing an 
appropriate strategy can be a better option than just scaling up 
the maximum iteration or population size, which is closer to 
the greedy approach. 

The third opportunity comes from the scalability aspect. 
For example, large-scale problems with very high dimensions 
can be found easily in many real-world optimization problems, 
such as optimizing the purchase order of a supermarket with 
hundreds of stock-keeping units or optimizing the investor’s 
portfolio with hundreds of stocks can be chosen. Large-scale 
optimization problems consume more computational resources, 
whether from increasing the maximum iteration or population 
size so that a sub-optimal solution can be found. It is still 
challenging to develop a new metaheuristic that does not need 
excessive computational resources in handling the large-scale 
problems. 

VI. CONCLUSION 

A new swarm-based metaheuristic, namely TOTO, with its 
superior performance, has been presented in this paper. This 
paper also has presented a novel mechanism for adopting three 
guided and three random searches in a competition to find a 
better solution. The test result indicates that TOTO and 
precisely the strategy adopted in this metaheuristic perform 

better not just in beating some previous metaheuristics but also 
finding acceptable solutions in the low maximum iteration and 
low population size circumstances. This work presents that 
TOTO can find the optimal global solution of eleven functions. 
Moreover, TOTO is better than GWO, MPA, MLBO, GSO, 
and GPA in solving 22, 21, 21, 19, and 15 functions, 
respectively. It means TOTO can tackle problems faced in the 
three groups of functions. In the test related to a portfolio 
optimization problem, TOTO is better than GWO, MPA, 
MLBO, and GSO by producing better total capital gain. 

Due to the limitations of this work, this work and especially 
the proposed metaheuristic can become the baseline for future 
studies. These future studies can be carried out by improving 
TOTO or implementing TOTO to solve various real-world 
optimization problems. 
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Abstract—This paper aims to investigate the main factors that 

have an impact on the adoption of cloud-based enterprise 

resource planning (ERP) among small- and medium-sized 

enterprises (SMEs) in the Republic of Iraq using TOE, DOI, and 

HOT-fit as a theoretical framework. Data was collected from 136 

decision maker senior executives, and IT managers in SMEs in 

the Republic of Iraq. A web-based survey questionnaire was used 

for data collection processes. The research model and the derived 

hypotheses were tested using SPSS and SmartPLS. The findings 

indicate several specific factors have a significant effect on the 

adoption of cloud-based ERP. This conclusion can be utilized in 

enhancing the strategies for approaching cloud-based ERP by 

pinpointing the reasons why some SMEs choose to adopt this 

technology and success during the adoption phase, while others 

still do not go forward with the adoption. This study provides an 

overview and empirically shows the main determinants logistical 

factors that might face SMEs in the Republic of Iraq. The 

findings also help SMEs consider their information technologies 

investments when they think to adopt cloud-based ERP. 

Keywords—SMEs; TOE; DOI and HOT-fit frameworks; 

Cloud-based ERP; ICT; SmartPLS; SPSS 

I. INTRODUCTION 

Business competitiveness can be improved and can 
provide a significant benefit for businesses when using 
information and communication technologies (ICTs) [1]. One 
of the types of businesses are small and medium sized 
enterprises (SMEs) [2]. SMEs are an important part of every 
country’s economy because they provide most new jobs and 
drive technical advancement. SMEs account for a more 
significant proportion of all businesses and GDP than any 
other sector1. SMEs have historically played an essential role 
in contributing to the economic development of many 
countries worldwide. SMEs are playing a critical role and 
considered essential in the world's economies, providing jobs, 
adding value, and stimulating innovation1. 

However, SMEs face various logistical challenges and 
determinants compared to large corporations. They have less 

budget allocated and fewer staff [3], making their computing 
environment less complex than equivalent large enterprises. 
Moreover, SMEs face requirements similar to those 
experienced by larger companies. Therefore, SMEs need to 
improve their service level to achieve the targeted goals of the 
company. According to [2], SMEs will be expected to modify 
various logistics to suit the needs of their information 
technology (IT) departments. Thus, SMEs need to use IT 
technologies to achieve a higher level of competence and 
efficiency. The use of enterprise resource planning (ERP) 
systems offers SMEs numerous tangible benefits. Improving 
competitive organizational position in the market is 
considered the most interesting benefit when implementing 
ERP systems. According to [4], ERP provides a real-time 
infrastructure for a company’s back-end systems, including 
(purchasing, marketing, sales and inventory, procurement, 
finance, and human resources) (p.1). However, utilizing 
standard ERP has several disadvantages for businesses; for 
instance, on-premise ERP require excessive expenses in terms 
of initial investments [5]. The author in [6] believed that one 
of the criteria for SMEs to select ERP systems is to check the 
affordability. Therefore, there was a need for cloud ERP 
systems that were lower in cost and less time consuming than 
traditional ERP systems, and that is where ICT can be an 
asset. 

Due to dramatic business changes, there has been globally 
widespread use of ICTs among various size enterprises, 
specifically SMEs. The author in [1] found the use of ICTs by 
SMEs impacts livelihoods and reduces vulnerabilities. 
Moreover, applying ICT innovatively in SMEs within most 
developing countries will increase the opportunity to create 
jobs. Cloud computing technology is an ICT that helps 
organizations leverage new IT development at an affordable 
cost. It has grown in importance as a source of new business 
service innovations. SMEs will better utilize their limited IT 
resources by using cloud computing to increase IT system 
stability and scalability. Therefore, SMEs have been identified 
as the main beneficiaries of cloud computing [7]. 

*Corresponding Author. 
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In this regard, the field of ERP has seen an evolution 
through the development of cloud-based ERP systems [2]. 
Cloud ERP system enables users to transfer and share 
information in real-time due to its three-layer architecture [4]. 
Moreover, cloud ERP can be used without IT infrastructure 
requirements; all updates are reported and processed 
immediately by the providers [8]. Thereby, cloud-based ERP 
is a cost-effective alternative to traditional ERPs. As a result, 
adopting these solutions would be highly beneficial to SMEs. 

Cloud-based ERP solutions offer various significant 
benefits to SMEs due to their cost and time effectiveness. 
Cloud services enable SMEs to save money by extending the 
flexibility and agility of internal and external operations while 
also lowering manufacturing costs. Additionally, the ERP 
market has expanded with the advent of cloud-based ERP 
solutions [2]. Cloud ERP systems in past few years are 
gaining more attention in the market, especially among SMEs, 
however, it has been recognized that SMEs have low 
motivation toward the adoption of this technology [9] due to 
failure of implementation after the adoption of cloud ERP 
system. The author in [10] stated that SMEs’ decision makers 
face failure after cloud ERP implementation due to lack of 
knowledge and experience. Therefore, it is critical to identify 
the factors and recognize the issues leading to implementation 
failure through the adoption stage. To have a successful 
adoption, decision makers are required to understand and 
evaluate the factors affecting the adoption of cloud ERP. 

Although several studies have attempted in the past to 
assist decision-makers in addressing their worries about cloud 
ERP adoption, it’s worth noting that most of these proposed 
frameworks and models have several limitations. Because 
present models and frameworks primarily focus on the 
operational and tactical levels, the frameworks and models 
themselves are limited (that is, they do not encompass many 
perspectives). Moreover, there was a lack of research and 
studies on the factors that affect the use of cloud-based ERP in 
developing Middle East countries [11]. Additionally, most 
past studies have been undertaken in developed countries and 
the North Asia Pacific region [12]. Very few studies have 
been conducted to study the factors affecting cloud ERP 
adoption in developing nations, notably among SMEs in the 
Republic of Iraq. The adoption of cloud ERP systems in the 
Republic of Iraq is still at an early stage. To the best of the 
author's knowledge, no previous study has investigated the 
factors that may influence an SME's decision to adopt a cloud 
ERP system in the private sector in Iraqi SMEs. Therefore, 
this study aims to address the abovementioned gap by 
examining the factors influencing the adoption of cloud ERP 
in Iraqi SMEs from the perspective of decision-makers. The 
study addresses the following research questions: 

 What are the critical factors leading to the adoption of 
cloud-based ERP system in Iraqi SMEs? 

 How can the relationships between the factors and the 
adoption of cloud-based ERP can be modelled? 

The study integrates three relevant frameworks, which 
were the Diffusion of innovation (DOI), the technology 
organization environment (TOE) framework and technology, 
human, and organization (HOT-fit) framework. Based on 

these frameworks and due to the dynamic nature of cloud 
ERP, a multidisciplinary approach is required to explain the 
decision-making aspects impacting cloud ERP adoption. This 
study proposes an integrated model to identify the main 
factors that will encourage or prevent SME decision-makers in 
Iraq from moving on to cloud-based ERP systems, using web-
based survey system for data gathering. This paper is 
organised as follows. The literature review of the cloud-based 
ERP and the problem area following by prior research studies 
are presented in Section II. In Section III we present our 
research model and the theoretical frameworks that has been 
used. The research hypothesis of the research model is 
presented in Section IV. The Methodology of the study is 
located in Section V. In Section VI, the findings of our study 
are presented. Section VII and Section VIII contain the 
discussion and the contribution. We conclude the paper in 
Section IX with a conclusion, limitations and future work. 

II. LITERATURE REVIEW 

A. Cloud-based ERP 

Cloud computing’s popularity has accelerated in recent 
years [13]. Additionally, the concept of ERP adoption 
(particularly for on-premise systems) has been extensively 
investigated. Nevertheless, over the last six years, cloud-based 
ERP (also known as cloud ERP) has gained popularity [14]. 
Cloud ERP is defined in this section as software applications 
that integrate business processes and transaction-oriented data 
across an organization via a model that enables ubiquitous, 
convenient, on-demand network access with minimal 
management effort or service provider response. For decades, 
ERP systems have been adopted as industry-standard software 
that satisfies business requirements. With the advent of cloud 
infrastructure, ERP software vendors are aggressively 
investing in cloud-based ERP systems, and this deployment 
model is gaining traction as a practical method of delivering 
ERP software [15]. Cloud-based ERP systems enable 
businesses to rent their whole ERP system landscape from 
various service providers, including software and 
infrastructure providers. 

Future SME growth was significantly correlated with 
(Internet of Things) implementation. Investments in 
technology could help SMEs develop more rapidly than 
previously anticipated. SMEs must use technical innovations 
and e-commerce products to increase their competitive 
advantage [2]. With regard to SMEs, similar studies 
supporting the usage of radio-frequency identification 
technology to address the idea of technical advancements 
within SMEs. As a result, technical innovations in relation to 
the adoption of cloud-ERP systems would be extremely 
beneficial in accelerating the growth of SMEs. 

Cloud-based ERP systems arose in the mid-2000s as an 
alternative to on-premise ERP systems, particularly for 
handling upgrades and maintenance operations [16]. Cost 
pressures on enterprises have led to an increase in the use of 
cloud computing solutions [17]. The use of cloud services is 
growing as the cost of these systems falls. Cloud-based ERP 
system is broadly classified into three categories: SaaS 
(software-as-a-service), IaaS (Infrastructure-as-a-server) and 
Hybrid cloud ERP [8]. 
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B. Prior Research Studies in Cloud ERP Adoption 

The use of cloud-based ERP systems by SMEs would 
contribute to their growth by addressing issues and enhancing 
their competitiveness [2]. Because cloud ERP would increase 
productivity and efficiency while also lowering electricity 
costs, it is a more cost-effective option [10]. 

Numerous studies have been undertaken to evaluate the 
benefits and challenges that businesses encounter when 
implementing cloud ERP in their businesses [9] [18]. Some 
researchers have concentrated on cloud ERP adoption in 
various locations such as Europe, the United States, Australia, 
and Asia [19] [20]. Others have concentrated on the 
acceptance of cloud ERP in various industries such as 
banking, healthcare, and manufacturing [11] [21] [22]. 

The author in [2] investigated the key logistical 
determinants of cloud ERP adoption in SMES in developing 
Middle Eastern countries in order to improve cloud ERP 
approach strategies by examining why some SMEs embrace 
this technology while others do not. The DOI and TOE 
theoretical frameworks were used to investigate 14 variables 
in this study. Although the study contributes to the adoption of 
cloud ERP, the study model did not include the human 
context. The author in  [23] investigated the difficulties of 
cloud ERP implementation. They also investigated the 
primary advantages of issues encountered during cloud-ERP 
installation. However, their study was not focused on the 
adoption phase. The author in [24] examined the factors 
influencing cloud ERP adoption by manufacturing SMEs in 
Nigeria. The TOE framework and the DOI theory was used to 
develop a theoretical model and validated the factors using 
quantitative analysis. Their findings indicated that cost 
savings, compatibility, and data privacy are the primary and 
most significant elements influencing the technological 
background for cloud ERP adoption. However, they ignore 
decision makers factors. The author in [25] investigated the 
reasons for SMEs in developing countries’ unwillingness to 
use Cloud ERP. The study has examined several factors that 
lead to the reluctance of Cloud ERP based on individual, 
innovation and organizational characteristics from twenty 
SMEs in Namibia. This study has some limitations regarding 
the number of data collected. Moreover, the study covered the 
SMEs during the implementation phase. 

The author in [26] conducted a study that incorporated the 
TOE framework. He tried to ascertain the variations in TOE 
characteristics between firms that implemented Cloud ERP 
systems and those that did not. However, the study had no 
intention of researching any organization’s size, and the 
responders to the results were not decision-makers within the 
firm. The author in [19] created a theoretical model utilizing 
the TOE framework and hypothesized the effect of critical 
factors on the intention of SMEs in Malaysia, to use cloud-
based ERP systems. However, their findings have no 
noticeable effect on cloud-based ERP adoption. Their findings 
are ambiguous and have limitations when it comes to decision 
makers' characteristic determinants. The author in [11] 
combined the TOE and DOI frameworks to construct a model 
for examining the factors driving cloud ERP system adoption 
in Saudi Arabian organizations. Their study had limitations 
that it did not consider critical variables such as security and 

privacy, nor did it take into account the characteristics of 
decision-makers that could influence cloud adoption. The 
author in [18] explored the challenges to cloud ERP adoption 
in Pakistani SMEs using a qualitative methodology in 
association with unstructured interviews. According to the 
study, ten potential barriers to the adoption were identified the 
primary issues to determine whether to accept or reject cloud 
ERP solutions. However, their analysis excluded human 
features and relied entirely on qualitative data. 

Furthermore, while most of previous studies emphasize the 
technological aspects of cloud ERP, they overlook the human 
and organizational aspects [12]. Even though some concepts 
of cloud computing technology are universal, others will differ 
due to different contexts and country requirements. Cloud 
ERP adoption also varies by country and industry. Although 
the researchers identify cloud ERP as a global IT 
phenomenon, they also emphasize that the factors influencing 
the adoption of cloud ERP play different roles in different 
economic environments. Human factors such as the 
characteristics of decision makers differ from country to 
country, even if the countries are located in the same region. 
Despite the importance of cloud-based ERP usage and its role 
to enhance the company’s performance, there was a lack of 
research and studies on the factors that affect the use of cloud-
based ERP in developing Middle East countries [11]. 

In summary, this study found that the preceding research 
on cloud-ERP adoption and its factors is twofold. First, the 
majority of the research has focused on the benefits and 
limitations of cloud ERP adoption, the development of cloud 
ERP frameworks, and the variables influencing cloud ERP 
implementation from a service's perspective in developed 
countries. However, few studies have been conducted on 
organizational perspectives, notably those of decision-makers 
or end-users, which are crucial for business cloud ERP 
adoption. As a result, numerous research uses the TOE 
paradigm to investigate the cloud-ERP implementation issue. 
Secondly, prior studies have emphasized the significance of 
technological, organizational, and environmental factors in 
cloud ERP adoption. The adoption of cloud ERP, however, 
varies depending on the human factors across industrial 
sectors. For instance, factors that may affect SME adoption 
decisions made by decision-makers have not been sufficiently 
examined in conjunction with other aspects in prior studies. 

III. THEORETICAL FRAMEWORK 

A. Research Model 

There is a tendency toward merging several frameworks or 
theories. In order to better explain adoption in the context of 
cloud-based ERP, the majority of academics combine two or 
more theories. The complementarity of various existing 
theories on technology adoption makes this approach 
applicable. DOI, TOE, and HOT fit theories complement one 
another to thoroughly understand the major determinants of 
technologies [22]. The TOE, DOI, and HOT-fit frameworks 
are the most influential theories in cloud service adoption 
studies in organizations [22]. The TOE framework is based on 
the organizational level theory, which provides a multi-
perspective framework by incorporating internal and external 
elements [27]. They also identified three institutional contexts 
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of the TOE framework, including the technological, 
organizational, and environmental contexts, which impact the 
adoption of technological innovations. The author in [28] 
defined DOI as a process for decreasing uncertainty, and he 
provided attributes that aid in reducing uncertainties about a 
technological invention. They are the following: Relative 
Advantage, Compatibility, Complexity, Trialability, and 
Observability. The author in [29] presented HOT-fit as an 

evaluation paradigm for health information systems. HOT-fit 
evaluates HIS systems on three dimensions (technology, 
human, and organization), arguing that user attitude and 
competence also affect technology adoption. 

The present study comprises four dimensions that 
influence cloud-ERP adoption: Technological context, 
Organizational contexts, Environmental context, and Human 
context. Fig. 1 illustrates the research model. 

 
Fig. 1. Research model. 

IV. RESEARCH HYPOTHESIS 

A. Technological Context 

The technological context in the original TOE framework 
referred to both internal and external technologies critical to a 
company [30]. The technological context has been developed 
by combining the DOI attributes and the technology 
dimension of TOE framework. 

The most influential factors in the innovation adoption 
have been adopted to create the technological contexts, 
include: relative advantage, compatibility, complexity, 
trialability, security and privacy, and cost saving. 

The Relative Advantage (RA) factor relates to determining 
if cloud ERP systems will benefit the indicated SME more 
than other technologies. This factor is a substantial and 
favorable influence in the choice to use cloud ERP [13]. 
According to [31], a company is more likely to adopt cloud 
ERP in its operations if it recognizes the potential benefits of 
cloud ERP over other traditional types of ERP. Moreover, RA 
has been identified as a significant element and is wholly 
associated with adopting IT innovations [32]. It was 
discovered that relative advantage has a considerable and 
beneficial effect on cloud service adoption in Lebanese SMEs 
[33]. 

Compatibility (CAT) is defined as the degree to which 
new technology is compatible with an organization's 
principles, current demands, and historical traditions. The 

author in [9] identified compatibility as a critical aspect in 
adopting innovation in cloud ERPs. While CAT was identified 
as a critical factor in the adoption of cloud services by SMEs 
[34]. However, it was not shown to affect cloud service 
adoption in Saudi Arabian higher education institutions [35]. 

Complexity (CEX) is a term that refers to how difficult 
innovation is to learn, use, and adopt. The more easily a 
business can integrate with technology, the more rapidly it 
may be accepted when innovation is primarily intended to add 
value to the business. Adopting new technology, such as cloud 
ERP Services, may present obstacles for SMEs, such as the 
need to modify current processes [36]. 

Trialability (TRA) has been viewed as a crucial necessary 
element of adopting new technology [7] [37] [38]. TRA is 
essential for early adopters than late adopters, as the latter can 
profit from the previous experience as a benchmark of the 
innovation's performance. 

Security and Privacy (SP) are described as (the extent to 
which cloud computing is seen as more secure than other 
computer ideas) [34]. The SP of an organization's data are 
significant obstacles to shifting data to the cloud. One of the 
most frequently mentioned concerns concerning cloud-based 
services is the cloud’s security and privacy. The term (cloud 
security and privacy) relates to various issues, including the 
cloud’s confidentiality and integrity [39]. 
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The Cost Saving (CT) of cloud ERP is defined as (the 
extent to which decision-makers view the entire cost of 
employing cloud ERP to be less than the cost of on-premise 
ERP). Cloud services support innovation by lowering IT 
investment costs and total IT capital expenditure [33]. The 
cost was shown to be a significant factor in determining 
whether to utilize cloud services by Australian SME’s [38]. 
These considerations lead to the following hypotheses: 

 H1: Relative advantage (RA) will positively influence 
the decision to adopt Cloud ERP within SMEs. 

 H2: Compatibility (CAT) will positively influence the 
decision to adopt Cloud ERP within SMEs. 

 H3: Complexity (CEX) will negatively influence the 
decision to adopt Cloud ERP within SMEs. 

 H4: Trialability (TRA) will positively influence the 
decision to adopt Cloud ERP within SMEs. 

 H5: Security (SP) and Privacy concerns will positively 
influence the decision to adopt Cloud ERP within 
SMEs. 

 H6: Cost Saving (CT) will positively influence the 
decision to adopt Cloud ERP within SMEs. 

B. Organizational Context 

The organizational context relates to the organization's 
properties and the resources available to foster innovation. In 
the context of cloud ERP, successful cloud ERP adoption 
requires the organization to endure both technical and 
organizational changes. The organizational context in this 
study includes firm size, employee’s cloud knowledge, and 
information intensity. 

The Firm Size (FS) has a significant impact on how 
quickly a technology innovation is being adopted. Numerous 
studies have demonstrated that an organization's size can 
positively influence its adoption of cloud services [7] [37]. 
The author in [37] demonstrated that the effect of certain 
variables varied according to organization size. 

Numerous studies have discovered that employee’s cloud 
knowledge (ECK) play a significant role in technology 
adoption decisions [7] [33]. Employees’ understanding of 
similar prior experiences can be viewed as showing the 
similarity between current practice and prior experience. As a 
result, an organization’s employees’ cloud knowledge and 
experience could be referred to as its technological capability. 
To use the ERP system through the cloud, staff must acquire 
both cloud-related expertise and prior ERP system experience. 

Information Intensity (INI) is defined as the degree to 
which a business's product or service contains information. 
The term (information intensity) relates to the amount of 
information available within a business service. Businesses in 
various areas require varying levels of information; for 
example, financial brokers require access to the most up-to-
date information. According to [40], INI positively affects the 
adoption of cloud services because the cloud can provide up-
to-date and appropriate information. According to [41], 
information intensity increases innovation adoption. Based on 

the discussion above, the following hypotheses are proposed 
for this study: 

 H7: Firm size (FS) will positively influence the decision 
to adopt Cloud ERP within SMEs. 

 H8: Employee’s knowledge/Experience (ECK) will 
positively influence the decision to adopt Cloud ERP 
within SMEs. 

 H9: Information Intensity (INI) will positively influence 
the decision to adopt Cloud ERP within SMEs. 

C. Environmental Context 

The environmental context refers to the location of the 
firm as indicated by the industry type. The researcher found 
several factors, including competitive pressure, industry type, 
and supplier effort and external support that might influence 
an organization's decision to adopt cloud ERP. 

Competitive Pressure (CP) refers to the degree to which an 
enterprise is under pressure from other external partners, such 
as competitors within the market [2]. Numerous studies have 
demonstrated the effect of competitive pressure on technology 
adoption, such as cloud ERP, in SMEs [26] [42], while other 
empirical studies have revealed no relationship between 
competitive pressure and technology adoption [7] [11]. 

The organization's industry sector (IN) has a significant 
impact on whether or not it decides to implement new 
technology [7]. Since firms in different sectors have varying 
business needs, those that depend on technology are much 
more willing to adopt a technology invention such as cloud 
ERP. It has been claimed that the industry in which a business 
operates affects the information processing requirements of 
the business, which in turn affects the firm’s decision to adopt 
new technology. 

Supplier effort and External support (ES) is described as 
the amount of assistance in integrating an information system 
[7]. In the context of cloud ERP, external support refers to 
assistance provided by cloud server providers, government 
policies, and legal safeguards to assist SME decision-makers 
in adopting cloud ERP. Because cloud ERP is seen as new in 
developing countries, there is a lack of information and 
existing work on cloud ERP engaging SMEs [11]. Thus, the 
following hypotheses are proposed: 

 H10: Competitive pressure (CP) will positively 
influence the decision to adopt Cloud ERP within 
SMEs. 

 H11: Industry sector (IN) which SME operate will 
positively influence the decision to adopt Cloud ERP 
within SMEs. 

 H12: Supplier efforts and external computing support 
(ES) will positively influence the decision to adopt 
Cloud ERP within SMEs. 

D. Human Context 

Before adopting any IT project, the human factors should 
be considered since it affects the successful acceptance of 
innovative technology [29]. According to [22], the human 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

435 | P a g e  

www.ijacsa.thesai.org 

context was selected as the most crucial context for adopting 
cloud services. The following human factors are: 

Decision Maker’s Innovativeness (DMI) is defined as the 
degree to which decision-makers are willing to experiment 
with innovative and perhaps risky solutions [43]. The 
innovativeness of decision-makers is measured by their 
willingness and ability to experiment with new technologies 
that have not yet been thoroughly explored in their industry 
[44]. Previous studies have found the innovativeness of 
decision-makers to be a positive factor for cloud services 
adoption [7] [22] [44]. Studies highlighted that if the 
individuals are critical decision-makers in the company, 
personal innovativeness can help identify who will adopt an 
innovation first [7]. 

Possessing sufficient knowledge about new technology is 
the first stage in adopting. According to [45], the CEO's 
knowledge of information systems (DMC) has a beneficial 
effect on IS/IT adoption. The technological knowledge and 
skills of the decision-maker will influence the decision to 
adopt an IT innovation. SME will have more trust if the 
decision-maker has proper knowledge and skills on cloud 
ERP. As a result, the following hypothesis is generated: 

 H13: Decision Makers’ innovativeness (DMI) will 
positively influence the decision to adopt Cloud ERP 
within SMEs. 

 H14: Decision Makers’ cloud knowledge (DMC) will 
positively influence the decision to adopt Cloud ERP 
within SMEs. 

V. METHODOLOGY 

A. Scope, Sampling and Measurement Instrument 

The purpose of this study is to investigate the primary 
determinants and variables impacting a SME's decision 
makers to adopt cloud ERPs in Republic of Iraq. This study's 
target respondents were composed of the decision-makers 
(Owners, CIOs, CEOs, IT executives, and IT managers) 
belonging to SMEs. The participants who are either (Owners, 
CIOs, CEOs) or heading departments (IT executives and IT 
managers), directly involved and responsible for technology 
acquisition and policy decisions for their SMEs. Managers are 
presumed to be the decision-makers or contributors to 
decision-making for adopting new technologies in their 
enterprises. Although the researchers were able to gain a list 
of private enterprises from the Ministry of planning website in 
the Republic of Iraq, several issues were encountered when 
validating the frame, such as the list not being up to date, the 
list not specifying the location of the SMEs, a larger number 
of these enterprises being already closed, inactive numbers, 
duplication of firms or duplicated phone numbers, and these 
enterprises not specifying if the enterprises were small or 
medium-sized. After several iterations and cleaning of this list, 
300 unique and validated phone numbers of enterprises were 
identified, which were considered the core of the sample 
frame. Each SME in the sample met the following criteria: 
must be in Baghdad governorate; and must not have more than 
30 employees. SMEs in Baghdad government were chosen 
because they are in a better position to understand current IT 

operations, increase in growth rates and future trends for their 
enterprises [11]. The questionnaire was prepared in English 
and subsequently translated into Arabic, as the study was 
conducted in Iraq, where Arabic is the official language. A 
web-based survey was utilized due to various benefits, 
including quicker distribution, a more professionalism, 
affordability, and an improvement in response rate. 

Pilot study was necessary to revise the wording, structure, 
content, arrangement, layout, simplicity, and clarity of the 
survey instrument [46]. 50 samples from the total sample 
frame were conducted for the purpose of pilot study. The 
feedback from the pilot study was necessary to enhance the 
questions and test respondents' comprehension and clarity 
before administering the actual survey. 

Since the data was analyzed using SEM, this research has 
determined the sample size according to [47] rule, which 
indicate the sample size in SEM must equal the larger 10 
times the largest number of formative indicators used to 
measure a single construct. The number of leading indicators 
utilized for measuring a single construct is 12 for RA; 
therefore, the sample size is 120 (10*12). 

Since the sample size of 120 is required for this study, 180 
questionnaires were given to respondents to eliminate a 
questionnaire shortage caused by various factors (missing, 
ignoring, and incomplete). One hundred fifty-five (155) 
decision-makers responded to our email and completed the 
survey, representing an 86.1 percent response rate. Thus, it 
was acceptable for a web survey that was sent via e-
mail/internet [48]. 

Eleven (11) of 155 respondents were rejected because 
significant areas of the questionnaires were incomplete. 
Moreover, eight (8) responses were eliminated since they were 
ineligible to participate in the survey due to not meeting the 
criteria. 136 completed surveys were left for the study. 

An email was sent to every decision-maker contained a 
link to the online survey, which was conducted using Google 
Forms, as well as a cover letter describing the study's aim. The 
survey contained a definition and description of various terms 
used in the questionnaire to enhance the validity of the 
response. A first and second reminder was given to all 
decision-makers interested in participating in this research 
study, both by email and separated by a few weeks to ensure 
the completion of the survey. In total, 75 items for 14 
constructs in the survey came from prior studies and literature 
which was modified by the researcher to fit the context of 
cloud-based ERP adoption. The survey is divided into two 
main parts. Part one seeks the demographic information from 
the respondents; this part also relates demographic 
information to the respondent’s organization as shown in 
Table I. This part of the questionnaire was related to 
fundamental questions about the firm, such as whether the 
SME has adopted on-premise ERP or cloud ERP. Also, 
questions regarding businesses size, industry, and market 
scope were included. Part two was about the core constructs 
developed in the proposed model, which contained the 
questions used for studying the four contexts, namely 
technological, organizational, environmental, and human, 
assessed by five Likert-type items. 
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TABLE I. DEMOGRAPHIC INFORMATION 

Variable Frequency Percentage Variable Frequency Percentage 

Position Cloud ERP awareness 

Owner 44 32.4 High awareness 77 56.6 

CEO 12 8.8 Low awareness 59 43.4 

IT Manager 25 18.4 Firm Size 

IT Executive 35 25.7 1 - 9 Employees 47 34.6 

Other 20 14.7 10 - 30 Employees 89 65.4 

Gender Industry Type 

Male 117 86 Technology 31 22.8 

Female 19 14 Telecommunications 14 10.3 

Age Energy 9 6.6 

20 - 25 18 13.2 Construction 13 9.6 

26 - 30 72 52.9 Oil, Gas and Petrochemicals 9 6.6 

31 - 35 22 16.2 Manufacturing 12 8.8 

36 - 40 14 10.3 Pharmaceutical 6 4.4 

41 and above 10 7.4 Education 11 8.1 

Education Level Financial services 7 5.1 

Diploma 18 13.2 Private healthcare and services 5 3.7 

Bachelor 79 58.1 Entertainment/media 4 2.9 

Masters 28 20.6 Transport, Distribution and Logistics 3 2.2 

Doctoral 11 8.1 Consumer Packaged Goods 7 5.1 

Work Experience Business trading 5 3.7 

0-5 13 9.6 ERP System Type 

6-10 64 47.1 On-premise ERP 44 32.4 

11-15 24 17.6 Cloud ERP 32 23.5 

16-20 26 19.1 None 60 44.1 

+21 9 6.6    

B. Data Analysis 

The partial least squares (PLS) path modelling approach 
was used for this work because it is more appropriate for 
predictive and exploratory research [48]. PLS-SEM is chosen 
as the most acceptable approach because this study was 
designed to predict the influencing factors among the specified 
variables and to analyze their impacts on adoption within the 
proposed model. 

To analyse the data, SmartPLS software was used, which 
is one of the most well-known software applications for PLS-
SEM [49]. Statistical Package for the Social Science (SPSS) 
software was used to analyze demographic and institutional 
data, such as industry and market size. In addition, the 
instrument's reliability was also tested using Cronbach's alpha 
technique. 

VI. FINDINGS 

A. Reliability and Validity 

The reliability and validity were measured first. The 
reliability of data was evaluated using composite reliability 
and the alpha coefficient. The composite reliability (CR) 
values ranged from 0.860 to 0.957 and Cronbach’s Alpha 
values ranged from 0.757 to 0.951. Table II shows that all 
constructs are regarded to have adequate internal consistency 
reliability were above the acceptable 0.7 threshold. 

Validity was measured by considering convergent and 
discriminant validity. The author in [47] defined convergent 
validity as the degree of correlation between two measures of 
the same construct. This study assessed the convergent 
validity using the AVE [50]. Convergent validity is permitted 
when AVE is at least 0.5. The study's measuring approach has 
good convergent validity since all AVE values meet the 
minimum requirement of 0.50 as shown in Table II [50]. 

TABLE II. CONSTRUCT CONSISTENCY AND RELIABILITY 

Constructs AVE CR CA 

AD 0.875 0.934 0.859 

RA 0.649 0.957 0.951 

CEX 0.747 0.898 0.832 

CAT 0.653 0.917 0.888 

TRA 0.776 0.932 0.904 

SP 0.686 0.945 0.933 

CT 0.666 0.952 0.944 

IN 0.741 0.895 0.824 

ES 0.755 0.939 0.919 

CP 0.793 0.920 0.871 

ECK 0.831 0.951 0.933 

INI 0.720 0.885 0.810 

FS 0.786 0.917 0.866 

DMI 0.673 0.860 0.757 

DMC 0.875 0.934 0.859 
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The author in [51] defines discriminant validity as the 
degree of difference between two notions. The discriminant 
validity of constructs is assessed by the [52] criterion, HTMT 
and cross-loadings of construct items. The discriminant 
validity of a construct is supported when the square root of its 
AVE is greater than its correlation with other constructs [52]. 
The discriminant validity of a measurement model is 
determined by the item loadings and the square root of the 
construct's AVE. The square roots of AVE, shown in Table 
III, were larger than their corresponding correlation, showing 
that our data had good discriminant validity. 

The HTMT is a new technique for determining 
discriminative validity in contrast-based SEM. HTMT is the 
average of all correlations of indicators across combinations 
that measure different structures relative to each other. The 
author in [53] suggested that HTMT values below 0.85 
indicated distinct combinations. Table IV shows all HTMT 
values below 0.85. As a result, discriminatory structures were 
provided. 

TABLE III. FORNELL-LARCKER CRITERION 

 
AD RA CEX CAT TRA SP CT IN ES CP ECK INI FS DMI DMC 

AD 0.935 
              

RA 0.799 0.806 
             

CEX 0.56 0.686 0.864 
            

CAT 0.599 0.753 0.776 0.808 
           

TRA 0.515 0.643 0.459 0.622 0.881 
          

SP 0.691 0.724 0.611 0.732 0.691 0.828 
         

CT 0.786 0.692 0.687 0.751 0.62 0.775 0.816 
        

IN 0.461 0.651 0.515 0.597 0.561 0.726 0.626 0.861 
       

ES 0.62 0.772 0.518 0.625 0.732 0.767 0.735 0.817 0.869 
      

CP 0.509 0.676 0.478 0.56 0.757 0.731 0.652 0.716 0.796 0.891 
     

ECK 0.522 0.705 0.615 0.719 0.671 0.732 0.68 0.682 0.701 0.759 0.912 
    

INI 0.405 0.551 0.481 0.621 0.421 0.557 0.536 0.448 0.401 0.392 0.591 0.849 
   

FS 0.464 0.515 0.513 0.627 0.396 0.442 0.538 0.445 0.405 0.429 0.42 0.398 0.887 
  

DMI 0.531 0.606 0.5 0.605 0.687 0.674 0.579 0.603 0.723 0.66 0.63 0.406 0.448 0.82 
 

DMC 0.796 0.732 0.694 0.745 0.614 0.804 0.596 0.604 0.73 0.626 0.672 0.542 0.537 0.568 0.829 

TABLE IV. HTMT 

 
AD RA CEX CAT TRA SP CT IN ES CP ECK INI FS DMI DMC 

AD 
               

RA 0.791 
              

CEX 0.646 0.757 
             

CAT 0.679 0.712 0.745 
            

TRA 0.563 0.676 0.521 0.682 
           

SP 0.76 0.628 0.681 0.503 0.732 
          

CT 0.594 0.642 0.762 0.627 0.652 0.788 
         

IN 0.532 0.734 0.607 0.691 0.637 0.639 0.708 
        

ES 0.69 0.631 0.588 0.69 0.783 0.729 0.797 0.731 
       

CP 0.572 0.797 0.554 0.634 0.523 0.797 0.724 0.646 0.779 
      

ECK 0.566 0.746 0.697 0.785 0.709 0.776 0.725 0.767 0.756 0.749 
     

INI 0.463 0.611 0.568 0.737 0.485 0.628 0.65 0.542 0.459 0.45 0.672 
    

FS 0.52 0.563 0.598 0.706 0.425 0.484 0.592 0.519 0.449 0.482 0.454 0.466 
   

DMI 0.649 0.705 0.621 0.725 0.546 0.706 0.676 0.766 0.665 0.518 0.739 0.505 0.529 
  

DMC 0.773 0.639 0.777 0.428 0.649 0.657 0.655 0.683 0.793 0.697 0.719 0.611 0.596 0.664 
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B. Hypothesis Testing 

Bootstrapping is a statistical approach used in SmartPLS to 
evaluate the correlations (paths) between dependent and 
independent variables. The structural model was constructed 
to identify the path relationship among the variables. The 
study tests the relationship between endogenous and 
exogenous variables via the path coefficient (β) and t-
statistics. 

The study found that RA (β=0.100, p=0.005, t=2.853), 
CAT (β=0.106, p=0.036, t=2.100), TRA (β=0.138, p=0.005, 
t=2.835), SP (β=0.166, p=0.004, t=2.893), CT (β=0.137, 
p=0.001, t=3.236), FS (β=0.152, p=0.037, t=2.561), ECK 
(β=0.105, p=0.034, t=2.125), IN (β=0.185, p=0.016, t= 2.411), 
ES (β=0.116, p=0.025, t=2.255), DMI (β=0.113, p=0.032, 
t=2.147), and  DMC (β=0.125, p<0.001, t=3.611) have a 
significant impact on the Adoption Decision (AD) of cloud 
ERP. However, CEX (β= -0.003, p=0.949, t=0.064), INI (β= -
0.016, p=0.823, t=0.224), and CP (β= -0.034, p=0.432, 
t=0.787) have no significant impact on the Adoption Decision 
(AD) of cloud ERP. Table V indicated the result of the 
hypothesis. 

The T-statistic was used to determine the contribution of 
independent constructs to the predictor of the dependent 
construct, AD. The items' t-values ranged from 0.224 to 3.611, 
reaching the level of significance. All structural model 
relationships were statistically significant when the p-value 
<0.05 and the t-value >1.96. Except for the paths between 
(CEX, INI, and CP) and AD, where the CEX (t=0.064, 
p=0.949), INI (t=0.224, p=0.823), and CP (t=0.787, p=0.432), 
all of which did not meet the recommended value; thus, these 
paths this path were not significant. 

VII. DISCUSSION 

The purpose of the first study question was to identify the 
factors that influence an SME’s decision to adopt a cloud-
based ERP system in Iraqi SMEs. This research question was 
answered based on the literature review related to the adoption 
of cloud-based ERP. A comprehensive literature review on 
cloud ERP system, SMEs, trends, strategies, and frameworks 
for cloud-based ERP system in different sectors was 
conducted. Moreover, the cloud-based ERP system was 
critically reviewed the existing and the use of cloud-based 
ERP system in the SME sector. Literature deeply emphasizes 
the importance of technological, organizational, 
environmental, and human characteristics while conducting 
technology adoption studies. To identify and confirm the 
critical factors affecting the adoption of the cloud ERP system, 
data was collected and examined quantitatively. Based on the 
analysis, eleven factors out of fourteen were found to 
influence the adoption in SMEs. The findings in each context 
are discussed as follows: 

A. Technological Context 

Regarding RA, CAT, TRA, SP and CT the findings 
indicate they are significantly influence cloud-ERP adoption 
in SMEs. The findings are consistent with some previous 
studies [11] [24] [34] [38] [54]. Conversely, this finding was 
inconsistent with that obtained by [2]. These results may 
strongly contribute to the adoption of cloud ERP in SMEs 

through utilizing these factors of influence. In regard of CEX, 
the findings indicate it was not significant to the adoption of 
cloud-ERP. The result of CEX was consistent with the result 
from [2]. 

B. Organisational Context 

In regard to FS and ECK, the results were consistent with 
several previous findings from cloud ERP adoption studies 
which report the significant positive influence the adoption 
[11] [24] [54]. Contrary to expectations, this study did not find 
a significant relationship between INI and cloud-ERP 
adoption. The findings of INI were inconsistent with [40], 
which indicates that cloud services can make the best use of 
information intensity and thus influence positively. 

C. Environmental Context 

Unexpectedly, CP did not significantly affect cloud-ERP 
adoption. This result was consistent with previous studies [2] 
[22]. In contrast, [24] and [11] found that CP has a significant 
impact in association with cloud-ERP adoption. 

IN and ES were statistically significant for cloud-ERP 
adoption in SMEs in Iraq. In terms of IN, the finding of this 
study is consistent with the finding of some previous studies 
[7] [54]. However, it is inconsistent with those of [38], which 
indicates that cloud services can be understood in the context 
of an overall business’s strategy based on agility and 
responsiveness. In terms of ES, the result is consistent with 
those of [26] [38] [42], which they found that the factor was 
positively associated with adoption in SME. In addition, [26] 
implied that the availability of vendor (external) support could 
be a vital factor that encourages SMEs' adoption of the cloud 
ERP system. 

D. Human Context 

Interestingly, two predictors in the form of DMI and DMC 
were found as statistically significant influences in ERP 
adoption decisions. The findings of DMI and DMC are 
consistent and similar to the findings of some previous studies 
[21] [22] [24], which found that the factor was positively 
associated with adoption in SME. 

TABLE V. RESULTS OF HYPOTHESES AND RELATIVE PATHS 

Path β t-values p-values 

RA→AD 0.100 2.853 0.005 

CAT→AD 0.106 2.100 0.036 

CEX→AD -0.003 0.064 0.949 

TRA→AD 0.138 2.835 0.005 

SP→AD 0.166 2.893 0.004 

CT→AD 0.137 3.236 0.001 

FS→AD 0.152 2.561 0.037 

ECK→AD 0.105 2.125 0.034 

INI→AD -0.016 0.224 0.823 

CP→AD -0.034 0.787 0.432 

IN→AD 0.185 2.411 0.016 

ES→AD 0.116 2.255 0.025 

DMI→AD 0.113 2.147 0.032 

DMC→AD 0.125 3.611 0.000 
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Following the second study question and to meet the 
study’s objective, the research proposed an integrated model 
to identify the main factors that could encourage or prevent 
SME decision-makers from moving on to cloud-based ERP 
systems. The initial model integrates the critical factors from 
the literature review as the main factors that may impact the 
SME’s intention to adopt cloud-based ERP. This research 
integrates three theoretical frameworks (DOI theory, TOE 
framework, and HOT-fit framework) to develop the 
conceptual research model. To refine and confirm the factors 
in the cloud-based ERP adoption model, the study utilized 
quantitative methods. A questionnaire survey was used to test 
the proposed model and confirm the identified factors for the 
cloud-based ERP adoption. Eleven of the fourteen hypotheses 
were eventually supported. Both study questions were 
answered, and study objectives were achieved. 

VIII. CONTRIBUTION 

A. Theoretical Contribution 

Based on a review of the literature and to the best of the 
researchers’ knowledge, this study is the first exploratory 
study that combines DOI, TOE and HOT-fit in identifying the 
determents that will affect the adoption of cloud ERP in a 
developing Middle Eastern nation, particularly, the Republic 
of Iraq. It aimed to determine the significant link between 
technological, organizational, environmental, and human 
context; and the adoption decision of cloud-based ERP in Iraqi 
SMEs. The effect of several factors, such as relative 
advantage, compatibility, complexity, trialability, security and 
privacy, cost saving, firm size, employee’s cloud knowledge, 
information intensity, supplier efforts and external computing 
support, competitive pressure, industry, decision maker’s 
innovativeness, and decision maker’s cloud knowledge 
towards cloud ERP adoption is an important topic that should 
be considered further in the future. The results also provide 
further support for the utility of the TOE, DOI and HOT-fit in 
technology adoption such as cloud ERP. 

B. Practical Contribution 

For SMEs’ decision-maker and cloud service providers, 
the outcomes of this study can be effectively applied. Cloud 
service providers can use the research model to improve their 
knowledge about why certain SMEs decide to adopt new 
technologies while others in the SME sector do not, since 
cloud service providers need to be aware of typical issues 
experienced in SMEs when deciding on a new adoption of 
cloud services. This will be a guide to assess the cloud-based 
ERP system, providing the SMEs’ decision-makers the 
opportunity to trial this solution before the actual 
implementation and thus improve the awareness of cloud 
services. Moreover, SMEs (decision-makers) will evaluate the 
cloud services (cloud-based ERP systems) before their actual 
use, allowing them to check the level of compatibility and 
complexity with their existing system. This study exposes that 
the decision-makers of some enterprises in the private sector 
still lack enough knowledge to make an informed choice. 
Therefore, the decision to adopt this technology depends not 
only on the decision-maker’s lack of innovation, and the 
adoption requires both innovativeness and knowledge to adopt 
technological innovations. As a result, the outcomes of this 

study will give practical instructions for the effective adoption 
of cloud ERP in Iraq, as well as help other emerging 
economies in similar situations prepare for and implement 
cloud ERP services. 

C. Academic Contribution 

Compared with other models of the adoption decision 
study, the proposed model is intended to be more 
comprehensive where it falls in the adoption decision phase of 
the cloud ERP life cycle by assessing the decision to adopt the 
system by identifying the factors that influence the decision to 
adopt cloud ERP. This study will open opportunities for more 
research and enhance the constructs further to clarify the 
adoption of cloud-based ERP systems in SMEs. The results 
confirmed that the proposed model fitted the situation well 
with the data. Therefore, the developed model is seen as valid 
and can contribute significantly to explaining the adoption of 
the cloud ERP system. Additionally, the study contributes to 
the Iraqi innovations technology and enterprises literature by 
identifying the significant variables that affect SME adoption 
of the cloud-based ERP systems. A long-ignored decision-
makers characteristic is introduced that integrates variables 
pertinent to a human context. 

IX. CONCLUSION 

Enterprises facing business issues have demonstrated a 
significant desire for cloud ERP. Yet, research on the 
variables impacting the adoption of cloud ERP, particularly in 
the growing Middle Eastern nations, is scarce. This report 
sheds light on the variables that SMEs’ decision makers must 
consider before adopting cloud ERP, with a focus on the 
challenges faced by decision makers of Iraqi SMEs from 
different business scopes. The literature review served as the 
foundation for this study's integrated conceptual model, which 
was then developed and put to the test, utilizing quantitative 
research. Therefore, it is anticipated that this research will 
advance theory, methodology, and practice. The researchers 
studied the body of literature on the adoption of cloud ERP, 
the TOE framework, the theory of innovation characteristics 
(DOI) and HOT-fit framework. The study also provided an in-
depth analysis of the present relevant theories and indicated 
the initial (technological, organizational, environmental, and 
human) influences on the adoption of cloud ERP. The TOE 
framework, DOI theory and HOT-fit framework were 
specifically cited as the best suitable theories for creating a 
conceptual model for SMEs adopting cloud ERP. Eleven 
factors (RA, CAT, TRA, CT, SP, FS, ECK, IN, ES, DMI, 
AND DMC) were found to be significant determinants factors 
of cloud-ERP adoption. Three factors (CEX, INI, and CP) 
were insignificant. The findings of this study will enhance the 
adoption of cloud ERP in the Republic of Iraq and other 
developing middle Eastern countries. The cloud vendors and 
SMEs’ decision maker will benefit from the findings in 
overcoming obstacles and effectively adopt cloud ERP. 

This study endeavoured to investigate the impact of the 
most notable factors in the adoption of cloud ERP rather than 
including a complete list of all possible influencing factors. 
Future studies could examine at more variables and see how 
they affect the adoption of cloud ERP. Second, this study was 
conducted in the Republic of Iraq, the findings of which 
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cannot represent the overall situation of a developing country. 
Moreover, data were obtained in a specific governorate, SMEs 
in Baghdad, limiting the generalizability of the findings. 
Further research should be done to collect data from different 
developing countries and additional research could expand the 
scope of the study by examining another governorate within 
the Republic of Iraq. Third, the decision makers answered 
questions based on their observations, work experiences, and 
ICT understanding. Thus, the data collected may not be 
sufficiently objective. However, due to the nature of this study 
(exploratory research), the quality of the collected data is 
acceptable. Finally, the sample selection was quite limited and 
must be expanded in future work. 
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Abstract—In epidemiological research on spine surgery, 

machine learning represents a promising new area. It is made up 

of several algorithms that work together to identify patterns in 

the data. Machine learning provides many benefits over 

traditional regression techniques, including a lower necessity for 

a priori predictor information and a higher capacity for 

managing huge datasets. Recent research has made significant 

progress toward using machine learning more effectively in 

spinal cord injury (SCI). Machine learning algorithms are 

employed to analyze non-traumatic and traumatic spinal cord 

injuries. Non-traumatic spinal cord injuries often reflect 

degenerative spine conditions that cause spinal cord compression, 

such as degenerative cervical myelopathy. This article proposes a 

novel correlated graph model (CGM) that adopts correlated 

learning to predict various outcomes published in traumatic and 

non-traumatic SCI. In the studies mentioned, machine learning is 

used for several purposes, including imaging analysis and 

epidemiological data set prediction. We discuss how these clinical 

predictive models are based on machine learning compared to 

traditional statistical prediction models. Finally, we outline the 

actions that must be taken in the future for machine learning to 

be a more prevalent statistical analysis method in SCI. 

Keywords—Spinal cord injury; regression; machine learning; 

graph model 

I. INTRODUCTION 

Movement and sensory impulses from the spinal cord, 
peripheral nerve system, and brain (SC) are key conducts. The 
nervous system is made of SC and the brain. It has a tubular 
structure and grey and white matter, including spinal tracks 
(the bodies of neurons) [1]. SCI is due to the damage in the 
spinal tracks while carrying information, and damage in the 
motor and nervous systems results in [2]. Patients may 
experience paralysis or have their organs cease working 
properly due to an SCI. We can evaluate SCI patients more 
precisely because of the motor and sensory ratings provided 
by the International Standards for Neurological Classification 
of Spinal Cord Injury (ISNCSCI). American Spinal Injury 
Association (ASIA) created these scores, which have since 
been modified multiple times [3]. They are crucial for 
determining a patient's SCI sufferer's prognosis in a 
therapeutic rehabilitation program since they are connected 
with functional status [4]. For a reliable diagnosis of SCIs, 
clinical evaluation based on ISNCSCI scores has limitations. 

It relies on the patient's input, which is subjective and 
ambiguous when there is concurrent damage to other organs 
[5]. 

For the diagnosis of SCI, conventional MRI is frequently 
employed. A medical imaging technique called MRI creates 
detailed macroscopic images of organs and tissues. It uses a 
striking image (black & white) to discriminate between hard 
and soft tissues [6]. Modern technology called Diffusion 
Tensor Imaging (DTI) employs echo-planar MRI data. Using 
the tissue's architecture and structure, it monitors the 
movement via the SC and brain tissue, water molecules [7]. 
DTI is used to study pathological conditions and disorders 
such as multiple sclerosis, hypertensive encephalopathy, and 
brain tumours. It gives quantitative data on the size and 
placement of a three-dimensional (3D) space containing each 
tissue. Diffusion anisotropy is the word used for this. 
Numerous floating diffusion ellipsoids make up the diffusion 
tensor [8]. Each diffusion ellipsoid's orientation is specified by 
a group of vectors that indicate orientation, often called 
eigenvectors. A distinct outcome matching an eigenvalue is 
produced when an eigenvector's length or direction is altered. 
DTI allows for the expression of diffusion anisotropy as 
fractional anisotropy (FA) [9]. FA, which has a scale from 0 to 
1, is frequently used to determine the degree of fibre integrity 
since it is sensitive to the number of directionally directed 
fibres per voxel. Water diffusion anisotropy is measured by 
the FA value, with a higher degree indicated by a higher FA 
value [10]. In this research, we provide a brand-new Machine 
learning-based SC analysis technique. One of the main 
professionals in diagnosing SCI is [11]. Currently, choices are 
made using human specialists' analysis of FA values and DTI 
pictures. If we can provide them with more factual data, they 
will be able to diagnose more precisely. Classification systems 
are used in machine learning to make predictions or diagnose 
problems [12] – [13]. However, classification jobs call for 
training data. We create a training dataset for our method 
utilizing four FA values from patient and healthy control slice 
images. The base dataset is then expanded to 15 features 
present in a dataset with more dimensions, and the intended 
dataset is abstracted to increase classification precision [14]. 
Prediction accuracy for the generated dataset is higher than 
90%. Our two contributions are using a classification 
technique to predict SCIs and creating a training set of images 
produced by the DTI. The data connected to a specific person 
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is more than 200 MB [15]. There is a huge challenging factor 
to employ in computer-aided diagnosis; raw data is large. The 
major research challenge is the complexity in accurate 
prediction of spinal cord injury using least sample dataset. 
Some existing machine learning approaches fail to give better 
accuracy due to lesser number of samples. However, this can 
be resolved using the advanced learning approaches. This 
motivates to adopt a novel learning approach for predicting 
accurate spinal cord injury and to enhance the accuracy with 
available samples. In our plan, we take the raw DTI data and 
extract meaningful numerical information that we 
subsequently use for diagnosis. Any field in which DTI is 
used for diagnosis can use our method. This work intends to 
validate the efficiency of the anticipated CGM and explores 
the prediction ability with the construction of SCI-based 
functional connectivity. Here, the behavioural relationship 
between the injury regions is analyzed from the available 
online dataset. The proposed CGM constructs the connectivity 
pattern among the injured region to predict the differences 
from other regions. The experimental outcomes demonstrate 
that the anticipated CGM-based prediction model outperforms 
the overall approach significantly. The model is more reliable 
and stronger in its prediction nature. 

The work is organized as follows: Section II offers a 
comprehensive analysis of prevailing approaches; Section III 
gives a detailed analysis of the proposed graph-based model 
and correlation analysis. In Section IV, the numerical analysis 
of the anticipated model is provided, and the results are 
discussed. The summary is provided in Section V. 

II. RELATED WORKS 

Machine learning is a broad field that primarily applies 
computing models to many real-world situations. The primary 
objective of machine learning relies on the development of 
algorithms using information from a database. Recognition, 
diagnostics, planning, robot control, and prediction are tasks 
that can be accomplished when it is employed. Additionally, it 
can use machine learning to analyze neuroimaging data and 
predict tissue toxicity [16]. Both tasks use pattern recognition 
which requires the identification of numerous important 
variables. Nowadays, enormous data is employed by the 
researchers that must be managed, analyzed and used. Large 
amounts of data may conceal significant linkages and 
correlations that are uncovered via machine learning. It 
enhances the effectiveness of systems and machine design. 
Medical image analysis, lesion segmentation, and computer-
aided diagnosis have turned as key application areas for 
machine learning. 

In biological studies, classification is a major task where 
machine learning is crucial to the classification process. With 
well-known dataset, unknown sample data can be predicted 
using machine learning. It can distinguish two or more 
disparate items, combine related objects, or divide different 
objects. During the classification process, objects are 
categorized based on their unique characteristics and each 
item is given a class name to indicate the specific category to 
which it belongs ("patient," "normal‖) [17]. Predictions are 
made using training and testing of unlabelled data. Test 
dataset contains unidentified sample that are required to 

establish the class label and the performance of the training 
dataset is evaluated. Two popular categorization methods are 
k-NN and SVM). K-NN is based on instances of feature-space 
classifiers that select the most nearby data points for 
classification choices. 

The numbers of characteristics are redundant and 
irrelevant while classification accuracy is preserved by feature 
selection. Statistical ML is widely utilized before 
classification and creates a powerful and stable predictor. In 
addition to noisy data, feature selection manages exceedingly 
big datasets. Feature selection makes classification faster and 
efficient by reducing the dimensions of the data. Feature 
selection methods like Clearness-Based Feature Selection 
(CBFS), Features selection based on a distance discriminant 
(FSDD), R-value-based Feature Selection (RFS), ReliefF, and 
CBFS are some examples of feature selection. R-value [18], is 
a statistic for measuring the region of overlap between classes 
in a feature. Identifying traits that promote effective class 
separability across classes and maximizing the proximity of 
samples within the same classes form the basis of the FSDD 
method. ReliefF is one of the most effective feature selection 
methods. The concept is to estimate feature weights iteratively 
based on how well they can distinguish between nearby 
examples. Based on "CScore" metrics, CBFS is an excellent 
feature selection technique. Many samples were located in the 
right class region was determined by the score presents an 
alternative feature selection approach based on the Lasso. This 
method establishes a scoring system to determine the "quality" 
of each distinct feature. Several samples are created using 
training data and then high-relevance feature orderings are 
chosen for each sample. Finally, highly relevant properties are 
integrated. This study use selection of features to assess each 
feature's discriminative power and identify the most distinct 
feature subset [19] – [20]. 

Sagittal and axial panels have undergone T1- and T2-
weighted imaging to assess SCI separately. Clinical evaluation 
is performed to gauge neurological damage and its seriousness 
was measured using MRI technology. The signal change level 
and clinical outcomes were linked [21]. We automatically 
applied classification technique to distinguish patient image 
slices. The system quickly and accurately produces outcomes 
and integrates algorithms easily. A key indicator of a 
prediction quality is classification accuracy. Many academics 
have tried to increase classification accuracy through 
algorithm or dataset improvements. Obtaining FA values from 
DTI is to help people find the impacted area. Human experts 
heavily rely on the personal knowledge they have gained from 
earlier assessments of T1- or T2-weighted pictures, even 
though FA value validates SCI. An automated system can 
identify SCI to diagnose the condition of the affected area and 
offer pertinent data would be beneficial [22]. 

Since there is currently no cure for SCI, individuals with 
motor-related injuries have little chance of sustaining 
voluntary movement recovery over the long term (more than a 
year after the injury) [23]. There is growing evidence that 
neuro-modulation may be viable for chronic and persistent 
SCI based on recent reports of effective partial functional 
recovery. [24]. Even with these positive case studies and 
series, there are still a lot of problems to be fixed before a 
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conclusive clinical trial. The ability to customize each patient's 
spatial and temporal neuro-modulation has increased with the 
technological advancements in implantable neuro-modulation 
platforms. However, large, high dimensional flexibility 
necessitates effective algorithmic optimization customized to 
each patient's unique pathologies and underlying physiologic 
system. 

Based on simulation conditions, research using animal 
models has shown huge responses in voluntary movement. 
Further evidence of this variance was found in human models, 
necessitating the spatiotemporal adjustment of eSCS-
customized patient-specific characteristics [25]. It is crucial to 
find the optimal parameters because the heterogeneity of SCIs 
may cause the observed variation in response to the 
stimulation parameters. A reliable system for choosing the 
best settings must be created for electrical stimulation therapy 
because there are trillions of potential configurations for 16-
lead paddle. Some studies are currently available on eSCS 
optimization techniques for causing volitional movement after 
cSCI. The majority of research uses animal models, and 
various teams make use of various optimization strategies. To 
identify the spinal circuits and fibres drawn by eSCS, the 
author developed computer model that merged 3D finite 
element approach with rat spinal cord model. The ideal 
parameters for standing and walking rats are predicted using 
different electrode configurations. Specific muscle responses 
to be evaluated by electromyography (EMG) in spinally trans-
insected rats were chosen by bipolar stimuli based on 
Bayesian optimization [26]. Another animal experiment 
focused on enhancing stepping by adjusting stimulus intensity, 
the time between pulses and strength. Some staff members 
determined the ideal frequency and intensity subjectively. 
Then, kinematic data, EMG, and various stimulation pulse 
intervals were used to re-evaluate these parameters. To find 
the best parameter combinations, one study used 3D kinematic 
data recorders and quantitative gait characteristics [27] – [28]. 

Even less research has been done on enhancing stimulation 
in human model systems than in animal models. Various 
optimization goals and techniques have been tested in various 
investigations. A map of each participant's motor neuron 
activation was produced to identify where the spinal cord was 
engaged during particular muscle movements. Using 
computerized model, the best electrode combinations were 
identified through simulations [29]. EMG mapping data has 
also chosen [30]. The limitations of current optimization 
approaches make it evident that all-encompassing strategy for 
choosing the best model for SCI prediction. The major 
research gap is a lack of proper methodology for feature 
selection and classification even with small datasets. This may 
leads to poor prediction outcomes. Therefore, this research 
concentrates on modelling an efficient approach for 
prediction. 

III. METHODOLOGY 

This section gives a detailed explanation of the proposed 
model for soft tissue prediction using learning concepts. We 
initially provide a brief overview of a few terminologies, and 
there are some definitions of graphs and graph signals. Using 
SVR, it is then determined how the FC patterns relate to the 

appropriate behavioural measure; refer to the framework in 
Fig. 1. Next, we build FC patterns using the spinal image and 
our correlated graph model (CGM). Finally, we use simulated 
data to validate the proposed CGM. 

 

Fig. 1. Framework on a predictive model. 

A. Graph model 

Consider the FCN to be an undirected, linked, weighted 
graph. Let's build a graph with          where    

            is a collection of   nodes (ROIs) and   

[   ]     
 

       is a weighted adjacency matrix that is 

symmetric (and frequently sparse), with        representing 

the degree of similarity between the nodes. The degree matrix 
generated by the diagonal matrix with its diagonal       , 

       member      ∑    
 
    is referred to as the 

"Laplacian matrix." 

        (1) 

 As a result, we use either the Laplacian matrix,   or the 
weighted adjacency matrix of graph    which may uniquely 
describe the underlying graph, to define the    pattern 
quantitatively. With   [             ]

     ,   be a 
signal on the graph   that links value-based feature selection 
and features selected using a distance discriminant, overall 
variability about the Laplacian matrix L as depicted in Eq. (2): 

      
 

 
 ∑    (     )

 
    (2) 

The smoothness of the graph-wide variation of a graph 
signal measures the size of the change. Given that nodes with 
high edge weights are densely coupled, it makes sense that 
when     is sizable, the gap between    and    will also be 

narrow. As a result, many machine learning methods like 
graph regularization and transductive learning have 
successfully used this graph smoothness notation. According 
to the perspective of graph signal processing, by utilizing the 
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graph frequencies provided by the eigenvalues to define 
different degrees of graph signal smoothness, the eigenvectors 
of   offer Fourier transform for graph signals. The    pattern 
in this work was different from the    pattern predicted by 
our CGM due to the magnitude of squared spectral coherences 
among the time courses of paired ROIs and the examination of 
brain signals related to diverse graph frequencies. 

B. Correlation Analysis 

Consider that   training subjects are present. In the image 

courses, let      [  
      

        
   ]

 
       Assume there 

are   training participants with     subject       where 

  
   
     specifies the ROI in         subject and   

represents the number of ROI. Let            specify the 

subjects' measure. Consider      is normalized to pose zero 
mean and unit normalization. The Pearson’s correlation 

matrices                 for all individuals,     
   

 

specifies correlation coefficient among     and     ROI in the 

    individual, i.e. 

   
   
         

      
      (3) 

The behavioural measure is then coupled with Pearson 
correlation matrices; correlation matrices        and 

        correspond to each between-ROI correlation 
coefficient. 

                 (4) 

Where   refers correlation coefficient across all people, 

     [   
       

         
   ]

 
    is the         among ROI 

correlation coefficient and   [          ]
     is the 

behavioural measure. Then, we choose the significant 
correlation coefficients in   from the   value matrix   that 
are associated with the behavioural measure using a certain 
threshold. Thus, the matrix        is expressed as: 

     {
          

     
  (5) 

With the label information of the subjects, we can 
drastically reduce the amount of redundant or irrelevant    
characteristics by employing matrix   as a guide for learning 
the    pattern. To estimate the    pattern, the CGM 
technique, in addition to the conventional following, is the 
graph learning technique: 

    ̃       (( 
   )

 
 ( ̃      )    )    || ̃       ||

 

 

  (6) 

  ( ̃      )     (7) 

( ̃      )
  
  (( ̃      )

  
)        (8) 

(( ̃      ))          (9) 

Here,         ̃       and   refer graph's Laplacian 
matrix (FC pattern), where   is computed with Eq. (5),      
refers to the positive regularization parameter and       and 
  specifies matrix norm and element-wise product 
respectively. The CGM transforms into the conventional graph 

learning methodology when the threshold is   or there is no 
correlation guidance, as in Eq. (6), where the matrix    
     . 

It is important to note that by minimizing their fluctuations 
on the learnt graph, the first component of the goal of Eq. () is 
to match the observed spinal cord injury image with the 
learned graph. The second term helps to further eliminate 

duplicate    characteristics by regulating the sparsity of      
as denser as is greater and vice versa. Additionally, the second 
and third conditions are included to guarantee that the first 

restriction is imposed as normalization and learned      refers 
to a legitimate positive semidefinite Laplacian matrix. There is 
a safeguard against trivial solutions. Cross-validation will be 
utilized to identify the hyper-parameter     . 

To create subject-specific    patterns that reflect a 
common template matrix  , the CGM was constructed in Eq. 
() for both the link between      and the graph organization 
between ROIs. Specifically, by obtaining the        
    learned Laplacian      matrices, we use graph-weighted 
matrices      for            to reflect    patterns of   
individuals by applying the convex optimization. The vector 
length          represents the FC features of          
individual produced by triangle     symmetric section. 

From these results, the     successfully recovers     
patterns that have more power to discriminate between people, 
as they are intrinsically relevant to the targeted behavioural 
measure suggesting the superior performance of behavioural 
prediction. Therefore, we do a regression analysis to 
determine how the generated    patterns relate to each other 
using linear     with default settings and the behavioural 
measure in this work to verify the efficacy of the suggested 
CGM. Fig. 1 is used to train a prediction model. To further 
clarify how subjects are split into training and test sets, see 1 
for more information. After the test subjects' generated FC 
patterns are created, the training set's framework is fed into the 
trained predictive model to provide projected behavioural 
measures. Although there are many other regression models, 
the higher effectiveness of the recommended     for the 
optimal    pattern prediction is the focus of this study rather 
than the best regression model schemes. 

Concerning the simulated data           on        
node random weighted network, we verified the CGM made 
two processes to create the random graph. First, the graph's 
structure was created          probability connections 
between each pair of nodes, giving the linked edge between 
the two nodes a uniformly distributed random weight between 
         Then, a random multiplication of       matrix of the 
    zero-one template. With edge weights, the graph-
weighted matrix   was produced by linearly coupling the 
first four eigenvectors of Laplacian matrix    Here,         
graph signals are then produced as linear combinations of the 
eigenvectors (first four) of the graph Laplacian matrix  . 

   ∑     
 
      (10) 

Where    refers to an     eigenvector of   and    refers 
uniform random variable with [   ] range. We inferred the 
graph structure from these graph signals regarding the 
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different values of  , specifically the values of    
                      . We discovered that        
produced the highest level of performance as determined by 
the graph Laplacian matrix and Normalized Mutual 
Information (NMI) discovered during signal processing and 
the ground truth. The learned graph Laplacian matrices are 
shown in Fig. 2 for               , respectively. We used 
a separate zero-one template matrix   , which had 40 
randomly generated   elements to emphasize the significance 
of ensuring a CGM-acceptable zero-one template matrix. 

Comparing the NMI performance of the     with   and  ̂, 
we varied, as shown in Table I. 

TABLE I. TEMPLATE MATRIX 

                              

  0.50 0.37 0.61 0.71 0.51 0.48 

 ̂ 0.23 0.23 0.23 0.15 0.048 0.03 

 

Fig. 2. Matrix evaluation. 

IV. EXPERIMENTAL SETTINGS 

In our trials, we used state SCI data to predict various 
measures. Using a 5-fold CV, five times using SVR was used 
to predict individuals' behaviour using FC patterns derived 
from the CGM (with LIBSVM). The entire group of patients 
was divided into five roughly equal-sized disjoint subsets by 
chance; chose one subset at random as the test set, and the 
training set was used with the other four. 20 rounds of this 
process were performed to reduce how sample bias affects 
cross-validation (CV). The prediction performance (average) 
over all 20 iterations was reported using     fold CV. The 
hyper-parameter   was found by employing the grid search 
ranges from [        ] and the inner CV of the training set. 
The correlation between the anticipated and observed 
behavioural variables among people in the test set and Root 
Mean Square Error        were used to evaluate the 
prediction performance. The template matrix   was generated 
at a random significance level. To find the optimal threshold, 
with values of                            , we repeatedly 
examined five distinct   value criteria. 

A. Dataset 

The significance of MRI is to provide superior 
discriminate soft tissues, along with its capability to acquire 
heterogeneity and tumour changes. The available online 
dataset known as Cancer Imaging Archive is used in this 
research. The dataset comprises CT/PET/MRI scans of 51 
patients. Another dataset with 21 patients is also considered. 
Here, 11 pathologically verified Liposarcomas arise with the 
soft tissue, and 10 Leiomyosarcomas influence muscle cells. 
The cohort is composed of 9 females and 12 males with a 
duration of 31 months. Ground truth discriminating 
histopathological subtypes is definite. Tumours are localized 
in the pelvis, biceps, and thigh. Here, three different types of 
MRI are utilized for training T1-, T2-weighted fat-saturated, 
and short tau inversion recovery (STIR). With the T1 
sequences, the data acquisition is made of the axial plane, 
while STIR and T2FS are acquired in diverse orientations 
(coronal, sagittal, and axial). MRI scan with slice thickness is 
5.5 mm for T1 and 5 mm for T2-weighted fat saturated. The 
plane resolution is                 , and          for 
T2FS, T1, and STIR scans. 

B. Result Analysis 

It's important to remember that in the proposed CGM, the 
graph model is used to evaluate and identify functional 
linkages that we need to assess. A significance test is then 
performed on the degree to which these chosen linkages are 
connected and the between     correlation coefficients with 
the participant-wide behavioural measure of interest as in 
Fig. 3. Each behavioural measure shows the mean SCI 
functional network patterns among patients employing the 
related techniques separately. The    based    patterns are 
clear to see based on graph learning and are significantly 
denser than the FC patterns based on the graph model. The 
proposed model generates    patterns that are substantially 
less dense than those generated by the correlated graph model. 
The     based    patterns show greater variability in 
multiple functional connections, further reinforcing 
connectivity with high functionality strength and vice versa. It 
highlights    's usefulness and combines pair-wise 
correlation and graph learning. It assesses the prediction 
performance of the suggested model for each behavioural 
indicator in Table II and Table III. The recommended CGM 
had the best    and      based prediction performance. By 
contrasting these outcomes, we may demonstrate the 
suggested CGM's efficacy and efficiency based on its superior 
performance. To extract more discriminative    patterns for 
building    -behavior linkages, it may be advantageous to 
merge temporal correlation among ROIs with the graph 
structure across ROIs (GL) of CGM. 

We also looked into how the parameters in the suggested 
CGM affected the accuracy of behavioural prediction. First, 
the   value threshold used in the overall results of the CGM 
for each behavioural measure is impacted by the method used 
to construct the template matrix. The   value threshold 
determines how many functional connections in the CGM 
must be learned. With a lower   value threshold, The CGM's 
graph learning stage will accept fewer connections, indicating 
a more rigorous connection selection process. Except for 
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WRAT prediction, the   value threshold selection affects 
how well other predictions. Second, we directly computed the 
prediction results using a fixed and carefully chosen   value 
cutoff for creating the template matrix and 20 iterations of the 
5-fold cross-validation with various hyper-parameter values. It 
was done to investigate the CGM's sensitivity to the relevant 
regularization parameter    Fig. 4 presents the    results. We 
discovered that the results varied depending on the 
regularization parameter's value and obtained the best 
performance in each case. 

 

Fig. 3. ROI of SCI. 

TABLE II. CC AND RMSE COMPARISON 

Methods Behaviour             
RMSE 

(       ) 

CGM 

Injured 

                     

Type II Fuzzy 

with 

CNN+VGG-16 
                    

DRNN                     

NB                     

k-NN                      

PCA+NB                      

PCA + k-NN                      

PCA + SVM                      

TABLE III. ACCURACY DETECTION 

Methods 
Without 

Inclusion  
With Inclusion Average 

CGM 99% 100% 99.5% 

Type II Fuzzy 

with CNN+VGG-

16 

96.8% 100% 99% 

DRNN 96% 99% 98% 

NB 93% 100% 98% 

k-NN 93% 100% 98% 

PCA+NB 86% 78% 80% 

PCA + k-NN 90% 93% 92% 

PCA + SVM 86% 100% 96.5% 

 

Fig. 4. CC and RMSE comparison. 

 

Fig. 5. Validation of non-traumatic SCI. 

Finally, we evaluated the most distinctive biologically 
significant functional relationships that may be linked to these 
three behavioural characteristics using the FC patterns 
produced by the proposed CGM. As imaging biomarkers 
affect a person's variance in the mentioned behavioural 
assessments, the identified connections may be a supervised 
learning technique called the SVR assigns distinct attributes 
distinct weights to most closely mimic the response values in 
the training set. In this investigation, we emphasized the 
linkages to which the trained SVR gave more weight. Finally, 
using the    patterns produced by the proposed CGM, we 
independently explored the most discriminative functional 
links with hypothesized biological values associated with 
these three behavioural traits. Imaging biomarkers, which 
influence the individual variation, the relationships found may 
be employed in the aforementioned behavioural tests. Fig. 5 
and Fig. 6 depict the performance comparison of the proposed 
model. 

C. Discussion and Analysis 

In this study, we presented the CGM, which builds by 
considering the graph structure between ROIs, the relationship 
between ROIs at different times, more discriminating FC 
patterns, and constructing brain-behaviour correlations that 
have been discovered. The CGGL was then used to 
individually predict three behavioural measures of SCI data 
from the resting state using the publically available PNC 
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datasets. In prediction performance, this method outperformed 
competing    pattern estimating techniques. The CGM offers 
a potentially reliable and efficient solution for examining the 
connections between the brain and behaviour to estimate FC 
patterns. 

 

Fig. 6. Accuracy comparison. 

The    pattern generation methods based on deep learning 
have drawn more attention recently, largely because of the 
incredibly high prediction performance. Fundamentally, layer-
by-layer learning from SCI courses is the basis for deep 
learning-based    patterns, which typically have more 
complicated hidden information. On the other hand, deep 
learning techniques inevitably entail several variables. 
Substantial training datasets are frequently required to account 
for the weights and biases of the various layers and expensive 
computing power to optimize these parameters. However, 
with fewer parameters, our suggested technique can produce 
discriminative    patterns. In the case of small samples, this 
reduces the over-fitting issue and increases generalization 
capacity and effectiveness. Gaining an anatomical 
understanding of which functional relationships result in 
individual variation in the relevant behavioural measure was 
another goal of this investigation. 

V. CONCLUSION 

In this study, we introduced the CGM, a novel technique 
for creating spinal cord injury FC pattern patterns. The 
recommended CGM combines two widely utilized FC pattern 
analyses with graph learning and Pearson's correlation. Both 
the graph structure across ROIs and the relationship between 
ROI points and time were considered. As a result, the 
suggested CGM has a lot of promise for improving the 
generated FC patterns' prediction ability for establishing SC 
injury correlations and collecting insightful knowledge about 
the biological processes involved in the behavioural measures 
of interest. By independently predicting three behavioural 
variables, we assessed the effectiveness and efficiency of our 

suggested CGM using available data from the available 
sources. The experiment's findings supported the proposed 
CGM's superiority over other FC pattern estimating 
techniques which have broad implications in brain network 
analysis. In future, this study can be further extended with 
adoption of a novel optimization approach for attaining the 
global outcomes in terms of accuracy and prediction. Also, 
with the adoption of pre-trained model, the time complexity 
can be reduced effectually. 
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Abstract—This research presents online assessment in a 

digital device in the context of university training, aimed at 

improving their practices with emerging technologies based on 

an experiment with students from Hassan II University. Or, 

online assessment is a systematic process that helps measure the 

knowledge and skills of learners through multiple technological 

tools in a digital device. Indeed, digital devices intend to 

revolutionize higher education with the use of Information and 

Communication Technologies (ICT). Nevertheless, digital devices 

pose the problem of student identity verification during online 

assessment. In reality, automated online assessment systems are 

extremely vulnerable to cheating. So, our aim of this research is 

to explore, firstly, the types of online assessment that could be 

implemented in a digital device and secondly, how to verify the 

identity of the student during an online course on a digital 

device? The sample of our experiment consists of (N = 108) 

students from the Hassan II University of Casablanca, divided 

into two classes of the ITEF and MIMPA Masters and, our study 

was based on an online questionnaire for (N = 37) teachers at 

Hassan II University in Casablanca. The results obtained is to 

put into practice in digital devices diagnostic evaluations and 

formative evaluations using biometric methods for identity 

verification with a limited number. However, biometrics is 

inapplicable in summative assessments due to the problem of 

massiveness and hindrances in the online exam. For this reason, 

measures must be put in place to promote the smooth running of 

the online assessment. 

Keywords—Online assessment; digital device; Information and 

Communication Technologies (ICT); biometrics; identify digital; 

student 

I. INTRODUCTION 

Since March 2020 and due to the measures taken by the 
Moroccan authorities to combat the spread of COVID-19 such 
as the suspension of all activities involving a gathering of 
people, education in Morocco has undergone a remarkable 
evolution with the replacement of face-to-face courses by 
distance education. However, distance education allows 
students and all those who wish to train online and interact 
with others, particularly in the health crisis that has affected 
our country [1]. As well as classroom exams have been 
replaced by online assessments. 

First of all, online assessment is a crucial step in distance 
learning in order to measure the degree of student acquisition 
through different assessment methods and in different fields 
(education, economics, engineering ...). This section aims to 
describe the theories from the literature review related to online 
assessment. Indeed, online evaluation should not simply invent 
new technologies that recycle our inefficient practices [2]. For 
example, the issue of assessing student learning in an online 
course has not been fully addressed [3]. And that assessment is 
at the heart of the teaching-learning process. What is assessed 
defines what is taught and how it is learned. The assessment 
process, in turn, shapes practice and affects the learner's view 
of the value of engaging in learning [4] and that online 
assessment remains an emerging new practice for most 
educators and trainers [5]. Furthermore, in professional settings 
and training institutions, assessment practices are numerous 
and diverse. Their most often stated purpose is to improve 
production processes and/or to certify the achievement of 
objectives [6]. Because of these observations, the authors 
underline the interest in online evaluation and the growth in its 
use, which is based on social, technological and economic 
factors. Assessment practices (diagnostic, formative, 
summative), whether face-to-face or online, can therefore be a 
mobilizing lever in an initial or continuing university education 
institution. These practices aim to achieve learning objectives 
through various authentic or collaborative activities in order to 
improve the development of students' skills [7]. 

Although Morocco is returning to its normal state thanks to 
the gradual decrease of the COVID-19 pandemic, distance 
learning retains a particular importance as it meets the growing 
and diversified needs of Generation Z learners, such as 
developing their skills and that they prefer to learn through 
digital resources and create their own personal learning 
environment [8,9]. It is now seen as a solution to ensure 
pedagogical continuity with learners in particular, those who 
cannot always be present. Hassan II University of Casablanca 
has developed several digital services grouped together at the 
Digital Workspace https://ent.univh2c.ma. This has allowed all 
the actors to have a simplified access to many institutional 
tools: electronic mail, e-portfolio, software, electronic books 
and magazines, e-learning platform. The digital resources of 
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the UH2C allow its students to regularly follow their courses in 
direct broadcast mode or in deferred access on the Moodle 
platform. The teachers of the Hassan II University of 
Casablanca use several digital devices in their teaching 
practice. Through these devices, teachers will be able to make 
their courses available online. However, it is difficult for the 
teacher to really practice summative evaluation online because 
on the day of the online exam, the learner can use any excuse 
to justify his absence or non-participation in the course. 

According to previous research, students have been very 
satisfied with taking courses on online learning platforms and 
assessment methods [10]. Moreover, online and peer 
assessment plays a key factor in students' engagement during 
their learning and leads to learning performance [11]. The 
development of online assessment based on a standardized 
model helps to improve or enhance students' online learning 
[12]. Furthermore, the importance of integrating online 
assessment activities such as online knowledge surveys, online 
closed or open-ended questions, and peer review [13]. 
However, assessment activities should measure the degree to 
which students acquire learning objects with the same online 
opportunities and conditions [14]. 

It is for this reason that we are going to carry out this 
experiment, at the level of the Hassan II University of 
Casablanca, which will focus on formative evaluation 
practices. In this regard, the purpose of this research is to 
present the online assessment in a digital device in the context 
of university training, aiming to improve their practices with 
emerging technologies based on an experience with students of 
Hassan II University. In this context, we posed the following 
questions: 

 What are the types of online assessment that could be 
implemented as part of a digital system? 

 How to verify the identity of the student in the context 
of online assessments? 

 What measures should be put in place to promote online 
assessment? 

II. THEORETICAL FRAMEWORK 

This part aims to describe the theories resulting from the 
bibliographical review in relation to the types of online 
evaluation and the phenomena of cheating that could be seen 
during online evaluation. 

A. Online Assessment Practices 

Generally, there are three types of evaluation, which can 
have different purposes. Most often, we distinguish: 

1) Diagnostic assessment or pre-test: done before or at the 

start of a course or program to determine the prerequisites or 

knowledge required. A distinction is sometimes made between 

diagnostic and prognostic evaluation. The first concerns first of 

all the learner, allowing him to adapt his path or to take 

remedial measures and, the second serves rather the evaluator 

aims to produce information which makes it possible to orient 

or train or to adjust the training to his profile [15]. It makes it 

possible to determine the profile of the learner in order to guide 

the course that adapts to his knowledge path. 

2) Formative assessment: done during a course or program 

to support or enhance learning and foster learner motivation 

based on observed needs. It insists on the value of 

consolidation and feedback on error in order to support 

learning [16]. Its purpose is to check whether the learner is 

progressing and approaching the chosen educational objective 

of the established program. It promotes integrated motivation 

and encourages the learner to adopt a more effective approach 

to learning [17]. [18] Describe five functions of formative 

assessment: explaining goals, tasks and assessment, seeking 

evidence of understanding, seeking evidence of progress of the 

task, feedback anticipating future steps and empowerment of 

learners. However, the feedback therefore plays a central role. 

It is often more continuous or repeated at regular intervals 

during training. 

These functions can be put to good use in the current 
situation of pedagogical changeover for the benefit of student 
learning. 

3) Summative assessment: done after a course or program 

or during exams. This terminal practice aims to categorize, 

certify and validate practices, behaviors or knowledge [19]. and 

to report. Its purpose is to say if such a learner is worthy of 

such a grade or if he can access the higher class. Consequently, 

it makes it possible to provide a balance sheet and to allow a 

decision (does he access the upper class or not? 

B. Cheating 

Cheating or copying1 would therefore be associated with 
unauthorized mutual assistance, particularly with cheating in 
real time, often during exams. [7] For (CCA2, 2010), in the 
context of online assessment, for example: 

Swap answers during an exam: 

 By computer (instant messaging, email, etc.). 

 By mobile phone. 

 By text messaging. 

And, according to [20] it gives the example of a student 
who “connects with the same username and the same password 
as another student to steal information or work” or, more 
simply, the one who obtains from a colleague the questions of 
a previous examination; “to consult non-admissible notes 
during an exam”. For example, his or her own notes or the 
web, when it is not allowed to: 

 Submit work done in whole or in part by another 
person. 

 Submit the same work, which may be an exam, for 
various courses without having obtained permission, 
where the work may be an exam. 

                                                           
1 Defined by the great terminology dictionary of the Office of the French 

language as: “Fraud of a pupil who copies, during an examination or a test, 

the duty of a comrade, a book or course notes”. 
2 The Canadian Council on Learning. 
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However, cheating mostly targets contexts where external 
sources are not allowed. Additionally, plagiarism or copying 
generally applies in the context of a work where the use of 
other sources is permitted, but on condition that credit should 
be clearly attributed to the original author. What are the 
cheating detection tools that can be implemented in a digital 
device? 

III. METHODOLOGY 

A. Measuring Instrument 

To answer the above questions, we opted for a quantitative 
methodology through a questionnaire. We drafted a 
questionnaire for teachers and then administered it to 37 
teachers at Hassan II University in order to enrich our 
problematic. 

B. Methods of Experimentation 

Therefore, we searched for suitable tools and methods to 
address the aforementioned issue. So, we have chosen to 
integrate the biometric method which makes it possible to 
specify the automatic identification of a student during online 
evaluations. The latter measures the uniqueness of an 
individual from the unchangeable parts of his body. This 
method is based on two methods: Behavioral modalities and, 
morphological modalities. In addition, we decided to work 
with a morphological modality through the recognition of the 
student's face and the other behavioral modality through the 
recognition of the student's voice. Then, we set up a system 
with emerging technologies. Next, we opted for the latest 
version of the moodle platform because it is more suitable for 
the implementation of a real digital device than the Open edx 
platform. In addition, we installed the moodle platform online 
with the xamp server, by integrating two plugins: one to block 
the search browser window during the online assessment. And 
the other which is based on the camera and the microphone to 
ensure the online identification of the students. 

C. Echontillon 

To answer the research questions above, we carried out an 
experiment with the students of the Master class of 
Engineering and Technologies for Education and the Master 
class Instrumentation and Physico-Chemical Methods of 
Analysis in second semester of the quality module: 
Management and tools at Hassan II University. The number of 
our sample was (N=108) and our experiment on the digital 
device www.digitaloftkill.net (Fig. 1) which was in the form of 
a questionnaire of 20 multiple-choices questions. Each 
question with four answer choices in a period of 15 min. 

 
Fig. 1. Overview of the platform www.digitaloftkill.net. 

We have created dan account for each student that contains 
a username and password in order to take the online 
assessment. Each student must follow the instructions below 
before starting the evaluation, respecting the period of time 
determined and the number of possible attempts (Table I). 

TABLE I.  TABLE OF INSTRUCTIONS 

Instructions 

1. Install Safe exam browser version 3.1.1 on your desktop. 

2. Inform people around you not to enter the place where you are doing the 

MCQ. 

3. Download the QCM SEB file. 

4. Click on the meeting link. 

5. Activate your camera and sound. 

6. Click on the test file (for example: mock test). 

7. Click on no. 

8. Enter your following username and password: 

Username: student2 

Password: Student2 @ 21 

9. Click on continue the attempt (to start the test). 

10. Answer the exam questions. 

11. Click on end test. 

12. Click on send all and finish. 

13. Click on quit Safe exam browser. 

IV. RESULTS ANALYSIS 

A. Results of the Questionnaire 

To answer the questions above, we wrote a questionnaire 
for the teachers then, we administered these questionnaires for 
37 teachers of the university Hassan II in order to enrich our 
problem. Based on this teacher questionnaire, we present some 
of the following results: 

In the situation of the COVID-19 pandemic, we noticed 
that there are 60% of teachers preferred online courses; on the 
other hand, there are 40% of teachers preferred face-to-face 
courses (Fig. 2). 

 

Fig. 2. The choice of online and face-to-face teaching. 

From this diagram, we found that 38% of teachers prefer 
online assessment and 62% of teachers prefer face-to-face 
assessment (Fig. 3). 

We noticed that there are 65% of teachers do not trust 
students during online assessment and 35% of teachers trust 
students (Fig. 4). Hence the question: What measures should be 
put in place to promote online assessment? 

0% 20% 40% 60%

Face-to-face

Online

40% 

60% 

At this time of the COVID-19 pandemic, do you 

prefer to present classes online or face-to-face?  

http://www.digitaloftkill.net/
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Fig. 3. The choice between in-class and online assessment. 

 
Fig. 4. Teacher confidence in online assessment. 

B. Experimental Results 

We present below the results of this experiment: these are 
general data relating to the gender questionnaire, average 
scores, number of attempts and the constraints (or obstacles) 
that hinder online assessment practices, in order to determine 
the measures to promote the establishment of an online 
assessment. 

Regarding the percentage of students, we have 60% of 
female respondents and 40% of student respondents, which 
shows that female respondents are more numerous than male 
one (Table II). 

Regarding the average pass mark, we have 14.57 for female 
students and 13.63 for male students and 14.16 for the general 
average of the two classes. So, we can deduce that the majority 
of students have good grades and have not found any 
difficulties in the MCQ. Although it is necessary to take into 
consideration the students who failed and those who could not 
pass the MCQ (Table III). 

TABLE II.  CHARACTERISTICS OF THE SAMPLE BY GENDER 

Gender Percentage Number of participants 

Female 60 % 64 

Male 40 % 44 

Total 100% 108 

TABLE III.  THE AVERAGE SCORES ON A PASSAGE TEST 

The average score 

Female 14.57 

Male 13.63 

General average 14.16 

Regarding the success rate of the students, we have 86.11% 
of the students who passed and, 5.56% of the students failed in 
the assessment as well as, 8.33% of the students could not pass 
the assessment. So, we can deduce that most students have 
succeeded in this online assessment, but we must try to 
understand the difficulties (or the obstacles) encountered by 
other students in online assessment practices (Table IV). 

TABLE IV.  THE STUDENT SUCCESS RATE 

Success rate Percentage 
Number of 

participants 

Passed 86,11% 62 

Failed 5,56% 6 

Did not pass the assessment 8,33% 9 

Total 100% 108 

Among the 99 students who passed the MCQ, we find that 
48.49% of the students who answered on the first attempt while 
we have 51.51% of the students who answered after the 2nd 
attempt because they encountered obstacles during the 1st 
attempt (Table V). 

TABLE V.  THE NUMBER OF STUDENT RESPONSES ACCORDING TO 

ATTEMPTS 

Responses by attempts Percentage 
Number of 

participants 

Student responses after the 1st 

attempt 
44,44% 48 

Student responses after the 

2nd attempt 
47,22% 51 

No answer 8,33% 8 

Total 100% 108 

C. Obstacles Encountered 

According to this experiment, we find that 5.56% of 
students who did not follow the instructions requested. We also 
have 2.78% of the students who encountered hardware 
problems; they didn't have cameras in their computers. We also 
note that 19.44% of the students found problems installing the 
Safe exam browser because this software requires a more 
recent operating system whereas the students had an older 
version on their computers (windows 7, windows XP, etc.). We 
also have 5.56% of students who found constraints in the 
quality of the internet connection as the quality of the internet 
network is low or limited because, the connection which is 
consumed during the evaluation. Then, we have 13.89% of the 
students received error messages indicating that the server 
becomes slow when it is loaded because of a large number of 
users. On the other hand, we see that 44.44% of the students 
did not find any problems during the online evaluation on the 
first attempt (Table VI). 

0% 20% 40% 60% 80%

Classroom assement

Online assessment

62% 

38% 

Do you prefer classroom assessment or online 

assessment? 

0 20 40 60 80

No

Yes

65% 

35% 

Do you trust your learners when you provide 

online assessment? 
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TABLE VI.  THE CONSTRAINTS EXPERIENCED 

Constraints Percentage 
Number of 

participants 

Problem of following requested 

instructions 
5,56% 6 

Material problem: Camera 2,78% 3 

Connection quality problem 5,56% 6 

Problem installation of the browser 

secure exam due of the update operating 

system (Windows 7 and Windows XP) 

19,44% 21 

Server load problem 19,44% 21 

Didn’t find any problem 44,44% 48 

Total 100% 108 

D. Verification of Student Identity during Online Assessment 

on a Digital Device 

Among the 99 students who responded at to the 1st attempt 
or the 2nd attempt, the identity of 75.76% of the students was 
verified whereas we could not verify the identity of 24.24% of 
them (Table VII). 

Among the 24.24% of students whose identity could not be 
verified, 21.21% of them were not verified by the Safe exam 
browser tool and 3.03% of other has not been verified by 
camera and microphone (Table VII). 

Regarding the verification of the identity of the student by 
face and voice recognition, we verified with 96.97% students 
who have the camera and the microphone through the Google 
meet tool. But, we could not verify with 3.03% who do not 
have the camera and the microphone (Table VIII). 

For the phenomenon of electronic cheating, we found the 
SEB tool (which allows to block the search browser window) 
to be feasible with 78.79% of students who were able to install 
SEB but, is not feasible with 21.21% students (Table IX). 

TABLE VII.  VERIFICATION USING TECHNOLOGICAL TOOLS 

Verification by technologiques tools Percentage 
Number of 

participants 

Couldn't verify by biometric modalities 

(camera, microphone) 
3,03% 1 

Couldn’t verify by Safe exam browser tool 21,21% 7 

Total 24,24% 8 

TABLE VIII.  VERIFICATION BY FACE AND VOICE RECOGNITION 

Verification by face and voice recognition Percentage 
Number of 

participants 

Don’t have a camera and microphone 3,03% 1 

Have camera and microphone 96,97% 32 

Total 100% 33 

TABLE IX.  ASSESSMENT BY THE SAFE EXAM BROWSER TOOL 

Assessment by the Safe Exam Browser 

tool 
Percentage 

Number of 

participants 

Couldn’t install SEB 21,21% 7 

Were able to install SEB 78,79% 26 

Total 100% 33 

V. DISCUSSION 

For the question “What types of online assessment could be 
implemented in the context of a digital device?”, we always 
advise teachers to implement diagnostic assessments and 
formative assessments on digital devices. However, it is not 
recommended to set up summative evaluations there because 
of the obstacles that can be encountered during online exams 
such as: (the loss of light, the poor quality of the Internet 
network, the overload of the server quality or the error 
messages that occur following the overload of the server, 
malfunction of the hardware equipment for example: the 
camera, the microphone, etc.). 

For the question, "How to verify the identity of the learner 
in the context of online assessments?", we can verify the 
identity of the student with the biometric methods in front of 
the camera and by voice recognition with the microphone 
within the framework of diagnostic and/or formative 
assessments with a limited number of students. However, 
biometrics is inapplicable in summative assessments due to the 
problem of massiveness and the constraints that hinder online 
assessment. Regarding the measures to be put in place to 
promote the smooth running of the online assessment, we can 
mention: 

 Design very clear instructions to guide students in 
preference, to be given before the day of the assessment 
or to take a practical test. 

 Ask the learners to prepare the appropriate equipment 
for the smooth running of the assessment (a good 
camera, a good microphone). 

 Require students to have good internet quality (a speed 
that allows the assessment to be taken without internet 
interruption) or to provide a good internet network to all 
students at the time of the online assessment. 

 Ask students to update their operating system at the 
beginning of the module. 

 For teachers, it is recommended to use online servers 
and avoid using local servers. 

 Declare the time and period of the online assessment 
and, make more than one attempt to overcome all 
obstacles during the online assessment. For teachers, it 
is recommended to use online servers to avoid error 
messages from overloading local servers. 

Limitations of this research seem to be mentioned: the 
experimentation focused only on two classes of the Master 
cycle and on the Hassan II University for this reason the 
sample should be extended and diversified. The research 
focused only on the students' attitudes and neglected the 
teachers' attitude. 

VI. CONCLUSION AND FUTURE WORKS 

This research aims to present the online assessment in a 
digital device in the context of university training, aiming to 
improve their practices with emerging technologies based on 
an experience with students of Hassan II University. Our 
discussion to the results that we recommend teachers to 
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implement diagnostic assessments and formative assessments 
on digital devices and to avoid implementing summative 
assessments on them. Thus, we can verify the identity of the 
student with biometric methods in front of the camera and by 
voice recognition with the microphone in diagnostic and/or 
formative assessments with a limited number of students. But 
biometrics is not applicable in summative evaluations. 

As a follow-up to this study, we plan to analyze students' 
and teachers' attitudes about the use of biometrics on learning 
platforms during the learning of a given module and with a 
focus on passing assessments. 
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Abstract—This paper presents the study to differentiate 

between normal and anomaly conditions detected by humanoid 

robots using comparative statistics. The study has been 

conducted in robotic software as a platform to examine the 

scenario and evaluate between the anomalies and normal 

behaviour in different conditions. This study employed a 

machine vision technique to run an image segmentation process 

and carry out semi-supervised object training within a controlled 

environment. The robot is trained by differentiating the 

measurement size of the target object, its location, and the 

object’s visibility within three different frames. The effect is 

measured by extracting the positive predictive value (PPV) value, 

mean and standard deviation value from the captured image 

using statistical techniques in machine vision. The results showed 

that the mean value decreased by around 50% from the normal 

scenario when an anomaly occurred. Aside from that, the 

standard deviation values were more than twofold compared to 

the common scenario, especially after the object’s size grew. In 

contrast, the deviation value is remarkably small when the target 

is situated in the middle of adjacent frames, compared to the 

value when the entire shape is positioned in the frame. 

Simultaneously, the mean values from the processed image 

produced a minor difference. 

Keywords—Anomaly detection; humanoid robot; vision system; 

statistical analysis; robot recognition 

I. INTRODUCTION 

Over time, the application and comprehension of machine 
vision and robotics research have become increasingly 
valuable and helpful, especially for humans. Among the 
numerous studies, one that has piqued researchers‟ interest is 
applying picture segmentation approaches for spotting objects 
and people in various settings and orientations. Hence, it is 
scientifically referred to as anomaly detection. Anomaly is 
also defined as a low likelihood or probability of occurrence in 
a given setting. To put it simply, anomalies occur when the 
item‟s state deviates from the standard or customary order 
[1,2]. Certain anomaly detection studies generally 
implemented computational intelligence knowledge, including 
fuzzy logic-based outlier identification and neural networks. 

Moreover, this detection algorithm employs machine 
learning and statistical detection methods, as the subject‟s 
previous behaviour or trends need to be learned and 
interpreted [3,4]. It may also be utilized for practical purposes 
in product quality control, enhancing national security, and 

military purposes. Anomaly detection might also be used for 
mobile robots and unmanned aerial vehicles (UAV). These 
robots can detect anomalous behaviour and sceneries in 
various environments. Among them, the humanoid robot is a 
type of mobile robot. The robot can be programmed to use 
picture segmentation and processing techniques to determine 
the output pixel value and identify anomalous behaviour. 

In anomaly detection, there are several issues that need to 
be considered, such as objects‟ features and illumination 
circumstances [5], dense 3D shape models, image resolution, 
objects in different frames, and many other things [5-7]. 
Although some of the methodologies and procedures worked 
well under specific conditions or requirements, the accuracy 
for distinguishing anomalous behaviour has significant 
degradation due to different issues. Anomaly detection is 
perhaps one of the promising and fascinating fields to study. 

Among the issues, the issue of recognizing static objects 
when located in different positions is addressed in this study. 
Apparently, the issue occurs when there is confusion 
regarding the identical frames and variable object sizes. 
Besides that, the issue also arises when an object is placed at 
the boundary or when the object is located in a different 
position or corner in the frame. The object may not appear 
identical to its predecessor as it holds the corresponding pixel 
value in every scenario. Mean values and deviation of pixels 
value also vary between photos. Hence, this research focuses 
on utilizing humanoid robots by integrating machine vision 
studies to detect any irregularities in their view and classify 
them using statistical techniques. This project was created 
using the CoppeliaSim and Python (x,y) programming to 
demonstrate the method and simulation of how the work 
functions. 

The next section will delve into the broad idea of machine 
vision with the theories of robotics vision and humanoid 
vision as part of the component with the block diagram of 
necessary processes in the system, including techniques for 
learning in anomaly conditions. Then in the methodology part, 
the procedures and methodologies performed on each 
experiment are presented in detail. In the following section, all 
recorded data and information observed from every single 
experiment are tallied and illustrated in graph form. Next, 
Section V will discuss and evaluate the outcome after the 
simulation of each experiment to support the hypothesis and 
proposed method. Meanwhile, Section VI summarizes the key 
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findings and conveys realistic recommendations for 
improvements in future works. 

II. LITERATURE REVIEW 

A. Machine Vision 

Visual exploration in unknown settings is a common and 
crucial job for intelligent automation in the present day. One 
of the most compelling aims for machine vision applications is 
for robots to be able to search for identifiable things in an 
unknown environment; even though some robots have a 
deficiency in visual skills because of unable to compete with 
human ability, particularly in brains and eyesight [8]. 
Regardless, it may still be explored and improved regularly 
with various concepts and theories, especially with the 
continuation of innovative technology. 

Machine Vision is a “simple” processing system that 
captures visual information by processing, analyzing and 
measuring the image attributes using a combination of 
hardware and software. This is used to extract the information 
utilized in decision-making in order to generate the required 
result. The application of vision has been developed into a 
software platform to make people unnecessary spending an 
extended time developing algorithms for image processing [9]. 

Furthermore, the platform is user-friendly and allows for a 
simple extraction and modification of image information. 
Some of the examples are HALCON from MVTec Software, 
IMAQ from National Instruments, Visilog from Norpix, and 
PatMAX from Cognex Corporation [10]. It may sometimes 
surpass humans in specialized tasks. As shown in Fig. 1, the 
practical strategy for recognizing objects in vision systems 
mainly uses local characteristics as a primary tool to match 
scene material to models of recognized items. 

B. Robotics Vision 

Robots are growing increasingly capable in line with the 
decade‟s developments because they can execute a growing 
number of activities that would be too risky or difficult for 
humans. Flexibility has been required as job complexity has 
risen. The need for adaptability has grown in tandem with the 
complexity of modern jobs. The creation of humanoid robots 
gives way to the establishment of societies of robots that 
collaborate with humans as humanoid robot technology 
advances [9,10]. The evolution of robots goes from single and 
tiny robots to the establishment of humanoid and gigantic 
robots that can work together with humans. 

The application of vision is becoming a critical element in 
robotics and machine automation. Hence, the studies have 
been implemented in robotics advancement, known as robotic 
vision. In standard function, robot vision is utilized for part 
identification and navigation. In advanced function, the vision 
enables to lead and guide the robots or other automated 
machines to recognize, think and perform the task, resembling 
a human [11,12]. By controlling the special machine vision 
software, it can make the part identification and replace or 
complement manual inspections, navigation and 
measurements with digital cameras and imaging processes. 
Then the controller will automate and coordinate a necessary 

process to perform the task. The general process can be seen 
in Fig. 2. 

C. Humanoid Vision 

Ideally, the vision has been applied to many types of 
robotics and machines, not being left behind in humanoid 
robots. With the intelligent vision system used in humanoids, 
the robot can interpret images in terms of colour, size, shape, 
and position of the object on the scene. In addition, both sights 
of a humanoid robot can recognize various objects with 
different traits. The image will undergo pre-processing and 
image segmentation stage before continuing with object 
matching and tracking [13, 14]. An intelligent system is also 
able to perform a high-level recognition task. Some of the 
essential elements in the automated analysis and extraction of 
the required information are shown in Fig. 3. 

 
Fig. 1. Machine vision software architecture. 

 
Fig. 2. Machine vision process with three important components. 

 
Fig. 3. Structure of the robotic vision system. 
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D. Methodology Used 

Anomaly detection can occur in different surroundings and 
circumstances, depending on what abnormal behaviour are set. 
Therefore, anomaly detection methods are classified according 
to their input type, output type, learning method and the type 
of target anomaly. There are three types of learning methods 
in anomaly detection, which are supervised, semi-supervised 
and unsupervised [9,10]. 

For supervised learning, data sets labelled with normal or 
anomalous are used for training the model. While for semi-
supervised, the model is trained with only normal data. The 
data points that do not match normal behaviour are considered 
anomalous during the detection. Differ for unsupervised 
learning case, no training data required. The input data is 
expected to contain a high ratio of normal to anomalous 
points. 

Alternatively, the model will consider frequent anomalous 
behaviour as a common condition [15]. As mentioned earlier, 
the main objective of this research is to detect an anomaly 
behavior of non-motion objects via a humanoid robot. Besides 
that, the anomaly behavior in different frames is also observed 
using the single camera attached to the robot. The experiment 
is handled in a roomy space in which all the variables are 
controlled, fixed and not moving. 

Thus, the method highlighted earlier is reasonable and 
much more apposite to be carried out in this project for 
anomaly behaviour as it can detect objects even though in a 
different position of a frame. First, this method is tested on the 
same base background and light intensity with different object 
sizes. After that, the outcome from each experiment and 
observation is turned into the percentage of accuracy, 
precision, and limitations. Finally, the data is discussed in the 
analysis and result section. 

III. METHODOLOGY 

Generally, this study aims to let the humanoid robot learn 
to detect and identify objects in anomaly behavior. In order to 
observe and evaluate the performance of object identification 
and anomalies cases, a series of experiments is conducted to 
prove the object‟s behaviour in different cases. Primarily, 
specific aspects and parameters need to be determined and 
controlled to maintain the accuracy of the experiments. As an 
example, lighting and frame background. Originally, the 
methodology to conduct the experiment was broken down into 
two stages. The first one is the system design phase which 
discusses about the software and type of simulation used to 
run the experiment. The other stage explains how the 
methodology is implemented, where the details on how 
experiments are handled to get reliable results. 

A. System Designation 

The experimental platform to work for this project is 
Python (x,y) for Windows and CoppeliaSim software. This 
study is developed and runs through the simulation process by 
these two softwares. The coding code for the programming is 
developed in Python. At the same time, the environment scene 
and robot used for the experiment are built in a robotic 
simulator, CoppeliaSim. These two softwares are linked to 

each other and act as terminals to show the overall simulation 
and experiment process. 

In overall, this project undergoes four different types of 
experiments. The experiments are semi-structured scenes, 
calculating the mean and the standard deviation values based 
on different sizes of the object, determining the location and 
position of the object from the robot and lastly, collecting the 
mean and standard deviation values based on the different 
positions of an object in one frame. 

B. Stereo segmentation 

Interest points that are matching in the left picture are 
divided into groups based on their location and discrepancy. 
Then, a greedy clustering approach is applied, starting with a 
single interest point. After that, if the x-position, y-position, 
and disparity are within the 5-pixel threshold of any 
neighbouring cluster member, it is supplemented with new 
ones. The segmentation usually occurs at a comparable depth 
but in a different spatial position or at a nearby spatial location 
but at a different depth. Fig. 4(a) and 4(b) showed the pattern 
of the process. 

To enhance the segmentation step, feature locations are 
divided into on-object and outside-object groups (white vs 
other colours). According to the above image in Fig. 4(a) and 
4(b), every bit of outside-object locations and any image 
pixels outside the bounding region are considered outside-
object pixels. This region is emphasized in black colour after 
the segmentation process. Following that, the location for the 
on-object is highlighted in grey colour. To indicate that the 
particular shade is an anomaly, an image‟s pixel value is 
generated in histogram form so that it is easier to compare 
between the normal and abnormal or determine the different 
cases for every anomaly. 

C. Anomaly Criterion 

While learning the object samples, two sorts of anomalies 
can be identified; For starters, the event patterns that never 
have been seen before and employed as variable for 
classification. The flow is shown in Fig. 5 below. The 
anomaly scenario is defined as samples that deviate 
significantly (in terms of distance) from other clusters in the 
model [16]. Secondly, the model contains exemplars of other 
sorts of anomalies. It does, however, have a minimum 
frequency this time. As a result, it might also be characterized 
as a false positive. Both forms of abnormalities may be 
discovered by taking distance and frequency into account to 
classify. 

 
Fig. 4. Image segmentation, where the feature for matching exists, is 

clustered and plotted into the histogram. 
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According to equation (1), an intra-class distance Dist (Ci) 
in each cluster is defined as the greatest distance between any 
cluster member and the cluster centre. 

     (  )         (   
  )   (  ) 2 (1) 

Thus, as long as the abnormal grid event is detected, the 
frame triggered the condition as abnormal, either in significant 
or small deviations [16]. The deviation is calculated by using a 
simple formula. In this study, the deviation is extracted using 
the plug-in Open CV and Numpy Software in Python (x,y). 

 
Fig. 5. Example of flow process of anomaly behavior for classification. 

D. Research Procedure 

1) Experiment A: Semi-supervised Scene: This 

experiment investigates the object‟s behaviour and the pixel 

number when it is located at a different position in the same 

black background frame. The object is fixed in a triangular 

shape and red colour. The output results were positive 

predictive value (PPV), which is technically the pixel data 

extracted from the image captured. In addition, intra class-

distance is calculated manually to find the percentage of 

anomaly that can happen. Finally, the value is compared with 

the smallest distance value to identify true-positive and false-

positive anomalies. 

2) Experiment B: influence on the object size: This 

experiment measures the performance and effect of the variant 

size of an object on the system. The object that has been used 

is a cuboid with the same colour as the previous experiment. 

The frame background is fixed to a grey colour to differentiate 

it from black. Black is the default colour for the surroundings, 

as seen on the vision sensor recorded in the CoppeliaSim. 

There are three 50 cm-width and 80 cm-high walls labelled as 

Frame 1, Frame 2 and Frame 3. Frame 1 is set at the origin at 

180˚. All frames have the same surface, colour and size. 

 
Fig. 6. The top view of the experimental setup is placed ahead of the NAO 

robot. 

Meanwhile, Frame 2 is located at -40˚ and deviates from 
the horizontal axis. Meanwhile, Frame 3 has deviated as much 
as 40˚ from the horizontal axis. The setup can be seen in Fig. 6 
above. The parameter for the object‟s size is set from 0.4 cm x 
0.4 cm up to 45 cm x 45 cm. This dimension is for Frame 1. 
However, for Frame 2 and Frame 3, the object size added an 
extra size of 50 cm x 50 cm. This is because both frames need 
a larger cuboid surface to cover up all areas of the wall frame. 

3) Experiment C: detection of object’s location: This 

experiment is conducted to locate the anomaly by calculating 

the distance and angle between the robot and the wall screen. 

The experiment scene setup is still the same, as shown in 

Fig. 6. In this experiment, the cuboid‟s maximum size was not 

identical to the cuboid in Experiment B. The maximum size of 

the cuboid for Frame 1 and Frame 3 is 20 cm x 20 cm, while 

for Frame 2 is 25 cm x 25 cm, depending on all cuboid sides 

that are possible to be fitted in a frame. Using the formula of 

Pythagoras‟ Theorem and Sine Rule, the location of the 

cuboid in each frame can be ascertained. The experiment is 

continued with the same procedure in each particular frame. 

4) Experiment D: impact on various placement: From the 

result obtained in experiment B, only one size of a cuboid is 

selected as a fixed parameter in each frame. The cuboid size is 

picked based on the output mean and standard deviation 

difference between normal and abnormal conditions. For this 

time, the middle range of difference is selected. The cuboid is 

placed independently from 0 cm to 50 cm along the wall. 

Then, the effect of object position on the system is measured 

from the data attained in the mean and standard deviation of 

the pixel value. The experiment is continued with the same 

procedure in each particular frame. The difference between 

the normal and anomaly condition is observed based on the 

data outcomes. 

IV. RESULTS AND DISCUSSION 

A. Semi-Structured Scenes (Semi-Supervised) 

For the early experiment, only one frame is used despite 
the different positions of the target. The reason for this is to 
observe the performance of the target object. In this case, a 
triangular object is placed on the screen. The black 
background colour is chosen to make the number of pixels 
easy to calculate, as this experiment has not yet applied the 
image segmentation process. The object has been used as the 
target and labelled by „A‟. Even though the object is in 
different positions on the frame, „A‟ is successfully recognised 
and marked as normal behavior. The series of the captured 
image by the robot vision is shown in Fig. 7. 

Normal scenes are classified whenever the object is still 
inside the frame range, not at the edge or outside the 
boundary. From the early hypothesis, a subject is marked as an 
anomaly when it is located at the frame‟s edge. The reason for 
this is that the frame‟s pixel value is counted differently than it 
is supposed to be. However, depending on the situation and 
output data, it can be categorized as a false positive or a true 
positive. 
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Fig. 7. A collection of object samples observed by the camera in a particular 

circumstance. Images (a)-(d) depict normal behaviour, whereas images (e)-(f) 

depict anomalous behaviour. 

Precision or positive predictive value (PPV) is the ratio of 
the number of object pixels that are correctly recognized 
object pixels to the number of detected object pixels. When 
the ratio computation is near one, the performance is good. It 
is also known as the True Positive Rate (TPR), where the ratio 
of the number of object pixels correctly acknowledged to the 
number of object pixels in the ground truth. These quantitative 
analyses can be seen in Table I. 

TABLE I. PPV VALUE OF OBJECT SAMPLES IN DIFFERENT POSITIONS 

Sample 1st 2nd 3rd 4th 5th 
Average 

PPV Value 

a 0.95 0.96 0.97 0.96 0.96 0.96 

b 0.94 0.95 0.94 0.94 0.94 0.94 

c 0.98 0.99 0.98 0.99 0.98 0.98 

d 0.95 0.94 0.95 0.95 0.95 0.95 

e 0.67 0.67 0.67 0.67 0.67 0.67 

f 0.87 0.88 0.89 0.89 0.89 0.89 

PPV = 
                                                

                                
  (2) 

By calculating the mean, variance and standard deviation 
using the formula follows: 

1) Mean, µ 

   
∑  

 
      (3) 

     = 
                             

 
        

= 0.8983           

2) Variance, σ2 

σ2 = 
 

 
∑ 

   (    )2  (4) 

σ2 = 
 

 
 (           )  (            )  

                       (           )   (           )   

        (           )  (           )  

         = 0.0112 

3) Standard Deviation, σ 

σ =√
 

 
∑ 

   (    )2  (5) 

σ = √       = 0.106   

4) Intra - class distance,      (  ) 

     (  )         (  
  )   (  ) 

2  (6) 

    (  ) = ||0.67 - 0.945||2   

= 0.0756   0.08    (for case e)  

      (  ) = ||0.89 - 0.945||2  

= 0.0030   (for case f)  

5) Smallest distance between f(ex) and f(Cx) 

d(ex, Cx) = 0.98 – 0.945   

= 0.0035    

The parameters that have been calculated above show that 
the value of standard deviation, σ ≈ 0.1 and intraclass distance 
is 0.08. Thus, it shows that the percentage of anomalies that 
can be occurred is very low. To prove the anomaly in 
Experiment 1, the calculated value from d(ex, Cx) is less than 
Dist (Cx), which shows that abnormality in Fig. 7(e) has 
happened. However, the value of Dist (Cx) and d(ex, Cx) in 
Fig. 7(f) is much alike. Therefore from Fig. 7(e) and Fig. 7(f), 
two out of six cases are abnormal. Fig. 7(f) can be labelled as 
a false positive as the PPV value is very near to the PPV 
reading of ordinary cases. Meanwhile, the image in Fig. 7(e) is 
quite distant from the mean value and other ordinary cases. 
Thus, Fig. 7(e) can be labelled as true-positive. 

Aside from that, the shape in Fig. 7(e) showed a bigger 
proportion surpassing the boundary of the frame compared to 
the smaller proportion of the object in Fig. 7(f). The 
percentage of the whole object in Fig. 8(f) is about 90%, but in 
Fig. 7(e) is almost 60%. Data that does not match normal 
behavior in semi-structured scenes is considered anomalous 
during the detection. 

Based on experiment A that has been done, the pixel 
values are close to 1 despite the object‟s different position on 
a frame. The PPV value is significant when the object is at the 
edge of a frame. This value is categorised as an anomaly, 
whether false-positive or true-positive. False-positive is when 
the condition is an anomaly. Still, the output data is near the 
normal condition. At the same time, true-positive can be 
labelled when the condition is obviously an anomaly and 
slightly far from the deviation. Somehow, a false-positive can 
still be described as an anomaly. However, the percentage and 
accuracy are not much likeable and noticeable. For instance, 
the PPV value of Fig. 8(f) in the semi-structured experiment is 
0.89. It has the lowest difference, with an overall mean value 
of 0.8983. Hence, the percentage of the object positively 
identified in Fig. 8(f) is almost 90%. Still, the image captured 
in Fig. 8(e) shows that the object has surpassed the frame edge 
at almost 40%. Based on the standard deviation calculation, σ 
the value is approximately 0.1, which is quite good for 
anomaly detection. It is because the range or frequency for an 
anomaly to happen is less and close to 0. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

461 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 8.  True-positive anomaly versus False-Positive anomaly. 

B. Object Size 

The main objective of this experiment is to observe the 
pattern of mean and standard deviation values of each image 
taken from the vision sensor humanoid robot. With the 
pattern, it can be deduced on what condition the frames can be 
labelled as abnormal or normal. First, the colour and shape of 
the object are fixed throughout the experiment to ensure the 
output result is clear and easy to analyse. The object chosen is 
a cuboid and red. To control the experiment and for 
comparison, the mean and standard deviation value for the 
normal frame is recorded first. The recorded values are 
tabulated in Table II below. A normal scene is when no object 
is placed in the corresponding frame area. 

TABLE II. MEAN AND STANDARD DEVIATION VALUES IN A NORMAL 

BEHAVIOR 

Frame Number Data Value 

Frame 1 (Center) 
Mean (x10

2
) 2.02x10

2 

Std. Deviation (x10
1
) 4.06x10

1 

Frame 2 (Left) 
Mean (x10

2
) 2.20x10

2 

Std. Deviation (x10
1
) 3.68x10

1 

Frame 3 (Right) 
Mean (x10

2
) 2.06x10

2 

Std. Deviation (x10
1
) 3.94x10

1
 

 
Fig. 9. Graph for mean and std. deviation average versus object size (Frame 

1). 

 
Fig. 10. Graph for mean and std. deviation average versus object size (frame 

2). 

 
Fig. 11. Graph for mean and std. deviation average versus object size (Frame 

3). 

In Experiment B, only the object‟s size is manipulated. 
Other than that, the colour, shape and position are controlled 
during the experiment. The output data are plotted in the graph 
version, as shown in Fig. 9 to Fig. 11. The graphs show that 
the anomaly is identified when the cuboid size gets bigger 
than the typical size. The differences between the normal 
mean value and normal standard deviation value are very 
apparent too, with the biggest difference is recorded in Frame 
3. The size for the cuboid reaches up to 50 cm x 50 cm and 
covers the whole frame wall. Moreover, anomalies also can be 
identified on the smaller object as long as the standard 
deviation value passes the threshold value. From the plotted 
graph above, cuboid size 1 cm x 1 cm is the minimum size 
detected as an anomaly in Frame 1. For Frame 2 and Frame 3, 
the smallest size is 0.8 cm x 0.8 cm. It is because when the 
object is smaller, the pixel value for the coloured object has no 
differences from the normal condition. Technically, it is 
considered normal behaviour, although the object is inside the 
frame. Therefore, it is known as a false-positive anomaly. 
More simply, pixel levels in the output image are too small 
and do not pass the normal frame value to be labelled as 
abnormal. 

As for the bigger size, the pixel values for the coloured 
object are different from the plain frame as pixel intensity for 
the red colour is much higher than the grey one. This is also 
known as a true-positive anomaly. 

C. Location of Object 

In this experiment, the shape and colour of the cuboid are 
set not to change. However, the size is still different from the 
smallest to the biggest, which makes it possible to fit the 
cuboid size and calculate its position. The main objective of 
this experiment is to observe the location and position of the 
red cuboid image in a particular frame. With the pattern, it can 
be deduced which size of cuboid and position is suitable for 
humanoid robots to detect the anomalies. As stated earlier, the 
colour and shape of the object are fixed throughout the 
experiment to ensure the output result is clear and easy to 
analyze. For example, Frame 1 is still at the centre at 0˚ while 
Frame 2 is +40˚ and Frame 3 is -40˚. 

Here, Fig. 12 below shows the accomplished segmentation 
process to locate only the inside region of the object (dark 
grey colour) and eliminate the rest of the outer region (black 
colour). 
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Fig. 12. Images captured by vision sensor for 5 cm x 5 cm, 20 cm x 20 cm 

and 35 cm x 35cm surface area. 

Based on the calculation from each frame, it proves that 
the object‟s location from the humanoid robot is about 8˚31‟ 
on the left side of the frame wall. The value is calculated 
based on Pythagoras‟ Theorem and Sine Rule. 

 
Fig. 13. Setting from the upper view between the wall frame and the robot to 

measure the angle. 

The wall frame is 0.5 m in length. Starting from the centre 
until the left edge of the frame is 0.25 m. Then, the cuboid is 
set to be 0.1 m from the left side of the frame edge. So, the 
value of a = 0.15 m. Value b, the distance between the robot 
and the frame, is fixed at 1 m. To calculate c and x: 

c = √             (7) 

c = √         

c = 1.01m   and, 

     

     
 = 

          

     
   (8) 

1.01m x sin X =  0.15m x sin 90 

X = 8 ˚31‟ 

So, the cuboid is located 8 ˚31‟ between the centre and left 
of the robot. The outline can be seen in Fig. 13. Different 
situation with experiment C, the robot needs to locate the 
actual size and location of the anomalies on the frame wall 
after the anomaly behavior can be distinguished. Similar to 
Experiment B, the cuboid‟s colour, shape and position are 
fixed during the experiment. However, in this experiment, the 

robot could spot the cuboid size location up to 20 cm x 20 cm 
for Frame 1 and Frame 3 and 25 cm x 25 cm for Frame 2. 
When the object is bigger than the limit size, the centre and 
edges of the object are not fully fitted in a particular frame. 
Therefore, the centre and edges of the cuboid are located 
differently and over the limit; even the standard deviation 
value differs from the normal behavior. This condition can be 
considered a true-negative anomaly. To make the robot detect 
bigger object than the limits, the size of the wall need to be 
bigger and extended. Using Pythagoras Theorem and Sine 
Rule, the actual location, right side and distance of the 
abnormal can be calculated. With this ability, anomaly 
detection can be improved as the robot can locate the object‟s 
location as long as it is still within the frame boundaries. 

D. Position of Object 

The main objective of this experiment is to observe the 
pattern of mean and standard deviation values in a particular 
frame despite the position not being fixed while the size is 
constant. With the pattern, it can be assumed that the best 
position is suitable for a humanoid robot to detect anomalies. 
From the results, the surface area of a 10 cm x 10 cm cuboid is 
chosen as the best measurement to get the median value. It 
also fits the normal frame and the other two slanted frames, 
regardless of various positions. As stated earlier, for making a 
comparison, the mean and standard deviation value for the 
normal frame is recorded first. 

 
Fig. 14. Graph of mean and std. deviation average vs object position (frame 

1). 

 
Fig. 15. Graph of mean and std. deviation average vs object position (frame 

2). 
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Fig. 16. Graph of mean and std. deviation average vs object position (frame 

3). 

In general, experiment D is quite similar to Experiment B. 
The changes in the scenario where the cuboid is placed at the 
halfway point but varies along different lengths on the frame. 
This experiment uses the output result in mean and standard 
deviation values to distinguish the anomaly pattern. A 10 cm x 
10 cm cuboid was fixed during the experiment. The reason for 
using the mentioned size area is that it can be fitted on the 
surfaces of all kinds of frames. As mentioned in the prior 
subchapter, Frame 2 and Frame 3 were tilted (±40˚) from their 
original axis (±0˚). It also gives the best output image after 
being detected by robot vision. It has a median value with the 
highest and lowest mean and standard deviation pixels 
recorded from the previous experiment. The result shows that 
an anomaly can still be identified and evaluated, even though 
the standard deviation value has fluctuated in all frames. 
Because of the fixed size, the mean graph shown in Fig. 14 to 
Fig. 16 for each frame does not change critically. Their 
differences were at least 0.01 until 0.04 from the normal mean 
value. 

V. DISCUSSION 

With all the observations, the calculated mean, μ and 
standard deviation, σ for the initial and final point of the 
object in all three frames were recorded as the lowest. The 
biggest difference in σ value showed when the object moved 
nearer to the middle. It is because, at 0 cm and 50 cm, the 
cuboid is captured half of its actual size in frame boundaries. 
Thus the pixel intensity of the background value is the highest 
compared to the object colour value, making the standard 
deviation value drops significantly. The image pixel also 
shows the highest grey intensity when the object is located by 
the edge of any frame. All performance data in Experiments 
B, C and D are categorized as quantitative results. 

Based on the graph trends corresponding to the tabulated 
data recorded in Experiment B, the σ curve ascends and 
achieves the highest peak when the object is 35 cm x 35 cm. 
In contrast, the mean line decreases slightly until its minimum 
value. It is because the pixel intensity for the red value 
surpasses the grey value, which gives great differences in 
deviation reading compared to the normal deviation data. 
However, it started to decline slightly after the highest peak as 
the pixel value for grey is untraceable inside the frame. It also 
happens when the object size is smaller. For example, when 
the measurement size is 1 cm x 1 cm, the line for standard 
deviation approaches the line for the normal value. The 

changes happened in the mean line too. This can be explained 
as the pixel value for red being untraceable and considered a 
normal condition. This situation also applies in Frame 2 and 
Frame 3. Observing through each graph in Experiment D, the 
pattern for mean in anomaly and common condition shows 
little differences and is fixed horizontally. However, a 
different outlook is observed in the standard deviation pattern. 
The graph is up and down compared to the normal standard 
deviation line. The outcome shows that the standard deviation 
value is the best parameter to be observed when examining 
anomaly behavior and comparing them with the normal state. 

Meanwhile, the camera on the humanoid robot followed 
the object no matter the target object‟s position in image 
segmentation. From the concept, the distance between the 
object on the frame and the NAO robot is always the same. 
Both images in the left and right eye are matched so that only 
the image of the target object is recognized, pinpointed and 
shaded in the bounding area. Interest points are grouped 
according to respective image position and disparity. Each of 
them carries a different pixel number. 

However, the mean pixel number of a particular object is 
much alike, although it is located in various positions. To 
access each image‟s pixel value and calculate the mean and 
standard deviation, Open CV and Numpy plug-in library 
functions need to be explored. In this project, every image is 
set to produce only 3-bit pixel values. The pixels are red, 
green and blue intensity. The pixel value detected differed 
from what it was supposed to be whenever the object‟s 
position was between the edges of two frames, or the object 
surpassed the frame edge. 

As a consequence, the segmented image produced 
different values of pixels. As stated earlier, anomaly behavior 
happens when there is unlike frequency happening at a time. 
Thus, when the mean, standard deviation, or PPV value 
produced differs from the normal state, it can be categorized 
as an anomaly, as stated by a study in [17, 18]. 

The proposition that can be made from Experiments A, B 
and D is that both μ and σ values are reliable. The difference 
between normal and anomaly is comparable and can be 
proved based on the physical data and recorded image. To 
validate, each experiment is repeated five times to get accurate 
results, and the average value is calculated and recorded in 
tables. However, minor errors happen when the head yaw of 
the humanoid robot is rotated 30˚ to the left and right during 
detecting and scanning the frames repeatedly. Sometimes, the 
robot turned less than 30˚ or more than 30˚ from what it was 
supposed to. The effect of this the captured image is not 
similar as expected because the frame and point of vision are 
visibly not parallel because of the few internal factors such as 
joint errors and kinematic errors [19]. Because of that, the 
simulation must stop and take a break for 5 to 6 seconds. 
Then, it resumed again to get a precise result and eliminate the 
insignificant error that might change the results, as proposed 
by [20]. 

VI. CONCLUSION AND RECOMMENDATIONS 

In a nutshell, the main objectives of this project are 
successfully achieved using the semi-supervised approach to 
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learn the anomalies. PPV value, overall mean value, variance 
and standard deviation have been calculated to prove the 
anomaly statistically in that scenario. It also can be concluded 
that an object‟s positions greatly vary the standard deviation 
values. The location of the abnormal condition also has been 
proved during the experiment. It is proved by observing the 
maximum size of the object that can fit in the captured frame 
by ensuring all surfaces are within the range. Data obtained 
from Frame 2 differs from the data in Frame 3, although both 
slanted 40˚ from the horizontal. The setting for the frames and 
light tuning needs to be customized in the future. Besides that, 
a shadow effect is formed from different angles even though 
the light intensity for the surrounding has been set to default in 
the early setup. Furthermore, the calculation for mean and 
standard deviation pixel value can be made to access every bit 
image rather than only 3-bit colour to improve the study 
result. And lastly, the improvement could be focused on when 
there are ambient environmental changes in terms of 
illumination intensity, object colour and quantity of objects to 
be detected. The control system of the robot could also be 
improved by using closed loop estimation system [21] or by 
adaptive technique called disturbance observer [22]. 
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Abstract—Cloud computing has become a growing technology 

and has received wide acceptance in the scientific community and 

large organizations like government and industry. Due to the 

highly complex nature of VM virtualization, lightweight 

containers have gained wide popularity, and techniques to 

provision the resources to these containers have drawn 

researchers towards themselves. The models or algorithms that 

provide dynamic scalability which meets the demand of high 

performance and QoS utilizing the minimum number of 

resources for the containerized cloud have been lacking in the 

literature. The dynamic scalability facilitates the cloud services in 

offering timely, on-demand, and computing resources having the 

characteristic of dynamic adjustment to the end users. The 

manuscript has presented a technique which has exploited the 

queuing model to perform the dynamic scalability and scale the 

virtual resources of the containers while reducing the finances 

and meeting up the user’s Service Level Agreement (SLA). The 

paper aims in improving the usage of virtual resources and 

satisfy the SLA requirements in terms of response time, drop 

rate, system throughput, and the number of containers. The 

work has been simulated using Cloudsim and has been compared 

with the existing work and the analysis has shown that the 

proposed work has performed better. 

Keywords—Cloud computing; scalability; containers; 

containerized cloud models; queueing model 

I. INTRODUCTION 

Cloud computing has evolved into a highly dynamic 
computing model. It has gained attraction from various 
organizations due to its cost, availability, scalability, and 
security. It is an internet-based computing technology that 
provides higher-end computation and a shared pool of 
resources which are accessible on demand [1]. It has 
revolutionized the internet world through its hosting services 
and computational ability. Its unique technology has 
facilitated the user to pay for only those services and resources 
which have been demanded by them and further these 
resources can be increased and decreased depending upon the 
requirement. The potential and high capabilities have led to 
amplified productivity with reduced costs and flexibility as 
against the other IT industries [2]. The prime technology 
working behind the cloud is virtualization which enabled the 
cloud to instantiate various Virtual Machines (VMs) on one 
single physical machine (PM). Virtualization can occur at 
various levels like desktop, network, storage, and application 
[3]. It can affirm high performance, confidentiality, reliability, 
and security among VMs. One VM is isolated from the other 
VM on the same PM making it securely isolated. Despite 
various benefits exhibited through virtualization, applications 
demanding less isolation and maximum flexibility at runtime, 

VM virtualization may not be sufficient enough to satisfy all 
the QoS standards [4].  The container-based virtualization is 
gaining more popularity these days because of the more 
dynamic and flexible nature of the workload which varies 
highly with time. It expedites the seamless movement of 
applications from one architecture to another as against the 
VMs virtualization. Container executes on a kernel with the 
equivalent performance as VMs but with lesser cost than 
expensive VM runtime management overhead [5]. Containers 
provide a good platform to execute microservices on the cloud 
and they provide good support for the technologies such as fog 
computing, and the Internet of Things (IoT) [6].  As container 
technology gained popularity various large-scale IT industries 
providing cloud services have come up with their container-
based cloud services. 

The most renowned service models available in the cloud 
are Infrastructure as a Service (IaaS), Platform as a Service 
(PaaS), and Software as a Service (SaaS) with various energy 
efficient datacenters (DC) which are solely responsible for 
managing the scalability through resource management and 
load optimization [7]. With the PaaS service, the users can 
deploy any applications on the cloud. This model encapsulates 
the underlying infrastructure and facilitates the user to deploy 
the applications anywhere without giving a single thought 
about infrastructure management. One of the components of 
the PaaS service is containers and they are its enablers [8]. So, 
a user application can be deployed on a single cloud 
infrastructure as a unique block or deployed separately in 
different cloud infrastructures. 

The key characteristic of the cloud to scale up has attracted 
a lot of users. The variation and fluctuation in workload have 
compelled the cloud providers to scale up the resources (VMs 
or containers) dynamically as per the requirement. The cloud 
has eased the process of obtaining and releasing resources but 
it can be challenging to decide how many resources are 
needed to handle a fluctuating workload. There is an urgent 
demand for a model which can provision and de-provision the 
resources dynamically at the burst of demands.  Despite the 
development of container technology and harassing its 
potential, there is still room for the improvement in dynamic 
scaling of cloud resources. Insufficient scalability which is not 
competent enough to confront the variation in the workload 
intensity may lead to under-provisioning (UP) or over-
provisioning (OP) of the resources. In the UP scenario, the 
performance of the cloud degrades and SLA is violated. While 
in OP there is low consumption of resources that are allocated 
resulting in a higher cost for the providers. As a result, in 
response to dynamic changes in the global arrival rate during 
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runtime, adaptation mechanisms are coveted for polished 
dynamic scalability. Appropriate dynamic scalability is the 
demand of the time and it affirms the performance of the SLA 
while making the cost low. An efficient technique for dynamic 
scalability is required for fulfilling the requirement of both the 
users and CSP. 

This work has proposed a dynamic scaling approach for 
the containerized cloud. The approach enables us to acquire 
the dynamic and scalable nature of cloud computing and 
analyze its efficaciousness. The model tries to estimate the 
future resource demand and provision the resources in a 
dynamic way for mitigating the SLA violation and reducing 
the cost incurred by the system. The work is simulated in 
Cloudsim and the work is evaluated under the various quantity 
of workload. The main contribution of the paper goes as: 

 A queuing model is proposed to estimate and acquire 
the behavior of containerized DC. 

 The load balancer model and container model are 
discussed. 

 The mathematical formulation has been derived from 
the analytical model for various QoS measures. 

 Simulation of the work is performed on Cloudsim. 

The remaining paper is compiled as follows: the literature 
study associated with the work is done in Section II. The 
proposed work is discussed in Section III. Section IV performs 
the results and discussion and lastly, the work is concluded in 
Section V. 

II. RELATED WORK 

Containerization is not a novice concept of computer 
science. It was existing back in 1972 on Linux or Unix 
systems in different ways [9]. It aided the developer in 
providing an efficacious programming environment which has 
a quite reduced operational cost. Docker has adopted container 
technology and led to the start of open containers in the 
industries like Google, Microsoft, and many more and it is 
getting popularity day by day due to its isolation strategy. 
Fig. 1 describes the container in the cloud system with its 
private OS, interface, and file system. Cloud containers 
provide a thin encapsulation over the application so its 
deployment is relatively easier and faster. Initially, it started 
with the VMs which are light. These technologies possessed 
an isolated OS on which the application can be deployed [10]. 
Containers have several benefits over VMs [11]. Firstly, 
compared to virtual machines, containers use host system 
resources far more efficiently. Second, starting and stopping 
the containers only takes a minute time. Next, the mobility 
container prevents inter-system dependency conflict and 
guarantees its separate functioning from the system on which 
it is hosted. Fourth, unlike VMs, which are frequently not 
distributed production environments, containers possess the 
feature of being exceedingly lightweight, enabling end users 
to operate dozens or more of them simultaneously. Fifth, 
instead of having to go through hours-long installation and 
configuration hassles, end users of apps can instantly 
download and run sophisticated software. Additionally, unlike 
virtual machines (VMs), which strive to virtualize an external 

environment, a container's primary goal is to make an 
application fully portable and independent [12]. 

The containerized cloud is emerging as one of the most 
challenging issues over the past few years and a lot of work 
has been published in this regard. This section studies the 
relevant work associated with the scalability and performance 
of container-based cloud models. Some study is associated 
with scalability to provide better insight into scalability and 
some shows the scalability in container clouds. 

 
Fig. 1. Container structure. 

Scalability has once been qualified as the key feature 
contributing to the efficient working of cloud-based services. 
A deep scaling methodology has been introduced in [13] 
where three components have been included for effective 
resource utilization. First, it forecasted the workload then it 
mapped the workload intensity to the approximated CPU 
utilization and lastly, an auto scale method is developed for 
maximizing the CPU utilization. A proactive elastic model 
was defined in [14] which resolved the scalability issues in 
cloud-based IoT systems. It utilizes the ant colony 
optimization technique along with the Markov chain for 
scheduling the resources efficiently which enhances the 
performance and maintains the QoS measures. It improved the 
response time and request throughput. A benchmarking 
method is proposed that defined a framework for scalability 
benchmarking tools for quantifying the scalability. It included 
the scalability metrics and measurement methods to specify 
the achievement of the given service level objectives. It also 
provided the facility for configuring the scalability parameters 
for getting an efficient response [15]. The author in [16] 
proposed a container-based autoscaling procedure that used a 
heuristic technique for utilizing the resources efficiently. It 
improved the execution time, throughput, response time, and 
the minimum number of containers. The author in [17] 
addresses the two major scalability metrics volume scalability 
and quality scalability. Volume scalability is highly influenced 
by the scaling of service volume while quality scalability is 
affected by the service quality provisioned. These parameters 
quantify the technical scalability and helped in assessing the 
impact of demand on the service. Besides, they also aided in 
designing and performing scalability testing with the motive 
of the identification of the components that affect the 
scalability performance. 
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Scalability in container clouds has made the processing of 
cloud applications lightweight and efficient. An automatic 
scaling method is discussed in [18] where it reduces the 
response time, energy consumption, and better CPU 
utilization. An analytical model based on the stochastic 
technique for the container-based DC has been discussed in 
[19]. It studied and analyzed the performance of the cloud 
system with respect to mean job delay and job rejection 
probability. It created a framework for container emulation 
and assessed the same against the suggested stochastic 
technique. Through experimental development, the suggested 
model is validated using actual data. Insight into DC planning 
is provided to system designers by numerical verification. 
Another approach is introduced in [20] in which AWS 
autoscaling is implemented which facilitate estimating the 
future workload. It applied a future prediction algorithm using 
Prophet API. It studied the CPU utilization and the creation of 
new EC2 instances when the workload is heavy. An auto-
scaler-based model has been discussed in [21] which provide 
the architecture for the container-based application. It has 
included a monitoring mechanism, prediction model, time 
series model, and decision mechanism. The prediction utilized 
the time series to predict the future workload. It has provided 
better provisioning and speedy elasticity. The author in [22] 
introduced a framework for auto-scaled containerized 
applications which is governed by workload demand. It 
offered both reactive and proactive scaling. Reactive scaling 
was implemented using the threshold rules and proactive 
scaling utilized a neural network. It ensured the requirement of 
QoS. Another container-based module was developed in [23] 
which provided efficient provisioning. It used an adaptive 
function tree for scalable container provisioning. It mitigated 
the provisioning cost further by using a fetching mechanism 
showing the quality of on-demand and I/O efficiency. It turned 
out to be providing better scaling, response time, and 
provisioning. A horizontal scaling technique is discussed in 
[24] which configured the services in a docker container while 
the workload was balanced using the load balancer. It 
calibrated the infrastructures depending on the number of 
predicted users. It expanded the infrastructure and processing 
capability in a short duration and offered a fault-tolerant 
system for medium and small-scale industries. Another 
technique for resource utilization in a cloud-based application 
is discussed in [25] for container clouds leveraging the vertical 
elasticity of Docker. The resource coordinator and monitoring 
policies are implemented during the execution of tasks. 
Scalability parameters are the configurable parameters in the 
procedure. 

To the greatest of our knowledge and as of this time, there 
hasn't been any research available for the effectiveness and 
dynamic scalability of containers published in the literature. 
The existing work does not consider the dynamic scalability in 
the containers which has provided a cost-effective solution to 
the virtualization. It is of utmost importance to identify the 
number of containers required to cope with the highly 
dynamic workload to satisfy the SLA and QoS requirements. 
Dynamic scalability is attained only when there is neither 
overprovisioning nor under-provisioning. Overprovisioning 
may result in higher costs as more containers will be 

engrossed while under-provisioning leads to SLA violation. 
Therefore, the main distinction between our study and the 
studies listed above is that in addition to forecasting workload, 
we also forecast the future need for computing resources. 
Furthermore, in contrast to most techniques that focus on only 
one factor (CPU utilization), our model provides cloud 
providers with more information about the timely scaling and 
descaling of containers’ and VMs’ volume. This not only 
decreases the cost incurred by the users but also improves the 
user’s experience and also mitigates the financial burden of 
service provider and infrastructure cost due to the efficient and 
wise usage of the resources. 

III. PROPOSED WORK 

A. Problem Formulation 

A model consisting of DC consists of PMs which has the 
capability of holding various VMs which are further profound 
enough to hold various containers representing the real 
practical scenario of current existing cloud services. A 
hypervisor is held responsible for allocating various VMs to a 
PM while multiple containers can be allocated to a VM. The 
task execution request raised from the different users is being 
sent to the load balancer (LB). This LB routes the traffic to the 
PMs for execution. These requests are sent to a buffer system 
which is linked to the LB queue from where it is sent to the 
containers for the allocation of the resources and their 
execution. The tasks from the queue are allocated to the 
containers as per the availability of the resources. Whenever 
the user demands a new container with a particular 
requirement of the resources, the establishment of SLA 
between the final users and the CSP is agreed upon by the 
delivery of the requested QoS. If the breach in the agreed SLA 
happens the CSP is supposed to pay the penalty to consumers. 
The flow of the tasks happens as end users put in the request 
and it is sent to the LB. This LB receives the requests and 
distributes the tasks to the PMs as per the allocation policy 
utilized. Each task is allocated a unique container. As the task 
request increases the VM scales up the through the addition of 
the container for the execution of the request. Mostly the 
companies utilizing the features of the famous company 
Docker [26], use at least 18 containers simultaneously. Let us 
consider the m PMs which are represented as   *       
       +  which can hold a maximum of up to n VMs 
represented as   *             + . A VM can contain 
maximum l containers represented as   *             +. 
So, a PM can be scaled maximum to   VMs which can 
accommodate a maximum of     containers. 

B. Queuing Model 

The PMs undertaken in the DC have a similar 
configuration. The requests generated by the end users are sent 
to the queue and are served at each node in the DC based on a 
first come first serve basis. When the requests are executed 
and served well then they exit from the system. This paper has 
assumed that each request is served in only one container and 
one container will serve only one request. The DC is modeled 
using the open Jackson queuing model represented in Fig. 2. 
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Fig. 2. Queuing model. 

C. Load Balancer Model 

The LB is held responsible for managing the huge load 
which comes with cloud computing in the form of an ample 
number of requests from the end users. To serve the requests 
well the LB is modeled as an M/M/1 queuing model having 
the provision of the infinite capacity task requests buffer and 
the arrival of requests is supposed to be one by one [27]. The 
Markov chain with the continuous time of the LB model, and 
state   depicts the task number which means     tasks are 
waiting to get allocated in the queue. The arrival of the tasks 
happens at the   rate similar to that of the Poisson procedure 
in which the arrival duration of two immediate tasks is 
independent and the distribution is exponential according to 
the rate     . The serving time to the task at the PM in the LB 
is exponentially distributed over the   rate and     is the 
mean serving time. If     the M/M/1 is assumed to be 

stationary, where   
 

 
  . Let the probability be    be for the 

    state. The following equations can be summated utilizing 
the balanced equation [28]: 

                                (1) 

(   )                          (2) 

From equation 1 and 2, it can be written  

     
                                (3) 

According to the normalized equation, 

∑   
 
                   (4) 

One can deduce that, 

                                    (5) 

And then the steady-state probability of t tasks in the 
queue can be given as: 

   (   ) 
                   (6) 

The number of tasks on an average queued in LB can be 
deduced as: 

    ∑       (   )∑       
    

 

   
  

   
 

   
   (7) 

The average response time that the tasks in the queue 
obtained can be evaluated through Little’s law [29] given as: 

     
 

 
  

 

   
                                    (8) 

D. Container Model 

The paper has considered a DC containing various PMs 
having various VMs designated to hold one or more container 
instances executing on it. The local Scheduler (LS) and the 
runtime component (VMs) are the two major holdings of a 
PM. Fig. 3 demonstrate the placement of VMs and containers 
and LS in a PM. The container is executed on these VMs as an 
isolated thread in a similar namespace with a guest OS shared 
among other containers in the same VM. The hypervisor 
performs the operations that include resource management for 
placing the containers in the pool of VMs in accordance with 
the workload being requested from the users. 

 
Fig. 3. PM structure. 

Let’s consider CDC contains   PMs with LS modeled as 
M/M/1/C model [30] with   VMs and   containers      
  and thus making the queue full. This implies that PM is 
exhausted with the resources and is not in a condition to 
accept any new task until it gets finished up with the tasks 
previously allotted to it. So, it will reject the incoming new 
tasks. According to Burke [31], the departure procedure in the 
queue M/M/1 follows the Poisson process with the same rate 
 . Thus, the tasks arriving at each PM follow the Poisson rate 

with     
 
 ⁄   and each task is served with a service time 

exponentially distributed with an average    
⁄ . As the queue 

is finite in size so, for all the values of    and   the system is 

stable. The     PM with t tasks in the queue has an equilibrium 
probability that can be defined as: 

  
  {

(   )  

(       )
     

 

    
                 

                          (9) 

The rate at which tasks are lost at the     PM at the LS 
queue can be obtained as: 

       
  
    

(   )   

(       )
          (10) 

The LS queue has     PM whose throughput is given as:  

     (    )    
     

       
           (11) 

Similarly, the volume of tasks available in     PM at the 
queue is: 

          ∑    
   

  {

 

   
 
  (    )           
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The number of tasks undergoing the service is: 

     
   

       
                  (13) 

So, the tasks waiting in the queue can be given as: 

                                       (14) 

The CPU utilization can be given as: 

  
  

  
                           (15) 

The waiting time for the tasks at     PM is: 

     
  

  
             (16) 

Thus, the response time at     PM is evaluated as: 

   
  

  
 

 

    
 

    
  

  
    

   
              (17) 

For the later part of PM, each VM is modeled as the 
servers with   servers and the queue is not available with these 
servers i.e., M/M/l/l [32] where   depicts the volume of 
containers available with each VM. As stated in [31], each 
virtual machine's incoming tasks follow a Poisson process 
with a rate of   , indicating that each container receives an 
equal amount of requests. Since there are   VMs so each will 

get the tasks with an arrival rate    
  
 ⁄ . This will provide 

a balance system as each VM has a similar configuration. The 
service rate of each container can be taken as   . The task 
incoming at the VM can be visualized as a birth and death 
process. In a state    , the rate of the incoming task is 
       where     . While in the state           , the 
death rate       . Let    be the stationary probability with 

  tasks in the     VM. It is observed:             , 
(     ) , from the local balance equation. With   
    ⁄ , it can be written as: 

       
 

 
   

  

  
              (18) 

After the application of standardization condition [33],    
can be generalized as: 

    
 

∑
  

  
 
   

          (19) 

It can be further deduced: 

   
  

  

∑
  

  
 
   

                 (20) 

The loss probability    for the tasks lost at     VM, as the 
VM was full, is recognized as: 

   
  

  

∑
  

  
 
   

          (21) 

As there is no queue for the VM, so the tasks’ volume in 
the VM 

                (    
    )          (22) 

As earlier, the response time is evaluated as: 

   
 

  
               (23) 

As it is already known, when the LB sends the request, a 
job can only be carried out by one PM and in one VM by a 
container. Thus, the response time of the tasks before they 
went for execution can be summed as: 

                            (24) 

With a similar analysis, the task being rejected in DC is: 

                  (25) 

IV. RESULTS AND DISCUSSION 

The model proposed above is simulated through a series of 
experiments to analyze its effectiveness. The simulation has 
been performed on a personal computer with a 2.30 GHz Intel 
Core i3 processor and 4GB of RAM. The simulation tool used 
is Cloudsim. Initially, the DC is configured with 5 PMs and 
each PM is capable of supporting 10 VMs which varies to 50 
VMs while each VM can accommodate a maximum of up to 
18 containers. The arrival rate of the task varies from 1000 to 
10,000 tasks per second. The task in the queue requests for 
execution which is serviced in 0.0001 seconds. The maximum 
capacity of the queue is 300. The LS service the request on an 
average of 0.001 seconds. The experiment is performed with 
100 repetitions for efficient analysis. 

A. Response Time 

The response time of the system is very much affected by 
the volume of VMs which is analyzed with the varied task 
arrival rate. Fig. 4 illustrates the same. Here, the capacity of 
each VM to hold containers is 20. From the figure, it can be 
observed that the increment in response time to the task arrival 
is quite proportional. It is analyzed, for all the given scales of 
VMs, there are no substantial change in the response time 
when the arrival rate of the task varies from 5500 tasks per 
second to 9500 tasks per second. As the tasks arrival rate 
increases from 9500 tasks/second the response time increase 
exponentially for all the scales of containers. The response 
time 0.41second is observed in the 20 VMs scenario when the 
arrival rate is 10,000. The proper configuration of the VM can 
be chosen if the minimum response time is one of the QoS 
targets to be achieved for SLA. 

 
Fig. 4. Response time. 
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B. Drop Rate 

The drop rate of the system is defined as the rate at which 
the tasks are dropped or rejected because of either lack of 
space in the LS queue or a lack of capacity in DC. Fig. 5 
depicts the drop rate against the task arrival rate with the 
varied number of containers. Each VM has 18 containers. It 
can be observed from the figure that initially there is not much 
drop in the tasks but as the task rate increases the drop rate 
increases. This increase varies differently with a different 
configuration. In the case of 20 VMs, the loss starts after the 
2000 task arrival rate is reached while in the 50 VMs case this 
loss starts after 5000 tasks/sec. Until the rate reaches 5000 the 
50VMs configuration doesn’t show any loss while the 3015 
tasks/s are lost in the same task arrival rate as the 20VMs 
configuration. It can be deduced with the increased number of 
containers there is less loss of tasks. 

 
Fig. 5. Drop rate. 

C. Throughput 

The system throughput is being analyzed against the task 
arrival rate with all four configurations of the containers. 
Fig. 6 shows the variation of the system throughput measured 
in tasks per second. As it can be observed that in all four cases 
the system throughput is similar till 2000 tasks/sec. The 
impact of the different configurations of containers can be 

seen beyond 2000 tasks/sec. The system performs better with 
a large number of containers. There is not much variation that 
can be seen when the rate of the task reaches 2000 tasks/sec in 
the first case, 3000 tasks/sec in the second case, 4000 tasks/sec 
in the third case, and 5000 tasks/sec in the last case. After a 
certain threshold, the throughput has become quite fixed. The 
requirement of predefined system throughput in SLA can be 
resolved using the selection of the best configuration of 
containers by the service providers. 

D. Number of Containers 

To study the effects of the number of containers on 
response time and drop rate the tasks arrival rate has been 
fixed at 9000 tasks/sec. The number of containers has been 
increased from 8 to 18 containers. Table I represents the 
response time. It is observed from the table as the number of 
containers increases the response time decreases. A dramatic 
decrease can be seen after the 16th container. The response 
time of the system is highly dependent on the volume of 
containers. The system drop rate is also getting highly 
influenced by the number of containers. It can be analyzed 
that as the containers increase the drop rate decreases. It 
shows that to keep the drop rate below 3010 tasks/sec the 
minimum number of VMs and containers is 50 and 8 
respectively. 

 
Fig. 6. System throughput. 

TABLE I. SYSTEM RESPONSE TIME AND DROP RATE WITH RESPECT TO THE NUMBER OF CONTAINERS 

No. of System Response Time System Drop Rate 

Containers 20 30 40 50 20 30 40 50 

8 0.317 0.311 0.293 0.284 6135 5147 4087 3010 

9 0.316 0.308 0.289 0.282 5948 5084 3942 2985 

10 0.3149 0.304 0.286 0.2815 5827 4972 3875 2875 

11 0.315 0.3037 0.288 0.281 5773 4864 3751 2870 

12 0.3157 0.3021 0.287 0.2807 5648 4784 3617 2861 

13 0.3154 0.2998 0.285 0.2794 5584 4743 3561 2756 

14 0.3148 0.2994 0.283 0.279 5538 4476 3548 2641 

15 0.297 0.287 0.277 0.274 5416 4507 3472 2571 

16 0.283 0.278 0.264 0.258 5386 4459 3378 2468 

17 0.257 0.246 0.238 0.2334 5258 4319 3307 2402 

18 0.226 0.218 0.210 0.204 5156 4238 3193 2354 
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E. Comparison with other Algorithms 

The response time and system drop rate are compared with 
the existing work [11] and [16] for the 50VMs with 18 
containers each.  From Fig. 7, it can be observed that till the 
4000 tasks/sec there is not much variation among the 
algorithms. As the rate increases the proposed shows better 
results. With 10000 tasks/sec, the response rate is 0.3301sec of 
the proposed algorithm while that of [11] is 0.524sec and that 
of [11a] is 0.601 sec. From Fig. 8., it can be deduced that till 
the task rate is 4000 all the algorithms show the same drop 
rate but as the task rate increases there is an exponential 
increment in the drop rate. With 10000 tasks/sec, the drop rate 
of the proposed algorithm is 4859 tasks/sec and while that of 
others is 5338 and 5812 respectively. The suggested method is 
significantly more effective than others. 

The results obtained above have demonstrated that the 
increment in task arrival rate affects the QoS measures 
depending on the containers available in the DC. So, it’s very 
essential to scale up or scale down the container instances 
depending upon the rate of the incoming task. In addition to 
this, the number of containers available has to fulfill the SLA 
requirements. Besides, in the DC the workload is very 
dynamic and to provision, the minimum containers 
dynamically which can fully satisfy the SLA requisite which 
monitors the usage of virtual resources and modify the number 
of resources to be used is of utmost importance. Therefore, the 
main challenge that needs to be worked upon is the 
engagement of the minimal number of containers for fulfilling 
the SLA exigencies. Allocation of a greater number of 
containers than required may lead to the OP which increases 
the cost. Deploying a lesser volume of containers than 
expected may result in UP leading to more SLA violations. 
Therefore, dynamic scalability is the requirement of the time 
to avoid the situation of under and over-provisioning. The 
proposed algorithm facilitates the service provider to identify 
the minimal containers required while the rate of the task 
fluctuates helping in scaling up and down the resources and 
maintaining the SLA. 

   

 
Fig. 7. Comparative analysis of system response rate. 

 
Fig. 8. Comparative analysis of system drop rate. 

Further, the resources are allocated to the tasks in the order 
of their arrival. It may not consider the priority tasks which 
can be handled in further study. Since the arrival rate of the 
tasks is considered fixed which may differ in real life scenario 
as the arrival rate can vary with the state and thus making the 
potential customer to switch other service due to long waiting 
queue and thus it may affect the efficiency of the system. 

V. CONCLUSION 

This paper has proposed a queuing model for dynamic 
scalability in containerized clouds to analyze the workload and 
the effects of scaling on the QoS parameters. It also suggests 
the number of containers is scaled up or down for the 
requirement of a particular given SLA. A mathematical model 
is developed for identifying the key performance metrics. The 
model predicts and approximates the resource request for 
future requirements to mitigate the SLA violations and 
provide cost-effective solutions. The proposed methodology 
can also be used to scale the DC containers to guarantee the 
QoS parameters. The model is proficient enough in deciding 
the number of containers required for the provision or 
deprovisioned as per the given workload situation to meet up 
the SLA demand and QoS metrics. The proposed model is 
tested against some existing work and has turned out to be 
performing better. In future work, the model can be 
implemented in a real working environment and more SLA 
parameters can be included for the analysis. Further, clustering 
technique can be included and the model can have queue 
classified according to the requirements of the tasks like some 
tasks may require more processing units while some require 
more storage unit. 
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Abstract—The goal of this research is to create a machine 

learning (ML) classifier that can improve breast cancer (BC) 

diagnosis and prediction. The principle components analysis 

(PCA) technique is used in this work to minimize the dimensions 

of the BC dataset and achieve better classification metrics. The 

developed classifier outperformed others in terms of F1 score 

and accuracy score. Using the original BC dataset, four different 

classifiers are applied to determine the best classifier in terms of 

performance metrics. The used classifiers were RandomForest, 

DecisionTree, AdaBoost, and GradientBoosting. The 

RandomForest classifier obtained (95.7%) f1 score and (94.5%) 

accuracy score, the DecisionTree classifier obtained (93%) f1 

score and (91%) accuracy score, the GradientBoosting classifier 

obtained (95%) f1 score and (93.5%) accuracy score, and the 

AdaBoost classifier obtained (95.8%) f1 score and (94.5%). The 

AdaBoost classifier was utilized to create the final model using 

the reduced PCA dataset because it scored the highest 

performance metrics. The developed classifier is named as 

“pcaAdaBoost”. The optimized pcaAdaBoost achieved higher 

performance metrics in terms of f1 score (99%) and accuracy 

score (98.8%). The results reveal that the optimized pcaAdaBoost 

scored highest performance measures in terms of cross-

validation and testing outcomes, with an overall accuracy of 

(99%). The improved results justify the use of dimensionality 

reduction in high-dimension datasets to reduce complexity and 

improve performance measures. 

Keywords—Breast cancer; diagnosis; prediction; AdaBoost, 

RandomForest; PCA 

I. INTRODUCTION 

Several studies and technologies have been conducted 
worldwide to screen for and investigate the risk of Breast 
Cancer (BC). Despite significant advances in screening and 
patient management, BC represents one of the common 
malignancies in women worldwide and it was ranked as the 
second most likely cause of cancer mortality. Statistically, 
there were 268,600 new cases of BC diagnosed in American 
women in 2019, with 41,760 deaths [1-3]. BC is a very diverse 
illness with numerous forms and subtypes. Approximately 95 % 
of BCs responded to endocrine and targeted therapy, and their 
prognosis and survival rates are generally favorable. However, 
the widely used screening instrument is a two-dimensional 
mammography, which can detect tumors that are too small to 
perceive. The breast is compressed between two rigid plates in 
a conventional mammogram, and X-rays have been used to 
capture images of the breast tissue. Such techniques are 
invasive, costly, and tedious to conduct. With the advent of 
new computational power in terms of big data, machine 

learning (ML), and data science (DS), scholars have attempted 
to apply such new computation techniques to the analysis of 
BC datasets, as well as to develop new promising low cost and 
fast BC classification techniques. However, to reduce 
processing time and to increase prediction performance, data 
reduction techniques are used. Removing irrelevant input data 
and get rid of redundant inputs would probably enhance 
classifier’s capability in terms of performance measures. In 
this study, the PCA technique is used in this work to minimize 
the dimensions of the BC dataset and achieve better 
classification metrics. The generated classifier outperformed 
others in terms of F1 score and accuracy score. Using the 
original BC dataset, four different classifiers are applied to 
determine the best classifier in terms of performance metrics. 
Therefore, the following classifiers, RandomForest, 
DecisionTree, AdaBoost, and GradientBoosting, are used and 
evaluated. This work utilized the PCA method to reduce 
features from the original BC dataset. This method improved 
the performance of the ML model on hand and enabled better 
data visualization. In this way, the PCA is used to reduce the 
dimensions of the BC dataset, making it less sparse and more 
statistically significant. 

II. LITERATURE REVIEWS 

Scholars defined ML as a subset of artificial intelligence 
(AI). It denotes a mathematical model that is used to make 
decisions or predictions using a training dataset. It is 
frequently referred to as an evolving prediction model that 
will improve classification capabilities in a variety of fields 
including disease diagnosis and screening as in medical 
industry [4]. It is necessity to reduce the danger of diseases, 
infections, disorders, or pandemics using a proactive ML 
model [5-6]. To deal with the increasing complexity of the 
vast data and convert it into meaningful scientific knowledge 
for the benefit of humanity, new bioinformatics methods must 
be developed [7-8]. The use of ML classification techniques in 
medical diagnosis applications is highly valued [6]. However, 
traditional classification may not have performed as well as 
planned, raising the necessity of such investigations that could 
improve the current classification technologies in medical 
sectors. The goal of medical AI and ML research is to create 
applications that use AI technologies to aid practitioners in 
providing treatment based on better decision making [9-10]. 
Some research has been conducted on comprehensible AI in 
order to solve the downfalls of AI analysis tools being black 
boxes. In comparison to AI systems such as deep learning, 
XAI can present model's explanations and decision-making 
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capabilities [11]. Many traditional ML approaches for 
classification problems are used like logistic regression (LR), 
support vector machine (SVM), decision tree (DT), and 
RandomForest (RF). The RF is a ML classification method 
that comprised of several decision trees in an ensemble. The 
outcome of these DT elections symbolizes the RF decision. 
Regardless of the used ML algorithm, several evaluation 
methods such as F1_score, accuracy_score, precision, recall, 
AUC, and ROC have been commonly used to assess the 
effectiveness of each proposed method [12]. One of the most 
important areas of medical based ML applications is BC 
classification. BC has now surpassed lung cancer as being the 
most prevalent malignancy afflicted in women worldwide [13]. 
For the prognosis and diagnosis of BC disease, researchers 
developed a SVMs based classifier in contrast to Bayesian 
classifiers and ANN. However, they gave implementation 
summary for the findings of the evaluated classifiers [14]. 
Another study [15] used the BC dataset to classify BC disease 
using several ML methods: Knn, RF, SVM, DT, and LR. They 
evaluate the results of each method and concluded that the 
SVM algorithm outperformed the others with a performance 
accuracy of (97.2%). Another study [16] tried to examine the 
findings and to analyze several ML approaches for the 
detecting of BC using the same dataset. Another study [17] 
proposed an efficient recursive neural network (RNN) 
approach for BC classification using RNN and ―Keras–Tuner‖ 
enhancement method in which they claimed that, the 
developed model achieved high performance accuracy. 
However, the study in [16] showed that Logistic regression 
classifier beats the other classifiers in predicting BC disease 
using BC Wisconsin (Diagnostic) data set (BCWD). 

III. RESEARCH METHODS 

The current study attempts to minimize the dimensionality 

of the dataset before selecting the optimal features to be fed to 
the classifier. The proposed method employs the simplest 
model that meets the performance requirements of the 
complicated models. Accordingly, the dataset shall be 
dimensionally reduced in order to improve model performance 
and eliminate extraneous features. Therefore, the proposed 
model begins with data preprocessing, followed by feature 
selection, dimensionality reduction, and classification (Fig. 1). 
In this methodology, four different supervised classification 
algorithms are used, RandomForest, AdaBoost, GradientBoost, 
and DecisionTree respectively. For this study, the classifier 
that obtained the best performance measure (Accurecy_score, 
and F1_score) is selected to perform classification process. 
However, after selecting the best classifier, the principle 
components analysis (PCA) procedure is taken place to 
perform dimensionality reduction. The reduced dataset is then 
fed to the chosen classifier to implement BC classification. 
The developed model is then validated using k-fold cross 
validation, tested using a subset of the original dataset (30%), 
and lastly, performance measures are evaluated. 

A. Dataset Description 

In this study, BCWD data is being utilized for model 
development purposes. The data include 31 features along 
with the class feature (target). The cell nuclei detected in the 
breast image clip are represented by the independent indices. 
Moreover, the dependent index contains binary outcome: zero 
indicates benign, and one describes malignant. The output will 
be classified as being benign or malignant. However, the 
shape of the used dataset is (569,31), and its descriptive 
analysis is shown in Fig. 2. Additionally, the bar chart (Fig. 3) 
depicts the count of the target variable to be malignant (M) or 
benign (B). 

 
Fig. 1. An enhanced methodology for BC classification using PCA. 
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Fig. 2. Descriptive analysis of BC dataset. 

 
Fig. 3. Count for class variable (diagnosis). 

B. Dimensionality Reduction 

Features reduction represents a very important 
preprocessing stage that eliminates redundancy, inconsistent, 
and unimportant features to optimize learning, classification 
accuracy, and minimize training cost [18]. One of the its 
approaches that diminishes computation cost for the learning 
process is called ―Principal Component Analysis (PCA)‖. 
Moreover, features reduction is useful in several realms 
because it reduces the computational burden as well as other 
unfavorable characteristics of high-dimensional areas. Many 
scholars recommended the utilization of features reduction 
techniques to improve computational power and to enhance 
performance accuracy [5]. Therefore, the literature has several 
uses of dimensionality reduction techniques such as, Zhao and 
Du [19] in which they advocated for the use of the 
―feature_based‖ spectral-spatial‖ classification (SSFC) 
structure. Another study by Xu. Y et. al [20] proposed 
spontaneous removal of piece picture from side to side deep 
learning. However, the PCA is commonly used method for 
features reduction. 

C. Classification 

Classification represents the most important task in 
supervised learning techniques [21-23]. It normally utilized to 
separate the dataset into a unique class as per the values in the 
dependent variable [24-25].  To select the best classifier that 
provides the optimal performance metrics based on BC dataset, 
four different classifiers are used, namely, RandomForest, 
Adaboost, Gradientboost, and DecisionTree are used. A brief 
detail on each classifier is shown below: 

1) Random forest classifier: Because of its ease of 

implementation and high versatility, it is one of the most often 

used supervised learning algorithms. It is a collection of 

prediction trees capable of handling large datasets. 

2) Adaboost classifier: AdaBoost was among the first 

applications to employ the boosting technology. It 

accomplishes this by integrating numerous weak classifiers 

into a single strong classification method. 

3) Gradientboost classifier: It is an ensemble, functional 

gradient iterative approach that reduces a ―loss function‖ by 

repeatedly selecting a function who points towards the 

negative slope. 

4) Decision tree classifier: The decision tree can be 

defined as a supervised learning technique in which it is 

commonly implemented for solving binary classification 

problems. However, such a technique bases its decision on 

some rules. 

IV. RESULTS 

In this study, initially four different classifiers were 
employed to get performance metrics using BC dataset. The 
established approaches were assessed using accuracy score 
and F1 score metrics. However, the model with the best 
metrics was used to develop the enhanced model. After data 
preprocessing and visualization, the dataset is reduced into 
two main components namely, first principal component and 
second principal component. Fig. 4 illustrates the reduced 
PCA components. 
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Fig. 4. The reduced PCA components (first & second principal components). 

 
Fig. 5. Heatmap of the reduced PCA features. 

As it can be seen in Fig. 4, the reduced dataset consists of 
two principal components in which they can represent the 
original dataset with no loss of information. It can be noticed 
that the reduced dataset can be used to clearly discriminate 
between the two classes of the target variable ('diagnosis'). 
The reduced dataset represents a dumpy matrix array in its 
rows represents the principal components and each column in 
it relates back to the original indices. Such relationship can be 
visualized as heatmap (Fig. 5). 

The classifier that obtained the higher performance metrics 
is selected to implement the final model using the reduced 
PCA dataset. The RandomForest classifier obtained (95.7%) 
f1_score and (94.5%) accuracy_score in which it occupied 
position number two among the selected classifiers. The 
DecisionTree classifier obtained (93%) f1_score and (91%) 
accuracy_score. The GradientBoosting classifier obtained 
(95%) f1_score and (93.5%) accuracy_score. Eventually, the 
AdaBoost classifier obtained (95.8%) f1_score and (94.5%) 
accuracy_score (Table I). 

TABLE I. CLASSIFIERS PERFORMANCE METRICS 

Classifier F1-Score Accuracy-Score 

Random Forest 95.7% 94.5% 

Decision Tree 93% 91% 

Ada-Boost 95.8% 94.5% 

Gradient-Boosting 95% 93.5% 

V. DISCUSSIONS 

The obtained results showed that AdaBoost classifier 
outperforms other used classifiers in terms of f1_score and 
accuracy_score. Thereby, it was used to implement the final 
enhanced model. On other hand, the RandomForest classifier 
achieved a very similar performance metrics to the AdaBoost 
classifier in terms of accuracy_score, but the AdaBoost 
classifiers achieved higher F1_score. Hence, the reduced PCA 
components were fed again to AdaBoost classifier to validate 
the enhancement made by the reduced dataset features using 
PCA components. Fig. 6 showed the enhanced performance 
metrics in which it achieved an overall accuracy of (99%). 
The new enhanced model is used to make predictions on a 
new dataset to validate its performance. The developed 
classifier was able to correctly classify the new data into its 
correct classes where they were 'Malignant' or 'Benign'. The 
final accuracy_score and F1_score is depicted in Fig. 7. The 
model obtained a noticeable higher f1_score (99%) and 
noticeable higher accuracy_score (98.8%). 

 
Fig. 6. The enhanced BC classification performance metrics. 
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Fig. 7. The improved performance metrics using AdaBoost and PCA. 

As shown in Fig. 7, the developed model obtained higher 
accuracy score and higher F1 score. Therefore, it can be can 
concluded that, the reduced dataset using PCA components 
analysis can enhance classification performance in high-
dimensions datasets. Furthermore, dimensionality reduction 
simplifies the classification process in ML, resulting in a 
better fit to the constructed classifier. 

VI. CONCLUSIONS 

This research utilized PCA technique to minimize the 
input features in the BC dataset seeking better enhancement of 
BC classification in terms of F1_score and accuracy_score. 
The developed model started with a performance metrics 
comparison between four supervised classification techniques 
namely, RandomForest, DecisionTree, AdaBoost, and 
GradientBoosting.  The RandomForest classifier showed 
(95.7%) f1_score and (94.5%) accuracy_score, DecisionTree 
classifier obtained (93%) f1_score and (91%) accuracy_score, 
GradientBoosting classifier obtained (95%) f1_score and 
(93.5%) accuracy_score, and finally, AdaBoost classifier 
obtained (95.8%) f1_score and (94.5%) accuracy_score. Since 
the AdaBoost classifier scored the highest performance 
metrics, it used to implement the final model using the 
reduced PCA dataset. The developed classifier is named 
―pcaAdaBoost‖. The optimized pcaAdaBoost achieved higher 
performance metrics in terms of F1_Score (99%) and 
accuracy_score (98.8%). The results show that the optimized 
pcaAdaBoost has delivered the best results in terms of cross-
validation and testing. with an overall accuracy of (99%). 
However, as per future works, the developed classifier should 
be trained and tested using different datasets to validate its 
ability to enhance performance metrics. Finally, the developed 
model is hoped to introduce a predictive tool for early 
diagnosis and classification of BC in our large society. 

VII. DATA AVAILABILITY 

The used data in the development of this model and that is 
used to support the findings of this research can be accessed 
online at: 

UCI Machine Learning Repository: Breast Cancer 
Wisconsin (Diagnostic) Data Set. 
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Abstract—Natural and manmade disasters such as 

earthquakes, floods, unprecedented rainfall, etc. pose several 

threats to our society. The citizens upload disaster information in 

the form of multimedia content such as pictures, audio, and 

videos. Efficient information and communication framework are 

critical for disaster management. Mobile Adhoc Networks 

(MANET) have been used effectively for disaster management. 

However, Disaster management prerequisites following Quality 

of Service (QoS) requirements such as bandwidth, high delivery 

ratio, low overhead, and minimal latency; however, the existing 

data transmission scheme induces high latency and overhead 

among intermediate devices; In order to meet the QoS 

requirement of disaster management applications in this paper, 

High Delivery Efficiency and Low Latency Multimedia Content 

Transmission (HDELL-MCT) scheme for MANETs is presented. 

Then, an improved buffer management scheme is presented for 

meeting disaster management performance and latency 

prerequisites. The experiment is conducted using ONE 

Simulator, the outcome shows the HDELL-MCT scheme achieves 

very good performance considering different QoS metrics such as 

improving delivery ratio by 38.02%, reducing latency by 7.53% 

and minimizing hop communication overhead by 65.1% in 

comparison with existing multimedia content transmission 

model. 

Keywords—Buffer management; disaster management; Mobile 

Adhoc Network; opportunistic routing; Quality of Service 

I. INTRODUCTION 

Disaster management is unpredictable as the disasters can 
be caused by humans or can be a natural calamity. In the 
disaster, many man-made things are damaged or destroyed 
such as buildings, cellular towers, power grids, network 
infrastructure, etc. [1], [2]. Due to these damages, there is no 
proper communication if a person is stuck in a disaster. 
Moreover, there is congestion in the communication channel 
due to the data traffic as the people try to contact their family 
or friends seeking help. The disaster management teams are 
deployed to rescue the people, and resources and many people 
use an online platform to share the condition of that area by 
posting videos and pictures [3]. Due to this, there is more 
traffic and congestion in the communication networks [4]. 
Despite having massive technologies, there are many 
communication problems which include system overload, 
system failure, and incompatibility between communication 
systems used by different agencies. These communication 
problems can be resolved by providing a redundant 

communication channel or by providing a separate 
communication network for disaster management [5], [6]. 

In disaster management, the Mobile Ad-hoc Networks 
(MANETs) can play an important role by providing the 
person's information when the rescue team cannot find the 
person who is stuck in a disaster [7], [8]. The MANETs contain 
various mobile nodes that are deployed randomly which can 
join or leave the given network when it moves. The mobile 
nodes can communicate opportunistically [9] with other nodes 
using the wireless link to share the information. Mobile Ad-hoc 
Networks can add various new devices rapidly. All the devices 
which are in the network can move freely in any direction. 
Some examples of MANETs that are currently being used are 
in military operations, a small conference room, recuse 
operations on the battlefield, ad-hoc networks, and emergency 
operations [9]. 

During the transmission of the nodes from the source to the 
destination, many challenges are faced by the MANETs [10], 
[11], & [12]. Some of the challenges include the delivery ratio, 
multihop, congestion control, and latency. Thus, designing a 
network in MANETs is a challenging task as there are many 
problems in its design. Every node in the network acts like a 
router that can send the packets (i.e., images, videos, etc.) from 
the source to the destination in an opportunistic manner [13]. 
The nodes can be of any device like mobiles, laptops, personal 
computers, etc. Mobile Ad-hoc Networks can range from small 
networks to very large dynamic networks for provisioning 
multimedia applications [14]. The nodes communicate with the 
other nodes in a multihop manner. When the transmitter sends 
a packet to a given destination node, an intermediate node is 
used for communication in the network. Hence, every node 
plays a vital role in sending the packets from the source to the 
destination [3], [15], [16]. An extensive survey shows existing 
data transmission scheme induces memory overhead among 
intermediate for provisioning disaster management 
applications; thus, inducing poor delivery ratio and latency. 
This motivated the research to develop an improved 
multimedia content delivery model namely HDELL-MCT for 
provisioning disaster management applications. The HDELL-
MCT incorporates the location feature into the actual packet 
and predicts whether the current device will go toward destined 
groups or not; further, each packet is composed of time validity 
within which the data has to be delivered to the destined group. 
Then, an improved buffer management scheme is presented for 
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meeting disaster management performance and latency 
prerequisites. The significance of HDELL-MCT is as follows. 

 The HDELL-MCT employs a two-level multimedia 
data transmission model for MANETs. 

 The HDELL-MCT model can meet the delivery ratio 
and latency requirement of disaster management 
applications. 

 The HDELL-MCT improves delivery ratio, and 
intermediate hop overhead, and reduces latency in 
comparison with the existing multimedia data 
transmission model. 

The manuscript is arranged as follows. In section II, various 
existing data transmission model for wireless and Mobile 
Adhoc networks is discussed, and also identified research 
issues for developing an improved multimedia content 
transmission model. In section III, the proposed high delivery 
efficiency and low latency multimedia content transmission 
model have been presented for disaster management using 
Mobile Adhoc networks. In section IV, the simulation outcome 
of HDELL-MCT and existing MCT through The One 
simulator is validated. In the last section, the result is 
concluded with a future research direction. 

II. LITERATURE SURVEY 

Here are various existing data transmission schemes for 
provisioning disaster management applications for wireless and 
Mobile Adhoc networks. In [5], a routing protocol, TA-
AOMDV has been proposed which can adjust to the movement 
of the node at high speed to achieve a good quality of service. 
In this protocol, an algorithm is used which takes the node 
resources for the selection of the path and also to connect the 
stability probability between any two nodes. This protocol uses 
a technique that constantly brings up-to-date routing strategies 
using the evaluation of the link stability of the nodes. In [6], a 
routing scheme known as BARS has been presented which can 
avoid the overcrowding of the bandwidth problems in network 
paths and make space in the queues to store the information in 
the cache. The available storage of the cache must be evaluated 
before the transmission of the data takes place. This model uses 
a technique of feedback through which it can identify the 
traffic source to adjust the data rate using the bandwidth and 
hold the data in a queue so it can be sent to the routing path. In 
[7], a study on MANET has been evaluated using the AODV 
protocol, which evaluates the outcome of the route requesting 
parameters. This protocol was compared with the OLSR 
protocol using the performance metrics such as energy 
consumption, latency, and other metrics. The comparison tells 
that the OLSR model has some latency when compared with 
the AODV model. 

In [8], a routing protocol has been proposed using the 
delay-tolerant MANET, in which the virtual nodes are 
carefully chosen based on the delivery to the destination node, 
only if the node is not delivered using the MANET protocol. 
The transmission of the node is done from the source node to 
the destination node. In [10], a routing protocol has been 
proposed opportunistic network, which generates a data 
forwarding model in the communication of the data where it 

evaluates the rules of transferring data in a partition scheme for 
node activity. To achieve the trade-off between the 
transmission efficiency and system overhead a different 
approach has been used. A free movement degree model is 
developed depending on which a utility capacity is concluded 
to pick nodes for transmission of the information [11]. In [12], 
focused on addressing the congestion at the node and link-level 
adopting reactive routing mechanism using random early 
detection and expanding ring searching models to improve 
packet delivery ratio with minimal latency. In [13], an energy-
efficient version of the FCSG, EFCSG has been proposed for 
the OppNets. This protocol uses the fuzzy controller with fuzzy 
features to check the nodes that can be considered for the 
routing process. 

In [15], a technique, TBSMR is used to improve the 
Quality of Service in MANETs performance. This technique 
uses different factors like malicious detection of nodes, control 
of congestion, packet loss reduction, etc. to strengthen the 
Mobile Ad-hoc Networks quality of service. In [3], a method, 
namely MMDSR (multipath multimedia dynamic source 
routing) has been modified from the previous version to 
include the tie strength in the decision which is done using the 
forwarding algorithm; where the model finds a trade-off 
between the QoS and the reputation between the users who 
arrange the path in the MANET. This method increases the 
reputation metric without affecting the QoS. However, the 
major drawback of the existing data transmission scheme is 
that they achieve poor data delivery ratio and induce memory 
management overhead considering delay-tolerant disaster 
management application; For overcoming research issues an 
improved multimedia data transmission scheme for 
provisioning disaster management through Mobile Adhoc 
Network. 

III. HIGH DELIVERY EFFICIENCY AND LOW LATENCY 

MULTIMEDIA CONTENT TRANSMISSION MODEL FOR DISASTER 

MANAGEMENT USING MOBILE ADHOC NETWORKS 

This section presents high delivery efficiency and low 
latency multimedia content transmission model for disaster 
management using Mobile Adhoc networks. In traditional 
MANETs, the messages are generally broadcasted to every 
neighboring device available leading to high congestion in the 
network. In addressing this work employ group-casting-based 
communication where groups represent a location that can 
provide services; Any MANET device that resides within a 
group will become a possible receiver. In group-casting, all 
information’s are addressed to a respective group and each 
MANET device that resides within that group will receive the 
data packets; thus, it is important to outline groups in 
MANETs. Further, information should incorporate the group’s 
information; thus, every MANET device that resides within 
groups will receive packets. 

A. MANET Device Group Classification 

Here we define the groups for MANETs considering delay-
tolerant prerequisite of disaster management applications. The 
groups define MANET devices that reside in the same region 
and have coverage to communicate the data packets. In disaster 
management applications the groups are represented through 
two-dimensional geographical coordinates. Here the MANET 
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devices randomly transmit information to destined groups; 
thus, aiding in reducing broadcasting overhead by preventing 
unwanted message transmission. Most of the existing group-
casting-based data transmission scheme assumes groups 
through circular pair, these models generally increase their 
circular radius for reaching faraway MANET devices; thus, 
resulting in bandwidth wastage. In a standard group-casting-
based data transmission model the groups must be predefined; 
however, in this work, the message caries coordinates 
information which is the address of the destined device. In 
MANETs, the device is highly mobile and is aware of adjacent 
device locations; however, each device can share information 
among them through intermediate nodes. Therefore, every 
information must have information about destined groups. 
Along with the data transmission scheme must be in a position 
to communicate information to a destined group. The data 
transmission scheme should be in a position to establish 
MANET device is within the group or not in a reliable manner. 
The step involved in establishing whether a destined MANET 
device is within-group or not is described in Algorithm 1. 

Algorithm 1. MANET Device Group Classification 
Step 1 For each collected data with respective MANETs, the 

device do 
Step 2 Obtain the MANETs device location       
Step 3 Compute vertical segment of network with  -

coordinate of respective MANETs device’s location 
Step 4 Establish intersected array among the vertical segment 

and the receiver’s group of MANETs. 
Step 5 For each intersected region within the array do 
Step 6 If y-coordinate of the intersected region is lesser when 

compared with  -coordinate of the destination’s region 
then 

Step 7 Eliminate it within the array 
Step 8 End if 
Step 9 End for each 
Step 10 If the intersected number is not odd, then 
Step 11 get   (i.e., MANETs device is not the receiver of 

corresponding data and is outside the group) 
Step 12 Else 
Step 13 get   (i.e., the current MANETs device is the receiver 

of corresponding data) 
Step 14 End if 
Step 15 End for each 

B. Multimedia Data Transmission Scheme 

The objective of HDELL-MCT is to effectively convey the 
group-casting information to all the MANET nodes that reside 
within the destined group considering a certain session period. 
As the MANET device are mobile, they frequently 
dynamically change groups, thus, incorporating session 
information is very important. As a result, the HDELL-MCT 
model delivers to the device that can reach the destination 
group within the stipulated time. On the other side, the existing 
routing strategy delivers the packet to detained group 
according to the device ID defined. However, group 
association is dependent on MANET device coordinates which 
vary according to their mobility. Thus, every MANET device 
must obtain session validity and group address information for 
routing to be successful to deliver to the intended destination. 
The main challenge of incorporating session validity into 
HDELL-MCT, here the session validity is obtained based on 

message creation time and its maximum time limit i.e., content 
validity (CV). 

The HDELL-MCT model is composed of two-level. In 
level 1, an effective carry-forward mechanism toward the 
destined group. In level 2, message delivery to all MANET 
device that resides within the region/group. The graphical 
representation of the two-level HDELL-MCT model is shown 
in Fig. 1. 

 
Fig. 1. Graphical representation of HDELL-MDC scheme. 

1) Level 1- Forwarding Multimedia Content toward the 

destination group: In this work, a similar multi-copy spray 

and wait (MCSW) technique [17] is used. The adoption of 

MCSW aid in reducing communication overhead and 

improves message delivery; thus, aids in providing an efficient 

manner of reaching the destination group. Here every time a 

message is created a token U is attested to the message. The 

parameter U will act as an identifier for representing the size 

of message replication considered. The parameter U will be 

reduced by 1 every time it encounters a MANET device. Once 

U reaches to0, the message will be no longer communicated 

defining the message as expired, and the message will be 

deleted from the local memory. 

2) Level 2- Deliver Multimedia Content to all MANET 

devices within the group: Here the message is communicated 

to all the MANET devices within the group by employing an 

efficient flooding mechanism. The HDELL-MCT model first 

flood the information to all MANET device and every device 

keep a copy of the content (as described in line 14-16 and line 

21-24 of Algorithm 2). In HDELL-MCT, if a replicated 

multimedia content goes beyond the destined group, the 

multimedia content is forwarded back to the MANET device 

that resides within the group (this step is described in line 20 

of HDELL-MCT Algorithm 2); until U becomes 0 i.e., 

expires. Finally, the message is removed from the memory (as 

described in line number 4 of HDELL-MCT Algorithm 2). 

This aids in reducing memory and network overhead by 

preventing information exchange beyond the destined group. 

The two-level HDELL-MCT is described in Algorithm 2. In 

HDELL-MCT the value of U can be pre-configured according 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

482 | P a g e  

www.ijacsa.thesai.org 

to disaster and safety-related application prerequisites such as 

operating environment, mobility, density, and so on. However, 

in this work, the U is configured dynamically and device 

density impacting delivery ratio and latency is a major focus 

for HDELL-MCT. 

Algorithm 2. Multimedia Data Transmission Scheme 
Step 1 For each interaction among two MANET devices 

within the network do 
Step 2 One device becomes the sender    and other becomes 

the receiver    
Step 3 If the MANET device is the sender    then 

Step 4 Remove valid multimedia content from the memory 
Step 5 Apply memory optimization scheme 
Step 6 For each multimedia content within the memory do 
Step 7 If multimedia content is already present within    

memory 
Step 8 Move on to the next multimedia content present within 

the for loop 
Step 9 End if 
Step 10 If       then 
Step 11       
Step 12 Send a replicated multimedia content to    
Step 13 Else if       then 
Step 14 If    is within the receiver group (see algorithm 1) then 
Step 15 Send a replicated multimedia content to    
Step 16 End if 
Step 17 End if 
Step 18 End for each 
Step 19 Else if the MANET device is the receiver    then 
Step 20 For each received content do 
Step 21 If    is within the receiver group (use algorithm 1) then 
Step 22 Transmit the multimedia content to the application 

layer 
Step 23 Keep a replicated multimedia content in the memory 
Step 24     
Step 25 Else if     is outside the receiver group (use algorithm 

1) then 
Step 26 Keep multimedia content in the memory 
Step 27       
Step 28 End if 
Step 29 End for each 
Step 30 End if 
Step 31 Change scenario (sender    and receiver   ) and return 

to step 3 at least once 
Step 32 End for each 

C. Memory Optimization Model 

Algorithm 2 encompasses the memory optimization 
problem in line 5. The parameter   has been used for delivery 
efficiency considering limited bandwidth availability, the 
memory optimization is done using priority optimization. Here 
we route the packet based on First Come First Serve (FCFS) 
with Minimal Content Validity (MCV). The HDELL-MCT 
scheme uses very less resources with a high delivery ratio and 
less latency when compared with the recent standard data 
transmission scheme which is experimentally proven next 
section below. 

IV. SIMULATION RESULT AND ANALYSIS 

Here experiment is conducted for validating the 
performance of the proposed High Delivery efficiency and low 
latencies multimedia content transmission (HDELL-MCT) 

scheme and standard data transmission [3]. The delivery ratio, 
intermedia hop forwarding overhead, and latencies by varying 
network density size are performance metrics considered for 
validating models. To validate the performance of HDELL-
MCT over existing MCT schemes, simulation is conducted 
using real-time scenarios through The One simulator [18]. This 
work uses QSMVM (QoS-based Socio-Aware Multi-metric) 
routing scheme as an existing MCT scheme for comparison 
because it performed significantly well with better packet 
delivery and reasonable latency in comparison with various 
existing baseline data transmission models such as Social 
aware Content-based Opportunistic Routing Protocol (SCORP) 
[19], Prophet [20], Epidemic [21], and other data transmission 
protocol [11]. 

A. Simulation Parameter Configuration 

The scenario namely, Helsinki comprised of synthetic 
traces, is based on the one presented in [3], where nodes are 
placed on the map of Helsinki city (see Fig. 2). We considered 
a variable number of MANET devices (i.e., 20, 40, and 80), to 
assess the performance for different densities. During the 
simulated 12 h time-period, the MANET device moves on the 
map roads at an average speed of 50 km/h, between random 
locations, and with random pause times between 5 and 15 
minutes. Each MANET device randomly generates many posts 
(i.e., to grant the participation of all the MANET devices in the 
network, every MANET device generates at least one message 
per day) and generates a message depending on its location at 
that moment. The parameters taken in this work are based on 
[3] and Table I shows the main parameters used in the 
simulated safety-related (disaster management) application 
scenarios. 

 
Fig. 2. The traffic pattern of devices placed across the map of Helsinki [8]. 

TABLE I. SIMULATION PARAMETER CONSIDERED 

Parameters Configured 

Message Generation Rate      messages per simulation 

Message Size         

TTL      

Network Interface                       

Transmission Range            
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B. Latency Performance 

Fig. 3 shows the latency induced for transmitting data in the 
network using QSMVM and HDELL_MCT scheme 
considering varied MANET device sizes of 20, 40, and 80. 
From the result, we can see the HDELL_MCT model achieves 
much lesser latency for transmitting packets when compared 
with the QSMVM scheme. A latency reduction of 7.53% is 
achieved using HDELL_MCT over the QSMVM multimedia 
data transmission scheme. 

 
Fig. 3. Multimedia content transmission latency performance for varied 

MANETs devices. 

C. Delivery Ratio Performance 

Fig. 4 shows the delivery ratio performance for transmitting 
data in the network using QSMVM and HDELL_MCT scheme 
considering varied MANET device sizes of 20, 40, and 80. 
From the result, we can see the HDELL_MCT model achieves 
much superior delivery ratio performance when compared with 
the QSMVM scheme. A delivery ratio performance 
improvement of 38.02% is achieved using HDELL_MCT over 
the QSMVM multimedia data transmission scheme. 

 
Fig. 4. Multimedia content transmission delivery ratio performance for varied 

MANETs devices. 

D. Number of Hop-Count Performance 

Fig. 5 shows the hop count performance for transmitting 
data in the network using QSMVM and HDELL_MCT scheme 
considering varied MANET device sizes of 20, 40, and 80. 
From the result, we can see the HDELL_MCT model uses less 

number of a forwarder for transmitting packets when compared 
with the QSMVM scheme; thus reducing the control channel 
computation overhead of the network. A computation overhead 
reduction of 65.19% is achieved using HDELL_MCT over the 
QSMVM multimedia data transmission scheme. 

 
Fig. 5. Multimedia content transmission Hop count performance for varied 

MANETs devices. 

From the overall result attained it can be seen the 
HDELL_MCT scheme achieves superior packet delivery ratio 
performance with fewer latencies and computation overhead 
under varied density; thus, are suitable for provisioning safety-
related (disaster management) applications. 

V. CONCLUSION 

In this paper an effective MCT model namely the HDELL-
MCT model is presented for provisioning disaster management 
applications. The MCT is designed considering improving 
delivery ratio and reducing latency. In order to meet the QoS 
requirement of disaster management applications in this paper, 
High Delivery Efficiency and Low Latency Multimedia 
Content Transmission (HDELL-MCT) scheme for MANETs is 
presented. Then, an improved buffer management scheme is 
presented for meeting disaster management performance and 
latency prerequisites. The HDELL-MCT employed a two-level 
multimedia content transmission algorithm for meeting the 
prerequisite of disaster management applications. Further, 
HDELL-MCT uses the location-aware feature, group-casting-
based efficient flooding, and using priority-based memory 
optimization scheme balancing delivery ratio and latency 
reduction performance. The experiment is conducted using 
ONE Simulator, the outcome shows the HDELL-MCT scheme 
achieves very good performance considering different QoS 
metrics such as improving delivery ratio by 38.02%, reducing 
latency by 7.53% and minimizing hop communication 
overhead by 65.1% in comparison with existing multimedia 
content transmission model. Experiment outcome shows the 
HDELL-MCT model improves delivery ratio, uses less number 
of intermediate hop MANET devices, and reduces latency in 
transmitting multimedia data in comparison with the existing 
data transmission scheme for MANETs. 

Future work would consider designing an adaptive 
propagation model for MCT considering diverse mobility 
patterns and the presence of obstacles in the line of sight along 
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with, constructing an effective video encoding technique for 
improving storage and bandwidth efficiency of delay-tolerant 
MANETs. 
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Abstract—Radiofrequency ablation (RFA) is the treatment of 

choice for certain types of cancers, especially liver cancer. 

However, the main issue with RFA is that the larger the tumor 

volume, the longer the ablation period. That causes more pain for 

the patient, so the surgeons perform a larger number of ablation 

sessions or surgeries. The current commonly used electrode 

material, nickel-titanium alloy, used in RFA is characterized by 

low thermal and electrical conductivities. Using an electrode 

material with higher electrical conductivity and thermal 

conductivity provides more thermal energy to tumors. In this 

paper, we design two models: a cool-tip RF electrode and a multi-

hook RF electrode, which aim to study the effect of the thermal 

and electrical conductivities of the electrode material on ablation 

volume. Gold, silver, and platinum have higher thermal and 

electrical conductivity than nickel and titanium alloy, and 

therefore we studied the effect of these materials on the ablation 

volume using two different designs, which are the RF cooling tip 

electrode and the multi-hook electrode. The proposed model 

reduces the ablation time and damages healthy tissue while 

increasing the ablation volume with values ranging from 2.6 cm
3
 

to 15.4 cm
3
. The results show ablation volume increasing with 

materials characterized by higher thermal and electrical 

conductivities and thus reducing patient pain. 

Keywords—Radiofrequency ablation (RFA); finite element 

method (FEM); COMSOL; Cool-tip RF electrode; multi-hooks 

electrode; large tumor ablation 

I. INTRODUCTION 

Cancer is one of the leading causes of death in both men 
and women, with 11.3 million deaths in 2020 [1]. The second 
most common cause of death in Egypt [2]. Liver cancer is the 
fourth most common type of cancer worldwide [3] and the 
second most common cancer in Egypt [2]. The most common 
way to treat liver tumors is resection (RES), microwave 
ablation (MWA), and radiofrequency ablation (RFA) [4]. RFA 
is based on passing high-frequency (400-500 kHz) electric 
currents through the tissue between two excitation electrodes, 
causing the tissues to heat up, which results in tissue ablation 
[5, 6]. The main limitation with RFA is that as tumor volume 
increases the whole-tumor ablation duration increases, which 
the patient’s pain. Therefore, RFA is effective for small 
tumors (i.e., tumors with a diameter of 3 cm), but still not very 
effective for large tumors [7, 8]. Radiofrequency (RF) 
electrode materials should be biocompatible with the human 
body and have low relative permittivity to be compatible with 

any device [9, 10]. Fang et al., suggested several factors 
contribute to increased ablation volume with reduced ablation 
time, such as electrode design and the material of the electrode 
[11]. Electrodes made of materials with high thermal 
conductivity and high electrical conductivity can contribute to 
increased ablation volume and reduced time of ablation [12, 
13]. Current electrode materials used in RFA are characterized 
by low thermal and electrical conductivity, such as nickel-
titanium alloy [14]. 

The finite element model (FEM) is a numerical technique 
used to perform finite element analysis (FEA) of any given 
physical phenomenon [15]. Alemayehu, et al., have simulated 
a medical problem about bones and joints using FEM to solve 
the problems of cartilage erosion [16]. In [17], the authors 
have used FEM in various fields of dentistry for calculating 
the strength and behavior of structures and have succeeded in 
calculating deflection, stress, vibration, and buckling behavior. 
While on the other side, the authors simulated FEM to ablate 
breast cancer by using RFA and succeeded in abating 80% of 
the tumor [18]. In [19], the authors designed FEM to ablate 
liver tumors by using cool-tip RF electrodes. 

Many studies are conducted in ex-vivo studies [20, 21] and 
clinical studies [22, 23] on the effect of electrode materials on 
volume ablation due to their electrical and thermal properties. 
Thermal conductivity gets high attention for researchers in 
theory because, as the thermal conductivity of the material 
increases, so the thermal emission capacity of the material 
does [24, 25]. Several theoretical studies compared materials 
that have high thermal conductivity with those of low thermal 
conductivity [26, 27], while other several studies compared 
materials that have high electrical conductivity with those that 
have low electrical conductivity [28-30]. These studies found 
that the use of materials of high thermal and electrical 
conductivities helps to increase the ablation volume while 
reducing the ablation time. 

The aim of this paper is to study the effect of different 
materials having high thermal conductivity and high electrical 
conductivity for RF electrodes on the ablation volume using a 
FEM. Although our results are specific to the case of RFA of 
the liver, they may also be important for other ablation 
applications, such as kidney cancer. In this paper, we design 
two models based on the cool tip RF electrode and the multi-
hook RF electrode. 
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The two models are based on a numerical finite element 
analysis to compute the distribution of heat and electric 
potential inside the damaged and surrounding tissue during an 
RF ablation. These two models simulate the ablation of large 
tumors while trying to reduce the damage to healthy cells in 
less time. This paper is organized as follows: First, an 
explanation of the methodology of the proposed model, 
including its equations. Second, the results and discussions of 
the proposed model show the differences in results between 
our model and others, and finally, the conclusions. 

II. METHODS 

We used COMSOL 5.4 software [31] to implement FEM 
to develop two models (cool-tip and multi-hook RF electrode 
models). Each model is included within a cylindrical domain 
that contains both the liver domain and an electrode domain. 
The radius of the base of the cylinder is 5 cm, and the height is 
12 cm. 

A. FEM Modeling 

1) Liver domain: The liver tissue is the main tissue 

capable of generating glucose from lactate, glycerol, and 

amino acids (mainly alanine from muscle). It is located in the 

right upper quadrant of the abdominal cavity, rests just below 

the diaphragm, to the right of the stomach, and overlies the 

gallbladder. The liver domain includes everything surrounding 

the electrode: blood, blood vessels, and liver tissues. 

2) Electrode domains 

a) A cool-tip RF electrode domain: It is distinguished 

by its excellent resistance to rust and corrosion as well as by 

its high flexibility, which avoids breakage or distortion, both 

of which pose risks to the patient's safety. The proposed model 

disregards the inner tube for brine injection responsible for 

cooling. 

The cool tip RF electrode domain, consists of an electrode 
domain and a trocar domain as shown in Fig. 1 [32]. 

The RF electrode consists of: 

 An insulated stainless-steel trocar with a diameter of 
0.73 mm and a height of 12 cm. 

 A nickel-titanium alloy (nitinol) electrode with a height 
of 3 cm and a diameter of 0.73 mm with a tip in a cone. 

 
Fig. 1. A simplified model shows the design of the electrode [32]. 

 
Fig. 2. A simple model that shows how a RF electrode works to ablate the 

tumor. 

Fig. 2 explains the issue, where the tissue area is modelled 
as a cylindrical volume with the active electrode inserted into 
the tissue. The tissue area consists of the tumor in a spherical 
shape surrounded by healthy tissue inside the cylinder. 

In our study, we set the power equal to 15 watts and 
assumed that the tumor was spherical, as 56% of liver cancer 
patients had spherical tumors [33]. We also assumed that the 
tumor size was 16 cm3, which is the largest volume that has 
been recorded for a liver tumor in Egypt in the last ten years 
[34]. 

a) A multi-hook RF electrode domain 

Fig. 3 shows the design of multi-hook electrodes. 

 
Fig. 3. Simplified model shows design of the electrode. 

The multi-hook RF electrode consists of: 

 Insulated stainless steel trocar with a height of 10 cm 
and a diameter of 2 mm. 

 A stainless-steel electrode measures 1 cm in height and 
2 mm in diameter, with a nickel-titanium alloy with a 
1.5 cm major diameter and 0.5 mm minor diameter tip 
in a hook. 

In our model, the initial conditions and boundary 
conditions of the simulation model are defined. We set the 
multi-hook RF electrode as the voltage source and set power 
equal to 15 watts, while we defined the liver boundary as the 
ground. 

 

Nickel-titanium 

electrode 0.73 mm in 

diameter 

Nickel titanium 

electrode 0.73 mm 

in diameter 

RF 

applicator Tissue 

Active 

electrode 

Tumor 

Stainless steel 
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Ni-Ti retractable electrode, 

0.5 mm diameter 
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3) Thermal and electrical properties: Table I lists the 

different properties at 500 kHz used in our model to describe 

the gold (Au), the silver (Ag), the platinum (Pt), the nickel-

titanium alloy (Nitinol), artery wall, and blood. The table 

shows the relative permittivity, density, and melting point 

values of the materials in the table are close. On the other 

hand, the table shows a clear variance in thermal and electrical 

conductivity values. So, we chose these two characteristics to 

study their effect on the ablation volume. During the ablation 

process, the tissue temperature increases. Changes in 

temperature lead to changes in the electrical conductivity of 

biological tissues [35]. The changes that occurred in the 

electrical conductivity of the tissues within the model are 

described as follows: 

                 (1) 

where: 

   is the initial electrical conductivity at the reference 
temperature (30 ),    is the temperature coefficient,        
is the temperature difference from the initial reference 
temperature. 

The linear electrical conductivity of the model is 
determined by. 

                       (2) 

Expect the artery wall, and the equation is. 

                       (3) 

Both equations are bounded at 30–80 . 

4) Mathematical equations 

a) Electric field: The electro-magnetic problem has been 

solved using a simplified version of Maxwell's equation that 

uses the quasistatic approximation because the displacement 

current is so minimal relative to the resistive current at the 

frequency range employed in the RFA technique (450–550 

kHz). As a result, the generalized Laplace equation has been 

used to calculate the electric field. 

           (4) 

Where: 

  is (S/m) the electrical conductivity and V is the electric 
potential (V). The current study takes into account the tissue's 
electrical conductivity, which is temperature-dependent and 
increases linearly (10% per °C). 

In the model tissues, the losses due to heat contact with the 
tissues are not significant, so we neglected the losses in our 
model [39]. The electric field E (V/m) is calculated from the 
equation. 

        (5) 

where    is the operating factor. Then, current density J 
(A/m2) is calculated from 

       ⁄    (6) 

where    is the electrical resistivity of the material (Ω m) 

b) Bioheat equation: Calculations of the temperature 

distributions were made using FEM. By resolving the heat 

transfer equation (Equation 7), where we ignored the 

metabolic heat production    and blood perfusion heat loss 

   due to their comparatively small magnitudes, we were able 

to determine the temperature distribution throughout the 

tissue: 

Bioheat transfer due to RF current can be mathematically 
explained by the following Pennes equation [40]. 

      ⁄                                  (7) 

    |   |  (8) 

              (9) 

where   is the density of tissue (kg/m3),   is the specific 
heat capacity of the tissue (J/kg/K),   is the tissue thermal 
conductivity (W/m/K),    is the blood perfusion rate (1/s), 
   is the volumetric heat produced by the metabolism 
(W/m3),    is joule heating that represents heat generated 
from RF, where is the density of current,   is the intensity of 
the electric field,  is the conductivity with a unit of     ,   
is the voltage impressed on the electrode,    is the volumetric 
heat produced by radiofrequency heating (Wm-3) calculated 
using Equation (2),    is the core blood temperature (supposed 
to be 37°C), because the blood vessels effect was discarded in 
this study then we can assume    and T are equal then   was 
set to zero Wm-3 

c) Boundary conditions 

The boundary conditions are:  

temp = normal body temperature (37 °C)  

voltage = 0 V. 

TABLE I. DIFFERENT PROPERTIES OF THE MODEL [36-38] 

Material 
Electrical 

conductivity 𝝈 (S/m) 

Thermal conductivity 

(W/ m. K) 

Relative 

permittivity (  ) 
Density (kg/m3) Melting point (   

Gold (Au) 44.2 106 315 1.143 1060 1064 

Silver (Ag) 62.1 106 429 1.2 999 961.8 

Platinum (Pt) 9.3 106 69.1 2.7 2190 1768 

Nickel-titanium alloy (Nitinol) 2.4 106 18 86 6450 1650 

Normal liver tissues 0.333 0.512 44.9 1060 - 

Normal tumor tissues 0.1168 0.552 60.2 999 - 
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The complete FEM model's initial voltage and temperature 
have been taken into account to be 0 V and 37°C, respectively. 
The cylinder domain's bottom surface has been adjusted to 0 
V to mimic a dispersive ground pad. 

In the FEM model, an RF generator-controlled variable 
voltage source has been added to the electrode borders. All of 
the FEM model's remaining outside boundaries has been 
subjected to an electrical insulation boundary condition. For 
ten minutes, all of the numerical simulations of temperature-
controlled RFA in various tissues were run. Furthermore, 
multiple temperature values were ranging from 50°C to 60°C. 

d) Ablated tissue: The ablation area (i.e., where cell 

death occurs), it depends on the following factors: 

 Damage time is the amount of time required to destroy 
the tumor-infected, damaged cell, equaling 10 minutes. 

 The ablated temperature, equal to 50 °C, is the 
temperature required to destroy tumor-infected, 
damaged cells. 

 Enthalpy change is the amount of heat evolved or 
absorbed in liver tissues (0 J/kg). 

III. RESULTS AND DISCUSSION 

Cool-tip RF electrodes and multi-hook electrode ablation 
in our study depended on three materials: gold, silver, and 
platinum. This study analyzed these materials to provide 
guidance in clinical practice. 

A. Cool-tip RF Electrode 

Table II shows the ablation volumes due to the used 
electrode materials at different ablation durations. 

TABLE II. RESULTS FROM SIMULATION WITH A COOL-TIP RF ELECTRODE 

Time (min) Electrode material Ablation volume(cm3) 

1 

Nitinol 2.5 

Pt 4.7 

Ag 6.4 

Au 7.6 

2.5 

 

Nitinol 3.7 

Pt 6..8 

Ag 8.4 

Au 9.5 

5 

 

Nitinol 5.1 

Pt 8.4 

Ag 10.1 

Au 11.3 

7.5 

 

Nitinol 6.2 

Pt 10.3 

Ag 12 

Au 13.3 

10 

 

Nitinol 7.4 

Pt 12.2 

Ag 13.9 

Au 15.2 

The ablation volume of tumor results output from gold, 
silver, platinum, nickel-titanium alloys, and electrodes 
respectively is shown in Fig. 4, 5, 6, and 7, respectively. 

 
Fig. 4. View of the fraction of damage and the ablation volume resulting 

from using a cool-tip RF electrode made of Gold after ten minutes. 

 
Fig. 5. View of the fraction of damage and the ablation volume resulting 

from using a cool-tip RF electrode made of Silver after ten minutes. 
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Fig. 6. View of the fraction of damage and the ablation volume resulting 

from using a cool-tip RF electrode made of Platinum after ten minutes. 

 
Fig. 7. View of the fraction of damage and the ablation volume resulting 

from using a cool-tip RF electrode made of Nickel-Titanium alloy after ten 

minutes. 

 
Fig. 8. Comparison of percentage of ablation volume for cool-tip RF 

electrodes made of Gold, Silver, Platinum, and Nickel-Titanium alloy. 

The simulation results and the percentage of ablation 
achieved from gold, silver, platinum, and nickel-titanium alloy 
are shown graphically in Fig. 8. 

B. Multi-hook RF Electrode 

Table III shows the results for the simulations with the 
new design of multi-hook RF electrode shown in Table III. At 
the same time and with the same power, there was an 
appreciable difference in the ablation volume between the 
different electrode materials. 

TABLE III. SIMULATION RESULTS WITH A MULTI-HOOK RF ELECTRODE 

Time (min) Electrode material Ablation volume(cm3) 

1 

Nitinol 2.6 

Pt 4.8 

Ag 6.5 

Au 7.8 

2.5 

Nitinol 4 

Pt 6..9 

Ag 8.5 

Au 9.8 

5 

Nitinol 5.3 

Pt 8.5 

Ag 10.2 

Au 11.7 

7.5 

Nitinol 6.5 

Pt 10.6 

Ag 12.4 

Au 13.5 

10 

Nitinol 7.9 

Pt 12.3 

Ag 14.3 

Au 15.4 
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The ablation volume of tumor results output from gold, 
silver, platinum, and nickel-titanium alloy RF electrodes, 
respectively, is shown in Fig. 9, 10, 11, and 12, respectively. 

 
Fig. 9. View of temperature distribution and the ablation volume resulting 

from using a multi-hook RF electrode made of Gold after ten minutes. 

 
Fig. 10. View of temperature distribution and the ablation volume resulting 

from using a multi-hook RF electrode made of Silver after ten minutes. 

 
Fig. 11. View of temperature distribution and the ablation volume resulting 

from using a multi-hook RF electrode made of Platinum after ten minutes. 

 
Fig. 12. View of temperature distribution and the ablation volume resulting 

from using a multi-hook electrode made of Nickel-Titanium alloy after ten 

minutes. 

The simulation results and the percentage of ablation 
achieved from gold, silver, platinum, and nickel-titanium alloy 
are shown graphically in Fig. 13. 
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Fig. 13. Comparison of percentage of ablation volume for multi-hook RF 

electrodes made of Gold, Silver, Platinum, and Nickel-Titanium alloy. 

In this paper, we designed a computer model to investigate 
whether gold, silver, and platinum RF electrodes create larger 
volume ablation than nickel-titanium alloy electrodes using 
the same conditions. As shown from the results, for RF and 
multi-hook electrodes, there is a difference in the percentage 
of ablation using RF electrodes made of gold, silver, and 
platinum materials compared to using an electrode made of a 
nickel-titanium alloy by an amount ranging from five percent 
to ten percent after a minute, while the difference in the 
percentage of ablation ranged from 14% to 30%. On the other 
hand, the ablation rate with the multi-hook electrode is 2% 
greater than the ablation rate with the cool-tip RF electrode in 
all kinds of materials used as the multi-hook electrode covers 
a larger area due to the design difference between the two 
electrodes. 

Previous theoretical research looked into the impacts of 
using Pt, Ag, and Au as the electrode material for RF ablation 
rather than nitinol since these metals have higher thermal and 
electrical conductivities. According to the results, a different 
amount of ablation was produced, with each of the four 
electrode materials. Using varied powers at various intervals, 
we investigated in this study whether Pt, Ag, and Au 
electrodes produced thermal ablation more successfully than 
nitinol electrodes. In all simulations, we proved that as the 
temperature rose, more power was given via the Pt, Ag, and 
Au electrodes, leading to greater maximum tissue 
temperatures and a larger ablation volume, as depicted in 
Fig. 14, 15, and 16. We discovered that the four electrodes' 
ablation volumes varied. 

 
(A) 

 
(B) 

Fig. 14. Comparison of the percentage of ablation volume for cool-tip and 

multi-hook RF electrodes, (A) made of Nitinol, and (B) made of Platinum. 

Therefore, differences in the thermal and electrical 
conductivities of RF electrode material offer solutions in 
certain clinical situations. Our modelling succeeded in 
reducing time and reducing patient pain. 
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Fig. 15. Comparison of the percentage of ablation volume for cool-tip and 

multi-hook RF electrodes made of Silver. 

 
Fig. 16. Comparison of the percentage of ablation volume for cool-tip and 

multi-hook RF electrodes made of Gold. 

IV. CONCLUSION 

The results show that using gamma titanium instead of 
nickel-titanium achieved an increase in the ablation volume 
because it has higher electrical and thermal conductivity than 
nickel-titanium alloy. Also, the results show the effect of 
tuning parameters (ablation power, ablation time and design of 
the electrode) on increasing the ablation volume and 
decreasing the ablation time. The results show that the 
electrode design is the most important tuning parameter 
because with the change of design from the reference model to 
our developed model, the effect and success of the rest of the 
tunning parameters appeared. That helps to reduce the 
patient's pain and increase the accuracy. Future work can 
study the effect of the RF multi-hooks electrodes on large 
tumors by using the same tuning parameters and compare it 
with a RF cool-tip electrode. 
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Abstract—Authenticated key exchange mechanisms are 

critical for security-sensitive Internet of Things (IoT) and 

Wireless Sensor Networks (WSNs). In this area, the Bloom Filter 

(BF) plays a crucial role directly and indirectly, which has a 

significant advantage in space and time. Light-weight input 

authentication is one of the most challenging tasks in IoT. Weak 

or inefficient defense algorithms can allow fake information to 

enter the system, share information, send unnecessary messages, 

and reduce network efficiency. The utilization of an augmented 

Bloom filter for creating an authentication prominent called En-

route Authentication Bitmap (EAB) has a substantial advantage 

over traditional methods that involve direct usage of Message 

Authentication Codes (MAC). This effective method of EAB 

picks the fake information almost accurately, thereby reducing 

the feeding attacks within not more than two steps taken by the 

attacker. EAB necessarily needs only a few bytes of bandwidth 

for efficient defense against at least ten forward steps of the 

adversary. Without hesitation, the Augmented Bloom filter and 

its components are becoming more common in network defense 

mechanisms. 

Keywords—En-route authentication bitmap; message 

authentication codes; internet of things; bloom filter 

I. INTRODUCTION 

As the Internet of Things (IoT) expands, it is poised to 
transform human lifestyles and release several monetary 
benefits [1, 2]. Security and trust issues present significant 
adoption limitations for the IoT [3]. Blockchain, a distributed 
and tamper-resistant ledger, maintains regular statistics data at 
only places and can deal with the information protection 
situation in IoT networks [4]. The IoT is an entirely novel 
paradigm combining technologies and elements that come from 
different strategies [5]. The real and virtual worlds constantly 
interact through embedded devices, communication 
technology, sensing technology, Internet protocol, pervasive 
computing, and ubiquitous computing [6]. The IoT vision 
relies on smart objects. Putting intelligence into everyday 
objects enables them to collect environmental data, interact 
with the physical world, and interconnect via the Internet with 
alternate facts and records [7]. New business opportunities will 
arise as devices become increasingly connected and records 
become increasingly plentiful. This enables delivering tangible 
advantages to individual residents, the economy, the 
environment, and society [8]. 

Designers are primarily concerned with the trade-off 
between cost, computation, and security [9]. Although end-to-
end authentication can be validated by sharing keys between 
the source and target, accuracy is complicated halfway, where 
intermediate nodes cannot determine authenticity without 

additional information [10]. In wireless broadcasting, 
promotional messages should be eliminated as much as 
possible [11]. Data passes through a node route every time. 
The relative nodes are instructed to remain still and observe the 
information even though those nodes are neither the target nor 
the transporters. Making things worse, the transfer packet data 
does not make use only the way where the neighbor nodes are 
present but also the neighbor region [12]. 

There is competition between the two-hop nodes for 
communication channels, similar to the hidden ones problem 
[13]. Hop-by-hop routing easily identifies entryways for the 
attackers to feed and take the system information [14]. The 
endpoint cannot be made to believe the take information by the 
adversary unless the two-end key is weak or unsafe [15]. 
Providing false messages in the pathway, redundant traffic 
creation, waste usage of computation power of the route, and 
retarding the efficiency of the network can usually be made 
simple by the attacker [16]. Using a network-wide 
authentication key is a natural way to solve this problem. 
However, the adjustment of one node can lead to the 
adjustment of the whole arrangement. It can be seen as the 
most effective way to follow μTesla, in which the 
authentication key is updated frequently. Nevertheless, this 
method has its advantage in that network synchronization with 
standard timing error should be present. Synchronizing the 
timing is complicated if the route is extensive. Moreover, these 
approaches are suitable for central nodes, like base stations 
[17]. 

Attaching all Message Authentication Codes (MACs) with 
the source node to the payload for every router is another 
effective solution [18]. As the number of route nodes increases, 
the volume of the message gradually increases. These problems 
necessitate the need for lightweight en-route authentication 
schemes in multi-hop networks. This paper discusses a 
statistical way to solve the hop-by-hop message authentication 
problem between two ends. We efficiently examine data 
filtration in a routing way for bandwidth mitigation. En-route 
Authentication Route Bitmap (EAB) is a structure of the bloom 
filter method that is appended to appropriate messages as extra 
data. We propose a method for protecting the system from 
attack by injecting bogus data since the damage is contained in 
its immediate area. Slight numerical adjustments can improve 
efficiency and protection.  

The challenges of IoT security are securing restrained 
devices, empowering devices, validating devices, updating 
devices, ensuring the confidentiality and reliability of data, 
managing web, mobile, and cloud functions, guaranteeing high 
availability, detecting vulnerabilities and incidents, handling 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

495 | P a g e  

www.ijacsa.thesai.org 

vulnerabilities, and forecasting security issues. To overcome 
the constraints in the IoT, we propose a system that can defend 
the Internet of Things from attack and implement a lightweight 
authentication. Bloom filters are primarily responsible for 
authentication. This paper implements an Augmented Bloom 
Filter. The EAB is inaccurate for mapping multiple MACs. 
EAB classifies false data during the first constrained hop 
instead of being dropped at the first sign. Therefore, the false 
negative rate adjacent to the adversary is satisfactory, but it 
quickly rises with increasing bound counts. This swapping 
drastically reduces authentication communication overhead. 

Multihop wireless networks face challenges with 
lightweight en-route authentication. False data can be injected 
into a system in the absence of an efficient defense mechanism, 
causing redundant message forwarding and consuming node 
power. We create an authentication manifest using EAB, which 
differs from conventional approaches that directly use MACs. 
By filtering out false data with a high success rate, EAB makes 
injection attacks less likely to spread beyond one or two hops. 
While EAB spends a few bytes of bandwidth, it can effectively 
protect tens of hops along the forwarding path. 

The rest of the paper is organized in the following manner. 
Preliminaries are presented in Section II. Basis design of the 
mechanism is discussed in Section III. A discussion of random 
padding improvements is presented in Section IV. Section V 
concludes the paper. 

II. RELATED WORK 

Nianmin, Haifeng [19] proposed a method for ensuring 
data integrity. This one-level hash structure has three 
advantages over traditional hash trees: a lower computation 
overhead, a lower space overhead, and the ability to adjust the 
security level. The proposed method was compared with an 
efficient integrity checking scheme for its overhead and 
security. According to the evaluation results, the method has a 
lower overhead for most benchmarks. 

Saravanan and Senthilkumar [20] present an enhanced 
bloom filter technique to represent large sets of data in a secure 
manner and apply it to distributed applications such as web 
caching and peer networks. Also, to limit the possibility of 
unauthorized access to the dataset by unauthorized intruders, 
the enhanced bloom filter is applied with an upper bound on 
the false-positive probability by increasing its capacity as the 
packet data size increases.  As compared to the existing 
dynamic bloom filter approach, the experimental results show a 
42.5% improvement in packet data security. 

A scheme based on an improved counting bloom filter was 
developed by Wang, Wang [21] for securing authentication 
keys in heterogeneous sensor networks. By applying the Set 
theory to heterogeneous sensor networks, the counting bloom 
filter algorithm is improved to address the authentication key 
agreement problem. As demonstrated by experimental results, 
the proposed scheme has greater network scalability, lower 
communication costs, and can resist brute force attacks during 
a node capture. 

Malhi and Batra [22] proposed an authentication 
framework based on pseudonyms that preserves privacy. An 
ID-based signature scheme is used for vehicle-to-RSU 

communication, and a new digital signature scheme is designed 
for vehicular communications. The identity of the vehicle is 
revealed by multiple authorities in the event of revocation. 
Bloom filters are used to improve the signature verification 
scheme, which was implemented on a simulated environment 
to evaluate the results. 

Mbarek, Sahli [23] developed an efficient authentication 
method to authenticate sensors utilizing the Bloom Filter. DoS 
attacks can be mitigated by using multiple MACs along with a 
Bloom filter in delayed key disclosure schemes. A set of 
scenarios was used to assess the feasibility of the protocol. 
Authentication protocol reduces false positives in Bloom 
Filters, according to the results. 

By derived from the cryptographic permutation Xoodoo, 
Sateesan, Vliegen [24] proposed a new noncryptographic hash 
function, called Xoodoo-NC, for developing ultra-high-speed 
Bloom filters on FPGAs. The Xoodoo-NC hash function 
inherits the desired avalanche properties of Xoodoo and the 
low logical depth, resulting in an ultra-low-latency non-
cryptographic hash function. 

III. PRELIMINARIES 

A. System Model 

There are several computing nodes in IoT. These nodes can 
pick the links between themselves and their adjacent nodes and 
set up a connection with nodes that are far away by 
implementing a path through the nodes in the way. There may 
be several server nodes in existence containing effective 
resources that may include cloud computing and fog 
computing. Node A and Node B can be considered fellow 
nodes if the authentication key is shared. These authentications 
between fellow nodes that are end-to-end are certified with 
contributed keys through some systems. To share information 
between two end nodes, both nodes should possess a common 
key, or the sender should appoint the information to be 
delivered to both end nodes. The division of the path is 
considered a series of transmission systems. Using step-by-step 
verification as a benefit of end-to-end information sharing is 
mainly discussed here. Considering the routing paths to be 
constant, we assume it to be sensed by the node from the 
origin. 

B. Threat Model 

End-to-end authentication usually assures the security and 
purity of the information. This security can be breached by 
exposing the pairwise key among the source and target nodes. 
Imposing false traffic and message authentication on the nodes' 
path and diminishing the network's efficiency is the attacker's 
main aim in this case. Here the adversary creates upstream 
packets or forge packets and spreads them in the route path. 
These can falsely act as the origin or pathway of some other 
fake data. Rejection of messages that come across the path is 
an alternative attack technique of the adversary. This type of 
attack naturally does not have the right solution until there is an 
effective connection between the relative nodes. 

C. Bloom Filters 

Bloom Filters are probabilistic data structures with some 
errors. It is a simple hashing algorithm that requires very little 
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memory. Various research areas have been applied by Bloom 
Filter to boost performance. As a membership filter, it returns 
either "true" or "false". The term "true" can, however, refer to 
either a false positive or true positive. In the same way, a 
"false" can also be a true negative or a false negative. False 
positives and false negatives are errors of the Bloom Filter. 
However, the error is negligible and tolerable. Nevertheless, 
Bloom Filter is not suitable for many systems, such as real-
time systems. 

A very less false positive and null false negative is 
effectively obtained through the Bloom filter, which is greatly 
useful in representing a pack of inputs to fulfill the above 
criteria. Firstly, every bit used in the Bloom filter remains 
unmarked, and k is set to be stochastic hash functions. H 
={H¹,……k} where the range is from {0,……,m-1}. 
Representation of the set S={s1…..sn} of a number of inputs 
(n), n and Hi (sj) are set to 1 where l<=j<=n and l<=I<=k. 
Where every input si are set to 1 to the bitmap, the chances for 
a particular bit to be marked is p=1-(1-1/m)kn. It results in 
nearly mp=(1-(1-1/m) 

kn
) bits in the map being marked 

averagely. The discussed method is effectively used to create a 

Bloom filter, where       
     
←       . 

In order to evaluate a new input x in S, a mark for every 
hi(x) bit is considered. If everything is marked, then it can be 
definite that x is input in S. Here, the only flow along with the 
small false positive chance f=(1-p)^k is probable, based on the 
value of m/n and k. If anything is left unmarked, x is definitely 
not present in S. 

Border and Mitzenmancher coined the Bloom filter. Using 
a list or sets at premium spaces, using the Bloom filter is 
relevant, where it is possible to lower the severity of false 
positives. Augmented Bloom filters are more efficient when 
compared to other set representation data structures such as 
hash tables, binary search trees, linked lists, or simple arrays. 
Here we use a bloom filter array for a defense mechanism. The 
augmented bloom filter proceeded with two main steps, 
insertion operation and membership testing. Firstly, the 
elements in the set S should be inserted into the bloom filter 
array of m bits. Let the elements be x1, x2, x3,…, xn, where n 
is the number of elements. This makes it easier for members to 
test whether the element is present in the set or not. 

D. Insertion Operation 

The elements in the set S are added to the bloom filter array 
after yielding corresponding hash keys of individual elements 
using hash functions such as MD5. Here we are using a hash 
function named MD5 algorithm. The usage of the hash 
function greatly reduces the occurrence of false positives. In 
contrast, using a single hash function to insert elements in the 
bloom filter array leads to a high possibility of false positives. 
There will be no false negative outputs either by multiple hash 
functions or by implementing the hash function differently into 
the bloom filter. 

Usually, the bloom filter implements three hash function 
algorithms to obtain three different key values. Here we will 
utilize a single hash function, but a slightly different method is 
preferred. Initially, divide the input value into three parts and 
then hashed by using the MD5 algorithm individually, which 

can be represented as hk1(x1), hk2(x2), hk3(x3), where k1, k2, 
and k3 are the hash functions. In order to generate hexadecimal 
values using the MD5 algorithm, the following steps must be 
sequentially applied. 

1) Appending padding bits: In the first step, the element x, 

initially a URL, is converted to bits. By adding a single '1' bit at 

the end of the 'b' bit message, the message becomes divisible 

by 448 or 512. 

2) Appending length: By adding a 64-bit representation, an 

output multiple of 448 can be converted into a multiple of 512. 

3) Buffer initialization: This step divides the b-bit result 

from the preceding step into four 32-bit registers (A, B, C, D). 

A 128-bit message digest is derived using these registers. 

4) Processing the message: Four auxiliary functions are 

applied to the message, and various processing steps produce 

the required output. The plain text is then converted into cipher 

text, resulting in the message digest. 

We convert the obtained hexadecimal values into binary 
values, which can finally be inserted into the bloom filter, 
where the bits are initially zero. After adding the elements in 
the set, those ‘0’ bits on the corresponding positions will 
eventually become ‘1’ based on the inserted element. 

E. Membership Testing 

We check their similarity, ensuring it is already present in 
the array. Hence the bits need not be stored in the Augmented 
Bloom filter array. If not, we should add those bits to the 
Augmented Bloom filter array after checking whether the 
current bit is 1. If the relevant Augmented Bloom filter array is 
0, it changes to 1. Otherwise, nothing is changed in 
membership testing. 

1) Augmented bloom filter array: The Bloom filter is a 

space-efficient probabilistic statistics structure for determining 

whether elements belong to sets or not. They are astonishingly 

honest: take an array of k, n, m, and p. Both are examined for 

the use of hash features. By setting all bits, the element 

possibly now exists via a false positive rate of p; if the number 

of the bits is not specified, the element genuinely does not 

exist. Bloom filters locate an in-depth type of usage, counting 

and tracking articles that one has to examine, accelerating 

Bitcoin clients, detecting malicious links, and improving cache 

performance. This will help us select the most reliable size for 

our filter. Fig. 1to 3 show graphs among p versus n, m, and k. n 

refers to the number of items within the filter, p stands for the 

probability of false positives, the fraction between zero and one 

or various representing 1-in-p, m signifies the number of bits in 

the filter out, and k shows the number of hash functions. These 

values are computed by Eq. 1-4. 

 

Fig. 1. Dynamic bloom filter. 
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Fig. 2. Graph p vs. n. 

 
Fig. 3. Graph p vs. m. 

Consider the Bloom Filter in which P and Q are two input 
elements. In Bloom Filter, k represents the number of hash 
functions of a key or element. In Figure 2, P and Q occupy 3 
cells if k = 3. P is hashed into three different places in the 
array. In some Bloom filters, fingerprints are stored, while in 
others, only '1' or '0' are stored. Also, Q is hashed three times in 
the array. A positive answer of the Bloom Filter requires those 
three positions to be set (true) when checking the membership 
of P or Q. 

F. Overall Work 

In situations where non-symmetrical methods such as 
digital signatures are barely suitable, message authentication 
codes are commonly implemented in end-to-end 
authentication. They are most commonly provided in HMAC 
format. This step-by-step authentication is greatly relevant to 
broadcast authentication as a privacy enhancer. Hence, WSNs 
in cellular networks are mostly supplied with this system. Here 
this system mainly aims to send information to a particular 
target. Broadcast authentication is very good for securing hop 
transactions, as every cellular network depends on the 
broadcast. Delivers a method of hop-by-hop authentication that 
greatly assures the detection of any imparted false messages by 
the sink node, where ignoring nodes never crosses the limit. 
The target should contact adjustment nodes to connect their 
message authentication codes. Borgia [25] provides a key chain 
method for LHAP [26], where another keychain is generated to 
evaluate information from adjacent nodes. Here, consistency 

assurance among neighbors is essential. In the case of HEAP 
[27], every node gets message authentication codes connected, 
which would increase the band in turn. It is compulsory when 
ALPHA [28] is concerned with good relations between the 
source and the target. Even though Curtain [29] becomes the 
first want to use the bloom filter, authentication of broadcast 
from the origin is the authors’ concern. We have successfully 
connected the message authentication codes of neighbor nodes 
with the help of Bloom filters, which can be as efficient as 
theirs. 

k = round ((m / n) * log (2)) (1) 

m = ceil ((n * log(p)) / log (1 / pow (2, log(2)))) (2) 

p = pow (1 - exp (-k / (m / n)), k) (3) 

n=ceil (m/log(1-exp(log(p)/k))) (4) 

IV. BASIC DESIGN OF THE MECHANISM 

All the route nodes that lie in the band are assumed to be 
friends because the source has contributed its authentication 
key with all those nodes. The information M is shared through 
the routing path RT= {R1, R2, …, Rn} to the target node T by 
the source S. Initially, a fundamental system with an issue is 
presented, and then we propose a further greater creation is 
shown inside the subsequent phase. To simplify this, we pass 
over by using what manner the networks come to a selection 
and provide routing paths. 

A. Basic Technique 

The construction of the MAC manifest using the Bloom 
filter is considered the entire working system for step-by-step 
recognition. En-route authentication with a map is the output 
obtained by applying the above technique. While other 
methods use a particular receiver to evaluate the genuineness 
of information en route authentication, the bitmap uses one or 
more receivers. En-route authentication code is much smaller 
than the message authentication code. Thus, EAB utilizes a 
lower amount of bandwidth for transmitting. Hence it becomes 
fitter to travel through the routing path. When an en-route 
authentication code is employed, every router in between is 
insisted to allow only false information of less liability. Hence, 
it becomes compulsory for the foe to breach an authorized 
EAB to impart a false message to a node where each router 
allows only less liable false messages. 

B. Protocol Description 

1) Source node: Firstly, the validation parameters are 

determined by the source node based on its privacy needs. 

There begins the multi-hop routing along S, R, and T. The 

source node initially creates a signature that is responsible for 

the start of end-to-end authentication. To generate the 

signature, either message authentication uses a public key 

code. Only the source node has the message authentication 

code key. There is no threat to the security by the adversary 

since M is in the encrypted state. Here the message by S is M’ 

← {S |T | M |sig}. 
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Every route Hi gets validated by S with the help of an en-
route authentication bitmap. Using this source node pare wise 
key, the message authentication code is generated by Eq. 5. 

   [ ]  {
                     (       

 ) 

                                                       
 

(5) 

When including Hi, the message authentication code is 
interlinked with the m-bit filter; hence, the en-route 
authentication code is generated when the particular message, 
as well as its path, is concerned. At last, the initial root node 
receives the combination of information and its en-route 
authentication code. Algorithm 1 explains the source node 
procedure. 

2) Destination node: The best authentication method for 

sigS or TM is to authenticate M at the destination. 

3) Route node: Ri gets a message with the EAB BFS, 

R(M’) for each routing node, which makes certain of the 

following situations. The number of marked bits in EAB falls 

within the variety according to Eq. 6. 

[⌊    ⌋ ⌈    ⌉] 

  √        

p = 1 − (1 − 1/m ) kn 

(6) 

We will make clear the effect of δ in the element deferred. 
If each situation is contented, Ri will course the message at the 
side of the filter out to the subsequent router Ri+1. Afterward, 
it separates the message and reports some false facts. 
Algorithm 2 describes the procedure in detail. 

For instance, as shown in Fig. 4, the source node shapes an 
augmented Bloom filter of size m = 32 for the diffusion over N 
= 8 path nodes. Every MAC (KS, Ri, M’) maps to k = three 
marked bits in EAB. The ultimate EAB is the bit-wise AND of 
all plotting. On routine, the EAB will incorporate about 15 
marked bits. According to Fig. 5 and 6, the mapped bits in 
EAB are segmented by MAC. 

 
Fig. 4. Graph p vs. k. 

C. Accomplishment of Hash Set 

Generally, it is not necessary for S to implement a new 
hash set h to work on every message authentication code. In 
case cryptographic hash functions are used in message 
authentication code, the marked bits are automatically defined 
by the output gained. When the image is fragmented to 160/5, 
that is 32 pieces. The initial three pieces are selected by S as a 
reference to the market bits in the En authentication code. It 
greatly adds an advantage when the cost is concerned, where 
the root node must implement only one hash function to 
validate the information. 

D. Security Analysis 

As the message authentication codes are directly involved 
in the development of en-route authentication code, the MAC 
keys are confidential; the breach system mainly aims to break 
through en-route authentication, aiming its false messages, 
where breaking in maximum probable route nodes is planned. 
Here, en-route authentication consists of hash functions 
generated by the message authentication code of various route 
nodes, in which the attacker has individual distributions. So, 
ignoring any node on the way could cause the attacker's 
intentions to fail. 

1) Probability of bypass: With the usage of a 32-bit en-

route authentication bitmap and k=3 hash by the source node, 

the attack of the adversary reduces up to 81 percent before the 

completion of two steps. Security increases as the size of the 

en-route authentication bit increase, but the bandwidth also 

increases. This attack probability further decreases when 64-bit 

Android authentication bitmap and k=6 hash function. The 

adversary must inject a maximum of 1400 information to 

breach at least the third step node even with half chances. The 

probability is given by Eq. 7. 

            
 

 
      

(7) 

2) The parameter k: To calibrate the bloom filter, the 

amount of hash function is to be calibrated. If k=ln 2m/n, the 

en-route authentication bitmap would contain the maximum 

false positive. 

The parameter δ: The attacker can produce fewer Mark bits 
by optimizing this parameter. This makes the en-route 
authentication bitmap to be a binomial distribution. It is not 
necessary e for the mark bit to be mp always. The common 

number of marked bits can be between    √        

whose chances is higher than 90%. It would be very easy for 
the attacker to break all the barriers easily without this 
parameter. There are some disadvantages. The attacker sets the 
largest possible number of Marked bits instead of the optimum 
amount to increase the winning chances. In some cases, S 
would create an en-route authentication map. 
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Fig. 5. En-route authentication bitmap. 

Algorithm 1. Source node procedure 

 compute M’ ← {S |T | M |sigS,T (M)} 

clean EAB 

for i=1 to n do 

             
     
←              

   ) 

      EAB ⊕        

end for 

Send out {   |EAB} 

 

Algorithm 2. Route node Ri procedure 

Receive packet {   |EAB} from router Ri-1 

If (⌊    ⌋              ⌈    ⌉) then 

   for j = 1 to k do 

       compute   
            

      

       if (EAB [  
 ] = 0) then 

           drop the packet 

       end if 

    end for 

    forward the packet to the next route Ri+1 

else 

   drop the packet 

end if 

return 
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Fig. 6. The segmentation of MAC. 

V. IMPROVEMENT WITH RANDOM PADDING 

We have proposed an easy remedy for this problem. This 
can increase privacy to the next level. The information is as 
follows when source node S is supposed to possess two pots.  

   {                                 } (8) 

Less size of stochastic string that is chosen by S is said to 
be a wedding. Hence, the en-route authentication bitmap 
depends on the number of marked bits. Till the information m 
gives an output en-route authentication bitmap with marked 
bits less than β, the source node sets the padding stochastically 
until the message is sent. The value of beta is a common and 
accepted value by each routing node. This helps S to check 
different en-route authentication bitmaps for constant 
information. Hence, it would be easy for the source node to 
discard insecure en-route authentication bitmaps. However, 
this checking time method should be reduced if successful 
results come in series. There is no need for the padding to be 
larger to succeed in every aspect. In line 2 of algorithm 2, S 
changes its characteristics as follows. 

              (9) 

The approximate number of times of testing the good en-
route authentication bitmap as Eq. 8 is as follows. 

 

∑ (
 
 
)            

   

 
(9) 

For example, according to Fig. 7, when M is 32, n is 8, and 
k is 2, the source node generates an en-route authentication 
bitmap with marked bits with bits below 13, and this can 
reduce the injection of false data up to 94.73% in the first and 
second steps it further gets reduced to 99. 72%. When a 4-bit is 
padded, this probability goes down to 3.8*10

21
. 

 
Fig. 7. The expected number of trials to find the desired EAB. 

As shown in Fig. 8, for Bloom filters with m = 32 and n = 
8, the optimal k value should be 3, which will increase the 
probability of passing through route nodes. The well-selected 
EAB of β = 15 under k = 4 may have superior performance 
compared to smaller β under smaller k. Nevertheless, more 
padding tests or even greater padding will be needed if the 
number of hashes increases. According to Eq. 10, the 
parameters depend on the network requirements. 

 
Fig. 8. The probability of bypass in fine-tuned EAB. 

 

√ 
   

 

 
      

(10) 

VI. CONCLUSION 

This paper proposed a lightweight answer for step-by-step 
authentication in IoT. Low computational cost, high accuracy, 
and low communication overhead characterize our shape. 
Authentication is performed by combining Augmented Bloom 
filters with bitmaps from en-route authentication. The 
Augmented bloom filter utilizes a single hash function named 
Message Digest (MD5). Its main intention is to thoroughly 
remove the false negative rate and highly lessen the false 
positive rate. Single hash function usage results from more 
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false positive rates, but we impulse the MD5 here. We split the 
input into three and applied the MD5 hash function to each of 
them separately to collect three different key values. This idea 
works great on it and successfully results in a less false positive 
rate. The most important goal of EAB is to categorize false 
records inside the first limited steps as a substitute for dropping 
them at the beginning sign. Thus, we admit an adequate false-
negative rate adjoining the adversary, but the false-negative 
rates quickly come together as the next count increases. This 
interchange significantly diminishes the communique overhead 
received through authentication. We declare that such remedy 
can be retained similarly to light-weight authentication outlines 
in cooperative environments. 
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Abstract—In recent years, the electroencephalography (EEG) 

signal identification of epileptic seizures has developed into a 

routine procedure to determine epilepsy. Since physically 

identifying epileptic seizures by expert neurologists becomes a 

labor-intensive, time-consuming procedure that also produces 

several errors. Thus, efficient, and computerized detection of 

epileptic seizures is required. The disordered brain function that 

causes epileptic seizures can have an impact on a patient's 

condition. Epileptic seizures can be prevented by medicine with 

great success if they are predicted before they start. 

Electroencephalogram (EEG) signals are utilized to predict 

epileptic seizures by using machine learning algorithms and 

complex computational methodologies. Furthermore, two 

significant challenges that affect both expectancy time and 

genuine positive forecast rate are feature extraction from EEG 

signals and noise removal from EEG signals. As a result, we 

suggest a model that offers trustworthy preprocessing and 

feature extraction techniques. To automatically identify epileptic 

seizures, a variety of ensemble learning-based classifiers were 

utilized to extract frequency-based features from the EEG signal. 

Our algorithm offers a higher true positive rate and diagnoses 

epileptic episodes with enough foresight before they begin. On 

the scalp EEG CHB-MIT dataset on 24 subjects, this suggested 

framework detects the beginning of the preictal state, the state 

that occurs before a few minutes of the onset of the detention, 

resulting in an elevated true positive rate of (91%) than 

conventional methods and an optimum estimation time of 33 

minutes and an average time of prediction is 23 minutes and 36 

seconds. Depending on the experimental findings’ The maximum 

accuracy, sensitivity, and specificity rates in this research were 91 

%, 98%, and 84%. 

Keywords—Epilepsy; electroencephalogram; artificial 

intelligence; machine learning; CHB-MIT 

I. INTRODUCTION 

A set of neurological illnesses known as epilepsy can 
afflict people of any age and are defined by a persistent 
propensity to cause repeated seizures. The progressive 
neurobiological process known as "epileptogenic" causes 
epilepsy [1]. The aberrant synchronized electrical activity of 
brain neurons is the primary cause of epilepsy, a persistent, 
non-communicable condition [2, 3]. The oldest and most 
prevalent neurological condition in the globe is epilepsy [4, 5]. 
Epilepsy is the third most prevalent neurological condition in 
the world, affecting 50 million individuals worldwide, based 
on a World Health Organization (WHO) study from June 2019 
[6]-[10]. An abnormality of the brain characterized by 
recurrent seizures is called Epilepsy. Typically, a seizure is 
described as a sudden (abrupt) shift in behavior because of an 

abnormal disturbance in the electrical activity of the human 
brain [11]. Some minute electrical impulses are continuously 
produced by the brain resulting in a consistent pattern. 
Neurotransmitters are the chemical signals which carry 
electrical signals along with neurons, and neural networks in 
the brain and throughout the entire body [12]. 

Fig. 1 illustrates how epilepsy causes the brain's electrical 
cycles to become unbalanced and cause recurring seizures. 
Individuals having seizures must face synchronized electrical 
energy bursts that may alter their cognition, movements, or 
perceptions and disturb the regular brain electrical sequence 
for a period. The main symptoms of epilepsy are varied and 
complex due to variations in the beginning location and 
method of propagation of aberrant electrical activity in the 
brain [13]. Recurrent seizures can have a long-lasting severe 
impact on a patient's psychological and cognitive abilities and 
pose a serious risk to their lives [14]. Investigation into the 
treatment and diagnosis of epilepsy, therefore, has huge 
therapeutic implications. 

Epileptic seizures can be prevented by medication if they 
are predicted early, giving ample time before they happen. 
Four distinct states occur during epileptic seizures. The first 
state that emerges before the beginning of the seizure is the 
prodromal (pre-ictal) state, the second state i.e., the ictal state, 
starts with the exact beginning of the seizure and completes 
leaving a threat, after the ending of the ictal state comes the 
third state i.e., postictal state, and last is an interictal state, that 
begins after the postictal state of the first seizure and is 
finished before the begin of the preictal state of the subsequent 
seizure. The various input conditions for three distinct 
channels are depicted in Fig. 2. Additionally, the onset of the 
preictal state can be used to anticipate seizures [15]. 

 
Fig. 1. Epilepsy hotpot. 

*Corresponding Author. 
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Fig. 2. Different input states of epileptic seizure [15]. 

The remainder of the essay has been structured as follows: 
The complaints are covered in Section II, the background of 
epilepsy seizures is covered in Section III, and the proposed 
technique is covered in Section IV. The experimental results 
are reported in Section V. Section VI brings the essay to a 
close and discusses unfinished business. 

II. TYPES AND SYMPTOMS OF EPILEPTIC SEIZURE 

Neurologically epilepsy is characterized by abnormal 
activity of the brain that results in seizures resulting in strange 
behavior, emotional sensations, and most of the time total loss 
of conscious [16]. When a person experiences at least 2 
seizures that are not related to another established medical 
problem, such as opiate withdrawal or exceptionally low 
blood sugar, an epilepsy diagnosis is typically made [17]. That 
part of the brain from which the seizure frequently originates 
in early phases causes disturbance in functions of the affected 
part. The right side of the body is governed by the left half of 
the brain, while the left side of the body is governed by the 
right half of the brain. Typically, Doctors determine seizure as 
either generalized or focal depending on where and how the 
abnormal activity of the brain starts [18]. Focal seizures are 
caused by the aberrant activity of the brain in a specific part of 
the brain, while Generalized seizures appear to be involved in 
the entire brain [19]. Neuro-experts have divided seizures into 
two main groups, partial and generalized, depending on the 
signs, as depicted in Fig. 3 [20, 21]. The symptoms of a partial 
seizure, which are mostly brought on by damage to the 
cerebral hemisphere, can be utilized to define it. Additionally, 
there are two basic categories of partial seizures: simple-
partial and complex-partial. In simple-partial, the person 
appears cognizant and can typically speak, whereas, in 
complex-partial, patients behave erratically, become 
disoriented, and frequently mumble and chew. A generalized 
seizure comprises two main components as well. While 
definitive seizures are challenging to detect because they lack 
motor signals, non-conclusive seizures can be identified by 
their clear motor symptoms. The person is unable to move or 
say anything other than to gaze [22, 23]. 

 
Fig. 3. Types of epileptic seizures. 

 
Fig. 4. Symptoms of epileptic seizure [23]. 

Fig. 4 illustrates the wide range of seizure signs. 
Throughout a seizure, some patients just stare aimlessly for a 
specific period, while others continuously jerk their limbs or 
legs. One seizure may not necessarily indicate epilepsy. For an 
epileptic classification, at least 2 unprovoked seizures 
(seizures caused by unknown reasons) must be occurred 
within 24 hours away [24, 25]. Any brain-coordinated process 
can be disturbed by seizures since aberrant brain activity 
causes Epilepsy. Some specific symptoms determine the 
epilepsy type. Some of the below-mentioned sensations will 
be realized from time to time while others become consistent. 
Most of the time, an individual having epilepsy experiences 
the same type of seizure every other time. Symbols and 
Seizure indications may contain [26]: 

 Brief uncertainty (confusion). 

 Steady Eye spell. 

 Rigid Body Movement. 

 Uncontrollable spasmodic motion. 

 Unawareness and incognizance. 

 Spiritual indications such as fear or nervousness. 
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III. RELATED WORK 

Early studies on Epilepsy prediction were conducted in the 
1970s utilizing feature extraction methods that were linear 
[27]. Because of the non-linear character of EEG signals in the 
1980s, researchers were able to apply these approaches for 
feature extraction thanks to the advent of non-linear methods 
[28, 29]. The utilization of the pre-ictal phase for epilepsy 
identification was also implemented in this decade with the 
diagnosis of the EEG patterns associated with epilepsy, 
including preictal, ictal, and interictal patterns. Salant et al. 
conducted early ES prediction almost 6 seconds before the 
seizure began in 1998 [30], and Drogenlen et al. 2003 
expanded on this work [31]. They employed a feature called 
Kolmogorov entropy to forecast epilepsy 2 – 40 minutes 
before it began. The very first worldwide session on epilepsy 
forecasting took place in 2002, and several epilepsy facilities 
contributed a database of multi-day EEG recordings. 
Eventually, this database was the subject of other 
investigations [32]. Mormann et al. discovered in 2003 that 
the periodic synchronization of various EEG channels 
diminishes before seizure onset [33] using this theory that the 
hyper-synchronous discharge of the brain's neurons causes ES. 
Research studies on substantial EEG data have cast doubt on 
the accuracy of metrics computed in the past century during 
the first 10 years of the ongoing century. Some researchers 
discovered that these findings belonging to past studies were 
based on a limited number of carefully chosen data that could 
not be replicated on a large amount of previously unreported 
data. In worldwide workshops held on the subject, it was 
determined to hold contests on seizure prediction. These 
contests were created to make it easier to compare the 
effectiveness of algorithms that had been trained on the same 
dataset [34, 35]. The International Workshop on Seizure 
Prediction 3 (IWSP3) and the International Workshop on 
Seizure Prediction 4 (IWSP4) collaborated on the inaugural 
seizure prediction competition, which took place in 2007. The 
participants in both events received continuous iEEG 
recordings from 3 epilepsy patients. The algorithms' results 
obtained, however, fell short of expectations. 

The 2014 American Epilepsy Society Seizure Forecasting 
Trial used long-term iEEG recordings of epileptic canines as 
well as short-term human iEEG containing 942 seizures 
acquired over more than 500 days. The same training and 
testing data, lasting 10 minutes, was given to each contestant. 
An evaluation metric for effectiveness was the Area Under the 
Curve (AUC). Another competition by Melbourne University 
with a similar format comprised long-term iEEG recording 
with 1139 seizures [36]. Any algorithm estimating the 
fundamental properties of EEG signals for epilepsy 
predictions or machine learning algorithms based on these 
basic properties was eligible for the competition. In any 
scenario, we are still unsure of the ideal characteristics or 
techniques. People entered algorithms that were excessively 
complex in the competitions. Therefore, it is challenging to 
determine which attribute or ML method was better. A novel 
solution presented by Maturana et al. [37] may be effective for 
a variety of patients. They determined that the crucial slowing 
of neural activity served as an ES prediction indication. Fig. 5 
shows a timeline for the evolution of EEG data measurements. 
Readers who are interested in learning more about the 

background of these advances should consult [38] for 
additional details. Fig. 6 from Natu et al. [39] discussion on 
the development of technology for epileptic seizure detection. 

 
Fig. 5. History of epileptic seizure prediction [38]. 

 
Fig. 6. Machine learning for generalized epileptic seizure prediction. 
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IV. MACHINE LEARNING FOR GENERALIZED EPILEPTIC 

SEIZURE PREDICTION 

Since the turn of the century, scientists have been trying to 
get past the difficulties in diagnosing and predicting epilepsy. 
The initial emphasis of the ES forecast study was mainly on 
the evaluation of EEG recordings because EEG data are an 
important source to observe brain function before, throughout, 
and after epilepsy. Eye rotations, blinks, heart signals, and 
muscular noise contaminate EEG signals. To lessen the impact 
of these numerous sources of interference and distortions, a 
variety of filtration and noise reduction techniques are 
employed [40]. Substantial features are required for 
developing Machine learning models for the classification and 
identification of interictal and pre-ictal phases once artifacts 
have been removed. Fig. 7 illustrates the traditional Machine 
learning approach for epilepsy forecasting and emphasizes the 
key distinction between the application of Machine learning 
and Deep Learning methods. 

A. Signal Processing 

One important step in the analysis of raw biological 
signals is the identification of noise and artifacts. Filtering of 
these artifacts is required to lessen their impact on feature 
extraction. For filtering, a variety of methods have been used, 
including many filters such as Wavelet, Band-Pass, Finite 
Impulse response, and adaptive filters. Additionally, such 
processing is done to make the data standardized so that it 
may be compared to the records of other patients. 

B. Feature Extraction and Collection 

Reliable features are a requirement for all prediction 
models. These features can be divided into unilateral (steps 
undertaken on each EEG channel independently) and 
multimodal (measurements taken on two or more EEG 
channels) categories according to the quantity of EEG 
channels. Numerous techniques recommended in the literature 
were used to do the EEG study. As shown in Fig. 8, these 
methods were widely divided into 4 categories: frequency 
domain, time domain, nonlinear approaches, and time-
frequency domain. 

C. Classification 

Artificial neural networks (ANN), fuzzy logic, k-means 
clustering, support vector machines (SVM), and decision trees 
are used to ensure the identification of epileptic seizures from 
provided EEG data. Most of the time, feature values with 
thresholds are used to draw inferences. 

 
Fig. 7. Different input states of epileptic seizure [15]. 

 
Fig. 8. Classification of feature extraction approaches [42]. 

V. GENERALIZED EPILEPSY PREDICTION USING ML 

METHOD EXPERIMENTAL DETAILS 

The primary goal of this research is to use computer vision 
algorithms to classify EEG signals as epileptic signals (pre-
ictal phase) or non-epileptic signals for the diagnosis of 
epilepsy. The signals in this are centered on ictal release for 
epileptic signals, whereas non-epileptic signals are consisting 
of both normal and pathological inter-ictal discharges for non-
epileptic signals. The technique utilized to accomplish this is 
as follows: 

1) EEG signal normalization and signal extraction. 

2) To generate a feature collection, extract statistical 

features. 

3) Apply wavelet decomposition to the signal to break it 

down. 

4) To reduce the runtime, using k-means clustering for 

reducing the number of features in the feature set. 

5) Training of the Support Vector Machine using the 

condensed feature set. 

6) On a test data set, compare how well the SVM is based 

on the entire and modified feature set performed in separating 

epileptic from non-epileptic signals. 

 
Fig. 9. Machine learning proposed model. 
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Fig. 9 displays the suggested method's block diagram. The 
gathering of EEG datasets, the pre-processing of these signals, 
feature extraction, and classification are the four primary 
stages of this approach. Below is a detailed explanation of 
these actions. 

D. EEG Dataset Collection 

The CHB-MIT database, which contains EEG recordings, 
was used in this investigation. All signals were captured and 
made accessible to the public by Boston Children's Hospital. 
Many recordings last an hour, but others go on for two or four 
hours. 24 portions of an EEG recording are separated and 
recorded in the EDF database schema. An EEG recording is 
represented by each EDF file. The CHB-MIT dataset signals 
include 686 EEG recordings from 23 people ranging in age 
from 1.5 to 17 years old. Each participant is represented by 
several EEG signals from various channels, and the dataset's 
sample frequency is 256 Hz. The Chb01 (1st subject) and 
Chb21 (second subject) in this database are the same 
individuals who were enrolled over 1.5 years. Information 
from the CHB-MIT dataset is shown in Table I. 

Fig. 10 depicts a sample EEG signal from a person 
experiencing an epileptic seizure. In this image, the Seizure 
time window is indicated by red lines. Instances of (a) non-
seizure records and (b) seizure records from the CHB-MIT 
database are shown in Fig. 11 [41]. Dataset information from 
EEGLAB executing in MATLAB is shown in Fig. 12. 

TABLE I. CHB-MIT DATASET 

Case No. Gender Age No. of Seizure 

1 F 11 7 

2 M 9 3 

3 M 61 7 

4 F 14 4 

5 M 45 5 

6 M 3 10 

7 F 13 3 

8 M 76 5 

9 F 36 4 

10 M 55 7 

11 F 6 3 

12 F 14 27 

13 M 44 10 

14 M 4 8 

15 F 6 3 

16 M 6 6 

17 F 5 3 

18 M 9 8 

19 F 8 4 

20 F 27 3 

21 M 23 7 

22 F 33 16 

23 F 7 7 

24 M 21 4 

 
Fig. 10. EEG signal with epilepsy seizure [40]. 

 
Fig. 11. CHB-MIT database: (a) Non-Seizure; (b) Seizure. 

 
Fig. 12. Dataset details from EEGLAB running in MATLAB. 

E. Pre-Processing of EEG Signals 

Preprocessing is the procedure of transforming raw data 
into a format that is more suitable for further analysis and 
interpretable for the user. In the case of EEG data, 
preprocessing usually refers to removing noise from the data 
to get closer to the true neural signals. 

There are several reasons for preprocessing of EEG data is 
necessary. First, the signals that are picked up from the scalp 
are not necessarily an accurate representation of the signals 
originating from the brain, as the spatial information gets lost. 
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Secondly, EEG data tends to contain a lot of noise which can 
obscure weaker EEG signals. Artifacts such as blinking, or 
muscle movement can contaminate the data and distort the 
picture. Finally, we want to separate the relevant neural 
signals from random neural activity that occurs during EEG 
recordings. Fig. 13 represents the preprocessing pipeline that 
is followed in this research. 

 
Fig. 13. Preprocessing pipeline. 

After following the preprocessing pipeline, we reduce the 
23 channels into 8 channels which are: 

1) FP1-F7 

2) P3-O1 

3) P4-O2 

4) FP2-F8 

5) P8-O2 

6) FZ-CZ 

7) CZ-PZ 

8) P7-T7 

The results of these 8 channels are shown in Fig. 14. The 
dataset with the following setting is shown in Fig. 15. Save the 
dataset as a ‗.set‘ file extension for the next step which is 
feature extraction. 

 
Fig. 14. Visualization of 8-selected channels. 

 
Fig. 15. Data of 8 selected channels. 

F. Feature Extraction 

To collect the abstract information required for the 
classification procedure at this point, feature extraction was 
used to remove the duplicate information from the EEG 
signals. When analyzing signals using wavelet transform, it's 
crucial to choose the right wavelets and the right number of 
layers of decomposition. The signal's prominent frequency 
components are used to determine the number of 
decomposition levels. The amount of decay is selected so that 
the wavelet coefficients preserve the frequencies necessary for 
the identification of the signal. The MATLAB software 
program was used to calculate the wavelet coefficients. In this 
study, we extract several features including the Fast Fourier 
transform, wavelet transforms, Mean, and Standard Deviation 
for alpha, beta, theta, delta, and gamma frequencies as shown 
in Fig. 16. 12 Features value extracted and saved as ‗.mat‘ for 
normal and epilepsy as shown in Fig. 17. 

 
Fig. 16. Alpha, beta, and gamma features. 

 
Fig. 17. Feature extraction. 
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G. Classification 

The goal of the model was to determine the most effective 
dimensionality reduction method that, when combined with 
SVM, would provide the maximum degree of sensitivity and 
validity for gathering statistics as either epileptic or not. In a 
high-dimensional space, the support vector machine (SVM) 
creates a hyperplane or series of hyperplanes that can be 
utilized for classification. SVM has been demonstrated to be a 
useful supervised model based on a statistical learning tool 
with high generalization. The principle underlying SVM is the 
separation of two data sets. This separation can be linear or 
non-linear. In the case of linear separation, SVM uses a 
discriminant hyperplane to distinguish classes. However, in 
the case of nonlinear separation, SVM uses the kernel function 
to identify decision boundaries. Compared with that of other 
supervised algorithms, such as ANNs [42, 43] and KNN, the 
computational complexity of SVM is low [44]-[46]. 

In this study, the model of all data of 23 people is used for 
training each time, and data of the remaining 1 subject is used 
for the test. We explore multiple training, validation, and 
testing divisions of the dataset to see the effect on the 
performance achieved on these subsets. With an increase in 
training data as compared to testing data, an increase in 
performance for accuracy and sensitivity is observed. In our 
experimentation, a train-validation-test ratio of (70%-20%-
10%) is followed.  This ratio resulted in a total of 50 epochs 
for training. Fig. 18 shows the Epileptic seizure detection 
training, validation, and testing of 24 patients. 

 
Fig. 18. Epileptic seizure detection training, validation, and testing. 

VI. RESULTS 

The clinical employment of ES prediction methods 
requires a sufficient performance and quality check and 
different evaluation metrics have been discussed in this 
section. Our end goal is to classify data into two classes non-
seizure and seizure. To measure the performance of the 
proposed method, a confusion matrix, shown in Fig. 19 is 
obtained. In this table, (TP) represents true positive (epileptic 
region predicted as epileptic), TN represents true negative 
(non-epileptic region predicted as non-epileptic), FP 
represents false positive (non-epileptic region predicted as 
epileptic), and FN represents false negative (epileptic region 
predicted as non-epileptic). 

One main challenge in classifying seizure data is the 
imbalance of the dataset. This comes from the fact that 
seizures (and so preictal data) do not occur frequently and the 
size of the interictal class is much larger than the preictal 
class. This may cause naive classification, which means that 
the classifier labels all the data as interictal and completely 
ignores the other class, and still reports a good precision. To 
avoid this, we propose a few contingency plans. First, we do 
not rely only on accuracy as the main factor to choose the best 
classifier. More informative factors can be sensitivity and 
specificity. Here, accuracy is the correct classification rate, 
sensitivity is the proportion of the epileptic regions that are 
correctly classified and specificity is the proportion of the 
non-epileptic regions that are correctly classified. Sensitivity 
is defined as the ratio of the total number of true positives 
(TP) to the sum of the total number of true positives and false 
negatives (FN). True positive is defined as the detection of a 
seizure in a segment which is also identified as a seizure 
segment by experts. Whereas false negatives represent a 
seizure segment not being classified as so by the algorithm, 
while the segment is identified as a seizure segment by 
experts. Specificity is defined as the ratio of the total number 
of true negatives (TN) to the sum of the total number of true 
negatives and false positives (FP). True negative is defined as 
the detection of a non-seizure segment which is also identified 
as a non-seizure segment by experts. Whereas false positives 
represent a seizure segment being classified by the algorithm, 
while the segment is identified to be a non-seizure segment by 
experts Accuracy is defined as the ratio of the sum of TP and 
TN to the sum of TP, TN, FP, and FN. Hence, the higher the 
value, the better the performance is achieved. Classification 
results are shown in Table II. 

TABLE II. CLASSIFICATION RESULTS 

Measure Value Derivations 

Sensitivity 0.980 TPR = TP / (TP + FN) 

Specificity 0.840 SPC = TN / (FP + TN) 

Precision 0.859 PPV = TP / (TP + FP) 

Negative Predictive Value 0.976 NPV = TN / (TN + FN) 

False Positive Rate 0.160 FPR = FP / (FP + TN) 

False Discovery Rate 0.140 FDR = FP / (FP + TP) 

False Negative Rate 0.020 FNR = FN / (FN + TP) 

Accuracy 0.910 ACC = (TP + TN) / (P + N) 

F1 Score 0.915 F1 = 2TP / (2TP + FP + FN) 

In Fig. 19, the first two diagonal cells show the number 
and percentage of correct classifications by the trained 
network. For example, 98 recordings are correctly classified as 
benign. This corresponds to 49.0% of all 200 recordings. 
Similarly, 84 cases are correctly classified as malignant. This 
corresponds to 42.0% of all recordings. 16 of the malignant 
recordings are incorrectly classified as benign and this 
corresponds to 8.0% of all 200 recordings in the data. 
Similarly, 2 of the benign recordings are incorrectly classified 
as malignant and this corresponds to 1.0% of all data. Out of 
114 benign predictions, 86.0% are correct and 14.0% are 
wrong. Out of 86 malignant predictions, 97.7% are correct and 
2.3% are wrong. Out of 100 benign cases, 98.0% are correctly 

https://onlineconfusionmatrix.com/#measures
https://onlineconfusionmatrix.com/#measures
https://onlineconfusionmatrix.com/#measures
https://onlineconfusionmatrix.com/#measures
https://onlineconfusionmatrix.com/#measures
https://onlineconfusionmatrix.com/#measures
https://onlineconfusionmatrix.com/#measures
https://onlineconfusionmatrix.com/#measures
https://onlineconfusionmatrix.com/#measures
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predicted as benign and 2.0% are predicted as malignant. Out 
of 100 malignant cases, 84.0% are correctly classified as 
malignant and 16.0% are classified as benign. Overall, 91.0% 
of the predictions are correct and 9.0 % are wrong. 
Considering the proposed approach system's specificity (SP), 
sensitivity (SN), and accuracy (AC) allows for an evaluation 
of its performance. The proportion of the total number of true 
positives (TP) to the total number of false negatives and true 
positives is known as the sensitivity (FN). True positive is the 
identification of a seizure in a part that is also recognized by 
professionals as a seizure section. False negatives, on the other 
hand, refer to a seizure segment that is recognized as a seizure 
segment by specialists but is not classified as such by the 
algorithm. Therefore, better performance is obtained as the 
greater the value. The classification time of SVM is shown in 
Table III. 

 
Fig. 19. Confusion matrix. 

TABLE III. CLASSIFICATION TIME 

Classifier Training Time (Sec) Testing Time (Sec) 

Support Vector Machine 

(SVM) 
0.150 0.050 

VII. CONCLUSION 

The automatic approaches for detecting epileptic seizures 
have been suggested in this paper. Data from CHB MIT were 
utilized to detect seizure events. An SVM classifier was used 
for classification, and maximum accuracy of 90.7% was 
attained. Training of the classification algorithm was carried 
out across patients to assess the effectiveness of the suggested 
method, and the experimental findings were as a result. The 
maximum accuracy, sensitivity, and specificity rates in this 
research were 91.0%, 98%, and 84% correspondingly as 
shown in Fig. 20. 

 
Fig. 20. Classification result. 
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Abstract— The study looked into how COVID-19 affected the 

digital competence of a group of preservice teacher education 

students at a higher education institution in the Sultanate of 

Oman. The paper examined students’ digital profile in five areas 

namely information and data literacy, communication and 

collaboration, digital content creation, safety and problem 

solving. Data from 32 undergraduate students was collected by 

utilizing DigComp, a European Commission digital skills self-

assessment tool and findings from a survey. The digital 

competence framework measures the set of skills, knowledge and 

attitudes that describes what it means to be digitally competent. 

These skills are important for students to be effective global 

citizens in the 21
st
 century. The results of the study revealed that 

the majority of the students scored Level 3 (Intermediate) in 

their self-assessment competency test score. The majority of the 

students perceived that their digital competence improved 

significantly as the result of online learning which was 

accelerated by the COVID-19 pandemic. The rationale of this 

investigation is that it helps educators understand the students’ 

level of digital competence and the students’ perspectives on ICT 

skills. In turn, it informs us the ways to monitor the students’ 

digital progress and the next steps in developing their digital 

competency. 

Keywords—Digital competence; digital skills; digital profile; 

ICT skills; preservice teacher education 

I. INTRODUCTION 

Oman’s National Education Strategy 2040 aims to align 
the country’s education system with the changing needs of the 
economy and society, with a focus on developing the skills 
and knowledge that student need to be successful in a rapidly 
changing world. This includes a focus on critical thinking, 
digital literacy, as well as the promotion of values such as 
creativity, innovation, and entrepreneurship [58]. The 
Education Council explained that twenty-first century skills 
are the “global currency” (p.17) for local and international 
workplaces [52]. Developing digital competencies can help 
students in Oman to develop skills and competencies that are 
in line with the needs of international labor markets. Digital 
competencies such as proficiency in technology, digital 
literacy, and digital communication are becoming increasingly 
important in today’s global economy. By developing these 
skills, students in Oman can better prepare themselves for jobs 
in various fields, including technology, business, and 
communication. Additionally, digital competencies can also 
help students to become more adaptable and resilient in an 
ever-changing job market [2]. Many jobs today need digital 
skills [28].  To that end, the Education Council [52] described: 

Oman’s movement towards a knowledge-based economy 
requires reform of the current education system. [It] should 
consider improving the information technology infrastructure 
in educational institutions [and] supporting the use of cutting-
edge technology, e-learning, capacity building and 
infrastructure improvement in schools and higher education 
(p.33). 

The COVID-19 pandemic led to a rapid shift towards 
digital learning as universities were forced to close and shift to 
remote learning. This included the use of online learning 
platforms, video conferencing tools, and virtual classrooms. In 
a recent report, the Ministry of Transport, Communications, 
and Information Technology has set-up plans and strategies to 
equip 10,000 young Omanis with digital skills by 2025 [4]. 
The task of learning new digital skills is not new in Oman. 
Prior to the pandemic, students in the higher education 
institutions in Oman has somewhat experienced using 
electronic databases and e-learning platforms, as well as 
engaging with their peers in formal learning context online 
[38]. However, students often cited internet speed and internet 
coverage as factors that limit their online experience [50]. 
However, the internet speed, bandwidth and coverage in the 
Sultanate of Oman dramatically increased after the pandemic 
[41]. As a result, universities, such in the case of this study, 
Dhofar University, were able to adapt to the challenges posed 
by the pandemic and continue providing education to students 
through online learning [49]. As the result of that, the 
instructors at the university were able to utilize synchronous 
and asynchronous classroom instructions during online 
learning. Dhofar University is a private higher education 
institution located in the southern region of Oman. The 
Methodology section of a study provides a detailed 
explanation of the research design and methods used to 
conduct the study. 

The COVID-19 crisis has led to the discovery of new and 
creative ways to utilize technology for teaching, learning, and 
analysis. The research aims to investigate the effect of post-
pandemic online learning on the digital competence of a group 
of students in preservice teacher education The study is 
framed by the following research questions: 

1) How do the preservice teacher students evaluate their 

digital competencies? 

2) How do the preservice teacher students perceive their 

competencies in Information and Communications 

Technology (ICT) post-pandemic?  
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3) What is the relationship between the number of years 

the preservice teacher students report to actively use ICT in 

their everyday lives to their digital assessment score? 
The present study is significant as it documents the 

preservice teacher students’ digital profile and sought the 
students’ perspectives on their ICT skills. The individuals 
examined in the study were students preparing to become 
teachers. Currently, there is a lack of knowledge about the 
digital abilities of these student teachers within the context of 
Oman. The World Bank reported two important findings that 
set the backdrop of this study. First, the majority of Omani 
teachers have less than a decade of teaching experience. 
Second, the majority of the teachers do not know how to 
incorporate technology in the classroom. The lack of digital 
competence among the new teachers is a cause for concern. 
As Oman shifts its focus to hiring local talent through its 
Omanization policy, it is crucial to ensure that preservice 
teachers, like the participants in this study, are proficient in 
digital skills. Omanization is the national initiative to increase 
the employment of local citizens in the workforce [2]. Oman 
Vision 2040 has placed the education sector at the center of 
the country’s development. In order to ensure that the country 
produces highly competent teachers, it is evident that teacher 
education programs need to be scrutinized. 

The study aimed to gather information on the students' 
digital profiles and their views on their ICT skills before and 
after the online learning during the COVID-19 pandemic, 
using a survey method. The main idea behind the research was 
that online learning would result in an improvement in self-
perceived digital proficiency. 

II. BACKGROUND OF STUDY 

A. Digital Competence in Higher Education 

The widespread use of information and communication 
technology (ICT) has made digital competence a commonly 
discussed topic in academic literature and policy documents 
[60] [7]. The rise of digitalization has also led to new 
expectations in higher education [60]. The heavy influence of 
digitalization can be seen in the way it has impacted the 
knowledge development process and the performance of both 
teachers and students. 

Digital competence is a clear priority in European policies 
[47], hence the common references to European Union policy 
documents when defining the concept in academic 
publications [60]. In the context of higher education, digital 
competence is poorly defined, and most scholars use 
definitions from policy papers [60]. A viable explanation is 
the future-oriented nature of digital competence, as it focuses 
on the skills required to become a professional and citizen 
[47]. Higher educational institutions are responsible for the 
development of these skills among students [47]. This view is 
echoed in the United Nation’s 2030 Agenda for Sustainable 
Development [57], which endorsed that ICT skills and 
competencies must be harnessed by young people, and that 
digital technologies enable rethinking teaching and learning 
processes. There is a growing place for ICT and digital 
competence in and out of the HE classroom to support 
teaching and learning [44]. 

B. Teachers’ Digital Competencies in Higher Education 

Digital competence is among the key challenges that 
teachers in higher education face [8]. However, there is no 
established definition for professional digital competence, nor 
is it an established practice [9]. Although digital competence 
is becoming essential for citizens in general, teachers in higher 
education specifically hold a responsibility to master it. 
Digital transformation and improvement of education very 
much depend on teachers’ actions [8]. Professional digital 
competence in education settings is highly contextual, as 
teachers need to manage complexity and master decision-
making for the optimal use of ICT to meet learning outcomes 
[9] [53]. Moreover, studies recognize that teachers are role 
models for students, who need to be digitally confident to 
inspire the class to make the best use of ICT [5] [26]. 

A popular conceptualization of teachers’ digital 
competence is the layered approach levels [26]. The macro 
level is concerned with generic skills. At the meso level is 
didactic digital competence and how classrooms are affected 
and afforded by ICT. The micro level is connected to teachers’ 
enactment of digital competence to design courses, 
communicate with audiences and stakeholders manage 
digitally-rich classrooms [22].  A fourth dimension, suggesting 
that educators should possess transformative agency [9]. The 
term captures the notion that teachers are not passive recipients 
of frameworks and tools. Instead, they take the initiative to 
transform practices and engage in problem-solving by 
implementing ICT, depending on the classroom situations they 
face [9] [1]. 

C. Impact of the COVID-19 Pandemic on Preservice 

Teachers’ Digital Competence 

It was against this backdrop when the COVID-19 
pandemic abruptly replaced most face-to-face teacher 
education courses with online lectures [42] [45]. The 
pandemic pushed the importance of digital competence in 
higher education to a new height [60]. Pre-service teachers 
had to go through their training online [25]. It is not that they 
were not familiar with technology like Google Classroom, 
Zoom or WhatsApp. However, some of them were not ready 
for extensively using it [6]. Moreover, student teachers also 
had to deliver online lectures as a part of their practicum [6] 
[10]. 

On the one hand, the coronavirus outbreak encouraged 
teachers in higher education to quickly change their practices 
to allow for learning continuity from distance [8]. On the other 
hand, teachers’ urgent response to the crisis involved little 
time for preparation [25] [35]. A few studies posed the 
question of whether the digital competence of pre-service 
teachers increased during the pandemic or not [24] [29]. A 
study found that during the first year of the pandemic 
prospective teachers at a German university made enormous 
changes towards digital technology adoption [24]. Despite 
this, the researchers did not report a significant impact on their 
digital competencies, probably because they were seeing the 
pandemic as a temporary event and were planning to go back 
to their pre-pandemic behaviour. Another study surveyed 147 
pre-service teachers to reveal their self-reported digital 
literacy pre-university, or before the pandemic, and during 
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distance education after the COVID-19 outbreak [43]. 
Findings show that pre-university evaluations were more 
positive, while the emergency highlighted some weaknesses 
that resulted in lowered evaluations of digital literacy. Much 
of the issue stems from widespread the use of smartphones to 
attend online classes, which causes distractions. Nevertheless, 
27% of participants reported improvement in digital 
communication skills [43]. Another report looked at the 
written reflections of 51 student teachers in Norway [25]. 
Their findings demonstrate an overall reluctance to integrate 
digital technology during teaching practicum due to some 
difficulties related to digital competence. The scholars 
highlight the need for continuous development of ICT skills, 
as the pandemic has demonstrated their critical significance 
for teachers’ education. 

The Background section addresses issues that support the 
need for a research design that allows preservice teacher 
education students to evaluate their digital competence and 
ICT skills before and after the pandemic. 

III. METHODOLOGY 

A. Context of the Study 

The Sultanate of Oman is situated in the southeast portion 
of the Arabian Peninsula and shares borders with Saudi 
Arabia, the United Arab Emirates, and the Republic of 
Yemen. The latest census shows that the population of Oman 
is slightly above 4.5 million, with Omani citizens making up 
62% of the population and expatriates comprising 38% [37]. 
The majority of the study participants come from the Dhofar 
region, which is located in the southern part of the country and 
borders the Republic of Yemen. 

The Sultanate of Oman generates most of its revenue from 
oil resources and it has been the source of the country’s 
development [46]. After oil, the fisheries account for the 
majority of the country’s trade export. The government 
identified other sectors as means to diversity the country’s 
economy. The sectors are tourism, fisheries, mining, logistics 
and manufacturing. The Sultanate also aimed to make the 
ports in the country into regional maritime hubs [46]. The 
traditional economic activities in Oman, in particular the 
Dhofar region, are production of honey, frankincense, 
fisheries, and agriculture which includes raising animal 
livestock such as camels and cows [37]. While a proportion of 
the population still maintain the traditional economic 
activities, some moved and worked in the cities to take up jobs 
in various government and private sectors [37]. The 
government is also pushing the agenda for the growth of 
entrepreneurship and Small-Medium Enterprises (SME) for 
wider socio-economic goals, as part of the country’s Vision 
2040 [27]. The national policy also outlined digitization and 
technological innovation in transforming the country’s 
economy [37]. 

In the education sector, the ministry is rolling-up the plans 
for digital transformation. This included training teachers with 
skills and technology [38], developing IT infrastructure [40], 
and equipping students with digital skills for their future 
careers [4]. Being digitally competent in all areas of work, in 

particular, the education sector is crucial in the development 
of the Sultanate of Oman. 

B. Participants of the Study 

The study recruited 32 undergraduate students (28 female, 
4 male) from Dhofar University in Oman, using a systematic 
sampling method. These participants were all enrolled in a 
preservice teacher course and had prior experience with online 
learning due to the pandemic. The participants were at the 
second, third, or fourth year level of their undergraduate 
studies and had the intention to become teachers after 
graduation. 

C. Data Collection 

The participants of the study are 32 undergraduate 
preservice teacher education students at Dhofar University. 
Dhofar University students who participated in the research 
experienced remote learning during the restricted movement 
as part of the country’s initiatives to minimize the spread of 
COVID-19 pandemic from March 2020 to July 2021. 
Although some of the students had experienced some aspects 
of technology in the classroom prior to the pandemic, the 
abrupt move towards online learning forced the students to 
acquire new skills without sufficient training and in a ramp-up 
time [59]. 

Dhofar University’s learning management system is 
Moodle. Through Moodle, the students received synchronous 
and asynchronous instructions. The instructors at Dhofar 
University, at least some of them, used video conferencing 
tools to deliver their classes virtually. There were also several 
instructors who used game-based learning tools. The students 
who participated in the research returned to campus for face-
to-face learning beginning September 2021. Although the 
majority of the courses are delivered face-to-face, some 
instructors continued to incorporate some aspects of 
technology in their classroom teaching and learning. 

The data was gathered and analyzed using the following 
steps. First, the students were invited to evaluate their digital 
competence in the form of an online test. The testing tool that 
was used, as further explained in the Research Instruments 
section, is DigComp. The data gathered from the test were 
recorded as their digital profiles in five areas namely, 
information and data literacy, communication and 
collaboration, digital content creation, safety and problem 
solving. All items were averaged respectively. The data was 
then interpreted using Dimension 3 Proficiency Level from the 
European Digital Competence Framework for Citizens. 
Second, the students were invited to self-assess their ICT 
competencies pre- and post- pandemic through an online 
survey. The survey items were adapted from the DiCTE 
project [15]. The hypothesis being tested was that 
participating in online learning during the pandemic would 
result in a rise in self-reported digital proficiency. The 
statistical analysis was carried out using SPSS (Version 27). 
To evaluate the hypothesis, a Paired-Samples test was applied 
to the mean of responses to all items (p < .05 significance 
level). Additionally, the open-ended responses were analyzed, 
coded and grouped according to themes. 
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D. Research Instruments 

The investigation utilizes two research instruments. The 
first is the testing instrument called the DigCom. The 
instrument is developed from the European Digital 
Competence Framework for Citizens DigComp 2.1. [19]. The 
digital competence framework measures the set of skills, 
knowledge and attitudes that describes what it means to be 
digitally competent. These skills are important for students to 
be effective global citizens in the 21st century. The test covers 
five competence areas namely information and data literacy, 
communication and collaboration, digital content creation, 
safety and problem solving [20]. When completing the test, 
the participants will receive overall results per competence 
area and an average level for all competences (Foundation, 
Intermediate or Advanced). The test allows participants to 
evaluate their own digital competence level, from 1 to 6. 
Levels 7 and 8 of DigComp 2.1 are not taken into 
consideration as they are reserved for highly specialized 
careers [20].  DigCom has been used and tested in many 
countries in Europe as part of their Digital Education Plan, as 
well as countries outside of Europe and this can be traced in 
the report by the Council of European Professional 
Informatics Societies (CEPIS) [11] [51]. In this study, the 
DigComp test results are used as a reference to define and 
assess digital profiles for the preservice teacher education 
students. 

The online survey serves as the second research tool. It 
enables students to assess their proficiency in ICT, from “not 
at all” to “very high degree”, both pre- and post-pandemic. 
The survey was adapted from the DiCTE project, which stands 
for Developing ICT in Teacher Education and is funded by the 
European Commission. The survey created by the DiCTE 
project aims to determine the digital competence of student 
teachers at the start of their education [15] [31]. 

IV. RESULTS 

DigCom test covers five competence areas namely 
information and data literacy, communication and 
collaboration, digital content creation, safety and problem 
solving, as indicated in Table I below. The data are then 
interpreted using Dimension 3 of the European Digital 
Competence Framework. 

TABLE I.  DIGCOM MEAN SCORE 

Competencies Mean score 

Information and data literacy 2.451612903 

Communication and collaboration 2.709677419 

Digital content creation 3.387096774 

Safety 2.290323 

Problem-solving 2.193548387 

Overall 2.606452 

The results from Table I revealed the mean score of the 
participants’ digital profile is as follows: 

1) Information and data literacy at the mean score of 2.45 

2) Communication and collaboration at the mean score of 

2.7 

3) Digital content creation at the mean score of 3.38 

4) Safety at the mean score of 2.29 

5) Problem-solving at the mean score of 2.19 
The overall mean score of the students’ digital competence 

in all five areas is at 2.6. Each of the mean score is interpreted 
using Dimension 3 of the European Digital Competence 
Framework. Each of the competency is explained in turns. 

A. Information and Data Literacy 

The students’ competency in Information and Data 
Literacy is based on their ability in the following categories: 

1) Browsing, searching, and filtering data 

2) Evaluating data 

3) Managing data, information, and digital content 
The preservice teacher education students who participated 

in this study scored an average of 2.45 for Information and 
Data Literacy. According to the Dimension 3 of the European 
Digital Competence Framework, the students’ competence in 
Information and Data Literacy is in the Foundation 2 category. 
This means, the students are able to do a simple search on 
their own or with guidance. They can identify their 
information needs, detect the credibility and reliability of data 
sources, and organize information in structured environments. 

B. Communication and Collaboration 

The participants’ competence in Communication and 
Collaboration is at the mean score of 2.7. The students’ 
competency in Communication and Collaboration is based on 
their ability in the following categories: 

1) Interacting through digital technologies 

2) Sharing through digital technologies 

3) Engaging citizenship 

4) Collaborating through digital technologies 

5) Netiquette 

6) Managing digital identity 
The students’ proficiency in Communication and 

Collaboration is categorized at the level of Intermediate 3. 
Dimension 3 of the DigComp 2.1 framework described the 
students’ competence at Intermediate 3 Communication and 
Collaboration as the ability to perform interactions with digital 
technologies, select appropriate digital communication to 
participate in society, to empower oneself and to collaborate 
with others.  At this level too, students are able to explain 
know-how while using technologies, express communication 
strategies adapted to an audience, and ways to protect one’s 
reputation online. 

C. Digital Content Creation 

The participants’ digital competence in Digital Content 
Creation is at the mean score of 3.38. Out of the five digital 
competence areas, this area is the highest mean score. When 
interpreted against Dimension 3 of the European Digital 
Competence Framework, the score can be categorized as 
Intermediate 3 level. 
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The participants’ digital competence in Digital Content 
Creation Literacy is based on their ability in the following 
categories: 

1) Developing digital content 

2) Integrating and re-elaborating digital content 

3) Copyright and licenses 

4) Programming 
According to Dimension 3 of the DigComp 2.1 

framework, at Intermediate 3 Digital Content Creation, the 
students are able to create and edit routine content, express 
oneself through the digital content creation, indicate rules of 
copyright and licenses, as well as to list instructions for a 
computing system to solve routine problems. 

D. Safety 

The participants’ digital competence in Safety is at the 
mean score of 2.29. When interpreted against Dimension 3 of 
the European Digital Competence Framework, the score can 
be categorized at the Foundation 2 level. The students’ digital 
competency in Safety is based on their ability in the following 
categories: 

1) Protecting devices 

2) Protecting personal data and privacy 

3) Protecting health and well-being 

4) Protecting the environment 
At the Foundation 2 level, students are able to identify 

simple ways to protect their devices and digital content, 
differentiate simple risks and threats, follow simple safety and 
security measures, and have due regard to reliability and 
privacy. They can also select simple ways to protect their 
personal data and privacy in digital environments, use and 
share personally identifiable information while protecting 
themselves and others from damages, differentiate simple 
ways to avoid health risks and threats to physical and 
psychological well-being while using digital technologies, and 
select simple ways to protect themselves from possible 
dangers in digital environments [20]. 

E. Problem-Solving 

Lastly, the participants’ digital competence in Problem-
Solving is at the mean score of 2.19. Out of the five digital 
competence areas, this is the lowest mean score. When 
interpreted against Dimension 3 of the European Digital 
Competence Framework, the score can be categorized at the 
Foundation 2 level.  The students’ digital competency in 
Problem-Solving is based on their ability in the following 
categories: 

1) Solving technical problems 

2) Identifying needs and technological responses 

3) Creatively using digital technology 

4) Identifying digital competence gaps 
At the Foundation 2 level, students can recognize basic 

technical issues while using devices, propose basic solutions, 
identify needs, and understand basic digital tools and how they 
can be used to address those needs. They can also identify 
digital tools and technologies that can be used to generate new 
knowledge and improve processes and products. Additionally, 
they are able to address basic problems in digital 

environments, recognize areas where their own digital skills 
need improvement or updating, and identify opportunities for 
self-development and staying current with digital 
advancements [20]. 

F. Overall Digital Competence Score 

The overall mean score of the participants’ digital 
competence is at 2.6. When interpreted against the Dimension 
3 of the European Digital Competence Framework, we can 
round-up the mean score and conclude that the students’ 
digital competence can be categorized as Intermediate 3 level. 

G. ICT Competencies Pre- and Post- Online Learning 

COVID-19 Pandemic 

The results for the next section are presented based on the 
statistical tests outlined in the Data Collection section. 
Significance levels are indicated by * for p < .05, ** for p < 
.01, and *** for p < .001. 

The students self-assessed their ICT competencies pre- and 
post- pandemic in regard to the following areas: 

1) Competence in using word processor 

2) Competence in using spreadsheet 

3) Competence in using Presentation tools 

4) Competence in using photo and video editing 

applications and tools 

5) Competence in using Learning Management System 

6) Competence in using educational games 
The research utilized paired samples test to measure the 

differences in the way the students perceived the impact of 
online learning on their digital competencies, pre- and post- 
pandemic. The following hypotheses guided the statistical 
analysis of the study: 

The null hypothesis (H0): μ = there is no association of the 
students’ participation in online learning to an increase in self-
assessed digital competence 

The alternative hypothesis: (Ha): μ = there is an 
association of the students’ participation in online learning to 
an increase in self-assessed digital competence 

The data suggests that the students perceived an increase 
in ICT competence post- pandemic, as they participated in 
online learning. Utilizing a 0.05 level of significance, the p-
values are of 0.001, 0.000 and 0.002 are less than the 
significance level of 0.05. Thus, it rejects the null hypothesis. 

The common themes emerged from the open-ended 
responses to, “as a preservice teacher education student, I 
should be digitally competent because …” are coded and 
categorized as follows: 

1) Learning approach for present and future times 

2) Prepare students with skills for the workplace 

3) Prepare students for the global society 
Finally, the findings measured the correlation between the 

participants’ digital competency overall score (DigCom) to the 
number of years they reported to actively use ICT in their 
everyday lives. The Pearson correlation coefficient for the 
number of years and score is .893, which is significant (p < 
.01 for a two-tailed test). There is a significant relationship 
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between years of experience and competency score. It 
demonstrates that the student's experience in utilizing 
technology in their everyday lives has a significant impact on 
their competency score, as illustrated in Table II below. 

TABLE II.  CORRELATION BETWEEN NUMBER OF YEARS ACTIVELY USE 

ICT AND DIGITAL COMPETENCY SCORE 

 
 Score  Number of years 

 Score 

 Pearson Correlation  1  .893** 

 Sig. (2-tailed)     .000 

 N  32  32 

 Number of 
years 

 Pearson Correlation  .893**  1 

 Sig. (2-tailed)  .000    

 N  32  32 

**. Correlation is significant at the 0.01 level (2-tailed). 

V. DISCUSSION 

The paper investigated the perspectives of a group of 
preservice teacher education students on their digital 
competence by assessing their digital competence before and 
after the online learning resulted from the pandemic. In 
regards to the first research question, the findings show the 
students’ overall proficiency in digital skills is at Intermediate 
3. This finding is similar with the result with undergraduate 
Chilean students, with a sample size of 817 participants [48]. 
Although the overall score is similar, the Chilean report differs 
when it comes to the five digital areas. The Chilean students 
scored highest for Safety/Network Security and lowest for 
Digital Content Creation. The students participated in this 
research on the other hand, scored highest for Digital Content 
Creation. In both countries, Chile and the Sultanate of Oman, 
the low mean score for Problem-Solving is a cause for 
concern. In current scholarship, particularly in the context of 
the Sultanate of Oman, the inability of graduates in solving 
problems is viewed as one of the major educational challenges 
[36]. The educational policy makers and curriculum 
developers in the country were tasked to ensure that soft skills, 
such as problem-solving are integrated in the curriculum. 
Previous investigations addressed different ways problem-
solving skills may be incorporated in the classroom teaching 
and learning [55] [3]. 

An area that needs to be addressed is the participants’ 
increased competency in Digital Content Creation, particularly 
when it comes to developing and integrating digital content. 
One possible explanation is that the participants are active and 
frequent users of Web 2.0. Web 2.0 refers to the current state 
of the internet technology that allows users to generate content 
for other end users [13]. The earlier version of the internet, 
Web 1.0 had fewer content creators and the majority of the 
internet users were only consumers [13].Web 2.0 gave rise to 
various social media platforms. The skills associated with the 
active and frequent use of social media may contribute to the 
reported level of skills in creating digital contents. With the 
population of slightly above 4.5 million [39], social media 
applications in the country are Facebook and Instagram. 
Facebook has 1.6 million users while Instagram has 1.2 
million users [39]. The popularity of the social media 

applications depends on the active participation of the users in 
producing, sharing, and interacting about digital contents. 

In regards to the second line of inquiry, the research 
measured the differences in the perceived ICT competence 
pre- and post- pandemic. The finding rejected the null 
hypothesis and unveiled that there was an association of the 
students’ participation in online learning to an increase in self-
assessed digital competence. In their self-assessment, the 
participants reported to have increased ICT competence in 
using word processor, spreadsheet, presentation tools, photo 
and video editing tools, Learning Management System and 
educational games post- pandemic, resulted from online 
learning. Similar finding was traced in previous studies [16] 
[18]. The study found that the preservice teachers’ 
competence and online teaching readiness was enhanced post- 
pandemic. Although the findings favored online learning as it 
has positively impacted the students’ ICT skills, we cannot 
assume that the students are prepared with pedagogical 
practices to teach online. In a study in the US, the authors 
found that even though most teachers perceived readiness, 
they did not use the appropriate digital tools when teaching in 
the classroom [16]. 

Another consideration is regarding the survey instrument. 
The survey’ results represent the students’ belief about their 
ICT competence rather than their actual level of competence. 
This latter should be measured by performance tasks [21]. 
Previous research explained that one of the weaknesses of 
survey instruments is the respondents themselves [30]. The 
participants may respond to the survey items with social-
desirability bias such as the desire to please the instructor or 
bias in self-perception. The previous study addressed the need 
for the validation of the survey instruments, particularly when 
it is used as the yardstick in measuring one’s competence [54]. 

The open-ended item in the survey sought the participants’ 
perspectives on the importance of equipping oneself with 
digital skills. The common themes that emerged from the 
responses can be summarized and categorized as follows: 

 The participants linked equipping oneself with digital 
skills to the ability to approach classroom teaching and 
learning that is relevant for present day and for the 
future 

 The participants linked the importance of equipping 
oneself with digital skills to prepare students for the 
workplace and global society. 

An excerpt from one of the responses states, 

“It’s important for me to digitally competent so that I can 
impart my knowledge to my students in a new way. We are no 
longer living in a traditional way- to learn from books. 
Students today learn from YouTube and Google”. (S11) 

The excerpt above is one of the examples the participants 
gave in which the student linked the importance of preservice 
teacher education students equipping themselves with ICT 
skills to the ability to approach the classroom that fit current 
and future times. In other words, digitally competent teachers 
are able to make classroom teaching and learning relevant. 
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Other excerpts state, 

“I don’t see how we can teach without having some ideas 
about technology. Maybe we are not IT experts, but we should 
have some ideas. In future, our students need IT skills for their 
work too. It starts with us”. (S8) 

“Oman is no longer a traditional society. We interact with 
people from different countries through studies, work, 
government and so on. Being good with technology is 
important for us as future teachers so that we can show the 
younger Omani children how to use technology to connect 
with people from other countries”. (S3) 

The excerpts above are examples the participants gave in 
which the students linked the importance of preservice teacher 
education students equipping themselves with ICT skills to 
preparing students for the workplace and the global society. 
Being competent in ICT is an unarguably an essential part of 
teacher education [23]. In a study with preservice teacher 
education in Ireland, Norway and Spain, the authors found 
that despite the different ways the education policies 
developed, the participants had a similar and shared view of 
the importance of digital skills [32]. Another study found that 
preservice teacher education students in an Irish University 
had a favorable positive attitude toward using technology in 
the classroom [33]. Both of the studies utilized the DiCTE 
project survey as their instrument of study. 

Finally, this paper investigated the relationship between 
the participants’ digital competency score, which was derived 
from DigComp digital profile to the participants’ reported 
active use of ICT in their daily lives. The active use of ICT is 
narrowed into the following: the use of word processor, 
spreadsheet, presentation tools, photo and video editing tools, 
Learning Management System and educational games. The 
results found there is a strong correlation between the number 
of years the participants reported to actively use ICT in their 
lives to their digital competence score. In other words, the 
duration of exposure and active use of ICT has a significant 
impact on their digital competencies. This discovery aligns 
with previous research that found teachers who feel confident 
in their ability to use educational technology and see it as 
beneficial for teaching and learning are more likely to 
incorporate digital tools in their teaching. Similarly, providing 
preservice student teachers with more opportunities to work 
with digital tools has been found to improve their ability to 
use technology in their classrooms in the future [12] [14]. 

VI. CONCLUSION 

The study examined the effects of COVID-19 on the 
digital skills of preservice teacher education students at 
Dhofar University in Oman, focusing on the students' level of 
digital competence, their views on their ICT abilities post-
pandemic, and the correlation between their reported years of 
active ICT use and their digital competency scores. 

The study utilized two instruments that were DigCom, a 
digital skills self-assessment tool which was produced by the 
European Commission and a survey which was adapted from 
the DiCTE project. Both of the research instruments have been 
validated by studies around the world, as explained in the 
Discussion section. 

In summary, the findings first revealed that the majority of 
the students scored Level 3 (Intermediate) in their self-
assessment competency test score. The results of the study 
also showed that among the five areas tested, namely 
information and data literacy, communication and 
collaboration, digital content creation, safety and problem 
solving, the students scored the highest for digital content 
creation and the lowest for problem-solving. Second, the 
findings showed that the majority of the students perceived 
that their digital competence improved significantly as the 
result of online learning which was accelerated by the 
COVID-19 pandemic. Finally, the study demonstrated that the 
duration of active use of ICT has a significant impact on the 
students’ digital competency score. 

The rationale of this investigation is that it helps educators 
understand the preservice teacher students’ level of digital 
competence. It also gave us an insight on the ways the 
students perceived their ICT skills before and after the 
pandemic. In turn, the data informs us the ways we could 
identify their strengths and weaknesses, monitor their progress 
and identify ways in supporting and developing their digital 
skills. 

An avenue for future research, is to consider measuring the 
students’ digital competency based on performance tasks. The 
present study is based on the students’ self-assessment, which 
reflect their belief about their digital competence. Another 
consideration to make is to have digital assessment that is 
more relevant to the Arab region. The expression of survey 
result may differ, as the participants respond to statements that 
are more contextually relevant to them. 

The implication that can be drawn from the findings of the 
study is that, if the students were given more time and 
opportunities to engage with various forms of ICT, the more 
they would perceive themselves to be digitally competent. 
This belief would then influence the way they conduct their 
classes. The more positive the belief is, the more effectively 
they would incorporate aspects of technology in their 
classroom. As future teachers, the students have a greater 
responsibility to empower their students with important skills 
for work and participation in the society through the use of 
technology. As the DiCTE project [15] explains, 

“Formal education has an important role to play in this 
regard and none more so than in teacher education.  From a 
perspective of equity, it is crucial for teacher education to 
equip future teachers with the required professional digital 
competence so that they can prepare children to grow up in a 
digital society” (para.2). 

The growing importance of technology in education is 
without a doubt, transforming the ways learning takes place. 
In the Sultanate of Oman, there have been suggestions for 
hybrid education in which combine the aspects of face-to-face 
and online learning in classroom teaching and learning [34]. 
Reimagine Education, an initiative pioneered by the UNICEF 
explained that technology could bring about change in 
delivering learning opportunities to children and young people 
“anywhere, at any time” [56]. The growth of technology 
requires innovative pedagogies, which could only take place if 
the future teachers are digitally competent. As these students 
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would be future teachers, they would be given a greater 
responsibility in designing instructional strategies that align 
with the country’s Vision 2040, the implications of this study 
are immediate to them. 

REFERENCES 

[1] Agyei, D. D., & Voogt, J. M. (2011). Exploring the potential of the will, 
skill, and tool model in Ghana: Predicting prospective and practicing 
teachers’ use of technology. Computers & Education, 56(1), 91–100. 
http://dx.doi.org/10.1016/j.compedu.2010.08.017 

[2] Al Hasani, S. H., & Husin N. A. (2021). A review of digital 
transformation of education in Oman. Journal of Business Management 
and Accounting, 11(2), 41-59. https://doi.org/10.32890/jbma2021.11.2.3 

[3] Al-Mahrooqi, R., & Denman, C. J. (2020). Assessing students’ critical 
thinking skills in the humanities and sciences colleges of a Middle 
Eastern university. International Journal of Instruction, 13(1), 783-796. 
http://dx.doi.org/10.29333/iji.2020.13150a 

[4] Al-Mashaani (2022, September 20). Plan to equip 10,000 young Omanis 
with digital skills by 2025. Oman Daily Observer. 
https://www.omanobserver.om/article/1125510/business/plan-to-equip-
10000-young-omanis-with-digital-skills-by-2025 

[5] Alnasib, B.N.M. (2023). Digital competencies: Are pre-service teachers 
qualified for digital education?. International Journal of Education in 
Mathematics, Science, and Technology, 11(1), 96-114. 

[6] Ayumi, J. S., Rezeki, Y. S., & Wardah, W. (2022). EFL pre-service 
teachers’ experiences doing practicum during COVID-19 pandemic. The 
Journal of English Literacy Education: The Teaching and Learning of 
English as a Foreign Language, 9(1), 65-77. 

[7] Bartolomé, J., de Soria, I. M., Jakobsone, M., Fernández, A., Ruseva, G., 
Koutoudis, P., ... & Vaquero, M. (2018, March). Developing a digital 
competence assessment and accreditation platform for digital profiles. In 
Proceedings of the 12th International Technology, Education and 
Development Conference (INTED), Valencia, Spain (pp. 5-7).
  

[8] Basilotta-Gómez-Pablos, V., Matarranz, M., Casado-Aranda, L. A., & 
Otto, A. (2022). Teachers’ digital competencies in higher education: a 
systematic literature review. International Journal of Educational 
Technology in Higher Education, 19(1), 1-16. 
https://doi.org/10.1186/s41239-021-00312-8 

[9] Brevik, L. M., Gudmundsdottir, G. B., Lund, A., & Strømme Aanesland, 
T. (2019). Transformative agency in teacher education: Fostering 
professional digital competence. Teaching and Teacher Education: An 
International Journal of Research and Studies, 86. 
http://dx.doi.org/10.1016/j.tate.2019.07.005 

[10] Çebi, A., & Reisoğlu, İ. (2020). Digital competence: A study from the 
perspective of pre-service teachers in Turkey. Journal of New 
Approaches in Educational Research , 9(2), 294-308.  

[11] CEPIS (n.d.) Awareness of the European digital competence framework 
for citizens (DigComp) framework among the CEPIS community. The 
Council of European Professional Informatics Societies (CEPIS). 
https://cepis.org/digcomp-report-2021/ 

[12] Chiara A., Alberto C., & Francesca A. (2022) Can teachers’ digital 
competence influence technology acceptance in vocational education? 
Computers in Human Behavior,132. 
https://doi.org/10.1016/j.chb.2022.107266.  

[13] Conole, G., & Alevizou, P. (2010). A literature review of the use of Web 
2.0 tools in higher education.  Higher Education Academy. 

[14] Costley, K. C. (2014). The Positive Effects of Technology on Teaching 
and Student Learning. Arkansas Technology University.  

[15] Developing ICT in Teacher Education (DiCTE) (n.d.). About the DiCTE 
project. https://dicte.oslomet.no/about-the-dicte-project/ 

[16] Ersin, P., Atay, D., & Mede, E. (2020). Boosting preservice teachers’ 
competence and online teaching readiness through e-practicum during 
the COVID-19 outbreak. International Journal of TESOL Studies, 2(2), 
112-124.  http://dx.doi.org/10.46451/ijts.2020.09.09 

[17] European Commission (2018) DigComp:The European Digital 
Competence Framework.  

[18] European Commission (2020).  Resetting education and training for the 
digital age. Luxembourg: Publications Office of the European Union 

[19] European Commission (n.d.) Test your digitl skills! 
https://europa.eu/europass/digitalskills/screen/home?referrer=epass&rou
te=%2Fen 

[20] European Commission, Joint Research Centre, Vuorikari, R., Kluzer, S., 
Punie, Y. (2022). DigComp 2.2, The Digital Competence framework for 
citizens: with new examples of knowledge, skills and attitudes, 
Publications Office of the European 
Union. https://data.europa.eu/doi/10.2760/115376 

[21] Guàrdia, L., Crisp, G., & Alsina, I. (2017). Trends and challenges of e-
assessment to enhance student learning in Higher Education. Innovative 
practices for higher education assessment and measurement, 36-56. 
http://dx.doi.org/10.4018/978-1-5225-0531-0.CH003 

[22] Gudmundsdottir, G. B., & Hatlevik, O. E. (2018). Newly qualified 
teachers' professional digital competence: implications for teacher 
education. European Journal of Teacher Education, 41(2), 214e231. 
https://doi.org/10.1080/02619768.2017.1416085 

[23] Gudmundsdottir, G. B., Gassó, H. H., Rubio, J. C. C., & Hatlevik, O. E. 
(2020). Student teachers’ responsible use of ICT: Examining two 
samples in Spain and Norway. Computers & Education, 152, 103877. 
https://doi.org/10.1016/j.compedu.2020.103877 

[24] Höfer-Lück, H., Delere, M., & Vogel, T. (2020). Changing Practices and 
Self-Reflection? Implications of the Corona Crisis Regarding Private 
and Professional Digital Media Use of Pre-Service Teachers. In 
EDULEARN20 Proceedings. 12th International Conference on 
Education and New Learning Technologies (pp. 7319-7327). 

[25] Jimarkon, P., Wanphet, P., & Dikilitas, K. (2021). Pre-service Teachers' 
Digital Experiences through Digital Pedagogical Practices in Norway. 
Nordic Journal of Comparative and International Education, 5(4), 86-
103. 

[26] Krumsvik, R. J. (2008). Situated learning and teachers’ digital 
competence. Education and information technologies, 13(4), 279-290. 
https://doi.org/10.1007/s10639-008-9069-5 

[27] Kutty, S. (2022, June 6). Small but mighty. Oman Daily Observer. 
https://www.omanobserver.om/article/1120442/business/markets/small-
yet-mighty 

[28] Leahy, D., & Wilson, D. (2014, July). Digital skills for employment. 
In IFIP Conference on Information Technology in Educational 
Management (pp. 178-189). Springer, Berlin, Heidelberg. 
http://dx.doi.org/10.1007/978-3-662-45770- 2_16f 

[29] Marchisio, M., Barana, A., Fissore, C., & Pulvirenti, M. (2021). Digital 
Education to Foster the Success of Students in Difficulty in Line with 
the Digital Education Action Plan. In Lessons from a pandemic for the 
future of education-EDEN Conference 2021 (No. 1, pp. 353-363). 
European Distance and E-learning Network. 
https://doi.org/10.38069/edenconf-2021-ac0034 

[30] Mathieu, C. (2021). Dark Personalities in the Workplace. Academic 
Press. 

[31] McDonagh, A., Giæver, T. H., Mifsud, L., & Milton, J. (2021). Editorial 
Introduction-Digital Competence in Teacher Education across 
Europe. Nordic Journal of Comparative and International Education 
(NJCIE), 5(4), 1-4. https://doi.org/10.7577/njcie.4604 

[32] McGarr, O., & Gavaldon, G. (2018). Exploring Spanish pre-service 
teachers’ talk in relation to ICT: balancing different expectations 
between the university and practicum school. Technology, Pedagogy 
and Education, 27(2), 199-209. 
https://doi.org/10.1080/1475939X.2018.1429950 

[33] McGarr, O., & McDonagh, A. (2021). Exploring the digital competence 
of pre-service teachers on entry onto an initial teacher education 
programme in Ireland. Irish Educational Studies, 40(1), 115-128. 
https://doi.org/10.1080/03323315.2020.1800501 

[34] Mehta (2022, April 13). Why hybrid classes need to be made permanent. 
Oman Daily 
Observer.https://www.omanobserver.om/article/1117708/opinion/intern
ational/why-hybrid-classes-need-to-be-made-permanent 

[35] Milutinović, V. (2022). Examining the influence of pre-service teachers’ 
digital native traits on their technology acceptance: A Serbian 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

519 | P a g e  

www.ijacsa.thesai.org 

perspective. Education and Information Technologies, 1-29. 
https://doi.org/10.1007/s10639-022-10887-y 

[36] Nasser, R. (2019). Educational reform in Oman: System and structural 
changes. In Education systems around the world. IntechOpen. 
http://dx.doi.org/10.5772/intechopen.84913 

[37] Oman (n.d.). Countries and their Culture. 
https://www.everyculture.com/No-Sa/Oman.html#ixzz7lZ3sXOxn 

[38] Oman expanding the use of technology in classrooms of all levels (n.d.). 
Oxford Business Group. https://oxfordbusinessgroup.com/analysis/vital-
tools-authorities-are-expanding-use-technology-classrooms-all-levels 

[39] Oman has 3.9 million internet users (2020, April 26). The Arabian 
Stories https://www.thearabianstories.com/2020/04/26/oman-has-3-9-
million-internet-users-facebook-top-among-all-other-social-networks/ 

[40] Oman’s Ministry signs strategic partnership with Microsoft on digital 
transformation in education (2020, December 21). Microsoft News 
Center https://news.microsoft.com/en-xm/2020/12/21/omans-ministry-
signs-strategic-partnership-with-microsoft-on-digital-transformation-in-
education/ 

[41] Omantel’s network upgrades help meet increased demands during 
pandemic (2020, July 14). Muscat Daily. 
https://www.muscatdaily.com/2020/07/14/omantels-network-upgrades-
help-meet-increased-demands-during-pandemic/ 

[42] Paetsch, J., & Drechsel, B. (2021). Factors Influencing Pre-service 
Teachers' Intention to Use Digital Learning Materials: A Study 
Conducted During the COVID-19 Pandemic in Germany. Frontiers in 
Psychology, 12. https://doi.org/10.3389/fpsyg.2021.733830 

[43] Polat, M. (2021). Pre-Service Teachers' Digital Literacy Levels, Views 
on Distance Education and Pre-University School Memories. 
International Journal of Progressive Education, 17(5), 299-314. 

[44] Rosa, J. D. C., Bucheli, M. G. V., Galán, J. G., & Meneses, E. L. (2019). 
Integrating the digital paradigm in higher education: ICT training and 
skills of university students in a European context. International Journal 
of Educational Excellence, 5(2), 47-64. 
https://doi.org/10.18562/IJEE.048 

[45] Santos, C., Pedro, N., & Mattar, J. (2021). Digital competence of higher 
education professors: analysis of academic and institutional factors. 
Obra digital, (21), 69-92. https://doi.org/10.25029/od.2021.311.21 

[46] Siddiqui. S. (2019, July 17).  What other oil rich states can learn from 
Oman? The New Arab. https://www.newarab.com/analysis/what-other-
oil-rich-states-can-learn-oman 

[47] Sillat, L. H., Tammets, K., & Laanpere, M. (2021). Digital competence 
assessment methods in higher education: A systematic literature review. 
Education Sciences, 11(8), 402. 
https://doi.org/10.3390/educsci11080402 

[48] Silva-Quiroz, J. & Morales-Morgado, E.M. (2022). Assessing digital 
competence and its relationship with the socioeconomic level of Chilean 

university students. International Journal Educational Technology 
Higher Education 19, 46. https://doi.org/10.1186/s41239-022-00346-6 

[49] Study looks at students online. (2021, January 6). Oman Daily Observer. 
https://www.omanobserver.om/article/5451/Local/study-looks-at-
students-online-english-competence 

[50] Syahrin, S. (2020). Less Is More: An Implementation of an Extensive 
Reading Program in an English Proficiency Course in the Sultanate of 
Oman. International Journal of English Linguistics, 10(6). 
https://doi.org/10.5539/ijel.v10n6p171 

[51] The Council of European Professional Informatics Societies (CEPIS) 
(n.d.). Awareness of the European Digital Competence Framework for 
citizens (DigComp) framework among the CEPIS community. 
https://cepis.org/digcomp-report-2021/ 

[52] The Education Council Sultanate of Oman (2018). The National 
Strategy for Education 2040. 
https://www.educouncil.gov.om/downloads/Ts775SPNmXDQ.pdf 

[53] Tømte, C., Enochsson, A., Buskqvist, U., & Kårstein, A. (2015). 
Educating online student teachers to master professional digital 
competence: The TPACK-framework goes online. Computers & 
Education, 84, 26–35. https://doi.org/10.1016/j.compedu.2015.01.005 

[54] Touron, J., Martín, D., Navarro, E., Pradas, S., & Inigo, V. (2018). 
Construct validation of a questionnaire to measure teachers’ digital 
competence (TDC). Revista española de pedagogía, 76(269), 25-54. 
https://doi.org/10.22550/REP76-1-2018-02 

[55] Tuzlukova, V., & Usha Prabhukanth, K. (2018). Critical thinking and 
problem solving skills: English for science foundation program students’ 
perspectives. Collection of papers of the faculty of philosophy of the 
University of Pristina, XLVIII (3), 37. 

[56] UNICEF (n.d.). Reimagine education. 
https://www.unicef.org/reimagine/education 

[57] United Nations (2016) SDG-Education 2030 Steering Committee 
https://sustainabledevelopment.un.org/index.php?page=view&type=300
22&nr=100&menu=3170 

[58] Wajeha Al-Ani (2017) Alternative education needs in Oman: 
accommodating learning diversity and meeting market 
demand, International Journal of Adolescence and Youth, 22:3, 322-
336.  http://dx.doi.org/10.1080/02673843.2016.1179204 

[59] Wazzan, M. (2020, April 7). 15 minutes of Fame: Online learning in the 
Coronavirus era. Al-Fanar Media.https://www.al-
fanarmedia.org/2020/04/15-minutes-of-fame-onlinelearning-in-the-
coronavirus-era/ 

[60] Zhao, Y., Sánchez Gómez, M. C., Pinto Llorente, A. M., & Zhao, L. 
(2021). Digital competence in higher education: Students’ perception 
and personal factors. Sustainability, 13(21), 12184. 
https://doi.org/10.3390/su132112184 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

520 | P a g e  

www.ijacsa.thesai.org 

A Survey on Cloudlet Computation Optimization in 

the Mobile Edge Computing Environment 

Layth Muwafaq1, Nor K. Noordin2, Mohamed Othman3, Alyani Ismail4, Fazirulhisyam Hashim5 

Department of Computer and Communication Systems Engineering-Faculty of Engineering,  

Universiti Putra Malaysia, Serdang 43400 Malaysia1, 2, 4, 5 

Research Centre of Excellence for Wireless and Photonics Network (WiPNET)-Faculty of   Engineering,  

Universiti Putra Malaysia, Serdang 43400 Malaysia2, 5 

Department of Communication Technology and Networks, Universiti Putra Malaysia (UPM), Serdang 43400, Malaysia3 

Laboratory of Computational Sciences and Mathematical Physics-Institute for Mathematical Research (INSPEM), Universiti 

Putra Malaysia (UPM), Serdang 43400, Malaysia3 

 

 
Abstract––Mobile Edge Computing (MEC) uses to perform 

computation operations at the edge of a network for mobile 

devices. This allows the deployment of more powerful and 

efficient computing resources in a cost-effective, lightweight and 

scalable manner. MEC can optimize mobile device performance, 

enhance security and privacy, improve battery life, provide 

increased bandwidth, and reduce latency across wireless 

networks. Cloudlets are a new concept of computations that can 

perform at the edge of the networks. The service provider can 

deploy cloudlets services in a MEC environment with the ability 

for mobile devices to offload their tasks to cloudlets. In the MEC 

environment, the offloading problem depends on cloudlets' 

availability of computation resources. Also, the deployment 

method of cloudlets in the environment will affect the task 

offloading. This paper investigates the approach to the cloudlet 

deployment and task offloading problem in the MEC 

environment. First demonstrate that the problem has to be 

considered a Multi-objective optimization problem since it needs 

more than one objective to be optimized. Then prove that the 

problem is NP-completeness, give an overview of existing 

solutions using the meta-heuristic algorithms, and suggest future 

solutions for this problem. Finally, explain the advantages of 

using Variable-length of solution space with meta-heuristic 

algorithms for this problem. 

Keywords––Mobile edge computing, cloudlet deployment; task 

offloading; mobile device; multi-objective optimization; meta-

heuristics; variable-length 

I. INTRODUCTION 

Mobile Edge Computing (MEC) is a technology that 
enables computation and storage capabilities at the edge of a 
mobile network, closer to the end-users [1]. It extends cloud 
computing to the network's edge, allowing for delivering low-
latency and high-bandwidth services to mobile users [2]. The 
end-users typically execute the applications on their resource-
constrained mobile devices for current internet-enabled 
applications requiring fast processing and less response time 
[3]. MEC is designed to address the challenges of providing 
low-latency and high-bandwidth services to mobile users, such 
as those required for augmented reality, virtual reality, and 
Internet of Things (IoT) applications [4]. Furthermore, the 
mobile devices at the edge of the network offload their 
computation tasks to the ( edge-server, edge-cloud, sometimes 

referred to as Cloudlet) instead of the remote cloud, which 
will decrease the response time for offloaded tasks (low 
latency) and reduce overcrowding in the back-haul networks 
[5].  

Cloudlet is a new computing paradigm introduced to the 
Mobile Edge Computing (MEC) service framework. It allows 
computing resources to be closer to mobile devices. The 
cloudlets location is essential to the delay tolerance of mobile 
devices, primarily in a large-scale Wireless Metropolitan Area 
Network (WMAN) that consists of hundred Base Stations 
(BSs) [6], where mobile devices can access the cloudlets. The 
capacity of cloudlet is much smaller than cloud computing as 
edge computing is supplied with one or a few servers due to 
the limitation of space and cooling requirements [7]. MEC has 
been adopted to allow mobile devices to offload their tasks to 
the cloudlets because of the limited processing, small storage 
and low computational capabilities of mobile devices [8]. The 
high quality of service (QoS) requirements for the highly 
interactive applications, which include low latency and high 
throughput, are computationally demanding [9]. Mobile 
computing has recently experienced a paradigm change from 
mobile central cloud computing to MEC, fueled by hopes for 
5G and 6G IoT connectivity [10]. In order to support latency-
intensive computing applications and critical latency for 
mobile devices with limited resources, MEC's main purpose is 
to push mobile computing, network control and storage to the 
network's edges [11]. In the MEC environment, cloudlets are 
usually deployed collocated with cellular base stations so that 
the mobile devices can offload tasks to the nearby cloudlets. 

Offloading is a technique used in the MEC environment to 
increase the effectiveness of mobile device applications by 
moving resource-intensive activities to nearby cloudlets [12]. 
Offloading in MEC mostly refers to running resource-
intensive applications on behalf of local mobile devices to 
minimize workloads, overhead, and processing costs 
compared to local computing. To perform compute offloading, 
mobile devices and cloudlets must operate offloading 
frameworks [13]. Many technical articles view the topic as 
incredibly important to provide new ways of reaching the 
objectives in the offloading criteria. Most of the strategies 
presented in these technical publications were based on 
mathematics, model-based, machine learning, game theory, 
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heuristic-based, meta-heuristic, or a combination of the 
abovementioned techniques. In the MEC context, computation 
offloading problems are a very difficult challenge [14]. The 
primary drawback of offloading work to a remote cloud is the 
latency, which disrupts user experiences in interactive 
applications like mobile gaming [15]. Cloudlets get around 
this problem by giving users low-latency access to network-
edge computing resources, which significantly boosts the 
efficiency of mobile applications [16]. The primary issue with 
WMAN is the deployment of fewer cloudlets with good 
services to end user. From the perspective of network 
management, it is costly to place a cloudlet at each BS to 
service end users [17]. 

Multi-objective optimization techniques are an excellent 
approach in this situation. In multi-objective optimization, as 
opposed to single-objective optimization, the search is for a 
collection of non-dominated solutions known as the Pareto 
optimal set rather than a single optimal solution, which must 
be optimized [18]. The non-dominated objective solutions are 
the ones that provide the best potential compromises between 
the many objectives of the problem (i.e., these solutions 
cannot enhance one objective without affecting another). The 
decision-makers, in this case, the service providers, are given 
access to such non-dominated solutions so that they may 
choose the one that caters to their specific demands and 
requirements in the most effective manner. The computational 
methods that are currently available to solve multi-objective 
optimization problems include meta-heuristics and high-level 
strategies governing underlying techniques. Additionally, in 
contrast to the conventional mathematical programming 
approaches used to solve multi-objective optimization 
problems, meta-heuristics can create many members of the 
Pareto optimal set in a single iteration [19]. Most researchers 
consider the problem as a Single Objective Optimization in 
the related works, while a few deal with it as a Multi-
Objective Optimization problem. 

A meta-heuristic optimization has shown its effectiveness 
in tackling several NP-hard problems. Computer science, 
networking, communication, robotics, and manufacturing, are 
just a few areas where this mechanism has been used in the 
real world. The literature on meta-heuristic optimization has 
yet to adequately address the multi-objective optimization 
component, despite its prevalence in many problems. The 
meta-heuristic algorithms have a substantial impact on solving 
cloudlet deployment and task offloading optimization issues. 
Consequently, this paper provides a survey of published 
articles about cloudlet deployment and task offloading to 
summarize the problems that need solving for future research. 
First discuss the challenges addressed partially or entirely for 
the problem and suggest several promising directions for 
future research to minimize time, reduce cost, and save 
energy. Second, demonstrate that the problem is multi-
objective optimization since it deals with more than one 
objective to be optimized and proves it is an NP-completeness. 
Third, explain the diverse current, well-known traditional 
heuristic and meta-heuristic algorithms for cloudlet 

deployment and task offloading problems in the MEC 
environment, emphasizing meta-heuristics. Fourth present the 
capabilities of using the variable-length searching approach 
within meta-heuristic optimization algorithms for solving this 
type of problem, especially with the constant change in the 
required number of cloudlets to deploy in MEC based on 
computing requirements. This work can be helpful for 
academia and companies regarding service provisioning in the 
mobile edge computing environment. 

The rest of this paper is organized as follows: Section II 
presents a background and an overview of the relevant 
literature, which helps to understand the rest of the article. 
Sections III introduce the optimization technique. Section IV 
demonstrates the multi-objective optimization and the meta-
heuristics algorithms. Section V Provides the Variable-length 
approach for solution space and its benefits for future 
research, and finally, the conclusion are provided in 
Section VI. 

II. BACKGROUND 

This section presents an overview of the relevant works, 
which assists in understanding the rest of the article. Cloudlet 
deployment and task-offloading (for simple CDTO) have been 
fertile research ground for several years. Thus, many papers 
on solutions related to this area are in the literature. 

A. Mobile Edge Computing 

One of the essential fields on the technology scene today is 
Cloud Computing, which is one of the elements preparing for 
the future. Thanks to advancements in wireless 
communication and mobile computing, in the last decade, new 
smartphone device services have prospered in diverse fields 
such as transportation, mobile payment, and social media [20]. 
The spread of mobile devices and their constant presence in 
daily life has generated massive traffic between end users and 
remote clouds [21]. To plan for the increasing data traffic in 
the following years and the need for low-latency computation 
resources near the users, network service providers are 
gradually turning to "Mobile Edge Computing" to bring cloud 
computing capabilities to the edge of the network [22]. Users 
at the edge of the network offload their computation tasks to 
the ( edge-server, edge-cloud, sometimes referred to as 
Cloudlet) instead of remote clouds, which will decrease the 
response time for offloaded tasks (low latency) and reduce 
overcrowding in the back-haul network [20]. 

Due to the limitations of the cloud environment (i.e., long-
distance from mobile devices and limited geographical 
distribution), mobile devices with hungry applications for 
computation resources need to offload tasks to the nearby 
clouds closer to the end-devices through newer computing 
paradigms, such as cloudlets in Mobile Edge Computing 
environment (MECE) [23]. Cloudlets are a distributed 
decentralized infrastructure with nearby mobile devices that 
can leverage the computing and storage resources of the 
cloudlets. Table I presents the comparative summary of Cloud 
and Cloudlet.  
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TABLE I. COMPARISON BETWEEN CLOUD AND CLOUDLET 

Feature Cloud Cloudlet 

Cost High Low 

End-to-end latency High Low 

Infrastructure Centralized Decentralized 

Deployment Environment Large Data Center Can be deployed anywhere 

Bandwidth for end-user Low High 

Offline Availability Not available Available 

Computing Power High Low 

Resource Elasticity High High 

Availability High High 

Access to resources through core network typically via 1-hop wireless gateway 

Resources at individual locations Many Few 

Geo-distribution of computing resources locally clustered widespread 

Offloading granularity mostly entire applications 
computationally intensive 

and latency-critical parts 

User Experience Satisfactory QoE Excellent QoE 

Network resource sharing at individual locations Large number of users Limited number of users 

B. Wireless Metropolitan Area Networks 

The wireless metropolitan area networks (WMANs) have 
emerged in recent years as a public network that enables 
mobile devices to easily access the abundant computing 
resources in urban cities as the number of mobile devices 
continues to grow [24]. In addition, wireless broadband 
connectivity requirements are growing (i.e., 5G and 6G), and 
the technology continues to evolve to meet these requirements 
[25]. It is currently evolving as a public network to expand 
mobile device performance, covering the metropolis and 
enabling mobile devices to access abundant computing 
resources [26]. Compared to Wireless Local Area Networks 
(WLANs), Wireless Metropolitan Area Networks (WMANs) 
offer wireless communications over significantly broader 
geographic regions. The problem of CDTO gets significantly 
worse when considering the deployment of cloudlets in 
WMANs because of the size of the WMANs [27]. Due to the 
high population density in urban regions, many users will have 
access to cloudlets. As a result, cloudlets will be more cost-
effective since they will be less likely to stay idle. 
Furthermore, due to the population in WMANs, service 
providers can take advantage of economies by deploying a 
small number of cloudlets to provide services through the 
WMANs [20] and making cloudlets accessible to the general 
public. 

C. Cloudlet-deployment and Task-offloading (CDTO) 

Cloudlets deployment is the first step in implementing 
mobile edge computing. Service providers always hope to 
provide services to as many users as possible under limited 
funds. The idea of treating cloudlets as a separate “data center 
in a box” must be scrapped. There are obvious benefits of 
connecting several cloudlets to form a network of cloudlets 
that can be distributed in the wireless metropolitan area 
networks, collocated with the base stations [20]. Cloudlet can 
be a single server or a cluster of servers, collocated with base 
stations, and mobile devices can access cloudlets close to the 

range [28]. Cloudlets can also be considered as offloading 
mobile device destinations, aiming to save energy [29] and 
reduce the latency between the remote clouds and mobile 
devices [30]. The close physical proximity between cloudlets 
and mobile devices is a significant benefit of cloudlets over 
the remote cloud. So that allows for low latency in 
communication, thus improving the QoS and the user 
experience of interactive applications [31]. To overcome the 
restrictions of mobile devices in the offloading process 
technique, mobile devices offload their tasks to the MECE 
[32]. Task-offloading improves the computing efficiency of 
mobile devices while reducing latency and overall spent 
energy if adequately designed and planned [5]. There are four 
types of delays in task-offloading from mobile devices to 
cloudlets: uploading, queuing, execution, and downloading the 
result. A typical process flow of task-offloading in WMAN is 
illustrated in Fig. 1. 

 
Fig. 1. Process flow of the task-offloading in WMAN. 
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In related works, there are mainly three metrics expressing 
system requirements that can be optimized, the task response 
time [33], the cost of service for service provider and user side 
[34], and the energy consumption (the energy consumed by 
the device while task-offloading and the power needed by 
cloudlet to process tasks) [35]. In addition, some issues have 
been partially addressed in previous works, which are 
reliability, load balancing, cache content, task migration, user 
mobility, and cloudlet mobility. The exciting issues for related 
works that dealt with the problem as a single objective 
optimization are shown in Table II. 

1) Response Time 
The QoS metric in the design of offloading methods is the 

response time, which is the time between offloading the task 
from a mobile device to a cloudlet, processing it, and 
receiving the result back[36]. Furthermore, the response time 
is also defined as the delay [37], or latency [38] in some 
related works. Many aspects influence the response time of a 
task as followings: 

 The communication delay between the mobile device 
and the base station while offloading the task to the 
cloudlet. 

 The communication delay between the base station and 
the attached cloudlet, which is always minimal while 
using fiber optics cables. 

 The communication delay while routing the offloaded 
task from overloaded to under-loaded cloudlet. 

 The queuing time before processing in the cloudlet. 

 The processing time on the cloudlet. 

 The communication delay between the base station and 
mobile device while receiving the result. 

Fig. 2 shows the task lifetime, from the mobile device to 
cloudlet, which is an uplink delay, queuing and execution at 
cloudlet, which is a processing delay, and from cloudlet to 
mobile device, which is a downlink delay. 

 
Fig. 2. Task service delay. 

2) Cost 
The cost can be categorized into two sides: service 

providers and users. For the service provider, the cost of 
deploying cloudlets is related to two factors [21], which are 
site rentals and computations needs. The former means that 
the more locations are selected to deploy cloudlets, the higher 
the cost. The latter aspect tells us that the greater the 
computation needs, the greater the number of cloudlets, 
resulting in higher costs. On the other hand, users look for the 
best service at a reasonable price. The service price (the 

amount user have to pay) mainly specifies the willingness of 
users to pay for services [39]. 

3) Energy 
Most existing works on MECE mainly focus on saving 

energy for mobile devices by offloading tasks to the cloudlets. 
Due to the battery life limitation for various mobile devices, 
the energy consumed by the mobile device processing the 
tasks is one of the most significant issues [40]. The energy is 
mainly consumed by mobile device data processing and 
transmission. Due to the limitation of processing in a mobile 
device [39], it is better to offload tasks from mobile devices to 
nearby cloudlets for energy-saving. The offloading of a task 
can decrease the processing energy by reducing the processed 
data size but increases the transmission energy by increasing 
the size of transmitted data [35]. On the other hand, service 
providers are looking for energy savings for cloudlets, 
reducing power costs. 

4) Reliability 
Reliability is a significant component that influences user 

QoS and service provider profit [41]. The significant causes of 
reliability decreases are failures or errors in the mobile edge 
computing environments. Failures and errors in the system can 
occur during task-offloading, processing, routing tasks from 
one cloudlet to the other, and receiving the result back [42]. 
Improving the reliability of task-offloading under the resource 
capabilities of the cloudlets and the dynamic network is an 
important challenge in the MECE. 

5) Load Balancing 
The cloudlets contain single or multiple servers to process 

the offloaded tasks. The load inequality in these cloudlets 
leads to different response times for offloaded tasks. 
Therefore, the load balancing between cloudlets for task-
offloading becomes essential [22]. Increasing the number of 
servers in the cloudlet makes balancing user workload less 
critical as the cloudlets can handle higher loads [43].  On the 
other hand, increasing the number of users will increase the 
task waiting time. Once the cloudlet reaches its maximum 
workload, it must route its overflow users' requests to the 
other cloudlets for better performance [44]. This means that a 
better strategy is to assign user tasks to under-loaded cloudlets 
rather than keeping them in an overloaded cloudlet [22]. 
Hence, it is clear that balancing the workload between 
cloudlets is necessary by mapping the tasks of users to 
different cloudlets. 

6) Cache Content 
When a task is offloaded to a cloudlet, the critical impact 

on task execution performance is data transmission delay. One 
of the most successful solutions is to cache data for the 
offloaded task in advance. Furthermore, because user data 
access patterns in WMANs are challenging to forecast [45], 
creating an adequate data caching technique with high access 
hit ratio is challenging. The number of content cached at 
cloudlet increases with the number of offloaded tasks 
increasing [46]. Content cache performance significantly 
impacts delay and bandwidth [47]. For example, the popular 
cached content in cloudlet can reduce the delay and the 
bandwidth usage of subsequent access to the same content. 
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7) Task Migration 
In the MECE, the inter-flow between cloudlets is essential 

to make a load-balancing and support user mobility. In the 
network of cloudlets, to make load-balancing, tasks have to be 
forwarded from the overloaded cloudlet to the under-loaded 
cloudlet, so there will be no idle cloudlet in the system [48]. 
Hence, as shown in Fig. 3, to support user mobility in the 
system, tasks must route from one cloudlet to another cloudlet 
so that the task will be close to the mobile user for result 
download [49].  

8) User Mobility 
To support user mobility, edge computing requires the 

flexible and scalable deployment of cloudlets for the inherent 
dynamism of the operating environment and various 
applications, some of which require real-time response [50]. In 
related works, WMAN's user mobility pattern has attracted 
very little attention. A mobile user may move around the area 
covered by WMAN with specific transmission patterns, but 
different movement patterns may change the traffic size of the 
network. The cloudlet placement and task offloading strategy 
should reflect the mobility pattern better to meet the 
requirements of mobile devices to access network resources 
[51]. The mobility pattern is reflected by the connection 
possibilities between mobile devices and BS. Furthermore, the 
mobility pattern of mobile devices is highly correlated with 
service access delay. Connection failures may happen during 
user mobility with the poor quality of the wireless connection 
between mobile devices and BSs [52]. However, the next 
generation of cellular communication has overcome this issue. 
The excellent service would necessitate frequent wireless 
handover between multiple BSs to guarantee user QoS during 

movement. For constant QoS, mobile devices may be serviced 
by many cloudlets. Because of user mobility, wireless 
handover and service migration may be performed frequently, 
putting a heavy load on the other network entities [53]. 

To support user mobility, task migrations have to perform 
when a mobile user moves from the service region of one 
cloudlet to another. As mentioned four types of task service 
delay; there will also be a delay in task migration during user 
movement. Fig. 3 illustrates the task migration during user 
movement. To provide QoS for users, mobility management 
should make a wireless handover decision to select optimum 
BSs and cloudlets [54]. The primary goal of mobility 
management is to provide mobile computing services to 
continuous and uninterrupted customers during user 
movements. 

 

Fig. 3. Task migration while user movement. 

TABLE II. RELATED WORKS CONSIDERING A SINGLE OBJECTIVE OPTIMIZATION 

Authors 
Cloudlet 

Deployment 

Task 

offloading 
Time Cost Energy Reliability 

Load 

balancing 

Cache 

content 

Task 

Migration 

User 

Mobility 

Cloudlet 

Mobility 

[20]                       

[55]                       

[37]                       

[56]                       

[31]                       

[49]                       

[7]                       

[57]                       

[58]                       

[59]                       

[60]                       

[41]                       

[22]                       

[61]                       

[62]                       

[63]                       

[42]                       

[44]                       

[64]                       

[19]                       

[65]                       

[66]                       
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9) Cloudlet Mobility 
The cloudlet in the MECE can be static or mobile [12]. In 

mobile cloudlet networks, it is crucial to figure out how to 
make load-balancing between all mobile cloudlets so that all 
resources are utilized and tasks can be processed concurrently 
and sustainably by different cloudlets, therefore, reducing the 
average task response time and energy [61]. Cloudlet mobility 
is essential in MECE to provide good services for users, 
especially when the population moves (e.g. festivals, sporting 
events, etc.).  

In Table II, all researchers consider the problem as a 
single-objective optimization. Most of them take the problem 
on one side (cloudlet-deployment or task-offloading), while 
very few consider both themes. Furthermore, most existing 
works mainly focus on minimizing time, reducing cost, saving 
energy, and load balancing, while the others take little 
attention. In Table II, various algorithms and methods were 
employed to address the issues, including greedy algorithms, 
clustering algorithms, heuristics, meta-heuristics, 
reinforcement learning, and mathematical programming. 
Comparisons were made between meta-heuristic and heuristic 
algorithms, meta-heuristic and greedy algorithms, 
reinforcement learning and mathematical programming. In 
addition, research studies such as [44] have compared meta-
heuristic and unsupervised learning algorithms, while [65] has 
compared meta-heuristic and mathematical programming, 
with results consistently demonstrating the superiority of 
meta-heuristic algorithms. 

D. Related Survey Works 

CDTO has been a fertile study area in recent years. As a 
result, many surveys and studies in the literature on solutions 
related to this area. In the work of [67], the problems of 
mobile cloud computing are presented and provide the most 
recent mobile cloudlet architecture. Furthermore, propose a 
hierarchical taxonomy to classify the most recent cloudlet 
solutions and discover the cloudlet application areas. In 
addition, it presents the aspects of cloudlet management, like 
cloudlet discovery, resource management, data security, 
mobility, and application offloading. The work of [68], 
studied the fundamental concepts of cloud and edge 
computing. Presented the application domain classified the 
state-of-the-art edge computing (Mobile Edge Computing, 
Cloudlet, and Fog) and the application domain area services 
such as real-time applications, resource management, data 
analytics, and security. Furthermore, state the essential 
requirements that must be achieved for edge computing to be 
enabled. The work of [69] proposes a taxonomy of task-
offloading in edge-cloud environments to examine and 
categorize related research papers and outline the challenges 
that still need to be studied before using edge-cloud 
computing to improve services. To identify the modern 
processes, the work of [70] provides a review of the machine 
learning-based computation offloading strategies in the MECE 
in classical taxonomy. Furthermore, it investigated various 
strategies and novel approaches related to machine learning-
based offloading mechanisms in the MECE ecosystem. Also, 
taxonomy for classifying various principles of machine 
learning-based offloading mechanisms was proposed. 

Finally, there are many other surveys, each considering a 
particular aspect of Mobile Edge Computing, which also lacks 
considering the Multi-objective optimization approach for the 
problem of CDTO. 

III. OPTIMIZATION 

Optimization is a method of finding and comparing 
appropriate solutions until cannot find any better solutions. 
Optimization often involves minimizing or maximizing the 
objective functions. Optimization, in other terms, refers to a 
collection of methods that may be applied to a mathematical 
model of the problem. The optimization algorithm provides 
systematic and efficient methods for producing and comparing 
new solutions to achieve the optimal solution [71]. 
Optimization is experimenting with various input-output 
combinations to find the resulting outputs. Its methods are far 
more advanced than those used in the computation. 
Optimization theory has custom-made algorithms to identify 
the best solution with little processing by utilizing model 
information. Optimum selection evaluations, suitable trade-
offs, and non-intuitive analysis of optimization techniques are 
utilized to develop a better and faster optimal design [72]. The 
role of modeling in optimization involves testing out many 
different combinations of inputs to determine what the output 
(i.e., the number you are trying to minimize or maximize) will 
be under each of those circumstances, with many inputs, it is 
usually not practical to guess and check on an existing system 
[73], optimization requires a mathematical model of the 
system, which is just the math that relates the inputs to the 
outputs. By using a system model to iterate, there is no limit to 
the number of combinations you can try (maybe just 
computational limitations). Optimization algorithms are much 
more sophisticated than guessing and checking a range of 
varieties (a process known as enumeration) [74]. Fig. 4 
outlines the steps usually involved in an optimal design 
formulation. 

 

Fig. 4. Steps of problem optimization. 
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In the Mobile Edge Computing environment, users and the 
service provider have various requirements. The deployment 
of a small number of cloudlets in the WMANs to serve many 
users is significant for service providers. In addition, user 
satisfaction is one of the most important quality-of-experience 
(QoE) evaluation measures, especially affecting the service 
provider's profit due to the penalty when there is any 
infringement of the Service Level Agreement (SLA), which 
establishes an agreement between service providers and their 
users [75]. It significantly influences users' willingness to pay 
for services in the future. Thus, when offering services, user 
requirements must be considered and satisfied [40]. 
Furthermore, in the problem of CDTO, most existing works 
consider single-objective optimization, while very few 
consider it a Multi-objective optimization. The relationship 
"better than" between two solutions is insignificant when 
dealing with single-objective optimization problems. Whether 
a function has to be maximized or minimized, the one with the 
lower or higher fitness value is preferred. The relationship 
"better than" has to be redefined while dealing with the Multi-
objective optimizations. Furthermore, when two non-
dominated solutions are compared, there is only one way to 
rate the best if enforcing specific user preferences. As a result, 
a new kind of fitness measurement is required [74]. 

IV. MULTI-OBJECTIVE OPTIMIZATION 

Problems involve more than one objective in the real 
world, and conflict naturally leads to trade-off solutions. It is 
hard for the mobile edge computing service provider to 
determine the constraints. A feasible solution cannot be found 
if the constraints are not appropriate. Only one objective is 
confirmed, and only one solution may be generated if a 
constrained single-objective optimization problem is 
considered rather than a multi-objective optimization problem 
which may not result in a satisfactory trade-off between all 
objectives [76]. Most researchers in related works dealt with 
the problem as a single-objective optimization. In contrast, 
few researchers are dealt with the problem as multi-objective 
optimization, as shown in Table III. 

For the Multi-objective optimization problem arising from 
Cloudlet-deployment and Task-offloading (for simple MO-
CDTO) in MECE, not only the minimization of task 
completion time and the energy consumption is required, but 
also the minimization of cloudlet-deployment cost is 
demanded [60]. In Table III, researchers consider the problem 

as multi-objective optimization. Most of them take the 
problem on one side, which is task offloading. Furthermore, 
time, cost, energy, and task migration have more extensive 
attention than others. The algorithms and methods were 
employed to address the multi-objective optimization 
problems, including meta-heuristic algorithms, a hybrid of 
meta-heuristic algorithms, machine learning and 
reinforcement learning. The results consistently demonstrate 
the superiority of the hybrid of meta-heuristic algorithms to 
address the multi-objective optimization problems. 

A. The NP-Completeness of MO-CDTO Problem 

The NP-complete problem is the hardest to solve. It is a 
problem that if there is an algorithm that can solve any of 
these problems, then it can solve all of them. Nobody has been 
able to prove that NP-complete problems are intractable. To 
prove that the MO-CDTO is an NP-completeness, first must 
explain that the problem belongs to the NP class and then 
show it is NP-hardness. When presenting a solution for the 
problem of MO-CDTO, the problem takes O (ML) time to 
evaluate if the total task-offloading probability for each user is 
no more than one and the maximum workload restriction for 
each cloudlet. Furthermore, O (L) time is required to verify 
that the number of deployed cloudlets at each base station is 
not greater than one. As a result, verifying a solution for MO-
CDTO takes polynomial time. Therefore, MO-CDTO is under 
the class of NP problems. Based on the explanation of the p-
median problem in [81]. When ∀1 ≤ ί ≤ the number of users, 
the computing capacity of user ί is zero, the computing 
capacity of each cloudlet is infinity, the cost of each cloudlet 
is equal to zero, the energy consumption of users is constant, 
the cloudlet deployment cost can be neglected, and the 
maximum number of cloudlets that may be deployed must be 
deployed to reduce user task response time. Therefore, the 
problem of MO-CDTO becomes selecting BSs to deploy the 
number of cloudlets and assigning each user to a cloudlet so 
that the sum of the connection delay is minimized from all 
users to the cloudlets they are assigned. To that end, each user 
must be assigned to a cloudlet with the smallest 
communication delay so that the MO-CDTO problem is NP-
hard. Furthermore, based on the definition of NP-complete in 
[82] and [83] “If the problem       class and   is NP-hard 
so   is NP-complete”, while the problem of MO-CDTO 
belongs to the NP class and it is NP-hard, so it is NP-
complete. 

TABLE III. RELATED WORKS CONSIDERING A MULTI-OBJECTIVE OPTIMIZATION 

Authors 
Cloudlet 

Deployment 

Task 

offloading 
Time Cost Energy Reliability 

Load 

balancing 

Cache 

content 

Task 

Migration 

User 

Mobility 

Cloudlet 

Mobility 

[39]                       

[29]                       

[26]                       

[77]                       

[78]                       

[79]                       

[5]                       

[76]                       
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B. Meta-heuristic Algorithms 

The meta-heuristic algorithms are a class of local search 
algorithms used to solve multi-objective optimization 
problems. The main objective of these algorithms is to find the 
optimal solution for the given set of problems based on a 
given set of constraints. The main idea behind this method is 
that it considers all the constraints and variables that affect the 
solution. Users can specify these constraints or automatically 
generate them by the algorithm. In mathematical 
programming, heuristic algorithms are used to design 
solutions to problems as quickly as possible. It may not 
produce the best solution, but it will give a near-optimal 
solution in a short time [71]. Some trade-off conditions give 
an initial idea of whether a heuristic algorithm is a good fit or 
not for a given problem. One of these conditions is the 

completeness of the problem. If several solutions exist for a 
given problem, it is better to use a meta-heuristic algorithm 
[74]. A heuristic algorithm generally provides one solution 
that may not be the best among all the available solutions. 
Furthermore, meta-heuristic-based optimization has proved 
effective in solving many NP-hard problems. This method has 
been used in various real-world applications, including 
computer science, networking, communication, robotics, and 
manufacturing [84]. The main difference is that heuristic is the 
problem-specific method, while meta-heuristic is the problem-
independent method that can be applied to many problems.  
Table IV classifies the heuristic and meta-heuristic algorithms. 
Meta-heuristic algorithms are divided into nature-inspired and 
non-nature-inspired. 

TABLE IV. CLASSIFICATION OF HEURISTICS AND META-HEURISTICS ALGORITHMS 

Heuristics 
Meta-heuristics 

Nature-inspired Non-nature-inspired 

 Greedy Algorithms 

 Best-First Search 

 Brute-force Search 

 A* Search 

 Hill Climbing 

 Bidirectional Search 

 Beam Search 

 

 Swarm Intelligence 

 Whale Optimization (WO) 

 Cuckoo search algorithm (CSA) 

 Particle Swarm Optimization (PSO) 

 Ant Colony Optimization (ACO) 

 Estimation of Distribution Algorithm (EDA) 

 Simulated annealing (SA) 

 Evolutionary Computation (EC) 

 Differential Evolution (DE) 

 Evolution Strategy (ES) 

 Genetic Algorithm (GA) 

 Genetic Programming (GP) 

 Guided Local Search (GLS) 

 Greedy Randomized Adaptive Search Procedure (GRASP) 

 Iterated Local Search (ILS) 

 Path Relinking (PR) 

 Scatter Search (SS) 

 Tabu Search (TS) 

 Variable Neighborhood Search (VNS) 

 

Meta-heuristic algorithms are generated based on the 
mathematical models of different biological processes [3] and 
activities [85] that appear in nature, modified and applied 
according to a specific problem so that the result statistical 
data can be analyzed. Meta-heuristic algorithms can be used 
for CDTO performance metrics, such as cost, time and energy 
consumption, to reach the optimal solutions for the problem of 
MO-CDTO. The frameworks and procedures for the different 
evolutionary, swarm and hybrid algorithms are comparable 
[86]. However, the methods for population initiating, 
evaluating the initial fitness (the quality of the solution), the 
strategies for coming up with new solutions, and the iterative 
procedures are often different [3]. Because of their success in 
solving complex and important computing problems, meta-
heuristic algorithms have achieved widespread during the last 
two decades [87]. Due to their applicable independence in 
problem-solving, meta-heuristic algorithms are useful and 
well respected for solving problems in different fields with 
highly acceptable performance. Meta-heuristic algorithms are 
frequently exploited as an efficient way to address NP-hard 
optimization problems [88]. The most well-known and 
extensively used under meta-heuristics are evolutionary 
algorithms (EAs). Individuals, or potential solutions in EAs, 
are made up of a chromosome (a representation of the 
problem's variables) and fitness (the quality of solutions) [89]. 
Individuals are grouped to form populations. Every time a new 
solution is developed, it is examined to determine its fitness 
value. A generation occurs when a new one replaces the 

present population [90]. Evolution is iterating through 
consecutive generations that end when a termination condition 
is met. The most meta-heuristic algorithms used in the related 
works are the following: 

1) Genetic Algorithm (GA) 
Genetic Algorithms are natural search algorithms inspired 

by Darwin's theory of evolution. JH Holland first introduced it 
in 1973. Genetic algorithms can create high-quality solutions 
for various problems, including search and optimization, by 
imitating the processes of natural selection, reproduction, and 
mutation [91]. The population is updated using the traditional 
GA update approach, which includes binary tournament 
selection, a two-point crossover operator, and a mutation 
operator. Furthermore, the elite individuals (those with the 
highest fitness values in the population) are entirely replicated 
in the next generation using the elitist preservation mechanism 
of this algorithm [8]. 

2) Simulated Annealing (SA) 
Simulated annealing is a technique for addressing 

unconstrained and bound-constrained optimization problems. 
It was first introduced by [92] in 1983. Simulated annealing 
investigates alternative configurations to produce better 
solutions to the massive combinatorial problem. The 
configurations are updated and compared at each iteration, 
allowing the best configuration to be chosen [93]. 
Furthermore, a simulated annealing algorithm initially allows 
other random movements in the neighboring search space, but 
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the activities are reduced over time. The algorithm chooses 
neighboring states with a cost lower than the current state or 
the exact cost [94]. 

3) Whale Optimization (WO) 
Whale Optimization is a new nature-inspired meta-

heuristic optimization algorithm that simulates humpback 
whale social behavior. The bubble-net hunting approach 
inspired the algorithm. Mirjalili and Lewis, two Australian 
researchers, introduced the Whale Optimization Algorithm in 
2016 [95]. The WOA offers a lot of potential benefits. It is 
unaffected by early solutions, which can considerably impact 
some traditional algorithms. It also contains adaptive 
mechanisms to balance explorative and exploitative behaviors 
appropriately. It is widely used in various domains, including 
engineering optimization, feature selection, and parameter 
extraction [96]. 

4) Particle Swarm Optimization (PSO) 
The particle swarm optimization algorithm is based on the 

study of bird predation behavior. Its straightforward premise is 
to discover the best solution through collaboration and sharing 
information between individuals in the swarm. The PSO is one 
of the meta-heuristic algorithms proposed by [97] in 1995 
based on the social swarm evolving notion. According to 
experimental studies and applications, the PSO is highly 
competitive in optimization. The essential idea of particle 
swarms is the social interaction that results in collective 
intelligent behavior. Both the set of entities and the swarm of 
birds move with two velocity components. The first one 
attracts them to the best global entity, and the second attracts 
them to the best local entity [84].  

5) Ant Colony Optimization (ACO) 
In the ACO technique, natural ant behavior is crucial in 

determining the optimum route between colonies and food 
sources. This concept was first presented as the "ant system" 
[98] in 1992. As they go forward, the ants expel the 
pheromones. Pheromones form the shortest paths over time, 
and the intensity of the pheromone helps to identify the 
quickest route to the food source. Indeed, the ACO was 
inspired by the ant behavior to determine the shortest path 
between anthill and the location of the food supply [99].  

6) Cuckoo Search Algorithm (CSA) 
Cuckoo Search is a meta-heuristic optimization algorithm 

used to solve optimization problems. Yang and Deb invented 
it in 2009 [100]. The CSA is a nature-inspired meta-heuristic 
algorithm based on cuckoo brood parasitism, and Levy flights 
random walks. The CSA is based on the parasitism of the 
offspring of a bird species known as the cuckoo. The CSA 
algorithm implements the Lévy flights [100]. Usually, the 
parameters of the cuckoo search are kept constant for a 
particular duration; this results in a decrease in the algorithm's 
efficiency. 

7) Differential Evolution (DE) 
Differential evolution (DE) is one of the most well-known 

generation EAs, developed by Storn and Price [101] in 1997 
and effective for constrained optimization problems in 
nonlinear and multimodal environments. Differential 
Evolution is a generic Nature-inspired population-based 

global-search meta-heuristic optimization algorithm. 
Therefore, it is largely suited for numerical optimization 
problems based on vector differences. 

8) Tabu Search (TS) 
Tabu search (TS) is a heuristic method proposed initially 

by Glover in 1986 [102]. Tabu search is a potential tool to 
discover a feasible optimal solution from a limited set of 
solutions. In other words, it is an optimization approach that 
uses a guided local search procedure that avoids local 
optimum and denies moves to points already visited in the 
search space using the so-called tabu list [102].  

The common trend of EAs is hybrids of different 
evolutionary algorithms. These hybrids are relatively easy 
since most EAs can use the same population table and gene 
presentation. Hybrids are mainly accomplished to avoid the 
shortcomings of one algorithm; for example, using a hybrid of 
two algorithms, one for a local search and the other for a 
global search. 

V. VARIABLE-LENGTH 

While there is no proper definition for a vector of a 
variable-length searching of solution space, therefore, most 
optimization theories depend on the fixed-length assumption 
to represent solutions [73]. There are several cases of variable-
length approaches in which the number of variables is not 
fixed. One of these cases is CDTO. Standard optimization 
procedures may be used by considering a fixed number of 
variables. However, a sub-optimal length will result in a sub-
optimal solution [86]. The algorithms can be executed 
iteratively and change the given length until an optimal 
solution is found. However, this is inefficient and impractical 
if there is an extensive range of possible lengths. For other 
fields of study, Table V shows the algorithms developed in 
meta-heuristic optimization with the variable length features.  
Variable-length algorithms are better since their solution 
vectors can vary in length [103]. 

Overall, as shown in Table V of the reviewed algorithms, 
the majority of them were developed to support a single 
objective except for the work of [89], which is based on an 
evolutionary algorithm and was applied only to a Bi-
objectives problem without investigating the proposed 
algorithm and the work of [84], which suffers from weak 
interaction between solutions. 

The traditional meta-heuristic optimization algorithms 
consider a fixed length of solution space, but these solutions 
do not apply to many real-world problems. The specific values 
of some decision variables might generate another or disable 
others, which cause the variable-length nature of solution 
space because of the different lengths of solutions. Multi-
objective nature comes from having more than one objective 
to be optimized, e.g., delay, cost, and energy. Hence, MO-
CDTO is a multi-objective variable-length optimization 
problem; the variable-length nature comes from the different 
number of cloudlets to deploy according to the computing 
requirements. Furthermore, the related works for the problem 
of MO-CDTO lack a single or multi-objective optimization 
algorithm with the variable-length feature. 
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TABLE V. THE PRESENT VARIABLE-LENGTH OPTIMIZATION FOR DIFFERENT FIELDS 

Article Application Decision space Algorithm Limitation 
Number 

Of objectives 

[104] Path planning Path points Genetic algorithm Single objective 1 

[73] 

Laminate stacking 

Wind farm 

Sensor coverage 

Based on 

the problem 
Metameric Genetic Single objective 1 

[105] 

Changing 

the topology 

of Convolutional Neural 

Networks 

Encoding neuron 

in the layer 

Particle swarm 

optimization 
Single objective 1 

[89] 
Laminate stacking problem / 

angle-based transformation 

Vector of angles 

on the plies of a laminate / 

general mathematical form 

Multi-objective 

evolutionary algorithm 

the application of the 

proposed algorithm is not 

investigated 

2 / 3 

[86] 

 

A coverage and 

a wind farm problem 

Based on 

the problem 

Evolutionary algorithm 

 
Single objective 1 

[106] 
Wireless Sensor Network 

deployment 

Sensors location 

and coverage area 

Genetic algorithm 

 
Single objective 1 

[84] 
Wireless Sensor Network 

deployment 

Sensors location 

and coverage area 

Particle swarm 

optimization 

Weakness of Inter-class 

interaction 
2 

[107] 

 

Sensor node 

scheduling 

Deciding the sensor 

that will send data 
Genetic algorithm Single objective 1 

VI. CONCLUSION 

Mobile edge computing has become an important 
technology to overcome some of the inherent constraints of 
mobile devices. Service providers are looking to provide 
excellent and cheap service to the MECE end-users. 
Furthermore, researchers focus on three main things in the 
MECE, which are minimizing time, reducing cost, and saving 
energy while solving different issues. Hence, the issues are 
related to each other. In contrast, the reliability and load-
balancing affect time and energy, the cached content affects 
time, and the task migration and cloudlet mobility support the 
user mobility for good service and reducing time. The problem 
of CDTO has become an exciting research area. It has to be 
considered a multi-objective optimization problem since it 
needs more than one objective to be optimized. The problem 
of MO-CDTO is NP-complete because it belongs to the NP 
class and is NP-hard. The Meta-Heuristic algorithms have to 
be used for this type of problem as it is practical to solve 
MOO problems. For feature works, variable length of solution 
space is an appropriate approach for the problem of MO-
CDTO because of the variation in the number of cloudlets to 
be deployed. A hybrid of two meta-heuristic algorithms with 
the variable-length aspect may generate powerful solutions. 
Many issues still need to address in the MECE, like reliability, 
user mobility, and load-balancing between cloudlets. This 
study is excellent material for future researchers to have an 
overview of the problem and take the research forward to 
resolve the unaddressed issues. 
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Abstract—With the advent of wearable devices and smart 

health care, the wearable health care technology for obtaining 

Patient Centric Data (PCD) has gained popularity in recent 

years. To establish access control over encrypted data in health 

records, Ciphertext Policy-Attribute Based Encryption (CP-

ABE), is used. The most critical element is granting secure access 

to the generated information. However, with growing complexity 

of access policy, computational overhead of encryption and 

decryption process also increases. As a result, ensuring data 

access control as well as efficiency in PCD collected by 

wearables is crucial and challenging. This paper proposes and 

demonstrates a proof-of-work for the Merkle-based access tree 

using notion of hiding the sensitive access policy attributes. 

Keywords—Merkle tree; hashing; CP-ABE; access policy; PCD 

I. INTRODUCTION 

In order to manage access to important or valuable 
resources, access control is governed in computer security, 
according to Di Francesco Maesa et al. [1]. When access 
requests are made, access control policies are matched to the 
existing access context to determine subjects' permissions to 
resources. Many access control methods have been established 
in research to prevent unauthorized access to vital assets that 
are more centralized than distributed, such as healthcare 
records. According to Hong-Ning Dai et al. [2], Healthcare 
frameworks will inevitably undergo a digital change. The 
Internet of Medical Things (IoMT) is critical, but inherent 
security and privacy concerns limit mainstream use. 
According to Vincent Hu et al., [3], Blockchain has provided 
new insights into the security of clinical information, with the 
highlights of distributed, trustless data storage, peer-to-peer 
transmission, and encryption algorithms, and it may overcome 
the inconsistency between information sharing and privacy 
with suitable security measures. Using EHR raises issues 
regarding the confidentiality, protection, and dependability of 
medical information, according to Liang Huang et al. [4]. 
According to Buket Yüksel et al., [5] the combination of 
Blockchain with cloud has drawn a lot of attention recently for 
ensuring effectiveness, transparency, security, and providing 
better cloud administrations. To maximize the capability of 
the Blockchain-cloud mix, a full understanding of the present 
initiatives in this field is essential. Since healthcare 
applications are a good example of dispersed environments 
and depend on servers for storage and processing, CP-ABE is 
one of the most promising security mechanisms in this area. 
One-to-many communication [6] is supported by CP-ABE, 
and the owner defines the access policy, such that only 

approved decryptor can access the data. An encrypted storage 
system is a use case for CP-ABE. One encryption key cannot 
encrypt many sets of data, preventing the implementation of 
fine-grained access control. The CP-ABE approach may 
provide access control without increasing the amount of keys 
by indicating the set of properties of the decryptor, such as 
affiliation. Enhanced schemes of ABE include broadcast 
encryption, multi-authority provisioning, and anonymous user 
or decryptor. Additionally, the number of attributes and 
pairing computations are inversely related. On the other hand, 
Merkle trees are designed to authenticate messages with a 
distinctive signature while also enabling an intended validator 
to confirm the authenticity of one message without exposing 
the validity of others. 

A. Research Problem 

One of the main challenges in managing access to 
sensitive patient information is the attribute disclosure 
problem. Traditional access control methods, such as role-
based access control (RBAC) and access control lists (ACLs), 
are not well-suited to the attribute disclosure problem, as they 
do not provide fine-grained control over access to sensitive 
patient information based on the user's attributes. CPABE is 
one of the few models that can provide this type of access 
control, but the attribute disclosure problem still persists as the 
access policy is exposed. To overcome this issue, a novel 
approach of attribute hiding through Merkle tree is proposed 
for PCD while preserving privacy. The Proof-of-work ensures 
that the decryption is performed by an authorized user and not 
an attacker. 

B. Research Questions 

1) What are the main challenges in managing access to 

sensitive patient information? 

2) How does the proposed Merkle tree based access 

structure for sensitive attributes of PCD in CPABE avoid 

unauthorized access and preserve privacy? 

3) How can cryptographic techniques be used to ensure 

that the Merkle tree-based CPABE system is verifiable? 

4) What are the benefits of a verifiable Merkle tree-based 

CPABE system in terms of in security and privacy? 

C.  Research Objectives 

The research objective of this study is to address the main 
challenges in managing access to sensitive patient information 
by proposing a Merkle tree based access structure for sensitive 
attributes of PCD in CPABE, and examining how this 
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structure can be used to avoid unauthorized access and 
preserve privacy. Additionally, the objective is to investigate 
the use of cryptographic techniques to ensure that the Merkle 
tree-based CPABE system is verifiable and to explore the 
benefits of such a system in terms of security and privacy. 

D. Research Significance 

The Proof-of-work proposed in the article provides a 
secure method for managing sensitive attributes in a patient-
centric approach. It enhances security and integrity for both 
users and providers in healthcare associations. The proposed 
scheme uses a monotonic access structure for policy 
transmission, and is resistant to chosen-ciphertext attacks 
(CCA) even when an attacker acquires multiple private keys. 
Additionally, it can handle large volumes of data and provide 
quick integrity proof. This model contributes new knowledge 
in the domain of secure access control for sensitive patient 
information. 

II. LITERATURE REVIEW 

By 2025, the worldwide IoT healthcare industry is 
anticipated to grow to 534.3 billion US Dollars. Carminati B, 
et al., [7] wearable health care is a popular and convenient 
technology that enables users to access medical services. 
Wearable medical data needs rapid and accurate information 
sharing from any place for better healthcare choices. However, 
the security and confidentiality of such patient information 
will become a major issue while sharing. When unauthorized 
access to information is unavoidable in medical settings, the 
security of patients' data is crucial. Siti Dhalila et al., [8] to 
overcome these challenges, new systems must be created with 
protected electronic health data, efficient storage, and a 
properly verified retrieval mechanism. Clauson et al., [9] aside 
from the patient-provider interaction and access-sharing, such 
a provision must also protect the patient's privacy with a 
greater focus on patient-centric health data management. Shan 
Jiang et.al., [10] presented an access control mechanism based 
on smart contracts for access verification to get EHRs sharing 
by integrating data dumping and sharing processes for 
providing e-medical services through cloud and Blockchain. 
The medical information obtained by IoT devices is forwarded 
to nearest edge workers for information management while 
providing security. The data is then shared via Blockchain 
exchange. 

According to C. Nguyen et al., [11], a framework-
proposed fast CP-ABE model can assign costly computing 
jobs to semi-trusted third parties while keeping consistent 
number of simple calculations. To validate the validity of the 
decryption output, a Boneh-Lynn-Shacham signature model is 
utilized. Wang et al., [12] the approach creates a privacy 
schema for clinical data that is based on Blockchain and the 
cloud. It can perform safe insurance and clinical information 
integrity verification, as well as handle computation, 
information sharing, and security challenges. Wang et al., [13] 
offer a patient-driven PCD sharing system to preserve patients' 
privacy and provide them control over their PCDs. Prior to 
reevaluating, all PCDs in this structure are encrypted with 
multi-authority and ABE, addressing the key facilitation issue 
and achieving fine-grained access control. Additionally, 
anonymous authentication between the cloud and the user is 

advised to preserve integrity while concealing the patient 
during validation. Leyou Zhang et al., [14] demonstrate a 
successful character identity-based distributed decryption 
technique for a medical records sharing framework. It allows 
them to share their data with different people without having 
to recreate the decryption of their private key. ABE was 
proposed [15] in order for the user to decode; there must be at 
least n attributes that match between the ciphertext and the 
user. V Goyal et al., [16] design extended the expressiveness 
of access structure by tying a ciphertext to a set of attributes, 
which they dubbed KP-ABE. Bethencourt et al., [17] 
introduced CP-ABE, which employs attributes to reflect the 
credentials of a user. Healthcare data that is sent in real-time 
or kept on a third-party cloud server is susceptible to a number 
of threats. A patient's life might be severely affected by the 
unauthorized access to sensitive medical information. 
Communication between multiple devices is one of the criteria 
for an IoT healthcare system. CP-ABE is a method that has 
promise for providing role-based access control in this 
situation. A type of public key cryptosystem called CP-ABE 
uses a collection of attributes to establish the user roles. In this 
case, the decryption key is linked to the receiver's attribute set 
and the access policy is contained with ciphertext. If and only 
if, the recipient's attribute set complies with the access 
structure/policy used for encryption, a successful decryption 
will take place. The data owners established the access policy. 
According to Hui Cui et al., [18] the decryption keys were 
only a collection of attributes with no tree structure. In a CP-
ABE system, an access structure is included in the ciphertext, 
which may leak sensitive information about the underlying 
plaintext and the privileged receivers since anybody who 
views the ciphertext may learn the privileged recipients' 
attributes from the associated access structure. 

Patients can encrypt data in a variety of methods to tighten 
access control in healthcare, such that anybody who reads the 
encrypted text can only comprehend the patient's publicly 
known qualities and the sensitive information stays hidden. 
This is according to Vijayan, V et al., [19]. Use of CP-ABE to 
encrypt the whole access policy with attributes or only the 
portion of the policy that has to be concealed is one or more 
solutions. However, the system cannot determine if the end 
user has the necessary authorization to access it because the 
ciphertext can only be retrieved by authorized end users, 
according to Nishide, T et al., [20]. This method's inability to 
outsource the decryption costs is its second drawback. The 
system will not be protected by CP-ABE encryption if the 
policies are wholly or partially obscured. Data must be 
patient-centric in a healthcare setting since it may be shared 
across several domains. This may be accomplished by hiding 
the access policy property using CP-ABE's different degrees 
of hashing, which supports fine-grained access control. It must 
also be done efficiently and securely to confirm the existence 
of the attributes used in the formulation of the access policy 
without disclosing the content at the time of decryption. 

III. PRELIMINARIES 

The access tree is a list of all stakeholders who have 
access. The proposed approach's major purpose is to prove the 
existence of attributes in the access structure without revealing 
the sensitive attributes to the decryptor. 
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A. System Model 

CP-ABE, according to Wang, Shulan, et al. [12], can 
enable privacy preserving and safe data sharing in public 
environment. The policy is embedded in the ciphertext, and 
each user's private key is based on attributes set and 
successful decryption can occur, iff the ciphertext or 
attributes satisfy the access key. Fig. 1 shows the 
Architecture for CP-ABE policy. 

B. Access Tree for PCD 

The CP-ABE access policy with attributes like hospital, 

physician, Insurance company and department is defined for 
accessing PCD as in figure 2 is (“Physician” AND “Hospital 
X”) OR (“Insurance company X” AND “Insurance 
Department”). The proposed algorithm has five phases: 

Phase 1: Initial Setup phase - Se(λ, S) → (PUK,MSK) 

The KGC generates PUK and MSK, respectively, given by a 
λ and S. 

Phase 2: Key Generation phase - KG(PUK,MSK, S) → SK 

For M. PUK, MSK and S, the KGC generates SK. 

 

Fig. 1. Traditional CP-ABE architecture. 

 

Fig. 2. The access tree generated for PCD. 
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Phase 3: Access Tree Construction phase 

Given a collection of messages, M = {m1, m2,..., mn} 
creates a Merkle tree whose interior nodes include the 
concatenation of the hash values corresponding to its leaf 
nodes and whose leaves include the hash value of each 
message m in M. In the Fig. 3 below, shows the Merkle tree 
construction through attributes set, A= {a1, a2, a3, a4}. HR 
represents the root hash value also called Merkle Root. 

Phase 4: Encryption phase - E(PUK, ST, NST, M) → CT 

The sender outputs the CT with input PUK, trees ST, NST, 
and M, where ST is a sensitive Merkle tree and 

NST is a non-sensitive public tree. 

 

Fig. 3. The sensitive attribute Merkle tree ST. 

Phase 5: Decryption phase - D(CT, SK) → M 

The decryptor then decrypts CT with SK and outputs 
message M. By moving up the tree TS from a specific 
transaction node to root node, Merkle proofs can demonstrate 
that a specific attribute is present during decryption. The 
decryptor examines the public tree TNS and discovers the 
Merkle proof for ST to verify the integrity of hidden attributes. 

Consider a3 from the attribute set A and H`C the hash of a3 
to be verified, represented by bolded rectangle. Given H`P 
from other sub tree and H`D, the adjacent node hash value, 
represented by dashed rectangles. The H`R value can be 
calculated. If H`R = = HR, the hash root value of the tree when 
generated as in Fig. 4, the attributes are considered to be 
secure. 

C. Data Set 

The tree was designed for use in experiments using the 
IBM-Clinical Hub [21] data set, which was stated in [23]. This 
data set contains clinical data elements that, when paired with 
patient identification data, allow for the storage, production, 
and access of longitudinal patient records. The IBM-Clinical 
Hub is a more comprehensive workbench paradigm that offers 
access to consuming systems and processes as well as patient 
and clinical data. An ongoing stream of HL7 events and 
messages is used to construct the longitudinal patient record. 

 

Fig. 4. The proposed sensitive attributes Merkle tree with verifiable nodes. 

IV. PROPOSED VERIFIABLE MERKLE PROOF MODEL FOR 

SENSITIVE ATTRIBUTES 

Merkle proof is a type of selective disclosure and is a 
useful strategy for protecting users' privacy by hiding 
unwanted sections of certificates or other documents and only 
offering partial disclosure for evidence. A Merkle proof 
validates specific transactions represented by a Merkle hash 
root's leaf or branch hash. Table II represents the list of PCD 
sensitive attributes for which the tree is generated with the 
root, r. The decryptor in the proposed Merkle tree based CP-
ABE sensitive attribute access structure scheme will verify the 
integrity of the non-public attributes by selecting one attribute 
at random and by giving its hash value as input for the proof. 
In turn the decryptor will be given few other branch nodes 
hash values at random. Based on these multiple available hash 
values, the decryptor constructs the tree resulting to root hash. 
If the final hash value matches Merkle tree root, it means the 
attribute exists and the transaction can be processed. 

Algorithm for Proposed Model 

Step 1: 

Consider the access tree [20] ST with root R. Hence, ST == TR.  

Where SsT represents the subtree of sensitive attributes tree ST 

rooted at the node ST. 

Step 2:  

If A(β) ∈ SsT, Then denote [15] it as SsT(β) = 1.  

Step 3:  

Compute SsT(β) recursively as follows.  

if(ST ≠ leaf)  

Evaluate SsT′( β ) = 1 ∀ children ST′ of node ST.  

SsT(β) ==1  

iff ≥ ks with children 1.  

if(ST == leaf),  

Then SsT(β) 1  

iff A(ST) ∊ β. 
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V. RESULTS AND DISCUSSION 

The proposed Merkle tree based sensitive attribute access 
structure in CPABE is implemented using the pymerkle 
package[22], and its performance is evaluated by measuring 
the time taken to generate the Merkle tree as in Table I and 
Merkle proof for varying numbers of sensitive attributes using 
the SHA-256 algorithm. As the number of sensitive attributes 
increases, the size of the tree and its height also increases, 
resulting in longer generation times. Additionally, the results 
show that the Merkle proof computational time increases with 
the number of sensitive attributes. However, the time taken to 
generate the tree and Merkle proof decreases as the key size 
for the SHA-256 algorithm increases. These results 
demonstrate that the proposed scheme as in Figure 5 is 
efficient in terms of computational time and can be effectively 
implemented in real-world scenarios. 

A. Comparison with other Frameworks 

The Table II represents the comparison of the proposed 
model with other schemes, covering CPU load, data integrity, 
proof-of-work, efficiency and privacy. By creating a Merkle 
tree proof, guaranteeing integrity via a hash and providing 
effective data access control, the proposed CP-ABE scheme is 
capable to implement hidden sensitive attribute access policies 
with less computation load 

B. Security Analysis 

1) Chosen-ciphertext attack: The proposed Merkle tree 

model is secure against chosen-ciphertext attack is through the 

collision-resistant scheme. This means that it is 

computationally infeasible for an attacker to find two different 

sets of data blocks that have the same Merkle root. 

Let H(x) be a cryptographic hash function that takes in 
input x and produces a fixed-length output. We can construct a 
Merkle tree with n leaf nodes, where each leaf node i is a hash 
of a data block Di, represented as H(Di). The non-leaf nodes 
in the tree are the hash of their children nodes, represented as 
H(Li, Ri) where Li and Ri are the left and right child nodes 
respectively. 

The Merkle root of the tree, represented as R, is the hash 
of the root node and it is computed as R = H(H(L1, R1), 
H(L2, R2) … H(Ln/2, Rn/2)). To show that the tree is 
collision-resistant, assume that there exists an attacker who 
can find two different sets of data blocks, D1 and D2, such 
that H(D1) = H(D2) for all i. Therefore, the attacker can 

construct two different Merkle trees, T1 and T2, with the same 
Merkle root. 

However, since H(x) is a collision-resistant hash function, 
it is computationally infeasible for the attacker to find two 
different inputs x1 and x2 such that H(x1) = H(x2). Therefore, 
it is also computationally infeasible for the attacker to find two 
different sets of data blocks that have the same Merkle root, 
and the Merkle tree structure provides a secure method for 
verifying the integrity of the sensitive attributes in the access 
structure. Additionally, the use of a one-way hash function in 
the construction of the Merkle tree ensures that it is 
computationally infeasible for an attacker to obtain the 
original sensitive attributes from the hash values stored in the 
tree, providing further security against chosen-ciphertext 
attacks. 

TABLE I. TREE GENERATION TIME VS PROOF COMPUTATIONAL TIME 

S.No. 

Number                               

of Sensitive                                         

Attributes 

Size/ 

Total 

nodes 

Tree 

Height 

Merkle 

Tree 

generation 

time (in 

seconds)*10-

2 

Merkle Proof 

computational 

time (in 

seconds) *10-2 

1. 24 47 5 97.6 23.4 

2. 90 179 7 33.0 30.1 

 

Fig. 5. The sensitive attributes vs tree generation and proof. 

TABLE II. COMPARISON OF PROPOSED MODEL WITH OTHER FRAMEWORKS 

S.No. Model CPU Load Integrity Efficiency Proof of work Privacy 

1. 
Siti Dhalila et al., 

[6] 
Moderate Yes Improved No 

Through fully hiding Full Policy/ file 

hiding through one-way Hashing 

2. 
John Bethencourt et 

al.,[15] 
Moderate No Nominal No 

The  model  applicable  to    large 

universe of attributes. Policy and 

Attribute are exposed to unauthorized 

3. Proposed model Less Yes High Yes Partial sensitive attribute hiding 
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2) Replay attack: In order to protect against replay 

attacks, one approach is to include a timestamp or nonce in the 

data block that is hashed to create the leaf node of the Merkle 

tree. When a user requests access to a sensitive attribute, the 

system will re-compute the hash value of the leaf node using 

the current timestamp or nonce. This ensures that each request 

is unique and cannot be replayed at a later time. 

For example, consider a user requests access to a sensitive 
attribute at time t1, the system will compute the hash of the 
data block with the timestamp t1. If the same user tries to 
access the same attribute again at time t2, the system will 
compute the hash of the data block with the timestamp t2, 
which will be different than the previous hash computed at 
time t1, hence it will prevent replay attack as the hash values 
are different. 

VI. CONCLUSION 

The Merkle tree based access structure in CPABE 
addresses the attribute disclosure problem in managing access 
to sensitive patient information by providing fine-grained 
control and preserving privacy through attribute hiding. The 
proposed model, a proof-of-work algorithm, enhances security 
and integrity for both users and providers in healthcare 
organizations by using a monotonic access structure for policy 
transmission and being resistant to chosen-ciphertext attacks 
and replay attacks. It can also handle large volumes of data 
and provide quick integrity proof. While the model addresses 
limitations of existing solutions and provides a secure solution 
for healthcare organizations, further research is needed to 
explore its potential in addressing other security challenges 
and improving its efficiency. Overall, this study makes a 
significant contribution to the field of secure access control for 
sensitive patient information. 
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APPENDIX A: 

TABLE III. SYMBOL TABLE 

S.No. Symbol Description 

1. ABE Attribute Based Encryption 

2. {a1,a2,a3…an} Attributes 

3. A,B,C,S Attribute Set 

4. ST Sensitive attribute Access Tree 

5. NST Non-Sensitive attribute Access 

6. SsT Sub Tree 

7. T Threshold value 

8. Ks Child node 

9. nums Number of children of s 

10. H Hash function 

11. RH Root Hash 

12. λ,β Security Variable 

13. MSK Master Key 

15. SK Secret Key 

16. KG Key generation 

17. KGC Key Generation Centre 

18. PCD Patient-Centric Data 

19. M Input Message 

20. HL7 Health Level 7 

21. CT Cipher Text 

22. E Encryption 

23. D Decryption 
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Abstract—Manual water faucets, which are commonly used in 

mosques and homes, cannot control water use, resulting in a 

variety of issues, including water waste when the user forgets to 

close the water faucet, resulting in water continuously coming 

out. In addition to filling the water tank, which is also an 

important factor in saving water, the water reserve in the tank 

must be properly controlled so that its availability is maintained. 

Based on the existing problems, a water faucet system was made 

for ablution and monitoring water tanks using Arduino and 

Telegram. An automatic ablution water faucet system that can 

drain water automatically with an ultrasonic sensor as a body 

movement reader and a solenoid valve as a substitute for a faucet 

The water pump can help fill the water tank automatically and 

know how much water is in the tank using an ultrasonic sensor; 

liquid crystal display and Telegram as recipients of text messages 

from the results of the condition of water faucets, water pumps, 

and water levels. 

Keywords—Arduino; solenoid valves; ultrasonic sensor; pump 

water 

I. INTRODUCTION 

Water is one of the things that is very influential in human 
life and is needed in everyday life [1]+ because water is a 
source of life for humans in this world [2]. In human life, 
clean water is one of the natural resources used by humans for 
consumption or in carrying out their daily activities and the 
existence of water sources should be maintained [3][14]. One 
of them is the ablution used by Muslims to worship before 
worship, which requires cleanliness and sanctity [4]. One of 
the ablution activities is to use clean water that flows over 
certain limbs, namely the face, hands, head, and feet [5]. 

In places of worship such as mosques, there are rooms 
used for ablution, and the faucets used are mostly still 
manually operated to regulate the size of the water output [6]. 
To adjust the size and volume of water output, the user must 
turn the faucet lever manually, and the faucet is easily 
damaged because the faucet lever is often rotated. so that it 
becomes one of the factors contributing to excessive water 
expenditure or wasteful water use [7]. Places of worship, such 
as mosques, must have tanks or water containers to store clean 
water [8]. The water reservoir is not only a storage area but 
also maintains the smoothness and availability of water for the 
needs of the mosque [9][15]. Filling water and monitoring 
water tanks in mosques is still done manually, so it often 
causes waste due to negligence in turning off the water pump 
when the tank is full [10]. 

From the problems above, it can be formulated how to 
regulate the expenditure of water used during ablution so that 
there is no waste of spending water and the use of water can 
be controlled, and how to find out the water level in the water 
tank [11]. For this reason, an open-source electronic platform 
is needed that is easy to use, namely Arduino. Arduino 
technology can assist in making things automatic, so they no 
longer need to be controlled [12]. One way to overcome this 
problem is to build an automatic ablution water faucet as a 
regulator of water expenditure by using an ultrasonic sensor as 
a distance reader and a solenoid valve as a substitute for a 
manual faucet. In addition, the controller built using ultrasonic 
sensors can also work in real time, so it is suitable for 
controlling ablution water in mosques. The use of the 
microcontroller on Arduino, which is designed by adding the 
HC-SR04 ultrasonic sensor, solenoid valve, and water pump, 
is made into a system that works under the control of the user 
interface and can adjust the opening and closing of water 
faucets automatically [13] and aims to control the expenditure 
of water so that it is not excessive and to make it easier for 
mosque guards to know the contents of the tank. 

II. RESEARCH METHODS 

The method in this study is used to carry out a planning 
stage or describe a workflow in compiling an idea with many 
stages. The stages used in this research method are as follows: 

Start 

Identification 

Design  

Implementation 

Function testing 

end

 

Fig. 1. Research stages 

A. Identification 

At this early stage, identification of the requirements that 
will be needed to design a system is carried out. At this initial 
stage what is done is to analyze why this research was carried 
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out. This identification stage is divided into two things, 
namely needs analysis and work method analysis. 

1) Identification of needs 

2) Identify How It Works 

B. Design 

The design of this study contains the development of the 
system work analysis stages, which are changed to block 
diagrams so that researchers can understand the flow and 
function of the design that will be made. The following are the 
stages of this research design. The design of the hardware 
used in the research is carried out; the design is made in the 
form of a block diagram to illustrate interconnected diagrams. 

C. Implementation 

The implementation phase implements everything that has 
been well designed, such as hardware design. The hardware 
implementation stage includes the implementation of 
connecting modules and the implementation of Telegram. 

D. Function Testing 

At this stage, various kinds of tests will be carried out that 
have been implemented in the previous stage. This stage is 
carried out by: 

1) HC-SR04 Ultrasonic Sensor Function Testing 

2) Relay Function Testing 

3) Selenoid Valve Function Testing 

4) Waterpump Function Testing 

5) Ethernet Shield Testing 

6) Telegram function testing 

III. RESULT 

At this point, the findings of this study, titled "Design of 
the Ablution Water Faucet System and Monitoring the Water 
Tank Using Arduino and Telegram," will be discussed. 

A. Identification 

Based on the existing problems, it can be concluded from 
several system requirements regarding the implementation of 
the design of the ablution water faucet system and monitoring 
the water tank using Arduino and Telegram, as previously 
explained, that several needs were needed, including 

1) Identification of needs: At the stage of identifying the 

needs that will be carried out, there are several hardware 

devices to support the implementation of research on the 

design of the ablution water faucet system and monitoring the 

water tank using Arduino and telegram, as shown in the 

following table: 

TABLE I.  IDENTIFICATION OF REQUIREMENTS (HARDWARE) 

No. Identification of requirements (hardware) 

1 Arduino Uno 

2 Solenoid Valves 

3 Ultrasonic Sensor HC-SR04 

4 Water Pump 

5 5v Relays 

6 Liquid Crystal Display 

7 Ethernet Shield 

8 Jumper Cables 

9 Telegram 

In Table I, No. 1, Arduino Uno is a system controller and 
an electronic prototyping platform that is open-source 
hardware based on hardware and software that is flexible and 
easy to use [13]. In Table I, No. 2, Solenoid Valve is a valve 
that is driven by electrical energy which has a coil as its 
driving force. In addition, the solenoid valve also has a fast 
opening and closing response [16].  At No. 3, "The HC-SR04 
type ultrasonic sensor is a device used to measure the distance 
from an object and as an object reader" [17]. In Table I, No. 4, 
the Water Pump is a water pump motor used for aquariums, 
fish ponds, hydroponics, robotics, or projects making 
microcontroller-based applications [18]. In Table I, No. 5, 
Relays are on-and-off switches that are operated electrically 
and are electromechanical components [19]. In Table I, No. 6, 
the Liquid Crystal Display can function to display a sensor 
result value, display text, or display a menu on the 
microcontroller [20]. In Table I, No. 7, the Ethernet Shield is a 
module that is used to connect Arduino to the internet [21]. In 
Table I, No. 8, Jumper Cables are used to connect all 
components in the circuit on the breadboard [22]. In Table I, 
No. 9, Telegram is a cloud-based application, which makes it 
easier for users to access a Telegram account from different 
devices and simultaneously [23]. Telegram Messenger is a 
cross-platform messaging application that allows us to 
exchange messages without SMS fees because Telegram uses 
the same internet data package for email, web browsing, and 
so on [24]. 

2) Identify how it works: In the process of working 

assistance, it will be explained how the working system 

works. The following image will explain the analysis of how 

this system works: 
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Fig. 2. Working notes 

In Fig. 2, explains how the system works, we need to know 
whether the system we have created is in line with 
expectations or not. Ultrasonic sensors will be used as input in 
this research, and data from ultrasonic sensors will be sent to 
Arduino upon receipt. The relay functions as a limiter on/off 
the water pump and solenoid valve, while the solenoid valve 
controls the opening and closing of the faucet. Arduino will 
process the data and send data output to the LCD in the form 
of text and numbers. Next, the system will pass the 
information to telegram via the Ethernet shield network, and 
then send the information to the server, where the information 
will be forwarded to a pre-arranged telegram bot, which will 
automatically route the phone via the telegram messenger. 

B. Design 

The hardware design stages used in the creation of a 
system are carried out during this design stage. The design is 
made in the form of a block diagram to illustrate a connected 
diagram. The following are several design stages in this study: 

1) Hardware design: Based on the functional block 

diagram contained in Fig. 3, the system is divided into several 

parts. Sensors as inputs, Arduino as receivers and senders, 

relays as on/off switches that act as power regulators that enter 

the solenoid valve, and solenoid valves as the opening and 

closing of water faucets, LCD (liquid crystal display) as 

output that displays data in the form of letters and numbers; 

Ethernet shield as output, i.e., connecting a telegram to the 

internet. 

Arduino Uno

Ultrasonik 1

Ultrasonik 2

Sebagai pembuka 

dan penutup aliran 

air

Solenoid Valve

Relay 

Relay 

Waterpump

Sebagai pompa air 

untuk mengisi 

toren air  

LCD ( liquid 

crystal display)

Ethernet ShieldTelegram

 

Fig. 3. Block diagram 

a) Series of ultrasonic sensors HC-SR04: The type of 

sensor used is an ultrasonic sensor, type HC-SR04. The sensor 

used to measure the distance of an object is based on the 

working principle of sound (ultrasonic). The HC-SR04 

Ultrasonic Sensor works by shooting sound (ultrasonic) 

towards objects in front of it. Then the sound is reflected by 

the object back towards the sensor. The time taken from the 

sound of the shot until it is received again is used as a 

parameter to determine the distance between the object and 

the sensor.  

 

Fig. 4. Ultrasonic sensor circuit 

In Fig. 4, this ultrasonic sensor circuit has 4 pins, namely, 
the GND pin is connected to the GND pin, the VCC pin is 
connected to the 5V pin, the echo pin is connected to pin 9, 
and the triangle pin is connected to pin 10. 

b) Relay circuit: The relay functions as a switch that is 

operated electrically and carries out the logic functions of the 

Arduino Uno. The relay is made up of four different 

components: an electromagnetic coil, an armature, switch 

contact points (switches), and a spring. The switches located 

at the contact points themselves are grouped into two types: 

normally closed (NC) and normally open (NO). What is meant 

by "normally closed" is the closed position in the initial state 

when the relay has not been activated. Whereas what is meant 

by "normally open" is the open position in the initial state 

when the relay has not been activated. 

 

Fig. 5. Series of relay 

In Fig. 5, the relay circuit shows that the relay module has 
6 pinouts, namely, GND, VCC, IN, NO, NC, and COM. Then 
the pin is connected to the Arduino, which serves as a 
connector. Then the GND pin is connected to the GND pin, 
the VCC pin is connected to the 5 volt pin, and the IN pin is 
connected to pin 12. 
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c) I2C LCD circuit: The I2C LCD layer is used as an 

output to display data controlled by Arduino and has a size of 

16x2. Because it produces a good display of characters and a 

lot, LCD is the easiest display medium to observe. On a 16x2 

LCD, it can display 32 characters: 16 characters on the top 

line and 16 characters on the bottom line. Lcd16x2 employs a 

special driver that allows the 16x2 lcd to be controlled via I2C 

lines. Through i2c, the LCD can be controlled using only 2 

pins, namely SDA and SCL. 

 

Fig. 6. I2C LCD (liquid crystal display) 

Fig. 6 shows that the i2c LCD has 4 pins, namely, the 
GND pin connected to GND, the VCC pin connected to the 5 
volt pin, the SDA pin connected to pin A4, and the SCL pin 
connected to pin A5. 

d) Relay circuit with solenoid valve and waterpump: 

The relay module connects the solenoid valve and water pump 

to the Arduino. The Arduino's 5 volt pin is connected to the 

relay module's VCC pin, and the Arduino's GND pin is 

connected to the relay module's GND pin. Connect the relay 

module to the positive lead of the 12 volt DC supply and the 

positive lead of the solenoid valve, and attach the negative 

lead of the 12 volt DC supply to the negative lead of the 

solenoid valve. It's the same with the solenoid—how to 

connect the relay module with the water pump is also the same 

as with the solenoid. That is the only difference between them 

and their respective functions. 

 

Fig. 7. Relay circuit with solenoid valve and water pump 

In Fig. 7, the function of the relay module with the 
solenoid is to act as a valve control switch on the solenoid. 
The function of the relay module with the water pump is the 
on/off switch for the pump controller. 

e) Arduinno circuit with Ethernet shield: In Fig. 8, the 

last output component is the Ethernet shield. This board is 

installed directly on the Arduino Uno by stacking it on top. 

The SPI.h and Ethernet.h libraries manage communication 

between the Arduino Uno Board and the Ethernet Shield. 

 

Fig. 8. Arduino uno circuit with Ethernet shield 

2) Network topology design: The network topology design 

shows that the Ethernet shield connected to the switch has, of 

course, been programmed according to the programming 

instructions that have been made. 

 

Fig. 9. Network topology design 

Fig. 9 is a network design that will be made with a series 
of tools. To connect the Arduino Uno to the Cisco switch, 
given the IP address 192.168.x.x./24, use a UTP cable. The 
CISCO switch is connected to the Mikrotik router with the IP 
address 192.168.x.xxx/24. Mikrotik router with public IP 
103.3.59.xxx connected to ISP Indotrans. 

C. Implementation 

In Fig. 10 and 11 at the implementation stage, includes the 
assembly or installation of all components that are carried out 
before being implemented in a real system. In addition, the 
following hardware combinations are implemented in series: 
HC-SR04 ultrasonic sensor, 5V relay, solenoid valve, water 
pump, I2C LCD, 12V adapter, Ethernet shield. The following 
implementation stages will be carried out using a workflow 
system. 
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(1). Sensor Ultrasonik 1

(2). Sensor Ultrasonnik 2

mulai

Sensor Ultrasonik 1

Jarak Tangan 

<= 20 cm

Relay On & Solenoid 

on /keran air ON

Relay Off & Solenoid 

Off/ Keran air Off

Tidak 

Ya
LCD menampilkan data 

kran Off

LCD menampilkan data 

kran On

Selesai  

Fig. 10. Water faucet system workflow 

Sensor Ultrasonik 2

Ketinggian Air 

 <=  5 cm

Pompa air ON &

 Led Merah ON

LCD menampilkan Text 

&

Pesan telegram

Pompa Off & Led 

Hijau On

Ketinggian Air 

>= 31 cm

Selesai

Ya

Ya

mulai

LCD menampilkan text 

&

Pesan Telegram

Tidak 

Tidak 

 

Fig. 11. Water level monitoring system workflow 

D. Function Testing 

At this function-testing stage, namely testing the function 
of the design tool for the ablution water tap system and 
monitoring the water tank using Arduino and Telegram, This 
test is carried out so that the tool is made in accordance with 
the expected goals. 

The following are the stages of testing the function of the 
design circuit for automatic ablution faucets and water 
monitoring using Arduino Uno and ultrasonic sensors. 

1) Ultrasonik sensor function testing: In Fig. 12, at the 

testing stage of the ultrasonic sensor function, the faucet is a 

test of the ultrasonic sensor when it detects an object 

approaching. When the sensor detects an object nearby, the 

relay will be on, and when the solenoid valve is also on, water 

will flow. 

 

Fig. 12. Ultrasonik sensor testing 

2) Relay function testing: In Fig. 13 at this stage, testing 

the function of the relay is carried out when the relay 

functions as an on and off switch for the solenoid valve and 

water pump. When relay one is on, the solenoid valve is on; 

when relay one is off, the solenoid valve is off; and if relay 

two is on, the water pump is on; when relay two is off, the 

water pump is also off. 

 

Fig. 13. Relay function testing 

3) Solenoid fungsi solenoid valve: In Fig. 14, at this stage 

of testing the function of the solenoid valve, the solenoid 

valve functions when the relay is on and the solenoid valve is 

also on. Then, when the relay is off, the solenoid valve is 

closed. A solenoid valve functions as a substitute for a faucet, 

whose function is to open and close the flow of water 

automatically. 

 

Fig. 14. Solenoid valve testing 

4) Waterpump testing: In Fig. 15, at this stage of testing 

the function of the water pump, the water pump functions as 

an increase in water pressure and also as a water filler for the 

tower. The water pump will turn on if the ultrasonic sensor 
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detects the water in the tank is low or is about to run out. And 

the water pump is dead if the water in the tank is full. 

 

Fig. 15. Water pump testing 

5) Ethernet shield testing: In Fig. 16, this Ethernet shield 

test, it is done to find out whether the Ethernet shield is 

connected or not to the internet network so that it can send 

water level data and control faucets and pumps to see it with 

the serial monitor on Arduino. 

 

Fig. 16. Ethernet shield function testing 

6) Telegram testing: In Fig. 17, this stage is carried out to 

test the function on Telegram. This test is conducted as a 

notification. This system will send a telegram message in the 

form of a text on the state of the water tap, water pump, and 

water level data obtained and will be saved in the database 

using the ablution water faucet to find out how much content 

is in the water tank that has been used. The system will send 

telegram messages in the form of text on the state of the water 

taps, water pumps, and water level data so that the data 

obtained will be saved in the database that has been created 

and can be viewed. 

 

Fig. 17. Telegram testing 

7) Overall tool test results: The image depicts the state of 

the ablution water faucet and the monitoring of the water tank 

with Arduino and Telegram. The ultrasonic sensor that is right 

at the water faucet functions as a gesture reader. When the 

hand is under the water faucet with a distance of 20 cm, the 

relay will be on and the solenoid valve will open the valve so 

that water comes out automatically when the hand is right 

under the water faucet. If the distance between the hand and 

the ultrasonic sensor is greater than or equal to 20 cm, the 

relay will be off and the solenoid valve will be closed. 

Furthermore, the ultrasonic sensor located above the water 

tank functions as a reader of the water level contained in the 

tank. If the water level in the water tank is less than 5 cm, then 

the relay is on and the water pump will turn on to fill the water 

tower. If the water level rises above 30 cm, the water pump 

will shut down. Then, in the next stage, the system will send a 

message to the LCD and a telegram in the form of a text of 

water taps, water pumps, and water level data. 

 

Fig. 18. Overall tool test results 

IV. CONCLUSION 

The conclusions that can be drawn from the results of the 
tests and discussions that have been carried out regarding the 
design of the ablution water faucet system and monitoring the 
water tank using Arduino and telegram. A system has been 
designed for the application of automatic ablution water taps 
that can automatically dispense water with the HC-SR04 
ultrasonic sensor as a body motion reader and a solenoid valve 
as a substitute for a faucet that functions as the opening and 
closing of the water flow. Monitoring the water level in the 
water tower with the HC-SR04 ultrasonic sensor as a water tap 
can detect when the contents of the tower are about to run out 
and alert the level reader in the water tank and a water pump 
as a water filler can find out the water level in the tank via 
telegram. After conducting research with the ablution water 
faucet system and monitoring the water tank using Arduino 
and telegram, suggestions were made for better development, 
including 1) In conducting further research, it is expected to 
be possible to use more than one solenoid valve. 2) It is hoped 
that further research will monitor via the web and have a 
database for storing water level data in the tank. 3) For further 
research, you can expect to use a buzzer when the water in the 
tank has run out. 
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Abstract—The City of Cauayan Isabela is known as one of the 

first smart cities and leading agro-industrial centers in the 

Philippines. Since the center of the economy is in urban areas like 

Cauayan City, there is a tendency for people and businesses to 

converge when development and activity take place, with that, a 

risk analysis was done to analyze hazards for urban water 

infrastructures in the City of Cauayan. This paper includes an 

Inventory of the existing urban water infrastructure, with the aid 

of Geographic Information system Software and gathered data, 

maps were generated for flood hazards with 5, 25, and 100 yr. 

return period, liquefaction, ground shaking, and drought of 

urban water infrastructures. These maps were generated to help 

the people of Cauayan City, Isabela. The main goal of the paper 

is to assess the potential prone areas where water infrastructures 

are located, and monitor areas that are suitable for building such 

water infrastructures. Problems encountered by the people in 

utilizing urban water infrastructure can be able to minimize by 

proper installation of water infrastructures in suitable places 

which can help the people of the city in water utilization. Since 

Storm water can cause wide flooding in low elevated areas, to 

utilize the storm water and to address such problems, an urban 

water infrastructure with decision support systems intervention 

can be able to help the city in times of scarcity of water. In 

addition, the analysis can be used by the local government of the 

city for proper planning and to project the extent of the hazards. 

Keywords—Water infrastructure; risk analysis; geographic 

information systems; decision support systems; storm water 

I. INTRODUCTION 

Urban places like Cauayan City in the province of Isabela 
have a growing population which is a sign that the water 
demand will increase in future years. Building water 
infrastructures in places that are prone to hazards like flood, 
drought, liquefaction, and ground shaking will cause trouble in 
water utilization which leads to limited sources of water. 
Thoroughly hazards like flood, drought, liquefaction, and 
ground shaking will affect the growing economy of the City, 
and to mitigate the effects of future hazards, a risk analysis 
can able to help people to assess the areas where water 
infrastructures can be installed and for proper planning. 

Risk analysis is the process of identifying and assessing 
potential issues that could negatively impact important 
business initiatives and operations [1]. This process is utilized 
in mitigating or reducing certain risks. When performing a risk 
analysis, adverse events are taken into account, caused by 
either natural phenomenon, such as severe storms, 
earthquakes, or floods, or undesirable occurrences brought 

about by intentional or unintentional human activities. In 
addition, the process of a risk analysis helps determine the 
potential harm from these occurrences, as well as the 
probability of its occurrences [2]. 

One of the most frequent types of natural disasters is 
floods, occurring when an overflow of water submerges land 
that is usually dry [3]. Floods brought by heavy rainfall can 
result in a wide range of devastation of critical public health 
infrastructure, damage of personal property, agricultural 
sector, and loss of life. From 1998-2017, 2 (two) billion 
people worldwide were affected by floods [4]. The most 
vulnerable to floods were the people who live in floodplains or 
non-resistant buildings, places that are not aware of flooding 
hazards, or lack warning systems. In this case, a flood risk 
assessment (FRA) can be done, reviewing the development of 
documents for its proposal form to consider the possibility of 
flooding from rivers or groundwater, surface water from sewer 
sources, estuaries, or even the coast, It must also consider the 
community and whether a flood risk exists with the 
development risk to adjacent areas. 

Historically, saturated soils have been primarily linked to 
liquefaction in soils. Unsaturated soils may also be prone to 
liquefaction in the presence of seismic activity. The 
consequences of not prioritizing unsaturated soils that are 
close to saturation as the first rule for liquefaction assessment 
can be dangerous and disastrous. 

Ground shaking is the second main risk for earthquakes 
due to rapid ground acceleration [5]. There are various levels 
of ground shaking in one region depending on aspects like 
topography, type of bedrock, and location and orientation of 
the fault rupture, all of these have an impact on how seismic 
waves travel through the ground. Suppose an earthquake is 
strong enough to cause significant damage to established 
structures, and sloped terrain may become unstable 
temporarily or permanently. In a wider extent of earthquakes, 
districts can be completely destroyed by the effects of ground 
shaking. 

In the natural climate cycle, a drought is a protracted dry 
period that can happen anywhere. The lack of precipitation 
makes it a disaster with a slow onset that causes in a shortage 
of water. Drought can seriously affect agriculture, health, 
energy, economies, and the environment [6] . Drought affects 
an estimated 55 million people worldwide every year, and 
they are the greatest threat to livestock and crops almost 
everywhere in the world [7]. Due to drought, the livelihood of 
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individuals is at high risk of disease, death risks are increased 
and mass migration is fueled. In addition, 40% of the world’s 
population suffers from water scarcity [8], and as a result, the 
probability of 700 million people being uprooted due to 
droughts is high by 2030 [7]. On the other hand, regions that 
are already dry are becoming drier due to rising temperatures 
brought on by climate change, and wet areas getting wetter. 
This means that as temperature rises in arid areas, water 
evaporates more quickly, increasing the possibility of drought 
or extending the period of drought. Approximately 80-90% of 
all reported disasters caused by natural calamities over the last 
ten years have been devastated by floods, drought, tropical 
cyclones, heat waves, and extreme weather [7]. 

II. RELATED WORKS 

The identification of locations susceptible to floods and 
flash floods is an important component of risk management. 
Floods are natural risk occurrences that vary in severity and 
cause considerable economic and human losses. They are 
caused by the interaction of various distinct anthropogenic and 
natural variables that are particular to a place and have varied 
impacts on the formation of these events [9]. Around one 
billion individuals live in flood-prone regions, and floods are 
regarded as one of the world's most damaging dangers. Under 
anticipated climate change scenarios, the risks of extreme 
hydrological events and floods are especially expected to be 
high and to rise over time [10]. 

Flash floods are one of the most severe natural disasters, 
threatening human lives and property in many countries 
around the world [11] [12]. Floods destroy a large number of 
people and animals and create catastrophic financial and 
property damages. They have massive socioeconomic 
consequences, infrastructural devastation, and environmental 
disturbance [13]. One of the solutions to solve this is through 
flood suitability and flood hazard maps that would be useful in 
assisting local governments, national and international 
organizations with flood disaster risk reduction and flood 
shelter design and building [14]. 

On the other hand, liquefaction is a soil behavior in which 
strength is reduced and arises due to an increase in pore 
pressure during earthquake ground shaking on saturated soil 
[15].One of the most prevalent seismic consequences that 
frequently leads to major structure damage during earthquakes 
is soil liquefaction. Various locations of the world have 
previously reported liquefaction-induced ground and structure 
damage in loose, saturated sands and other granular soils [16]. 

Mapping broad territories for earthquake-induced soil 
liquefaction danger may appear to be an oxymoron, given that 
soil liquefaction is a spatially highly limited phenomena in 
and of itself [17]. In a recent study, they developed combined 
velocity and fault model that paved the way for further 
research into seismic segmentation, ground shaking, and 
rupture modeling [18]. Following the current national 
earthquake hazard models, the a newly constructed 
seismogenic source model was established in a paper which 
includes completely harmonized and cross-border seismogenic 
sources [19]. In addition, a seismic hazard analysis was also 
done based from the geologic and geomorphic data [20]. In 
this study, it includes current and future challenges. Another 

study was conducted to develop a region-specific soli behavior 
type index corrections for evaluating liquefaction hazards 
[21]. 

Drought is also considered for assessment in this study. 
Drought catastrophes endanger agricultural productivity and 
are projected to worsen as a result of global climate change 
[22]. Drought analysis was studied that resulted in the 
identification of key dry periods based on the analyzed 
drought features, as well as the development of geographic 
maps of magnitude, length, and intensity for each index for 
each dry period [23]. Authors have also identified that the 
standardized precipitation index is used to estimate the 
drought hazard (SPI) while drought susceptibility is assessed 
using a variety of indicators, including meteorological 
conditions, soil characteristics, and irrigation factors [24]. 
Several models for drought hazards were established like 
novel hybridized models [25] and MODIS-based Evaporative 
Stress Index (ESI) and ROC Analysis [26] that offer the 
spatial resolution required to evaluate regional drought hazard 
assessment and small-scale agriculture area. 

III. MATERIALS AND METHODS 

A. Flood Hazard 

Techniques for assessing the risk of flooding are based on 
a variety of factors, including meteorological, hydrological, 
and socioeconomic factors. There are 4 (four) significant 
phases that are involved in the assessment of flood risk, which 
include describing the location, estimating the amount of 
danger, and evaluation of sensitivity and risk as well as 
intensity.    A base map of Cauayan City was obtained from 
the Local Government Unit of Cauayan, also, secondary data 
from LiDAR Distribution for Archiving was requested, Using 
Quantum GIS, this data was processed to determine the extent 
of flooding. LiDAR flood data includes 5, 25, and 100-yr 
return periods. 

B. Liquefaction and Ground Shaking Hazard 

A base map of Cauayan City was obtained from the Local 
Government Unit of Cauayan City, also, Secondary data from 
GEORISK.PH was requested regarding liquefaction and 
ground shaking, using quantum GIS, this data was processed 
to determine the extent of liquefaction and ground shaking 
within the vicinity of Cauayan City. 

C. Drought Hazard 

A widely used measure for describing precipitation is the 
standard precipitation index (SPI) using a variety of timescales 
for meteorological drought. The SPI is closely related to soil 
moisture on short time periods, while on longer time scales, it 
can be related to groundwater and reservoir storage. Regional 
comparisons of the SPI can be made with climates that differ 
significantly. It calculates observed precipitation using a 
consistent scale. Deviation from a chosen probability 
distribution function represents the raw data on precipitation. 
Typically, raw precipitation data are fitted to a Pearson type 
III distribution and then transformed into a normal 
distribution. SPI values can be interpreted as the number of 
standard deviations associated with the observed anomaly that 
deviates from the long-term average. The SPI can be 
generated using monthly input data for various time periods 
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ranging from 1 to 36 months. 

Rainfall data from PAG-ASA were gathered and served as 
input to compute the SPI of consecutive months which was 
analyzed through QGIS. This open-source software was used 
to analyze and generate a drought hazard map of different 
existing water infrastructures of Poblacion Cauayan City, 
Isabela. Existing water infrastructures are: water elevated 
infrastructures, drainage networks, flood control, and 
irrigation infrastructures. The principle of the Standardized 
Precipitation Index was used to analyze and generate maps 
that include 1, 3, 6, 9 and 12-month SPI through Interpolation. 
This method requires precipitation data then a calculation of 
the SPI values out of rainfall data gathered from PAG-ASA 
was performed to categorize the current level of drought 
occurring in the City. 

IV. RESULTS AND DISCUSSION 

A. Flood Hazard 

Flood Hazard data from the LiDAR portal for archiving 
and distribution was gathered. The local government could use 
the created map for the Cauayan City government for proper 
land use planning in flood-prone cones and to identify places 
at high risk of disaster and manage disaster risk, such as 
effective and immediate evacuation plans and flooding. 

A flood Hazard map with a 5, 25, and 100-year return 
period was created. Based on the 5-year Flood Hazard Map 
(see Fig. 1) the  Analysis shows that the different Existing 
water Infrastructures were Classified as Low hazard and 
Medium Hazard(See Appendix Summary Table for Flood 
Hazard Map 5-year return period) While on the 25-year Flood 
Hazard Map (see Fig. 2) the analysis revealed that among the 
water Infrastructures 9 are classified as medium Hazard, 3 are 
high risk and the rest are Low Hazard (see Appendix 
Summary Table for Flood Hazard Map ,25-year return period) 
and for the 100-year flood hazard  Map (see Fig. 3) the 
analysis shows that among the water Infrastructures, 12 are 
classified as Medium Hazard, 4 are high risk and the rest of 
the water infrastructures were low hazard (See Appendix 
Summary Table for Flood Hazard Map 100-year return 
period). 

B. Liquefaction and Ground Shaking Hazard 

The assessment was based on the geology and seismic 
source zone, historical reports of liquefaction, 
geomorphology, hydrology, and preliminary data from the 
microtremor survey is used to confirm the type of underlying 
materials.  A semi-detailed map has been developed that can 
be utilized for land use, emergency response, and mitigation 
planning but shouldn’t be utilized for site-specific evaluation.  
In addition, no construction is prohibited by liquefaction and 
ground shaking hazard maps, buildings, and construction in 
places prone to liquefaction and ground shaking are still 
possible for as long as the appropriate engineering factors are 
considered. 

Based on the Liquefaction Hazard Map (see Fig. 4) the 
Analysis shows that the different Existing water 
Infrastructures were Classified as Low Susceptible, Not 
Susceptible, and Moderate Susceptible. Among the Water 

Infrastructures, 14 are Low Susceptible, 1 – is Moderate 
Susceptible, and 16 water infrastructures are not Susceptible 
(see the Appendix Summary Table for Liquefaction Map). In 
Addition, based on the Ground Shaking Hazard Map (see 
Fig. 5) based on the revealed analysis it shows that the 
different Existing water Infrastructures were Classified as 
Destructive Ground Shaking, labeled as PEIS* Intensity Vll 
(see Appendix Summary Table for Ground Shaking Hazard 
Map). 

C. Drought Hazard 

According to the generated 1-month SPI Map (see Fig. 6), 
among the existing water infrastructures in the different 
barangays of Poblacion it reflects that it is categorized as near 
normal which ranges from 0.99 to -0.99 (see Appendix 
Summary Table of water infrastructures for 1-month SPI 
Drought Map).  The 1-month SPI map depicts a map showing 
the 30-day period’s usual precipitation percentage. However, 
the generated SPI represents monthly precipitation more 
accurately because the distribution has been made normal. 
Based on the generated 3-month SPI map (see Fig. 7) it 
reflects that all water infrastructures at Poblacion are 
categorized as near normal which ranges from 0.99 to -0.99. 
In addition, it appears that some of the barangays were 
categorized as moderately dry ranging from -1.0 to -1.49 
which includes barangay Gappal, Dianao, Manaoag, 
Linglingay and Buyon (see Appendix Summary Table of 
water infrastructures for 3-month SPI Drought Map). The 3-
month SPI offers a comparison between the precipitation over 
a certain three-month period and the sum of the 3-month totals 
of precipitation for each of the years included in the historical 
records. For the 6-month SPI drought map (see Fig. 8) it 
reflects that 22 barangays were categorized as moderately dry 
ranges from -1.0 to -1.49 which includes barangays where 
water infrastructures located and the rest of barangays in the 
City were categorized as near normal ranges from 0.99 to -
0.99 (see Appendix Summary Table of water infrastructures 
for 6-month SPI Drought Map). A six-month SPI compares 
the rainfall for that time frame with the corresponding six-
month period over the historical data and can be very effective 
in showing the precipitation over distinct seasons, While on 
the generated 9-month SPI map (see Fig. 9), it reflects that 
existing water infrastructures within the vicinity of Poblacion 
area of the City were categorized as near normal ranges from 
0.99 to -0.99 but based on the map generated (see Fig. 9) there 
are 9 barangays categorized as moderately dry ranges from -
1.0 to -1.49 (See Appendix Summary Table of water 
infrastructures for 9-month SPI Drought Map). The 9-month 
SPI shows inter-seasonal precipitation patterns over a 
medium-term duration, typically, it takes a season or longer 
for a drought to emerge. 

The SPI value below -1.5 for these periods is a good sign 
that dryness has a major effect on agriculture and might also 
be having an impact on other sectors. For the 12-month SPI 
map (see Fig. 10), it also reflects that existing water 
infrastructures within the Poblacion area were considered as 
near normal ranges from 0.99 to -0.99 while 17 barangays 
were categorized as moderately dry ranges from -1.0 to -1.49 
(see Appendix Summary Table of water infrastructures for 12-
month SPI Drought Map). Long-term precipitation trends are 
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reflected in the SPI at these timescales. A comparison of the 
precipitation over 12 consecutive months is referred to as a 
12-month SPI which is reported in the same 12 months in a 
row in every previous year for which data is available. Due to 
the fact that these timeframes represent the sum of potentially 
shorter timelines, higher or lower than usual, the longer the 
SPIs typically converge to zero unless a noticeable dry or wet 
tendency is present. 

TABLE I.  APPENDIX SUMMARY TABLE FOR 5-YR FLOOD HAZARD 

Appendix Summary Table of Water Infrastructures for 5-yr Flood 

Hazard Map 

Location Degree of risk/susceptibility 

District 1 Low susceptibility 

District 2 Low susceptibility 

District 3 Low susceptibility 

San Fermin medium susceptibility 

Tagaran Low susceptibility 

Cabaruan Low susceptibility 

Alicaocao medium susceptibility 

Turayong Low susceptibility 

Minante l Low susceptibility 

Minante ll Low susceptibility 

Marabulig l Low susceptibility 

Marabulig ll Low susceptibility 

Sillawit Low susceptibility 

Alinam Low susceptibility 

Nungnungan l Low susceptibility  

Nungnunganll Low susceptibility 

Culalabat Low susceptibility 

Guayabal Low susceptibility 

Baringin norte Low susceptibility  

Buena suerte Low susceptibility  

Rizal Low susceptibility  

Baringin Sur Low susceptibility  

Dabburab Low susceptibility  

San antonio Low susceptibility  

Amobocan Low susceptibility  

San francisco Low susceptibility  

Santa luciana Low susceptibility  

San isidro Low susceptibility  

Naganacan Low susceptibility  

Pinoma Low susceptibility  

Nagrumbuan Low susceptibility  

Labinab Low susceptibility  

Based on the revealed risk analysis with 5-year return 
period shown in Table I that among thirty-two (32) existing 
water infrastructures, thirty (30) water infrastructure are low 

susceptibility in flood hazard while two (2) water 
infrastructures labeled as medium susceptibility on flood 
hazard. 

TABLE II.  APPENDIX SUMMARY TABLE FOR 25-YR FLOOD HAZARD 

Appendix Summary Table of Water Infrastructures for 25-yr Flood Hazard 

Map 

Location Degree of risk/susceptibility 

District 1 Low susceptibility 

District 2 Low susceptibility 

District 3 Low susceptibility 

San Fermin medium susceptibility 

Tagaran Low susceptibility 

Cabaruan High susceptibility 

Alicaocao medium susceptibility 

Turayong Low susceptibility 

Minante l Medium susceptibility 

Minante ll Low susceptibility 

Marabulig l Medium susceptibility 

Marabulig ll Medium susceptibility 

Sillawit Medium susceptibility 

Alinam Medium susceptibility 

Nungnungan l Medium susceptibility 

Nungnunganll Medium susceptibility 

Culalabat Low susceptibility 

Guayabal Low susceptibility 

Baringin norte Low susceptibility  

Buena suerte Low susceptibility  

Rizal Low susceptibility  

Baringin Sur High susceptibility  

Dabburab Low susceptibility  

San antonio Low susceptibility  

Amobocan Low susceptibility  

San francisco Low susceptibility  

Santa luciana Low susceptibility  

San isidro Low susceptibility  

Naganacan Low susceptibility  

Pinoma Low susceptibility  

Nagrumbuan Low susceptibility  

Labinab High susceptibility  

Based on the revealed risk analysis with 25-year return 
period shown in Table II that among thirty-two (32) existing 
water infrastructures, twenty (20) water infrastructure are low 
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susceptibility in flood hazard  and nine (9) medium 
susceptibility while three (3) water infrastructures labeled as 
high susceptibility on flood hazard. 

TABLE III.  APPENDIX SUMMARY TABLE FOR 100-YR FLOOD HAZARD 

Appendix Summary Table of Water Infrastructures for 100-yr Flood Hazard 

Map 

Location Degree of risk/susceptibility 

District 1 Low susceptibility 

District 2 Low susceptibility 

District 3 Low susceptibility 

San Fermin medium susceptibility 

Tagaran Low susceptibility 

Cabaruan High susceptibility 

Alicaocao High susceptibility 

Turayong High susceptibility 

Minante l Medium susceptibility 

Minante ll Medium susceptibility 

Marabulig l Medium susceptibility 

Marabulig ll Medium susceptibility 

Sillawit Medium susceptibility 

Alinam Medium susceptibility 

Nungnungan l Medium susceptibility 

Nungnunganll Medium susceptibility 

Culalabat Low susceptibility 

Guayabal Low susceptibility 

Baringin norte Medium susceptibility  

Buena suerte Low susceptibility  

Rizal Low susceptibility  

Baringin Sur High susceptibility  

Dabburab Low susceptibility  

San antonio Medium susceptibility  

Amobocan Low susceptibility  

San francisco Low susceptibility  

Santa luciana Low susceptibility  

San isidro Low susceptibility  

Naganacan Medium susceptibility  

Pinoma Medium susceptibility  

Nagrumbuan Low susceptibility  

Labinab High susceptibility  

 

Based on the revealed risk analysis with 100-year return 

period shown in Table III that among thirty-two (32) existing 

water infrastructures, fourteen (14) water infrastructure are 

low susceptibility in flood hazard  and thirteen (13) medium 

susceptibility while five (5) water infrastructures labeled as 

high susceptibility on flood hazard. 

TABLE IV.  APPENDIX SUMMARY TABLE OF EXISTING WATER 

INFRASTRUCTURE OF CAUAYAN CITY FOR LIQUEFACTION MAP 

Appendix Summary Table of flood control, irrigation and Drainage 

infrastructures for Liquefaction Map 

Location Degree of risk/susceptibility 

San fermin Low susceptibility 

labinab Low susceptibility 

District l Low susceptibility 

Marabulig l Low susceptibility 

Marabulig ll Low susceptibility 

Minante l Low susceptibility 

Minante ll Low susceptibility 

Nagrumbuan Low susceptibility 

Pinoma Low susceptibility 

Nungnungan l Low susceptibility 

Nungnungan ll Low susceptibility 

Naganacan Low susceptibility 

Alinam Low susceptibility 

Sillawit Low susceptibility 

San Isidro Low susceptibility & Moderate susceptibility 

Santa Lucia Low susceptibility 

San francisco Low susceptibility & Moderate susceptibility 

Amobocan Low susceptibility & Moderate susceptibility 

San Antonio Low susceptibility & Moderate susceptibility 

Dabburab Moderate susceptibility 

Baringin Sur Moderate susceptibility 

Rizal Moderate susceptibility 

Buena Suerte Low susceptibility & Moderate susceptibility 

District lll Not Susceptible 

Baringin Norte Moderate susceptibility 

Guayabal Moderate susceptibility 

Culalabat Moderate susceptibility 

Turayong Not Susceptible 

Cabaruan Not Susceptible 

Tagaran Not Susceptible 

Alicaocao Not Susceptible 

Based on the revealed liquefaction risk analysis shown in 
Table IV that twenty (20) barangays where water 
infrastructures were installed are classified as low susceptible 
in liquefaction hazard and six (6) barangays were moderate 
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susceptibility while five (5) barangays were in the influence of 
both low and moderate susceptibility on liquefaction hazard. 

TABLE V.  APPENDIX SUMMARY TABLE OF EXISTING WATER 

INFRASTRUCTURE OF CAUAYAN CITY GROUND SHAKING MAP 

Appendix Summary Table of Existing Water Infrastructures for Liquefaction 

Map 

Location Degree of risk/susceptibility 

San fermin 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

labinab 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

District l 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Marabulig l 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Marabulig ll 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Minante l 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Minante ll 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Nagrumbuan 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Pinoma 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Nungnungan l 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Nungnungan ll 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Naganacan 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Alinam 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Sillawit 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

San Isidro 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Santa Lucia 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

San francisco 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Amobocan 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

San Antonio 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Dabburab 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Baringin Sur 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Rizal 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Buena Suerte 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

District lll 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Baringin Norte 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Guayabal 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Culalabat 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Turayong 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Cabaruan 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Tagaran 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Alicaocao 

PEIS* Intensity Vll: Destructive Ground 

Shaking 

Based on the revealed ground shaking risk analysis shown 
in Table V, all barangays mentioned were classified as PEIS* 
Intensity Vll: Destructive Ground Shaking. 

TABLE VI.  APPENDIX SUMMARY TABLE FOR 1-MONTH SPI MAP 

Appendix Summary Table of flood control, irrigation and Drainage 

infrastructures for 1-month SPI Drought Map 

Location Description/Value 

San fermin near normal 

labinab near normal 

District l near normal 

Marabulig l near normal 

Marabulig ll near normal 

Minante l near normal 

Minante ll near normal 

Nagrumbuan near normal 

Pinoma near normal 

Nungnungan l near normal 

Nungnungan ll near normal 

Naganacan near normal 

Alinam near normal 

Sillawit near normal 

San Isidro near normal 

Santa Lucia near normal 

San francisco near normal 

Amobocan near normal 

San Antonio near normal 

Dabburab near normal 

Baringin Sur near normal 

Rizal near normal 

Buena Suerte near normal 

District lll near normal 

Baringin Norte near normal 

Guayabal near normal 

Culalabat near normal 

Turayong near normal 

Cabaruan near normal 

Tagaran near normal 

Alicaocao near normal 

Based on the revealed 1-month SPI drought risk analysis 
shown in Table VI that all barangays mentioned were 
classified as near normal for drought hazard. 
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TABLE VII.  APPENDIX SUMMARY TABLE FOR 3-MONTH SPI MAP 

Appendix Summary Table of flood control, irrigation and Drainage 

infrastructures for 3-month SPI Drought Map 

Location Description/Value 

San fermin near normal 

labinab near normal 

District l near normal 

Marabulig l near normal 

Marabulig ll near normal 

Minante l near normal 

Minante ll near normal 

Nagrumbuan near normal 

Pinoma near normal 

Nungnungan l near normal 

Nungnungan ll near normal 

Naganacan near normal 

Alinam near normal 

Sillawit near normal 

San Isidro near normal 

Santa Lucia near normal 

San francisco near normal 

Amobocan near normal 

San Antonio near normal 

Dabburab near normal 

Baringin Sur near normal 

Rizal near normal 

Buena Suerte near normal 

District lll near normal 

Baringin Norte near normal 

Guayabal near normal 

Culalabat near normal 

Turayong near normal 

Cabaruan near normal 

Tagaran near normal 

Alicaocao near normal 

Gappal Moderately Dry 

Dianao Moderately Dry 

Manaoag Moderately Dry 

Buyon Moderately Dry 

Linglingay Moderately Dry 

Based on the revealed 3-month SPI drought risk analysis 
shown in Table VII that thirty-one (31) barangays where water 
infrastructures were installed are classified as near normal in 
drought hazard and five (5) barangays were classified as 
moderately dry on drought hazard. 

TABLE VIII.  APPENDIX SUMMARY TABLE FOR 6-MONTH SPI MAP 

Appendix Summary Table of flood control, irrigation and Drainage 

infrastructures for 6-month SPI Drought Map 

Location 
Description/Value 

San fermin 
near normal 

labinab 
near normal 

District l 
near normal 

Marabulig l 
near normal 

Marabulig ll 
near normal 

Minante l 
near normal 

Minante ll 
near normal 

Nagrumbuan 
near normal 

Pinoma 
near normal 

Nungnungan l 
near normal 

Nungnungan ll 
near normal 

Naganacan 
near normal 

Alinam 
near normal 

Sillawit 
near normal 

San Isidro 
near normal 

Santa Lucia 
near normal 

San francisco 
near normal 

Amobocan 
near normal 

San Antonio 
near normal 

Dabburab 
near normal 

Baringin Sur 
near normal 

Rizal 
near normal 

Buena Suerte 
near normal 

District lll 
near normal 

Baringin Norte 
near normal 

Guayabal 
near normal 

Culalabat 
near normal 

Turayong 
near normal 

Cabaruan 
near normal 

Tagaran 
Moderately dry 

Alicaocao 
near normal 

District l 
Moderately dry 

Mabantad 
Moderately dry 
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Carabatan Chica &Grande 
Moderately dry 

Gagabutan 
Moderately dry 

Nagcampegan 
Moderately dry 

Catalina 
Moderately dry 

Carabatan bacarena 
Moderately dry 

Carabatan punta 
Moderately dry 

Based on the revealed 6-month SPI drought risk analysis 
shown in Table VIII that thirty (30) barangays where water 
infrastructures were installed are classified as near normal in 
drought hazard while nine (9) barangays were classified as 
moderately dry on drought hazard. 

TABLE IX.  APPENDIX SUMMARY TABLE FOR 9-MONTH SPI MAP 

Appendix Summary Table of flood control, irrigation and Drainage 

infrastructures for 9-month SPI Drought Map 

Location Description/Value 

San fermin near normal 

labinab near normal 

District l near normal 

Marabulig l near normal 

Marabulig ll near normal 

Minante l near normal 

Minante ll near normal 

Nagrumbuan near normal 

Pinoma near normal 

Nungnungan l near normal 

Nungnungan ll near normal 

Naganacan near normal 

Alinam near normal 

Sillawit near normal 

San Isidro near normal 

Santa Lucia near normal 

San francisco near normal 

Amobocan near normal 

San Antonio near normal 

Dabburab near normal 

Baringin Sur near normal 

Rizal near normal 

Buena Suerte near normal 

District lll near normal 

Baringin Norte near normal 

Guayabal near normal 

Culalabat near normal 

Turayong near normal 

Cabaruan near normal 

Parts of Tagaran Moderately dry 

Alicaocao near normal 

Mabantad Moderately dry 

Carabatan chica and grande Moderately dry 

Carabatan punta Moderately dry 

Carabatan bacarena Moderately dry 

Nagcampagan Moderately dry 

Parts of Villa luna Moderately dry 

Parts of Union Moderately dry 

Parts of San luis Moderately dry 

Based on the revealed 9-month SPI drought risk analysis 
shown in Table IX that thirty (30) barangays where water 
infrastructures were installed are classified as near normal in 
drought hazard and the rest of the barangays that are 
mentioned were classified as moderately dry on drought 
hazard. 

TABLE X.  APPENDIX SUMMARY TABLE FOR 12-MONTH SPI MAP 

Appendix Summary Table of flood control, irrigation and Drainage 

infrastructures for 12-month SPI Drought Map 

Location Description/Value 

San fermin near normal 

labinab near normal 

District l near normal 

Marabulig l near normal 

Marabulig ll near normal 

Minante l near normal 

Minante ll near normal 

Nagrumbuan near normal 

Pinoma near normal 

Nungnungan l near normal 

Nungnungan ll near normal 

Naganacan near normal 

Alinam near normal 

Sillawit near normal 

San Isidro near normal 

Santa Lucia near normal 

San francisco near normal 

Amobocan near normal 

San Antonio near normal 

Dabburab near normal 
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Baringin Sur near normal 

Rizal near normal 

Buena Suerte near normal 

District lll near normal 

Baringin Norte near normal 

Guayabal near normal 

Culalabat near normal 

Turayong near normal 

Cabaruan near normal 

Parts of Tagaran Moderately dry 

Alicaocao near normal 

Mabantad Moderately dry 

Nagcampagan Moderately dry 

Carabatan Chica Moderately dry 

Carabatan Grande Moderately dry 

Parts of Catalina Moderately dry 

Carabatan Bacareno 

& Punta Moderately dry 

Parts of Villa luna Moderately dry 

Parts of Union Moderately dry 

parts of San luis Moderately dry 

Parts of Gappal Moderately dry 

Manaoag Moderately dry 

Linglingay Moderately dry 

Parts of Buyon Moderately dry 

Parts of Dianao Moderately dry 

Parts of Rogus Moderately dry 

Based on the revealed 12-month SPI drought risk analysis  
shown in Table X that twenty-nine (29) barangays where 
water infrastructures were installed are classified as near 
normal in drought hazard  and sixteen (16) barangays that are 
mentioned were classified as moderately dry on drought 
hazard. 

 
Fig. 1. 5-yr flood hazard map 

 
Fig. 2. 25-yr flood hazard map 
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Fig. 3. 100-yr flood hazard map 

 
Fig. 4. Liquefaction hazard map 

 
Fig. 5. Ground shaking hazard map 

 
Fig. 6. 1-month SPI map of Cauayan city, Isabela 

 
Fig. 7. 3-month SPI map of Cauayan city, Isabela 
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Fig. 8. 6-month SPI map of Cauayan city, Isabela 

 
Fig. 9. 9-month SPI map of Cauayan city, Isabela 

 
Fig. 10. 12-month SPI map of Cauayan city, Isabela 

V. CONCLUSION AND RECOMMENDATIONS 

Risk analysis was done to analyze and identify areas that 
are prone to different hazards such as flood, Liquefaction, 
ground shaking, and drought. Based on the flood analysis of 
existing urban water infrastructures it appears that these 
infrastructures were at high risk. 

The local government would be able to use the generated 

hazard maps for identifying flood-prone areas and perform 
hazard risk reduction and management measures, such as 
establishing an effective evacuation strategy. In addition, 
liquefaction, ground shaking, and drought hazard maps also 
appear the potential areas that are prone to hazards. 

ACKNOWLEDGMENT 

The work reported was funded by the Department of 
Science and Technology (DOST) in collaboration with the 
Local Government Unit of Cauayan City and Isabela State 
University (ISU) Echague campus, College of Engineering 
under Smart Water Infrastructure Management (SWIM) 
Project 3” GIS-Based Decision Support Tool in Managing 
Urban Water Infrastructure with Stormwater Intervention for 
Smart Cities: A Case for Cauayan City. 

REFERENCES 

[1]  ACAPS, “Introduction to ACAPS Risk Analysis Methodology,” TAPPI 
J., vol. 18, no. 5, pp. 1–12, 2019, doi: 10.32964/tj18.5. 

[2]  E. B. Panganiban, R. J. Padre, M. A. Baguio, O. B. Francisco, and O. F. 
Balderama, “An Urban Water Infrastructure Management System 
Design with Storm Water Intervention for Smart Cities,” Int. J. Adv. 
Comput. Sci. Appl., vol. 13, no. 4, pp. 306–313, 2022, doi: 
10.14569/IJACSA.2022.0130436. 

[3]  F. Ibrahim and D. Fritsch, “Flood Spatial Analysis Using LiDAR DEM 
Study Area ( Azozab locality - Khartoum state - Sudan ),” Int. J. 
Comput. Sci. Trends Technol., vol. 10, no. 4, pp. 122–133, 2022. 

[4]  S. K. Jain, L. Beevers, A. Anandhi, and D. N. Kumar, “Editorial: Flood 
Management: Multi-Disciplinary Approaches for Data Observation, 
Analysis, Forecasting, and Management,” Nat. Hazards Earth Syst. Sci., 
vol. 22, no. 1, pp. 71–83, 2022, doi: 10.5194/nhess-22-71-2022. 

[5]  H. Herrmann and H. Bucksch, “Ground Shaking: Ground shaking is the 
result of rapid ground acceleration.,” Dict. Geotech. Eng. Geotech., pp. 
639–639, 2014, doi: 10.1007/978-3-642-41714-6_72471. 

[6]  I. R. Orimoloye, “Agricultural Drought and Its Potential Impacts: 
Enabling Decision-Support for Food Security in Vulnerable Regions,” 
Front. Sustain. Food Syst., vol. 6, no. February, 2022, doi: 
10.3389/fsufs.2022.838824. 

[7]  World Health Organization, “Overview Impact WHO response on 
Drought,” 2022. 

[8]  UBS Editorial Team, “Water scarcity impacting 40 % of the world ’ s 
population,” UBS Glob., pp. 1–5, 2022. 

[9]  M. C. Popa, D. Peptenatu, C. C. Draghici, and D. C. Diaconu, “Flood 
hazard mapping using the flood and Flash-Flood Potential Index in the 
Buzau River catchment, Romania,” Water (Switzerland), vol. 11, no. 10, 
2019, doi: 10.3390/w11102116. 

[10]  S. Kittipongvises, A. Phetrak, P. Rattanapun, K. Brundiers, J. L. Buizer, 
and R. Melnick, “AHP-GIS analysis for flood hazard assessment of the 
communities nearby the world heritage site on Ayutthaya Island, 
Thailand,” Int. J. Disaster Risk Reduct., vol. 48, no. November 2019, p. 
101612, 2020, doi: 10.1016/j.ijdrr.2020.101612. 

[11]  A. Alipour, A. Ahmadalipour, and H. Moradkhani, “Assessing flash 
flood hazard and damages in the southeast United States,” J. Flood Risk 
Manag., vol. 13, no. 2, pp. 1–17, 2020, doi: 10.1111/jfr3.12605. 

[12]  F. S. Hosseini et al., “Flash-flood hazard assessment using ensembles 
and Bayesian-based machine learning models: Application of the 
simulated annealing feature selection method,” Sci. Total Environ., vol. 
711, pp. 1–39, 2020, doi: 10.1016/j.scitotenv.2019.135161. 

[13]  S. Janizadeh et al., “Mapping the spatial and temporal variability of 
flood hazard affected by climate and land-use changes in the future,” J. 
Environ. Manage., vol. 298, no. August, p. 113551, 2021, doi: 
10.1016/j.jenvman.2021.113551. 

[14]  K. Uddin and M. A. Matin, “Potential flood hazard zonation and flood 
shelter suitability mapping for disaster risk mitigation in Bangladesh 
using geospatial technology,” Prog. Disaster Sci., vol. 11, no. March 
2019, p. 100185, 2021, doi: 10.1016/j.pdisas.2021.100185. 



(IJACSA) International Journal of Advanced Computer Science and Applications 

Vol. 14, No. 1, 2023 

558 | P a g e  

www.ijacsa.thesai.org 

[15]  R. Jena, B. Pradhan, M. Almazroui, M. Assiri, and H. J. Park, 
“Earthquake-induced liquefaction hazard mapping at national-scale in 
Australia using deep learning techniques,” Geosci. Front., vol. 14, no. 1, 
p. 101460, 2023, doi: 10.1016/j.gsf.2022.101460. 

[16]  M. Subedi and I. P. Acharya, “Liquefaction hazard assessment and 
ground failure probability analysis in the Kathmandu Valley of Nepal,” 
Geoenvironmental Disasters, vol. 9, no. 1, pp. 1–17, 2022, doi: 
10.1186/s40677-021-00203-0. 

[17]  F. Bozzoni, R. Bonì, D. Conca, C. G. Lai, E. Zuccolo, and C. Meisina, 
“Megazonation of earthquake-induced soil liquefaction hazard in 
continental Europe,” Bull. Earthq. Eng., vol. 19, no. 10, pp. 4059–4082, 
2021, doi: 10.1007/s10518-020-01008-6. 

[18]  P. Bürgi, J. Hubbard, S. H. Akhter, and D. E. Peterson, “Geometry of the 
Décollement Below Eastern Bangladesh and Implications for Seismic 
Hazard,” J. Geophys. Res. Solid Earth, vol. 126, no. 8, 2021, doi: 
10.1029/2020JB021519. 

[19]  L. Danciu et al., “The 2020 update of the European Seismic Hazard 
Model: Model Overview,” no. EFEHR Technical Report 001 v1.0.0, pp. 
1–121, 2021. 

[20]  K. D. Morell, R. Styron, M. Stirling, J. Griffin, R. Archuleta, and T. 
Onur, “Seismic Hazard Analyses From Geologic and Geomorphic Data: 
Current and Future Challenges,” Tectonics, vol. 39, no. 10, pp. 1–47, 
2020, doi: 10.1029/2018TC005365. 

[21]  B. W. Maurer, R. A. Green, S. van Ballegooy, and L. Wotherspoon, 
“Development of region-specific soil behavior type index correlations 
for evaluating liquefaction hazard in Christchurch, New Zealand,” Soil 
Dyn. Earthq. Eng., vol. 117, no. April 2018, pp. 96–105, 2019, doi: 
10.1016/j.soildyn.2018.04.059. 

[22]  Z. Zeng, W. Wu, Z. Li, Y. Zhou, Y. Guo, and H. Huang, “Agricultural 
drought risk assessment in Southwest China,” Water (Switzerland), vol. 
11, no. 5, pp. 1–20, 2019, doi: 10.3390/w11051064. 

[23]  G. R. Singh, M. K. Jain, and V. Gupta, “Spatiotemporal assessment of 
drought hazard, vulnerability and risk in the Krishna River basin, India,” 
Nat. Hazards, vol. 99, no. 2, pp. 611–635, 2019, doi: 10.1007/s11069-
019-03762-6. 

[24]  L. Zhang, W. Song, and W. Song, “Assessment of agricultural drought 
risk in the Lancang-Mekong Region, South East Asia,” Int. J. Environ. 
Res. Public Health, vol. 17, no. 17, pp. 1–24, 2020, doi: 
10.3390/ijerph17176153. 

[25]  O. Rahmati et al., “Capability and robustness of novel hybridized 
models used for drought hazard modeling in southeast Queensland, 
Australia,” Sci. Total Environ., vol. 718, p. 134656, 2020, doi: 
10.1016/j.scitotenv.2019.134656. 

[26]  D. Hazard, M. E. Stress, I. Esi, and R. O. C. Analysis, “Drought Hazard 
Assessment using MODIS-based Evaporative Stress Index (ESI) and 
ROC Analysis,” vol. 62, no. 3, pp. 51–61, 2020. 



(IJACSA) International Journal of Advanced Computer Science and Applications 

Vol. 14, No. 1, 2023 

559 | P a g e  

www.ijacsa.thesai.org 

Mitigate Volumetric DDoS Attack using Machine 

Learning Algorithm in SDN based IoT Network 

Environment 

Kumar J1, Dr Arul Leena Rose P J2* 

Research Scholar1, Associate Professor2 

Department of Computer Science-College of Science and Humanities, 

SRM Institute of Science and Technology, Chengalpattu, India1, 2 

 

 
Abstract—Software-Defined Networking (SDN) is a recent 

trend that is combined with Internet of Things (IoT) in wireless 

network applications. SDN focus entirely on the upper-level 

network management and IoT enables monitoring the physical 

activity of the real-time environment via internet network 

connectivity. The IoT clusters with SDN often undergoes 

challenges like network security concerns like getting attacked by 

a Distributed Denial of Service (DDoS). The mitigation of 

network management issues is carried out by the frequent 

software update of SDN. On other hand, the security 

enhancement is needed to all alleviate the mitigation of security 

attacks in the network. With such motivation, the research uses 

machine learning based intrusion detection system to mitigate the 

DDoS attack in SDN-IoT network. The control layer in the SDN 

is responsible for the prevention of attacks in IoT network using 

a strong Intrusion Detection System (IDS) framework. The IDS 

enables a higher-level attack resistance to the DDoS attack as the 

framework involves feature selection-based classification model. 

The simulation is conducted to test the efficacy of the model 

against various levels of DDoS attacks. The results of simulation 

show that the proposed method achieves better classification of 

attacks in the network than other methods. 
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I. INTRODUCTION 

As the frequency of cyberattacks on governments and 
corporations across the world rises, academics like have been 
working feverishly to develop effective network intrusion 
detection systems (NIDS) [1]. 

Web-based platform attacks, DoS attacks, and malicious 
insiders are among the most severe forms of cybercrime [2]. 
Businesses risk having their intellectual property stolen, and 
governments risk having interruptions to their key national 
infrastructure if malicious software is permitted to infiltrate 
the system. Companies use security measures like firewalls, 
antivirus programs, and NIDS to keep hackers out of their 
networks [3]. 

A new architecture, the software-defined network (SDN) 
[4] divides the network control functions from its forwarding 
functions. By physically separating the control plane from the 
data plane, it is feasible to facilitate uncomplicated 
management of the network [5]. This component of SDN 
makes it easier to create new types of applications, which in 
turn promotes the need for a new sort of networking paradigm 

that can handle NIDS. Using SDN, developers may quickly 
and easily design innovative software. SDN controllers have 
the capacity to incorporate machine learning and deep learning 
(ML/DL) methodologies [6]. This facilitates better network 
visibility and security when IoT is interfaced with SDN. 

Earlier attempts to deploy NIDS utilizing SDN controllers 
and deep learning techniques have met with mixed success. In 
[6], the authors implement a controller based on an anomalous 
algorithm. They constructed a deep neural network in order to 
cut down on the number of distinguishing criteria that may be 
used to discern regular traffic from abnormal traffic. In 
addition to this, they utilized deep learning strategies in order 
to evaluate their model [7]. 

From the problems stated above, it is found that there 
exists a gap of concurrent processing that effectively retain the 
level of accuracy while mitigating the attacks in the network. 

The selection of a lightweight attack mitigation 
mechanism using a machine learning (ML) can pose a lighter 
load to the network and may not affect the network in terms of 
its computational burden. 

In this paper, the research uses machine learning based 
intrusion detection system to mitigate the Distributed Denial 
of Service (DDoS) attack in SDN-IoT network. The Intrusion 
Detection System (IDS) enables a higher-level attack 
resistance to the DDoS attack as the framework involves 
feature selection-based classification model. 

II. RELATED WORKS 

In order to defend the control and data planes from DDoS 
attacks, Shoeb and Chithralekha [8] established a controller 
process priorities are set according to the node trust level, 
which is configured based on the node behaviour during 
regular business hours. The node worth is calculated based on 
its activity. In high-demand situations, the controller is set up 
to ignore requests from some nodes if the sum of their 
requests has already reached a predetermined maximum. The 
controller makes a rule change to one with a shorter timeout, 
prompting a response from the standard nodes as well. 

Support vector machine (SVM) classifiers are proposed by 
Kokila et al. [9] for detecting DDoS attacks. The SVM must 
be trained with historical data before it can reliably predict the 
behaviour of unobserved traffic samples. When compared to 
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other simulated methods, the SVM has superior accuracy and 
fewer false positives. However, SVM is very dependent on the 
accuracy of the data used to train the model. 

Xiao et al. [10] suggest a concept that employs a bloom 
filter in the SDN to detect link flooding attack. When the 
collector detects a deviation in link use, it checks the switch 
flow table to determine whether any aberrant flows can be 
deduced from the data. The detector can perform packet 
sniffing thanks to a controller that watches the network in real 
time. Seeing as the Bloom filter retains crucial IP features, it 
can be used to determine if the packet current classification is 
anomalous. However, neither a definition of anomalous link 
consumption nor the controller detection mechanisms are 
provided. 

Lim et al. [11] suggest that changing one IP address is one 
way to lessen the impact of distributed denial of service 
attacks. If a host changes its IP address but then continues to 
send more than some threshold number of packets to the old 
address, the host will be marked as a bot and banned. It 
appears from the simulation results that bot-driven DDoS 
attacks can be countered. The question of what metric or 
threshold should be used to initiate defensive measures and 
withdrawal from a conflict remains unclear. 

Similar to SVM and Self Organising Machine (SOM), the 
method for categorizing DDoS attacks described by Phan et al. 
[12] combines the two models. Both SVM and SOM models 
can be trained and tested using pre-existing data sets. Each 
protocol employs its own distinct set of SVMs to filter 
control-plane communications. If the SVM determines that 
data from a certain flow could be associated with the attack 
region, it will forward that data to the classifier. The SOM 
must decide if the current is appropriate for the current style 
era. Simulations show that when SVM and SOM are used 
together, better results are achieved than when using either 
approach alone. 

An approach to detecting distributed denial of service 
(DDoS) attacks is presented by Chin et al. [13], which makes 
use of the interplay between a monitor, a correlater, and a 
controller. The Monitor component alerts the IDS whenever it 
finds something out of the ordinary on the network. Once the 
IDS has confirmed the existence of an attack, it will send the 
relevant data to the correlater. 

Hameed and Khan [14] developed a secure protocol using 
a cooperative DDoS mitigation technique. The exchange of 
messages, certificates, and signatures are the fundamental 

building blocks of the C-to-C protocol. While the signature 
component is responsible for ensuring the accuracy and 
integrity of the data, the certificate component is responsible 
for establishing a trust connection between authenticating 
controllers. When a controller detects a DDoS attack, it warns 
its surrounding controllers as soon as possible by transmitting 
a list of malicious IP addresses and by modifying the policy 
on the data plane. As a result, access to these packets is being 
prohibited across the network in a number of different 
locations. The results of the simulation illustrate how rapidly 
this method may warn neighbouring controllers and thwart 
attacks. 

Macedo et al. [15] came up with the idea of a multi-
controller cluster when they were developing The DDoS 
Attack Mitigation in SDN Networks is comprised of these 
three stages: (i) identifying the overloaded controller by using 
control message latency or stability; (ii) selecting the 
controller with the highest performance for coordinated 
mitigation; and (iii) reducing the impact of attacks. The model 
identifies the overloaded controller by using control message 
latency or stability. 

A DDoS security architecture was introduced by Sahay et 
al. [16].  Its primary goal is to reduce the amount of 
destructive Internet traffic. In order to identify network flows, 
and the customer end detection engine is the one that 
determines whether or not the traffic flow is malicious. The 
status of the connection is communicated from the controller 
belonging to the customer to the controller belonging to the 
service provider. A determination made by the ISP controller 
directs that the harmful flow be sent to the filter so that it can 
be examined in further detail. Nevertheless, the 
communication between controllers also needs to be secure. 

III. PROPOSED METHOD 

The research makes use of an intrusion detection system 
that is founded on machine learning in order to mitigate the 
impact that DDoS attacks have on SDN-IoT networks. The 
layers of SDN are provided in Fig. 1(a) and when the IoT 
network connected with SDN layers under attacks is 
illustrated in Fig. 1(b). 

In Fig. 1(a) and 1(b), the control plane in SDN is 
responsible for mitigating the attacks in IoT network as it is 
embedded with a strong IDS framework that reads the 
network logs and classifies the traffic, and mitigates the 
attacks based on the anomalies present. 
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(a) 

 
(b) 

Fig. 1. SDN layered architecture b) IoT network with SDN architecture 

It employs a feature selection–based classification 
methodology, the IDS is able to withstand more complex 
varieties of DDoS attack. A simulation is carried out in order 
to check that the model is capable of withstanding DDoS 
attacks of varying degrees of severity. The findings of the 
simulation reveal that the suggested strategy works better than 
competing alternatives when it comes to classifying network 
intrusions. 

In Fig. 2, a variety of strategies and processes are 
illustrated for the purpose of putting an intrusion detection 
system into action. A number of methods have been created, 
and they can be roughly categorized as statistical approaches, 
data mining techniques, and machine learning-based methods. 
These methods were designed to identify anomalies in the 
data. 
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Fig. 2. Proposed IDS framework in SDN controller 

A NIDS that relies on signatures can only detect 
previously discovered strains of malicious software. The 
detection system makes use of a set of rules that are derived 
from a combination of packet header and packet content 
inspection utilizing a present signature in order to identify 
potentially malicious network activity. 

An ML/DL-based SDN-based intrusion detection system 
excels in a number of different areas, including security 
enforcement, virtual management, and QoS. SDN provides us 
with the opportunity to enhance the security of our networks 
by doing away with the requirement for specialist hardware, 
providing us with greater creative leeway in the manner in 
which we build our networks, and making it simpler for us to 
put into action new security measures. 

A SDN can be constructed with fully adjustable features 
and software implementations of switches by making use of 
platforms that simulate and emulate real-world conditions. 
When it comes to putting the ideas of SDN into practice, Open 
Flow is one of the protocol standards that have been embraced 
by the largest number of organizations. 

The SDN controller, also referred to as a network 
operating system, is an essential component of SDN networks. 
The SDN controller is responsible for presenting a 
consolidated image of the network as well as coordinating 
interactions with all programmable network components. In 
addition, there are already a variety of alternative SDN 
controllers that can be utilized. Fig. 4 is a representation of a 
network intrusion detection system that is based on SDN. 

When compared to NIDS, machine learning makes it 
abundantly evident that researchers have started applying deep 
learning techniques. Deep learning is a potential strategy for 
the next generation of intrusion detection methods, as it can 
automatically uncover a correlation in the data. When applied 
to a wide variety of categorization difficulties in SDN 
networks, methodologies based on ML performed 
significantly better than state-of-art methods. 

Classification problems appear to be where supervised 
machine learning systems shine the brightest. ML-based 
approaches performed far better than classic machine learning 
methods did. Due to the fact that the characteristics of attacks 
are unknown, unsupervised learning algorithms such as 
stacked autoencoders, RNNs, and hybrid-based algorithms 
will prove to be the most successful algorithms for 
implementing NIDS on an SDN platform. 

A. Pre-Processing 

The technique begins with the normalization of the dataset. 
The raw data is processed so it is standardized for the 
subsequent processing steps. This makes the entire thing 
simpler to design and more effective to put into practice. The 
first normalization of both the training/testing data set happens 
during the pre-processing step of the procedure. 

The degree to which the underlying data are standardized 
determines a significant portion of the success of the weight 
coefficients selection approach. The standardization strategy 
does not incorporate any approaches that can be used to 
manipulate the detection rate in any way. Normalization of the 
measured values on a separate scale is conceptually shared 
scale before averaging the results of the measurements. There 
are many different kinds of normalization, and some of them 
require a rescaling technique in order to obtain values that are 
associated with an entirely new variable. The equation for the 
normalization of the mean and standard deviation is given as 
below: 
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where 

k - moment scale, 

μ - normally ordered distribution 

 
kk S X  

 (4) 

where 

X - random variable and 

s - expected value 
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The scaling is used to normalize the normalizing the 
variable’s distribution, 
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where 

sv - coefficient of variance. 

The study determines the adjusted new normalized value. 
When applied in mapping fashion, the resulting value can take 
on values between 0 and 1. Standardization helps give a better 
training instance since it ensures that all of the training data 
shares the same field, which could range between 0 and 1. The 
normalizing formula is represented as below: 

Ss = (S−Smin)/(Smax−Smin) (7) 

where 

Ss - output of the normalization procedure and S - initial 
value. 

Smax and Smin - maximum and minimum attribute values, 
respectively. 

The main aim of the pre-processing involves the data 
standardization to eliminate the restrict the duplicate 
information and missing statements. 

During this stage of pre-processing, both the input IDS 
datasets and the dataset itself are standardized, and the dataset 
is also normalized using the missing data. 

1) Feature extraction: Multilinear Component Analysis 

(MCA) is widely used for the extraction of most relevant 

feature. This is because MCA is able to extract the most 

nuanced features through the incorporation of these search 

methods. The MCA places a high value on both the 

redundancy that exists between features and the unique 

extrapolative potential that each one possesses. There are 

many different ways to obtain attribute information. 

Y = VΣU
T 

(8)
 

where 

V ∈ RS*S - column orthogonal matrices of Y, 

U ∈ RM*M - row orthogonal matrices of Y. 

Σ - diagonal matrix 

Thus an attribute obtained using the attribute function (Y) 
is the combination of orthogonal matrix of both rows and 
columns and a diagonal matrix. 

The capacity of a component to supply information for the 
data it is believed that the image is mirrored in the variation of 
the projection. The following equation can be used to evaluate 
the performance of feature extraction: 
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where 

xcC  - correlation between the variables and subsets, 

n - attributes. 

j

xc - correlation between the variable and attributes. 

j

jc – average inter-correlation between the attributes. 

The ratio of principal components is defined as below: 
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A few principal components can preserve more than 90% 
of the overall variance of the Y data. This is the case even 
though the CCV ratio is calculated using only the variables. 

B. Attack Detection 

A model distinguishes between a huge volume of normal 
traffic in order to protect itself from a decentralized attack. 
The specified input is utilized by the attack in order to perform 
an estimation of the discrete scalable memory-based attack 
vector probability approach. Estimating the value of a random 
variable requires taking its distribution into account as the 
starting point of the process. The primary goals are to discover 
context and keep a close eye on relevant data as it emerges by 
chance. Only by persistent, day-to-day effort will it be 
possible to realize the goal. It is possible to have a look at the 
user tendencies as well as the value that is at risk. Using SVM, 
one may determine the likelihood of a vector value being one 
of several possible values. It is found by multiplying the value 
of the standard deviation by the constant that is used in the 
calculation. 
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P(∅) - probability distribution function, 

P(x∅) - likelihood function. 

P(∅/x) - evidence function. 

The probability distribution provides the value of both 
likelihood and evidence function to find the rate at which the 
vector value changes. 

A direct connection may be made between the likelihood 
and the posterior probability. The likelihood of the probability 
is defined as below: 

 
   

      

x
f x L y x

y
F x

x
f x u L y x u u

y





  
  

  
  

   
  


 (12) 

where 

F(x) - prior density function. 
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   - normalizing constant. 

Using the probability equation, we were able to essentially 
create a map of the function irregularity. Following the 
computation of the attack baseline probability, the results were 
presented. After that one is able to evaluate the significance of 
the attack path. 
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After determining the extent of the damage caused by an 
attack, it is possible to classify the attack. The vector 
technique might make use of convolutional layers as a crucial 
layer in order to acquire knowledge more effectively from the 
input data. It does what its job title implies and reduces low-
level features (kernels). However, the convolutional operator 
lacks rotation invariance as a property of its own. In addition, 
additional layers in the stack are pooling layers, which result 
in a reduction in the amount of data. In fact, neural networks 
and other fully connected structures form the core of the 
suggested classifier architecture. The first stage of training a 
classifier is called the feed phase, and the second stage is 
called the reverse propagation phase. 

The network error is what is utilized to generate the 
parameter gradient, and with that, the weight matrices are 
updated as part of the process of context propagation. This is 

all done by utilizing the network error. Classifier-trained 
systems must be governed by large amounts of data in order to 
successfully accomplish classification jobs. Because the 
classification error is reduced in proportion to the depth of the 
classifier, which it is carried out. 

The target is given a score based on the probabilities that 
are calculated for it. It is possible to calculate the difference 
between a single variable and a number of other variables by 
employing a technique known as the SVM. The recommended 
method can initially read and reorganize the data and then 
evaluate the identified technique based on the likelihood that it 
belongs to each class. 
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where 

F - feature, 

M - pointed feature, 

λ1λ2 - classified features. 
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The classification based on the scalable memory is defined 
as below: 
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where 

K – empirical constant. 

C. Attack Mitigation 

The SDN controllers are able to instruct switches 
regarding the destination to which packets should be sent 
when they make use of the Open Flow Protocol Specification. 
Researchers are able to conduct experiments on real-world 
networks thanks to a protocol standard known as Open Flow. 
This protocol standard details the message formats that are 
utilized by each controller.  

This technique needs the establishment of a robust network 
in addition to the expensive acquisition of various assets so 
that it can withstand an attack. In the event of a serious DDoS, 
the upstream network resources need to be severed in order to 
preclude any reliable local response. Before subscribing to a 
DDoS mitigation service, there are a number of elements that 
need to be taken into consideration. Some of these factors 
include scalability, endurance, stability, and network traffic. 
This is only a passing phase that will resolve itself when some 
time has passed. The modified attack device packets will be 
transmitted to an analysis service at some point in time. 
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IV. RESULTS AND DISCUSSIONS 

In this section, setting up the cloud with the necessary 
conditions exist is part of the system model configuration. 
Using the deep learning model, we report the results obtained 
from the CTU-13 botnet and the ISCX 2012 IDS datasets. 
Ninety per cent of the total sample size is split evenly between 
the training and testing stages. To clarify, this means that 90% 
of the sample is used for training, while the remaining 10% is 
split evenly between validation and test data. Our group used a 
10-cross validation technique to ensure the accuracy of the 
results. The current plan is to use 9 partitions from the total 
data samples as training samples and 1 partition as a testing 
sample. Each of them will be selected at random. The 
procedure is repeated ten times, and the final result is the 
mean of these ten separate estimates. 

The proposed method is compared with existing machine 
learning methods like ANN, SVM and SOM. 

TABLE I.  SIMULATION PARAMETERS 

Parameters Values 

Packet Size 1442byte 

Bandwidth 10 Mbps 

Monitoring Time  20 s 

Forwarding Method Fitness route 

The 99.12% accuracy achieved on the training data sample 
is matched by the 98.88% accuracy achieved on the test 
sample using Table I. 

Fig. 3 shows the results of accuracy in detecting the 
attacks with the conventional NIDS models. The results show 
that the proposed NIDS has a higher rate of accuracy than the 
other methods. The range of accuracy using the proposed 
SVM classifier along with the feature extraction and pre-
processing information is between the range of 95-96% and 
this is higher than the existing methods. 

 
Fig. 3. Accuracy 
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Fig. 4. Precision 

 
Fig. 5. Recall 

Fig. 4 shows the results of precision in detecting the 
attacks with the conventional NIDS models. The results show 
that the proposed NIDS has a higher rate of precision than the 
other methods. 

Fig. 5 shows the results of recall in detecting the attacks 
with the conventional NIDS models. The results show that the 
proposed NIDS has a higher rate of recall than the other 
methods.
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Fig. 6. F-measure

Fig. 6 shows the results of f-measure in detecting the 
attacks with the conventional NIDS models. The results show 
that the proposed NIDS has a higher rate of f-measure than the 
other methods. 

 
Fig. 7. MAE 

Fig. 7 shows the results of mean absolute error (MAE) in 
detecting the attacks with the conventional NIDS models. The 
results show that the proposed NIDS has a reduced error than 
the other methods. From the results of simulation, it is seen 
that the proposed SVM has reduced error rate than the existing 
methods. 

V. CONCLUSION 

In this paper, we employ a machine learning-based IDS to 
protect the SDN-IoT networks from DDoS attacks. The 
framework involves feature selection-based classification 
allows the IDS to offer better defence against DDoS attacks. 
The resilience of the model to DDoS attacks of varied 
severities is tested via simulation. The simulation results show 
that the proposed approach is superior to other options for 
identifying and categorizing network intrusions. In future, the 
attacks on large scale network can be mitigated using multi-

SDN controllers which reduce single point of failure and this 
cannot pose a serious computational burden on the networks. 
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Abstract—Customer reviews of products and services play a 

key role in the customers' decision to buy a product or use a 

service. Customers' preferences and choices are influenced by the 

opinions of others online; on blogs or social networks. New 

customers are faced with many views on the web, but they can't 

make the right decision. Hence, the need for sentiment analysis is 

to clarify whether opinions are positive, negative or neutral. This 

paper suggests using the Aspect-Based Sentiment Analysis 

approach on reviews extracted from tourism websites such as 

TripAdvisor and Booking. This approach is based on two main 

steps namely aspect extraction and sentiment classification 

related to each aspect. For aspect extraction, an approach based 

on topic modeling is proposed using the semi-supervised CorEx 

(Correlation Explanation) method for labeling word sequences 

into entities. As for sentiment classification, various supervised 

machine learning techniques are used to associate a sentiment 

(positive, negative or neutral) to a given aspect expression. 

Experiments on opinion corpora have shown very encouraging 

performances. 

Keywords—Topic modeling; aspect-based sentiments analysis; 

aspect extraction; sentiment classification; machine learning 

I. INTRODUCTION 

In the last few years, the use of the internet and online 
interactions has grown tremendously. A significant quantity of 
data are generated daily via social media, forums, chats, and 
other sources that is primarily displayed as natural language 
text[1]. The way internet users behave online has also changed 
how the internet works. For instance, rather than being merely 
content consumers, internet users are becoming content 
creators[2]. One significant piece of information that is 
produced daily within the wide range of content produced by 
internet users is opinions[2]. 

Internet users have the ability to criticize or popularize a 
service or a product with a simple comment or review on the 
internet and in different fields[3]. Numerous enterprises and 
businesses have taken advantage of this pertinent data to offer 
the greatest services or goods for their clients. Among these 
areas, tourism which is a continuously developing industry and 
an important key industry for many regions and countries[4]. 
The opinions and reviews of tourists who visit touristic places 
every year are shared on various sites such as TripAdvisor, 
Booking and Yelp...etc[5][6]. Internet users do not have the 
ability to read, understand and summarize the large number of 
reviews available for a specific hotel. It is challenging for a 
simple user to make use of the information at hand to choose a 
comfortable hotel for his/her trip. The principle on which this 

work is based is to carry out an analysis of customers' opinions 
on hotels located in Marrakech in order to allow them to 
improve their services and focus more on the main obstacles 
that have an impact on the attractiveness of these hotels. In this 
article, a study and application of Aspect-Based Sentiment 
Analysis are carried out in the hotel and tourism industry. 
Specifically, opinions will be analyzed so as to determine the 
sentiment that is expressed towards certain characteristics of 
the hotel and the service delivered by its employees. The main 
goal is to produce results whose conclusions can provide 
directions that lead to improve the performance in sentiment 
analysis[7]. To achieve this goal, several objectives will be 
accomplished. The first objective is to use the various 
preprocessing steps available for text preprocessing. The 
second objective is using existing libraries like, TextBlob or 
Vader to label the dataset. The third aim is to use and compare 
multiple classification methods to classify the views so as to 
correct aspects and sentiments, i.e., classification of online 
comments into polarity (negative, positive, and neutral), and 
finally apply an Aspect-Based Sentiment Analysis on the 
product (hotel) features identified. In order to achieve these 
objectives through a clear and logical progression, this work 
will be presented according to the following structure. 
Section II will be devoted to the different related works linked 
to the Aspect-Based Sentiment Analysis. As for Section III, it 
will expose a background of Topic Modeling and Machine 
Learning model. The construction of the DataFrame, the 
methodology and the experimental results will be presented in 
Section IV. A summary of the experiment's results will be 
shown in Section V. Last but not least, Section VI will be 
devoted to the conclusion and future work. 

II. RELATED WORKS 

For aspect-based opinion classification, aspect extraction is 
a crucial task. The vast bulk of extractions techniques have 
recently been put forth for the tourism industry. These methods 
have employed a variety of mechanisms and techniques to 
extract crucial information from tourism reviews. These 
methods can be split into three primary groups: methods based 
on rules, seeds, and topic models. There are several works in 
the field of hotels and tourism that concern Aspect-Based 
Sentiment Analysis which will be described as the following: 

″Pekar et al.″ [8] utilized TermExtractor to divide hotel 
reviews into terms. The terms were then trained in a lexicon. 
Finally, they manually extracted from the term lexicon the six 
most obvious characteristics (single nouns and multi-word 
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nouns). This proposed method is based on rules that allow to 
extract aspects from hotel reviews using aspect appearance on 
every review. 

Similar preprocessing steps were used by ″Muangon et al. 
″[9] and were supported by LexToPus. These steps are used to 
categorize all hotel reviews into features. These characteristics 
include polar words as well as aspects. They extracted all of the 
top-rated aspects using a prioritized method. 

″Marrese taylor et al.″ [10] have suggested an algorithm 
with the goal of extracting aspects. Aspects from restaurant 
reviews can be extracted thanks to this algorithm. The authors 
converted the reviews into sentences and then used Part-Of-
Speech tagger to extract nouns from the sentences. 

A different method for aspect extraction was proposed by 
″Hai et al.″ [11]. According to two criteria—domain specific 
and domain independent—the authors extracted aspects. They 
created a list of candidate aspects by first using syntactic 
dependency rules. Then, they determined the intrinsic domain 
relevance score (IDR) and extrinsic domain relevance score 
(EDR) for each specific domain and independent domain of 
each extracted candidate feature, respectively. And at the end, 
these candidate features are extracted from the list of 
candidates that have low IDR score and high EDR score. 

An algorithm based on a bootstrapping approach, which 
has been proposed by ″Wang et al″[12], extracts the main 
aspects of the review. In this algorithm, each sentence was 
initially given an aspect based on the maximum of overlap 
between its words and the aspect. Then, to examine the 
relationship between the allocated aspect and the sentence 
words, they determine the basic dependencies between them. 
Finally, sentence words that have a strong relationship with the 
assigned aspect are added to the list of aspect keywords and are 
considered to be aspects. 

BESAHOT, which is a system that has been presented by 
″Walter Kasper et al.″ [13], performs analyzed comment 
processing for text segmentation, statistical polarity detection 
of text segments, and extraction of linguistic information from 
review topics and their aspects. It is a quality control support 
system for hoteliers that provide them with complete 
overviews and summaries of their hotel and how it is rated and 
commented by users on the web. 

III. ASPECT-BASED SENTIMENT ANALYSIS 

An essential task in the field of Sentiment Analysis is 
Aspect-Based Sentiment Analysis (ABSA) [14]. It involves 
assigning a polarity (positive, negative or neutral) to each 
aspect evoked in an opinion sentence. Aspect extraction and 
aspect-level sentiment analysis are often the two main tasks 
used to accomplish this. 

Although traditional Sentiment Analysis is done using 
document and sentence level Sentiment Analysis techniques, 
the current trend is to move to a deeper level which is 
presented as ABSA (features). This latter [15] performs a 
deeper and a better analysis, as it directly examines the opinion 
itself. This domain is a deeper end in Natural Language 
Processing (NLP) [16] where it presents a richer problem for 
researchers. 

One of the main features of NLP is Topic Modeling. Topic 
Modeling can be applied to any form of text: emails, tickets, 
feedbacks, etc. in order to have a global vision of customers' 
concerns. 

A. Topic Modeling 

Natural Language Processing (NLP) [17] includes Topic 
Modeling, which is used to train Machine Learning models. It 
entails identifying from a document or corpus of data the 
words of themes that are associated with a particular topic. 

Topic Modeling is an unsupervised Machine Learning 
approach to discover topics in various text documents. It can 
find patterns of words and phrases and automatically cluster 
groups of words and associated phrases that best represent the 
whole [18]. It also provides a useful view of a large corpus in 
terms of the relationships between them and individual 
documents. 

The figure above (Fig. 1) represents the ordinary workflow 
of the thematic modeling process. A set of text documents is 
introduced into the black box of the thematic modeling 
algorithm and the following results are obtained: 

List of Topics: Topics are the key themes representing the 
entire collection of documents. Each topic consists of several 
words that occur at the same time. A word can belong to more 
than one topic because a word can have a different meaning in 
a different context. 

Topic Definition: A topic is represented by the weighted 
frequency of words. Each topic can be interpreted as a theme. 

Topic Distribution of Document: Each document is 
represented as a topic distribution where the weight of a topic 
defines the part of the document covered by that topic. In a 
way, it provides a "soft grouping" of the document. 

Topic modeling is a method for selecting a set of topics 
from a group of documents that best summarizes the 
information in the group. To create topic models, numerous 
techniques are employed. One of the areas of interest is in: 
LDA, LSA, NMF, and Corex which will be discussed later on 
in this section. 

 
Fig. 1. Topic models process 

1) LDA: Latent Dirichlet Allocation, [19] is a powerful 

learning algorithm for automatically and jointly classifying 

words in documents in mixtures of contexts. It has been 

successfully applied to model changes in scientific domains 
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over time. LDA is a probabilistic generative model. Based on 

the assumption that the order of documents in the collection 

and the order of words in a text are indifferent, LDA defines 

finite mixture models on sets of underlying topics to generate 

the collection. Each topic is being modeled as an infinite 

mixture on probabilities of the underlying topics. In an 

iterative procedure, these probabilities are computed several 

times, until the algorithm converges. 
Advantages: Among the advantages of using the LDA 

method, the following are worth mentioning: 

 LDA is easy to implement, understand and use. 

 It maximizes inter-class scattering. 

 It reduces intra-class scattering. 

Disadvantages: Despite these advantages, a set of negative 
points still exist such as: 

 LDA is costly in computation time. 

 It is also costly in memory space. 

 It renders poor results when the number of training 
images is large. 

 It is hard to know when LDA is working.  Metrics like 
perplexity are acceptable to check if learning is 
working, but there is a very poor indicators of overall 
model quality. For example, you could have a model 
with very low perplexity, but whose topics are not very 
informative. 

 The topics are predicated on the multinomial 
distribution, while the words are predicated on a 
different multinomial distribution formed specifically 
for this topic. The structure may not be properly 
adjusted if the real structure is more complex than a 
multinomial distribution or if the data needed to 
construct the structure are insufficient. 

 The user specifies the total number of subjects in the 
dataset (or bases it on a certain distribution using 
sampling), which is subjective and may not always 
reflect the true distribution of subjects. 

2) LSA: Latent Semantic Analysis [20], or LSI (Latent 

Semantic Index), employs a bag-of-words (BoW) model, 

creating a term-document matrix (occurrence of terms in a 

document) [21]. Terms are represented in rows, and 

documents are represented in columns. By applying singular 

value decomposition to the term-document matrix, LSA can 

identify latent subjects. It is typically applied as a technique 

for noise or dimension reduction. In this method, document 

analysis is done by machines using Term Frequency-Inverse 

Document Frequency (TF-IDF). TF-IDF is a metric that 

quantifies the significance of a word for a corpus of 

documents. 
Advantages: 

 Easy to understand and implement. 

 In comparison to the vector space model, it shows 
improved outcomes. 

 Only involves the decomposition of document term 
matrix which makes it faster than other available 
algorithms. 

Disadvantages: 

 In general, LSI is very slow on large corpora and not 
very accurate compared to LDA. 

 The dimension of the latent subject depends on the rank 
of the matrix. 

 The decomposed LSA matrix is extremely dense, 
making it challenging to index the individual 
dimension. 

 Polysemy cannot be captured by LSA (multiple 
meanings of a word). 

 It provides less accuracy than LDA. 

3) NMF: Since the non-negative matrix factorization [22] 

is an unsupervised method, the subjects on which the model 

will be trained are not labeled. NMF factors or decomposes 

high-dimensional vectors into a representation that has a lower 

dimension. Since the coefficients of these lower-dimensional 

vectors are nonnegative, they are likewise nonnegative 

vectors. Consider the general scenario where there is an input 

matrix V with the form m x n. This approach divides V into 

two matrices, W and H, whose dimensions are m x k and n x 

k, respectively. In this case, V stands for the term document 

matrix, H stands for an embedded word in each row, and W 

stands for the weight of each word found in each sentence. 
Advantages: 

 NMF can handle missing values naturally and this 
property leads to a new method to determine the rank 
hyper parameter. 

Disadvantages: 

 NMF cannot be applied to several real-world issues 
where the domain limited knowledge of experts is 
available 

 It sometimes provides semantically incorrect results 

4) CorEx: Contrary to LDA and NMF, the semi-

supervised topic model Correlation Explanation [23] allows to 

give the model "anchor words" which exemplified potential 

topics that the model might be looking for. CorEx also allows 

to provide the model with a confidence score for the anchors. 

If this choice is less certain, the model may forgo the target 

recommendations if they don't sufficiently match the data. 

This new capability is strong in guiding a thematic model with 

the chosen domain expertise. CorEx provides a flexible 

framework for learning topics that are maximally informative 

about a text corpus. The CorEx topic model makes few 

assumptions about the LDA structure and flexibly 

incorporates domain knowledge through user-specified 
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"anchor words". With anchor words, one can guide the topic 

model to topics of substantial interest, interact with the topics, 

and refine them in ways not possible with traditional topic 

models. 
Advantages: CorEx competes with LDA in terms of 

producing semantically consistent topics that aid in document 
classification. By citing above some advantages of this model 
[23]: 

 The CorEx's modeling algorithm is rapid. 

 It searches for topics that are "maximally informative" 
about a set of documents rather than assuming a 
specific model of data generation. 

 Word-level domain knowledge can be flexibly 
integrated into the CorEx thematic model. 

 It consistently creates document clusters with higher 
homogeneity than LDA in terms of clustering. 

 The CorEx anchor steers the thematic model toward 
topics that don't naturally arise and frequently results in 
topics that are more coherent and predictable. 

Disadvantages: Despite the number of advantages of the 
CorEx thematic model over LDA, there are some 
drawbacks[23]: 

 The sparse implementation necessitates that every word 
appears in just one topic. It is not a matter of 
fundamental theoretical limitations, but rather of 
computer efficiency. 

 CorEx relies on binary accounting data for its parcel-
level optimization rather than the usual accounting data 
that are input into LDA and other theoretical models. 

Despite binary number limitations, CorEx nonetheless 
discovers a reliable and competitive structure in the data. 

B. Machine Learning Model 

The determination of the direction of the opinions in a text 
divided into two or more classes on certain features is known 
as classification of opinions by aspect. The classification of 
opinions has been done into several categories, such as binary, 
ternary, etc. 

Typically, the classification task is defined as the task of 
predicting the label that is to say, assigning each given object 
to a group based on a classification rule. The primary goal at 
work entails classifying aspect opinions, thus training a 
classifier to predict the label for each input text is needed. 
There are three kinds of polarities (positive, negative, or 
neutral). In this section, the most common employed algorithm 
shall be outlined. [24]. 

1) Logistic regression (LR): This  is an analytical 

technique key in the social and scientific sciences [25]. 

Logistic regression, which also closely resembles neural 

networks, is the standard supervised Machine Learning 

approach for classification in natural language processing. A 

logistic function is used in logistic regression to create discrete 

dependent variables from a series of data points. 

2) Support vector machines (SVM) [26]: This can be 

applied to both regression and classification tasks. SVM 

methods aim to partition linearly separable data into two 

classes with the maximum distance between them. In the high-

dimensional space, SVM identifies an ideal hyperplane that 

separates the input data with the greatest possible margin 

between it and the point(s) that are closest to it. The points for 

which the margin is reached are called support vectors. A 

kernel function can be used to map the data into a higher 

dimensional space in order to make them linearly separable if 

the input data are not linearly separable. The polynomial 

kernel, Gaussian radial basis function, and sigmoid kernel are 

the three most widely used nonlinear kernels. 

3) K-nearest neighbour (K-NN): This is one of the 

simplest Machine Learning algorithms used for classification 

and regression problems[27]. The information is subsequently 

allocated to the class with the closest neighbor based on the 

nearest measures. 

4) Naïve bayes (NB) [28]: This Machine Learning 

algorithm can be used to divide objects into two or more 

classes, such as text documents. It is founded on the Bayes 

theorem, which uses conditional probabilities as its 

foundation. 

5) Decision tree (DT): This is part of the supervised 

algorithms in the field of Machine Learning [29]. Their 

principle is to divide learning data into groups whose content 

becomes increasingly homogeneous until pure data are 

obtained (belonging to the same class) or a maximum number 

of partitions is reached. The resulting model is a tree 

composed of several decision rules and is easily interpretable. 

As with any supervised learning method, decision trees make 

use of examples. Building a decision tree by category is 

necessary if one has to categorize the documents. In order to 

determine to what extent a category a new document belongs 

to, the Decision Tree will be used for each category in which 

the classified document is submitted. Each tree responds with 

yes or no. 

6) Random forest (RF) [30]: This is a prediction method 

that Ho developed in 1995. In 2001, scientists Leo Breiman 

and Adele Cutler formally proposed the algorithm. It is made 

up of various decision trees that each focus on a different 

aspect of the problem independently. Multiple decision trees 

are produced by this classifier using a subset of the training 

data that is randomly chosen. The final class of test objects is 

then decided by aggregating the votes from various decision 

trees. 

7) ExtraTrees (ET): Extremely Randomized Trees [31] is 

an ensemble-supervised Machine Learning technique that 

makes use of decision trees. It builds multiple trees and 

divides the nodes using random subsets of features, but the 

sampling for each tree is without replacement. As such, the 

most important and unique feature of the algorithm is the 

random selection of a splitting value for a feature, which 

makes the trees diverse and uncorrelated. 
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8) AdaBoost (AB) [32]: This is a widely used boosting 

algorithm. It builds a majority vote iteratively. Over the 

iterations, it maintains a weight distribution on the training 

examples so that poorly classified examples see their weight 

increase and well classified examples see their weight 

decrease. At each iteration, the weak learning algorithm is 

trained with the set of weighted examples and the resulting 

classifier is added to the majority vote. 

9) GradientBoost (GB): A meta estimator that fits a series 

of weak learners is gradient boosting [33]. It is a powerful 

Machine Learning algorithm used to solve regression and 

classification problems. It creates a prediction model in the 

form of a collection of weak prediction models, typically 

decision trees. It builds the model incrementally, much like 

other boosting techniques do, and generalizes them by 

enabling the optimization of an arbitrarily differentiable loss 

function. 

IV. BUILDING THE DATAFRAME 

The workflow and the subtasks for each phase are shown in 
Fig. 2. The learning phase and the testing phase are the two 
steps that make up this workflow. 

 
Fig. 2. Aspect-based sentiment analysis workflow 

A. Training Phase 

Fig. 3 gives an overview of this process namely the 
collection, the data sources and the pre-processing of the 
datasets. The main tasks of each step are described in the 
paragraphs that follow. 

1) Data sources: User opinions are the main criterion for 

enhancing the quality of the services provided and improving 

the value of the products delivered. These opinions can be 

found in different data sources namely review sites, blogs and 

micro-blogs. 

a) Review sites: Opinions have the role of decision 

makers for any user during the purchase phase. User generated 

reviews of products and services are widely available on the 

internet. Sentiment ratings or texts use reviewer data collected 

from websites such as TripAdvisor and Booking (hotel 

reviews). These sites host millions of visitors‘ hotel reviews. 

 
Fig. 3. Sentiment analysis process at aspect level 

b) Blogs and micro-blogs: Blogs and micro-blogs are 

among the most popular communication tools of internet 

users. Millions of messages are posted every day on well-

known microblogging platforms including Twitter, Tumblr, 

and Facebook. Sometimes Twitter messages express opinions 

that are used as a source of data to classify sentiments. 

2) Data collection: The data acquisition or collection 

phase consists of obtaining the corpus to be analyzed. The 

"web scraping" method [34] is used to collect the reviews, 

since the goal is to collect reviews from various hotels in 

Marrakech. As shown in Fig. 4, each entry in this dataset is 

structured as follows: 

 Hotel_name: designates the name of the establishment 
(Hotel) 

 Title_review: refers to the title written by the client to 
give a general summary 

 Reviews_hotel: contains reviews (text), written in 
English 

 Rating_date: indicates the date of publication of a 
journal 

 Score_rating: the evaluation given by each customer 
between 10 and 50 

The reviews for 10 different hotels in the city of Marrakech 
are obtained from two websites (booking and TripAdvisor). 
The dataset consists of 21619 reviews in English, but only 
14356 reviews are used for this study. Table I represents a 
summary of the dataset used: 

TABLE I.  SUMMARY OF THE DATASET 

Domain Numbers of reviewers Words average 

Hotels 14356 7.06 
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Fig. 4. Example of datasets 

3) Review pre-processing: The pre-processing procedure 

followed in this work aims to clean up the notices and to make 

them as close as possible to a formal language. First, the 

notices were filtered considering only those written in English. 

Because a corpus of different languages is a corpus that 

contains noise. To do this, a Python library called Langdetect 

is used and then proceeded to a pre-processing that follows the 

following steps: 
Split the text into several rows: As represented in Fig. 5, 

this task consists of splitting the text contained in each cell of 
the "Reviews_hotel" column into several rows by the '.' 
delimiter, for example: 

 
Fig. 5. Example of paragraph splitting into multiple lines 

Noise cleaning - spacing, special characters, lowercasing: 
In a text you can find various characters such as numbers, free 
white spaces, all kinds of punctuation and some terms are put 
in random capital letters. This form of noise cleaning takes care 
of the spacing and special characters. Turning all words into 
lower case is also a very common pre-processing step. Next, all 
punctuation and special characters will be removed since they 
serve no purpose once analyzing the data begins. 

Eliminate emoji: One cannot ignore the content of the 
notices full of emoticons, symbols and pictographs as well as a 
set of flags. So, this task concerns the elimination of these 
characters. 

Tokenization / eliminating words below three letters: First, 
separating the corpus into a vocabulary of single terms is 
essential, which is called tokenization. Individual terms and 
overwrite all words below three letters can be tokenized. 

Delete Stop Words: Some words in English, while 
necessary, do not contribute much to the meaning of a 
sentence. These words, such as "when", "had" or "before", are 
called stop words and should be filtered out. 

Stemming and lemmatization of the text: The process of 
turning a word into its Racine form is known as racinization. 

Rooting can create non-real words. Lemmatization, as 
opposed to racinization, aims to obtain the canonical 
(grammatically correct) word forms, or lemmas. In terms of 
calculation, lemmatization is much more difficult and 
computationally expensive than racinization. In actual practice, 
the two methods have little impact on the performance of text 
classification. 

4) Aspect terms extraction: To accomplish the Machine 

Learning task, the aspect or category detection of each review 

must be first tackled. This can be done according to different 

tools described in Section III. Topic Modeling has been tested 

using LDA techniques as well as CorEx and NMF. 
For this experimentation, 9 Aspects are predefined: 

Rooms/Cleanliness, Location, Staff, Food/Restaurant, 
Experience/Value, Price/Quality, Service, 
Amenities/Activities, and Hotel/Property. 

5) Topic modeling: In this section, the steps as well as the 

result of the three topic modeling methods have been 

presented, namely, LDA, NMF and CorEx. The steps followed 

using LDA are: corpus vectorization which allows to create 

the term matrix document using Counvectorizer which is an 

excellent tool provided by Scikit-learn library in Python. It is 

used to transform a given text into a vector based on the 

frequency (number) of each word that occurs in the whole 

text. Then, the LDA model will be built, to evaluate this 

performance with perplexity and log probability. Gridsearch 

was used to choose the "right" number of topics for the LDA 

model, then two hyper parameters (learning decay and number 

of topics) were tested. And finally, the labeled topics joined 

the original text. 
In Non-negative Matrix Factorization (NMF), the first step 

is to convert the document into a term-document matrix which 
is a collection of all the words in the given document using the 
TfidVectorizer. Then, build the NMF model with Scikit-learn 
and view the original topics. And as far as CorEx is concerned, 
the first step is the corpus vectorization which converts the 
document into a document-Terms-matrix using the 
TfidVectorizer by creating a vocabulary containing the topics. 
The second step is the creation of the model, starting with the 
identification of the Anchors (anchored words) and then 
creating the model that allows to generate the set of topics. In 
each of these models, topics related to four distinct themes for 
LDA and NMF can clearly be seen. But it is also clear that 
these topics contain words that can apply to multiple contexts 
and cause problems in certain circumstances.  The following 
table (Table II) illustrates the comparison between these 
techniques: 
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TABLE II.  COMPARISON OF THE THREE EXTRACTION METHODS 

While topic models can be rapidly run, they are not 
necessarily as accurate in their classification decisions as the 
more complicated supervised learning models, and 
occasionally their outputs can even be outright false. Semi 
supervised topic modeling will be utilized to determine the 
main topics of these documents in order to prevent ambiguities 
between topics. This most recent development gave a middle 
ground between supervised classification modeling and 
unsupervised topic modeling. 

From the comparison table, CorEx provides more 
specification of aspects than the others, CorEx is chosen as the 
best, as the grouping of each aspect seems better. Fig. 6 shows 
what the dataset looks like at this point. 

 
Fig. 6. Datasets after aspect extraction 

6) Annotation of journals: For review annotation, reviews 

were labeled using two tools VADER (Valence aware 

Dictionary and Sentiment Reasoner) and TextBlob. There are 

three types of sentiments in this dataset: positive, negative, 

and neutral. To pursue the supervised learning approach, the 

type of sentiment (polarity) of each review should be known. 
VADER has been chosen since it provides a better 

classification and more negative feelings than the other 
(Fig.  7). 

 
Fig. 7. Datasets after polarity detection 

7) Multi-target classification (aspect/sentiment):  In order 

to use machine learning algorithms in the textual data, there is 

a need to represent the text in the document as a vector of 

fixed size and this in order to plunge the data in a metric 

space. Among the vectorization techniques the TF-IDF and 

CountVectorizer are two ways to convert text into numbers. 

a) Count vectorizer: Count Vectorizer offers a 

straightforward method for tokenizing a group of text 

documents, creating a vocabulary of recognized words, and 

encoding new documents using that vocabulary. 

b) TF-IDF vectorizer: TF-IDF, which stands for Term 

Frequency - Inverse Document Frequency, is a statistic which 

is based on a word's frequency in the corpus. It also gives a 

numerical representation of a word's importance for statistical 

analysis. 

 LDA NMF CorEx 

T

op

ic 

0 

'room','leave', 'shower', 
'bathroom', 
'table', 'change', 
'towel','work', 
'wasnt','tv', 'dirty', 
'open','service', 
'expect','door', 

'drink','provide', 

'toilet','available', 

'reception' 

'room', 'clean', 
'comfortable', 

'spacious','bed', 
'bathroom','beautifu

l', 'shower', 'big', 
'small','towel', 

'need', 
'view','large',size', 

'balcony','wifi', 
'daily', 'work', 'floor' 

room, clean, bed, 

comfortable, bath 
room,shower, towel, 
spacious,table,  
door, balcony, 
room clean,bedro 
om,room spacious, 
room pool, petal, 
clean room,hotel  
clean, size, toilet 

T

op

ic 

1 

'staff','friendly','helpful',

'hotel','spa','nice', 
'reception', 'ok', 

'massage','ask','tour', 

'manager','extremely', 

'speak','french', 
'stay', 'english', 
'owner', 'polite' 

'staff', 'friendly', 

'really',‘attentive 

‘, ‗polite‘,‘ 

welcome 

‗,'reception‘,'amaze'

, 

'extremely','service', 
'professional','amazi

ng','member','anim 
ation','nice', 'make', 
'team','kind',‘really‘ 

 

staff,friendly,helpful 
,team,animation 

team,manager, 

waiter, professional, 

staff friendly, 

receptionist, 
reception staff, hotel 

staff,attentive, 
friendly helpful, 
staff helpful, 

member,polite, 

lifeguard,restaurant 
staff, helpful staff, 

staff polite 

T

op

ic 

2 

'room', 'clean','pool', 
'nice','hotel','bed', 
'view','lovely', 
'comfortable','beautiful',

'small', 'spacious', 
'sun','garden','large', 
'great','big','wifi', 

'terrace','ground' 

'great','value','locati

on','experience','tim

e' 
,'service','breakfast', 
'atmosphere','staff', 

'family','view','over

all','team','animatio

n', 
'trip', 'kid‘,'money', 
'visit, 'people','spa' 

food, restaurant, 
breakfast,drink,dinne

r,meal, fresh, 

lunch, menu, buffet, 

delicious,cook,coffe

e,fruit,snack,omelett

e,salad, eat, ate, tea, 
bread,juice,order, 

mint 

T

op

ic 

3 

'team','staff','make', 

'animation', 'work', 
'bar','entertainment', 
'really','help','amaze', 

'brilliant','hard', 

'special','aqua','attentive

','great','time','especially

','best', 'kid' 

'hotel', 'best','beau 
tiful‘, 'amazing', 

'lovely','time','book',

'nice','fantastic','like'

,'city, 'locate','bouti 
que‘,'wonderful', 
'shuttle','medina','vi

sit','really','experien

ce', 'return' 

hotel, stay, back, 

recommend, exper 
ience return, enjoy, 

come back, good, 

highly recommend, 

recommend hotel, 

stay hotel,highly, 

enjoyed, place stay, 

beautiful hotel, nice 

hotel,boutique hotel, 

lovely hotel 
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B. Testing and Evaluation Phase 

In this experiment, the most commonly used classifiers in 
the sentiment analysis literature are applied. "Documents x 
Terms" vectorization method will be evaluated using nine 
supervised classification models: Bayesian Naive, SVM, 
Logistic Regression, K-nearest Neighbor, Decision Trees, 
Random Forests, Extratrees, Adaboost and Gardient Boost. 
The performance of the selected models will be compared 
using their Accuracy, Precision, Recall and F1-scores to 
determine the best decision model. 

1) Description datasets: The sentiment analysis as well as 

the aspect analysis were  performed on a dataset that contains 

14356 English dialect reviews from TripAdvisor and Booking 

websites and labeled as follows: 4337 positive texts, 397 

negative texts and 8647 neutral, still 2822 texts labeled with 

the aspect Room, 386 with Service, 1952 with 

Food/Restaurant, 2118 with Staff, 1352 labeled with Location, 

2833 with Experience/Value, as well as 992 are labeled with 

the aspect Amenities/Activities and 420 reviews are with 

Price/Quality. 

2) Performance measure: The choice of classifier for the 

current data is based on the performance measures [35]. The 

evaluation of the optimal solution in classification training can 

be defined based on the confusion matrix. From the given 

confusion matrix one can determine, the number of positive 

and negative that are correctly classified. Meanwhile, the 

number of negative and positive cases are misclassified 

respectively. The performance measure of the various 

classifiers is evaluated using the accuracy, precision, recall 

and F1-scores. 
The Accuracy metric: indicates the percentage of correct 

predictions. It refers to the ratio of the number of correct 
predictions to the total number of input samples or 
observations, which is shown in eq. (1). 

        
     

           
 

Precision: is the number of correct positive results divided 
by the number of positive results predicted by the classifier. 
The result is a value between 0.0 for no precision and 1.0 for 
total or perfect precision. 

          
  

     
 (2) 

Recall: In order to complete the accuracy, the recall is also 
calculated, which is the fraction of true positives to real 
positives, which is shown in eq. (3), i.e., the proportion of 
positives that were correctly identified. 

       
  

     
 (3) 

F1-Score: The calculated average harmony of precision and 
recall is used to assess how well these two metrics—rappel and 
precision—compromise. This unique score ranges from 0 to 1, 
with 0 being the worst possible outcome and 1 being the best 
possible outcome. It can be calculated as follows. 

   
                    

                
 (4) 

3) Results: The learning phase will be followed by the 

testing phase in order to evaluate the classifier. For 

performance validation, 80/20% rules is used to check the 

model, the corpus is divided into two parts, 80% for the 

training phase and 20% for the testing phase. Several tests, 

whose results are presented in the following tables, were 

made: 

a) CountVectorizer embeddings classification 

 Aspect Classification 

TABLE III.  RESULTS OBTAINED FROM ALL CLASSIFIERS IN 

COUNTVECTORIZER WEIGHTING METHOD FOR ASPECT CLASSIFICATION 

Metrics 

 

 

Classifiers 

 

Accuracy 

% 

 

Recall% 

 

Precision % 

 

F1-Score % 

LR 83.25 73.01 75.56 73.42 

RF 84.26 74 77.14 75 

NB  76 55.78 67.68 56.29 

DT 48.70 28.12 43.75 26.53 

KNN 71.59 63.71 67.22 64.95 

SVM 83.51 70.91 86.84 72.88 

ET 81.67 71.41 74.66 72.49 

AB 69.83 59.33 65 60.44 

GB 76.13 61.07 69 62.72 

The results of aspect extraction are reported in Table III. 
The latter shows that the best performances are obtained in: 
Accuracy (84.26%), Recall (74%), Precision (77.14%) and F1- 
Score (75%) with the RandomForest + CountVectorizer 
configuration. 

 Sentiment classification 

TABLE IV.  RESULTS OBTAINED FROM ALL CLASSIFIERS IN 

COUNTVECTORIZER WEIGHTING METHOD FOR SENTIMENT CLASSIFICATION 

Metrics 

 

 

Classifiers 

 

Accuracy 

% 

 

Recall% 

 

Precision % 

 

F1-Score % 

LR 91 69.59 82 73.27 

RF 88.87 67.16 85 72 

NB 83.28 60.43 67.26 61.58 

DT 74.40 43.55 56.09 43.52 

KNN 74.03 44.86 77.84 46.24 

SVM 87.86 62.48 80.02 65.76 

ET 88.53 68.19 82 72.59 

AB 84.52 61.07 77.02 65.24 

GB 87.03 57.64 58.58 57.85 
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The sentiment classification results are reported in 
Table IV. The latter shows that the best performances are 
obtained in precision (82%), recall (69.59%), accuracy (91%) 
and F1-score (73.27%) with the LogisticRegression + 
CountVectorizer configuration. 

b) TF-IDFVectorizer embeddings classification:Both 

Tables V and VI show the results of the classifier using the 

TF-IDF weighting model for sentiment classification. 

 Aspect classification 

TABLE V.  RESULTS OBTAINED FROM ALL CLASSIFIERS IN TF-IDF 

WEIGHTING METHOD AOR ASPECT CLASSIFICATION 

Metrics 

 

 

Classifiers 

 

Accuracy 

% 

 

Recall% 

 

Precision % 

 

F1-Score % 

LR 83 70.01 78 72 

RF 86 74.78 81.01 76.59 

NB 76.59 72.08 50.55 51 

DT 48.70 28.13 44.15 27 

KNN 63.73 52.46 59.63 54.58 

SVM 82.76 70.69 76.14 71.75 

ET 82.80 72 76.04 73 

AB 70 59.43 64.01 60.58 

GB 71.63 52.04 52.42 51.44 

The results of aspect classification with the TF-IDF 
vectorization method are presented in Table V. This latter 
shows that using the RandomForest + TF-IDF parameter 
provides the best performance in terms of precision (81.01%), 
recall (74.78%), accuracy (86%) and F1-score (76.59%). 

 Sentiment classification 

TABLE VI.  RESULTS OBTAINED FROM ALL CLASSIFIERS IN TF-IDF 

WEIGHTING METHOD FOR SENTIMENT CLASSIFICATION 

Metrics 

 

 

Classifiers 

 

Accuracy 

% 

 

Recall% 

 

Precision % 

 

F1-Score % 

LR 87.37 60.73 83.84 64.04 

RF 89 66.19 84.51 70.55 

NB 82.87 53.17 57 54.02 

DT 74.44 43.57 56.20 43.53 

KNN 75.87 50.25 80 54.16 

SVM 87.63 62.39 82.41 66.54 

ET 87.29 76.26 78.37 71.10 

AB 84.82 61.30 76.64 65.58 

GB 87.11 57.50 59 57.89 

The results of the sentiment classification are presented in 
Table VI. The latter shows that the use of the RandomForest + 
TF-IDF parameter allows to obtain the best performances in 
terms of accuracy (89%), Recall (66.19%), precision (84.51%) 
and F1-Score (70.55%). 

V. DISCUSSION 

Traditional Sentiment Analysis is done through Sentiment 
Analysis techniques[36] on documents and sentences which 
assesses the overall polarity of the feelings of the given opinion 
target. Nevertheless, if the opinion target contains various 
aspects with a conflicting sentiment, using a single sentiment 
label to represent it could be incorrect[37]. The current trend is 
to move to a deeper level that presents itself as Aspect-Based 
Sentiment Analysis.  ABSA is the sub-field of NLP that 
essentially breaks the data into aspects and finally extracts the 
sentiment information[38]. It performs a more advanced and 
higher quality analysis because it directly examines the 
sentiment itself. Neither document analysis nor sentence 
analysis find out what exactly people like and dislike. 
Specifically, the idea behind this work is to collect customer 
reviews on tourism sites such as: Booking or TripAdvisor, and 
assign a sentiment analysis that allows to extract the most 
relevant characteristics in the review of most customers. Hence 
the realization of a sentiment analysis as well as an aspect 
analysis on a dataset that contains customer reviews of hotels 
located in Marrakech. The results of this research were 
presented as follows: 

The best result in all the tests for the classification of 
aspects is 86%, it was obtained by the RF with the use of TF-
IDF, similarly the classifier GradientBoost, NB and AdaBoost 
reached their maximum measure (76.13%, 77%, 70% 
respectively), on the other hand for LR, SVM and KNN, their 
best results were with CountVectorizer (83.25%, 83.51%, 
71.59%) respectively. Moreover, the DT classifier obtained the 
same result in both tests with TFIDF and CountVectorizer 
(48.70%). On the other hand, for sentiment classification the 
best result of Accuracy is 91% in CountVectorizer weighting 
method, achieved by LR classifier, also NB and SVM 
classifiers their excellent outcome were with the same method 
(83.28%, 87.86% respectively), also the DT classifier score is 
similar for both vectorization techniques with 74%, and both 
RF, GB, AdaBoost, and KNN classifiers got their excellent 
score with TF-IDF (89%, 87.11%, 84.82% and 75.87% 
respectively). Analyzing the results of the confusion matrices 
the RF+TFIDF that gave as results 2232 True Positives for the 
classification of the aspects, besides the best classifier for the 
analysis of the feelings is the LR+CountVectorizer that allows 
to reach a number of True Positives equal to 3158. These 
results show that RF is generally considered a better classifier 
for the aspect extraction task; in return LR is the good classifier 
for the sentiment classification task. As long as a good 
measurement is achieved, the model has permitted to perform 
correct results. These results are listed in Fig. 8 and 9. 
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Fig. 8. Sentiment per single aspect 

 

 
Fig. 9. Data analysis interface 

VI. CONCLUSION 

Given the increasing importance placed on online reviews 
and the evidence that these reviews influence customer 
behaviors, it is clear that companies are beginning to look at 
technologies that could automatically analyze what customers 
are saying about their product or service. In this article, the 
analysis of the feelings has been performed on the level of 
aspects in the field of hotels. The hotel reviews that were 
studied are comments on the service provided, written in 
English on the rating site TripAdvisor. The preprocessing and 
vectorization methods are evaluated using nine supervised 
classification models. The results obtained are very 
encouraging, and the experimentation conducted on the dataset 
reveals that a better accuracy score of 92% and 3158 True 
Positives were achieved when using the LR+ CountVectorizer 

classifier for sentiment analysis as well as a good Accuracy 
score of 86% and a number of True Positives equal to 2232 
when using RF + TF-IDF Vectorizer for aspect classification. 
For future work, enriching the dataset with other reviews from 
other languages such as French and Arabic will be highly 
recommended and that is by making comparisons between 
these languages in order to get a broader view on the aspects 
that are most noticed by travelers from other countries; thus, 
the use of the mixed class analysis rather than the positive, 
negative and neutral classes. 
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Abstract—Diabetes Mellitus is a disease where the body 

cannot use insulin properly, so this disease is one of the health 

problems in various countries. Diabetes Mellitus can be fatal and 

can cause other diseases and even lead to death. Based on this, it 

is important to have prediction activities to find out a disease. 

The SVM algorithm is used in classifying Diabetes Mellitus 

diseases. The purpose of this study was to compare the accuracy, 

precision, recall, and F1-Score values of the SVM algorithm with 

various kernels and data preprocessing. The data preprocessing 

used included data splitting, data normalization, and data 

oversampling. This research has the benefit of solving health 

problems based on the percentage of Diabetes Mellitus and can 

be used as material for accurate information. The results of this 

study are that the highest accuracy was obtained by 80% 

obtained from the polynomial kernel, the highest precision was 

obtained by 65% which was also obtained from the polynomial 

kernel, and the highest recall was obtained by 79% obtained 

from the RBF kernel and the highest f1-score was obtained by 

70% obtained from RBF kernel. 

Keywords—Diabetes mellitus; kernel; normalization; 

oversampling; SVM 

I. INTRODUCTION 

Diabetes Mellitus is a disease where blood sugar levels are 
overly high because the body cannot use insulin properly. 
Currently, Diabetes Mellitus becomes a serious health problem 
in various countries, including Indonesia [1]. The International 
Diabetes Federation (IDF) explained that in 2021 the number 
of people with Diabetes Mellitus in Indonesia reached 19.5 
million people, while in 2019 the figure was 10.7 million. This 
means that there has been an increase of nearly 9 million cases 
in just 2 years, or just during the COVID-19 pandemic. With 
almost 2 times the addition, makes Indonesia ranked fifth in the 
world. Not only in Indonesia, but this upward trend in cases 
also occurs in the world. According to IDF data, currently, at 
least 1 in 10 people or as many as 537 million people in the 
world live with Diabetes Mellitus. If not treated properly 
immediately, Diabetes Mellitus can be fatal and can cause 
other diseases and even lead to death. Based on this, it is 
important to have prediction activities to find out a disease. 
This activity is carried out so that a disease can be detected 
quickly and can be treated immediately. 

Activities in predicting various diseases have been carried 
out in various scientific fields, one of which is the field of 
computer science. Along with the development of information 
and communication technology, it can be used to improve the 

ability of the system to help detect Diabetes Mellitus 
disease[2].  Data mining is part of the Knowledge Discovery in 
Database (KDD) process that can classify, predict, and get a lot 
of information from large data sets[3]. Classification is an 
important stage in data mining; classification is carried out by 
looking at variables from existing data groups and aims to 
predict the class of an object that was not previously known 
[4]. 

II. LITERATURE REVIEW 

Previous research conducted by Andi Maulida Argina 
regarding the application of the K-Nearest Neighbour 
classification model to the diabetes patient dataset explained 
that the study had the highest accuracy of 39%[5]. Another 
study conducted by Noviandi on the implementation of the 
Decision Tree C4.5 algorithm for diabetes prediction resulted 
in a prediction model that had the highest accuracy of 70.32% 
[6].  The shortcoming of the previous study is that the accuracy 
of the prediction model is still below 80%, so there is a need to 
improve accuracy performance. In research [7] that compared 
accuracy, recall, and precision classification on the C4.5 
algorithm, Random Forest, Support Vector Machine (SVM), 
and Naïve Bayes resulted in the C4.5 algorithm obtaining 
accuracy of 86.67%, the Random Forest algorithm obtained 
accuracy of 83.33%, the SVM algorithm obtained accuracy by 
95%, and the Naive Bayes algorithm obtained an accuracy of 
86.67%.  The highest accuracy algorithm is the SVM 
algorithm, therefore in this study applying the SVM algorithm 
for the classification of Diabetes Mellitus disease. This 
research is expected to provide accuracy results reaching 80%, 
so that it can improve deficiencies in previous studies. 

The SVM algorithm was chosen because it is reliable in 
processing large amounts of data by optimizing hyperplanes in 
high-dimensional space that maximizes margins between data 
[8]. The use of the kernel in SVM is carried out to determine 
kernel parameters and produce the best accuracy in the 
classification process.  Linear kernels are used when classified 
data can be easily separated by a hyperplane, while non-linear 
kernels are used when the data used is separated using curved 
lines or a plane in space that has high dimensions [9]. 

This study aims to compare the accuracy, precision, recall, 
and F1-Score values of the SVM algorithm with various 
kernels and preprocessing data in the classification of Diabetes 
Mellitus disease. It has the benefit of solving health problems 
based on the percentage of Diabetes Mellitus and can be an 
accurate information material.  The output of this study is to 
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imply that the SVM algorithm is expected to show better 
performance values than previous studies. 

III. METHODOLOGY 

A. Data Collection 

The first stage in this study is the collection of Diabetes 
Mellitus datasets.  The dataset used is the Pima Indian diabetes 
dataset obtained from the UCI Machine Learning Repository. 
Several variables and attributes can facilitate the research 
process in data mining.  The Pima Indian diabetes dataset 
consists of 768 data and 9 attributes. The variables and 
attributes used are shown in Table I. 

TABLE I.  VARIABLES AND ATTRIBUTES OF PEOPLE WITH DIABETES 

MELLITUS 

Variable Attribute 

X1 
Pregnancies, the number of pregnancies during life in the 

range of 0-17 times. 

X2 

Glucose, glucose/blood sugar levels. Normal blood sugar 

levels are below 120 mg/dL, while the sugar levels of 

diabetics are more than 120 mg/dL. The data range in the 

dataset is 0-199 mg/dL. 

X3 
Blood Pressure, blood pressure with mmHg units, the data 

range in the dataset is 0-112 mmHg. 

X4 
Skin Thickness, skin fold thickness with a data range of 0-99 

mm. The norm is about 12.5 mm. 

X5 
Insulin, insulin levels in the blood with a data range of 0-846 

U / ml. 

X6 BMI, body mass weight with a data range of 0-67.1 BMI 

X7 
Diabetes Pedigree Function, History of diabetes Mellitus 

disease in the family with a data range of 1.001-2.42. 

X8 
Age, age of the patient (years) with a data range of 21-81 

years. 

Y 

Outcome, negative and positive class variables (0 and 1). 0 

are indicators of non-diabetics while 1 is an indicator of 

diagnosed diabetics. 

B. Data Preprocessing 

1) Data splitting: The next stage is the data splitting stage 

which is carried out by separating training data and testing 

data. Training data is used to create models that are applied to 

testing data[10] and testing data cannot be used for the 

training process, so that the model really learns from the new 

data[11]. The determination of training data and testing data is 

carried out randomly, so that the proportion between 

categories remains balanced [12]. In this study, splitting data 

was divided into 80% training data and 20% testing data. 

2) Normalization data: Normalization of data in datasets 

aims to create data in the same range of values [13]. This 

study used the min-max and z-score normalization methods. 

a) Min-max normalization: Normalization of min-max 

can overcome non-uniform data forms with a range of values 

greater than 0-1 [14]. Min-max normalization was chosen 

because it has the advantage that the data is balanced between 

before and after normalization [15]. The normalization of min-

max is presented in (1). 

     
         

         
  (1) 

     represents the min-max value,      is the value to be 
normalized,      is the lowest value of the overall data and 
     is the highest value of the entire data. 

b) Z-Score normalization: Z-Score normalization is 

used to compare the performance or quality of data goals with 

the average distribution of data across groups based on 

standard deviation values [16]. Z-score normalization was 

chosen because it is a good normalization method for 

balancing data scale [17]. (2) is a formula for knowing the z-

score. 

     
      

 
    (2) 

      is the z-score value,     is the value to be 
normalized,   is the average value of the whole data and   is 
the standard deviation value. 

3) Oversampling 

a) SMOTE (Synthetic Minority Over-sampling 

Technique): The SMOTE method can handle dataset class 

imbalances by working to make data replication of minor 

classes to be equivalent to major classes [18]. The diabetes 

dataset used in this study had a total of 268 positive classes 

and 500 negative classes so that there was an imbalance 

between the positive class and the negative class. Therefore, 

the SMOTE method was used in this study to balance between 

positive classes and negative classes. (3) is the formula for 

SMOTE. 

                      (3) 

     is the resulting new class data,    is the approach to i, 

     is the x closest to x_i and   is a random number between 
0-1. 

C. Data Processing 

1) Support Vector Machine (SVM): SVM is a good 

algorithm for data classification [19] with the principle of 

finding the best hyperplane that serves as a separator of two 

data classes [20].  The best hyperplane is determined by 

measuring the hyperplane margin and finding its maximum 

point, margin is the distance between the hyperplane and the 

nearest point of each class and this closest point is called the 

support vector [21]. The following is a description of SVM, 

there is data    ⃗⃗  ⃗ ∈ (  ⃗⃗⃗⃗ ,   ⃗⃗⃗⃗    ⃗⃗⃗⃗ …   )    is data consisting of n 

attributes and two classes    ∈ +1, -1. Suppose that the two 

classes can be perfectly separated by a d-dimensional 

hyperplane defined by (4). 

 ⃗⃗    ⃗⃗  ⃗         (4) 

Data   ⃗⃗  ⃗  which belonging to the positive class (+1) are 
shown in (5). 

 ⃗⃗    ⃗⃗  ⃗          (5) 

Meanwhile, data   ⃗⃗  ⃗ belonging to the negative class (-1) are 
shown in (6). 

 ⃗⃗    ⃗⃗  ⃗          (6) 
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The maximum margin can be obtained by maximizing the 
value of the distance between the hyperplane and its closest 

point or support vector which 
 

   ⃗⃗⃗   
[22]. It is formulated as 

Quadratic Programming (QP) by looking for a minimum point 
based on (7). 

          
 

 
   ⃗⃗       (7) 

By paying attention to the constraints on (8). 

     ⃗⃗  ⃗  ⃗⃗            (8) 

   is the target class to i,   ⃗⃗  ⃗ is the input data to i,  ⃗⃗  is the 
weight, and b is the relative field position. 

2) Kernel SVM: To work around high-dimensional data 

can use a kernel that transforms the input space into a feature 

space[23]. Kernel functions commonly used in SVM are 

Linear[24], Radial Basic Function (RBF) and Polynomial 

[25]. The parameters possessed by kernel functions are used in 

the testing process[26]. There is no definite conclusion about 

the best kernel, therefore this study will compare 4 kernel 

functions, namely linear, RBF, polynomial and sigmoid. 

a) Kernel linear: The Linear kernel was chosen because 

it is the simplest kernel and is used when the data is linearly 

overstretched. 

              (9) 

b) Kernel polynomial: The Polynomial kernel was 

chosen because it can be used when the data is not linearly 

separated and is suitable for use in solving classification 

problems in all training data that has been normalized. 

                     (10) 

3) Kernel Radial Basic Function (RBF): The RBF kernel 

is used when the data is not linearly separated, it is chosen 

because it performs well with certain parameters, and the 

result of the training has a small error value. 

                      (11) 

a) Kernel sigmoid: This sigmoid kernel was chosen 

because it is similar to the two-layer perceptron model of the 

neural network, which works as an activation function for 

neurons. 

                       (12) 

4) Evaluation: Confusion matrix is an evaluation method 

that provides information comparing the classification of 

prediction results with the actual classification [27]. There are 

4 terms of value from the confusion matrix, namely True 

Positive (TP), True Negative (TN), False Positive (FP), and 

False Negative (FN). Based on these values, accuracy, 

precision, recall, and F1-Score values can be generated.  

Accuracy is the ratio of predicted correct values of all data 

[28]. 

         
     

           
   (13) 

Precision indicates a correctly classified prediction of 
positive values divided across positive classified data [28]. 

          
  

     
   (14) 

Recall shows the comparison of the positive correct 
predicted value with the entire positive correct value [29]. 

       
  

     
    (15) 

The F1-Score shows the average comparison of precision 
and recall values[29]. 

         
                  

                
  (16) 

IV. RESULTS AND DISCUSSIONS 

This stage is a decipherment of the research obtained and 
its explanation. 

A. Data Preprocessing 

The dataset used is the Pima Indian diabetes dataset which 
consists of 768 data and 9 attributes. The initial stage carried 
out in this study is the process of collecting and processing 
datasets. In this study, data preprocessing was divided into 
three steps. The first step is the data splitting process, where 
the Diabetes Mellitus dataset will be divided into training data 
and testing data. The second step is the data normalization 
process to create data in the same range. The third step is an 
oversampling process to balance the dataset class by using the 
SMOTE method. Data processing in the study uses the Python 
programming language in the Google colab application. 

1) Data splitting results: After getting the dataset, the next 

step is to divide the dataset into training data and testing data.  

The Diabetes Mellitus dataset totaled 768 data consisting of 8 

variables and one target/class. Then the dataset is divided into 

80% training data, totaling 614 data and 20% testing data, 

totaling 154 data. The diagnosis of Diabetes Mellitus is 

divided into two, namely non-diabetics who are denoted by 0 

and diabetics who are denoted by 1. Obtained diabetics totaled 

268 data and non-diabetics amounted to 500 data. 

2) Data normalization results: The normalization methods 

used are min-max and z-score. 

Fig. 1 shows the comparison of variables in the dataset, 
variables compared to 2, namely, pregnancies and insulin, the 
data has a fairly high range of values. For example, in the 
insulin variable, where the range of values is between 0 to 
above 200, this is considered unbalanced. The min-max 
normalization method is used to process values into the range 
of 0-1. Fig. 2 shows the results after normalization of min-max, 
where the range of values in the insulin variable becomes 
smaller, namely, 0-1. 

In addition to using the min-max method, data 
normalization is also carried out using the z-score method. Z-
score is performed by processing the mean and standard 
deviation from the values of its attributes. Fig. 3 shows the 
results after normalizing the z-score. 
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Fig. 1. Before normalization. 

 

Fig. 2. After min-max normalization. 

 
Fig. 3. After z-score normalization. 

3) Oversampling results: In the dataset there is a 

difference between the number of positive classes and 

negative classes, therefore there is a need for class balancing. 

Class balancing is done by oversampling using the SMOTE 

method and is carried out on training data only.  Oversampling 

is carried out after splitting data so that data replication does 

not appear in data training and data testing [30]. It can be seen 

in Fig. 4, before oversampling the number of positive classes 

was 221 and the number of negative classes was 393. 

Meanwhile, after oversampling, the number between the 

positive class and the negative class becomes the same, which 

is 393 so that it becomes balanced. 

B. Data Preprocessing and Evaluation 

This study compared the performance of the SVM 
algorithm kernels for the classification of Diabetes Mellitus 
diseases.  SVM kernels used include linear kernels, polynomial 
kernels, RBF kernels, and sigmoid kernels. Evaluation is 
carried out using the confusion matrix method to calculate the 
values of accuracy, precision, recall, and f1-score by 
optimizing the best parameters for each kernel. Each kernel on 
SVM has a specific parameter, the cost parameter (C) being the 
most commonly used value for all kernels. The gamma ( ) 

parameter is used to determine the degree of proximity 
between 2 points to make it easier to find   hyperplanes that 
are consistent with the data. The gamma parameter is used by 
polynomial, RBF, and sigmoid kernels. Next is the degree (d) 
parameter used to map data from the input space to the higher 
dimension space in the feature space, only the polynomial 
kernel uses this parameter [31]. Determination of the best 
parameters on the kernel is carried out by trial and error. 
Table II is the result of evaluating the classification models of 
various SVM kernels before various data preprocessing is 
carried out. 

For this experiment in Table II, all parameter values in each 
kernel use auto parameters from python.  The highest accuracy 
is obtained from the polynomial and RBF kernels, which is 
77%. The highest precision was obtained from the RBF kernel, 
which was 69%, the highest recall was obtained from the linear 
kernel, which was 57% and the highest f1-score was obtained 
from linear and polynomial kernels, which was 61%. Table III 
is the result of evaluating the classification models of various 
SVM kernels after preprocessing data with min-max 
normalization and SMOTE oversampling. Meanwhile, 
Table IV is the result of evaluating the classification models of 
various SVM kernels after preprocessing data with 
normalization of z-score and oversampling SMOTE. 

 
(a) 

 
(b) 

Fig. 4. (a) Data before oversampling, (b) Data after oversampling. 

TABLE II.  RESULTS OF EVALUATION OF VARIOUS SVM KERNELS 

BEFORE DATA PREPROCESSING 

 
Kernel 

Linear Polynomial RBF Sigmoid 

Accuracy 76% 77% 77% 51% 

Precision 66% 68% 69% 12% 

Recall 57% 55% 53% 8% 

F1-Score 61% 61% 60% 10% 

393 

221 

Before Oversampling 

0 1

393 393 

After Oversampling 

0 1
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TABLE III.  RESULTS OF EVALUATION WITH MIN-MAX AND SMOTE 

 
Kernel 

Linear Polynomial RBF Sigmoid 

Accuracy 77% 79% 79% 76% 

Precision 61% 64% 63% 59% 

Recall 72% 72% 79% 68% 

F1-Score 66% 68% 70% 63% 

TABLE IV.  RESULTS OF VALUATION WITH Z-SCORE AND SMOTE 

 
Kernel 

Linear Polynomial RBF Sigmoid 

Accuracy 79% 80% 77% 78% 

Precision 62% 65% 61% 62% 

Recall 74% 74% 72% 72% 

F1-Score 68% 69% 66% 67% 

Based on Tables III and IV, it can be seen that the highest 
accuracy is obtained by applying z-score normalization and 
SMOTE oversampling, which is obtained by 80% using a 
polynomial kernel.  The polynomial kernel using the parameter 
value C=1   =0.1 d=1.5 is obtained through trial and error so 
that it can produce margin optimization values that are used to 
maximize the hyperplane by mapping the data into higher 
dimensions. The highest precision is also obtained from the 
polynomial kernel, which is 65%. This shows that the higher 
the accuracy value, the higher the precision value will be. The 
highest recall was obtained at 79% which is from the RBF 
kernel shown in Table III.  The RBF kernel uses the parameter 
value C=2.5   =1.5. The highest F1-score is also obtained from 
the RBF kernel shown in Table III which is 70%. The values in 
the parameters C,  , and d are the most optimal values in order 
to get the maximum accuracy value. If the value is increased or 
decreased, the accuracy value will decrease. 

V. CONCLUSION AND FUTURE WORK 

This research produces the highest accuracy of up to 80% 
which is obtained from polynomial kernels. So that the 
shortcomings of previous research have been resolved in this 
study. By optimizing the use of the kernel on the SVM 
algorithm it is proven to be able to maximize performance. So 
it can be concluded that the SVM algorithm shows a better 
performance value in classifying Diabetes Mellitus. Where in 
this study it was found that the performance of the SVM 
algorithm kernel to produce the highest accuracy was obtained 
from the polynomial kernel. The accuracy produced in this 
study can be used as an accurate and useful information 
material for overcoming health problems based on the 
percentage of Diabetes Mellitus. 

For further research, you can use other datasets that have 
more data and also use other algorithms such as Xgboost, 
Bayesian Classification and other algorithms to get better 
accuracy. In addition, the results of this study can also be used 
in making applications to detect Diabetes Mellitus which can 
be web-based or mobile. 

REFERENCES 

[1] N. Shamsiyah, "Mengenal diabetes melitus." In Berdamai dengan 
diabetes, pp. 1-12. Jakarta : Bumi Media, 2022. 

[2] S. Wiyono, "Perbandingan kinerja rule zeroR dan function SMO dengan 
T-test dalam pengklasifikasian diagnosis penyakit diabetes mellitus." 
Jurnal Teknik Elektro, vol. 16, no. 01, pp. 23–25, 2016. 

[3] Y. Mardi, "Data mining : Klasifikasi menggunakan algoritma C4.5." 
Jurnal Edik Informatika, vol. 2, no. 2, pp. 213–219, 2017. 

[4] D. A. Nasution, H. H. Khotimah, and N. Chamidah, "Perbandingan 
normalisasi data untuk klasifikasi wine menggunakan algoritma K-NN." 
CESS (Journal of Computer Engineering System and Science), vol. 4, 
no. 1, pp. 78–82, 2019. 

[5] A. M. Argina, "Penerapan metode klasifikasi k-nearest neigbor pada 
dataset penderita penyakit diabetes." Indonesian Journal of Data 
Sciencs, vol. 1, no. 2, pp. 29–33, 2020. 

[6] Noviandi, "Implementasi algoritma decision tree C4.5 untuk prediksi 
penyakit diabetes." Jurnal INOHIM, vol. 6, no. 1, pp. 1–5, 2018. 

[7] M. Azhari, Z. Situmorang, and R. Rosnelly, "Perbandingan akurasi, 
recall, dan presisi klasifikasi pada algoritma C4.5, random forest, SVM 
dan naive bayes." Jurnal Media Informatika Budidarma, vol. 5, no. 2, 
pp. 640–651, 2021. 

[8] Y. Zhao, C. Zhang, Y. Zhang, Z. Wang, and J. Li, “A review of data 
mining technologies in building energy systems : Load prediction, 
pattern identification , fault detection and diagnosis.” Energy and Built 
Environment, vol. 1, no. 2, pp. 149–164, 2020. 

[9] U. P. Harapan, D. E. Ratnawati, and A. W. Widodo, "Klasifikasi 
penyakit gigi dan mulut menggunakan metode support vector machine." 
Jurnal Pengembangan Teknologi Informasi dan Ilmu Komputer, vol. 2, 
no. 2 2018. 

[10] A. F. Rina Kurniasari, "Penerapan algoritma C4.5 untuk penjurusan 
siswa sekolah menengah atas." Jurnal Ilmiah Komputer dan Informatika 
(KOMPUTA), vol. 8, no. 1, 2019. 

[11] B. A. H. and F. A. S. B. Helmi Imaduddin, “Arison of support vector 
machine and decision tree methods in the classification of breast 
cancer.” Jurnal Pendidikan Teknologi Informasi, vol. 5, pp. 22–30, 
2021. 

[12] R. A. Helena Nurramdhani Irmanda, "Klasifikasi jenis pantun dengan 
metode support vector machines (SVM)." JURNAL RESTI (Rekayasa 
Sistem dan Teknologi Informasi), vol. 4, no. 5, pp. 915–922, 2020. 

[13] D. M. Ahmad Harmain, Paiman, Henri Kurniawan, Kusrini, 
"Normalisasi data untuk efisiensi k-means pada pengelompokan wilayah 
berpotensi kebakaran hutan dan lahan berdasarkan sebaran titik panas." 
TEKNIMEDIA, vol. 2, no. 2, pp. 83–89, 2021. 

[14] H. E. Wahanani, M. H. P. Swari, and F. A. Akbar, "Case based 
reasoning prediksi waktu studi mahasiswa menggunakan metode 
euclidean distance dan normalisasi min-max." Jurnal Teknologi 
Informasi dan Ilmu Komputer, vol. 7, no. 6, pp. 1279–1288, 2020. 

[15] R. Fatwa, I. Cholissodin, and Y. A. Sari, "Penerapan metode extreme 
learning machine untuk prediksi konsumsi batubara sektor pembangkit 
listrik tenaga uap." Jurnal Pengembangan Teknolologi Informasi dan 
Ilmu Komputer, vol. 3, no. 11, pp. 10749–10755, 2019. 

[16] U. Al, A. Mandar, and S. Basri, “Novelty ranking approach with z-score 
and fuzzy multi-attribute decision making combination.” International 
Journal of Engineering & Technology, vol. 7, no. 7, pp. 476–480, 2018. 

[17] T. M. Fahrudin, P. A. Riyantoko, K. M. Hindrayani, and M. H. P. Swari, 
“Cluster analysis of hospital inpatient service efficiency based on BOR, 
BTO, TOI, AvLOS indicators using agglomerative hierarchical 
clustering.” Telematika, vol. 18, no. 2, p. 194, 2021. 

[18] R. Siringoringo, "Klasifikasi data tidak seimbang menggunakan 
algoritma SMOTE dan k-nearest neighbor." Journal Information System 
Development (ISD), vol. 3 no. 1, 2018. 

[19] N. Nurajijah, D. A. Ningtyas, and M. Wahyudi, "Klasifikasi siswa SMK 
berpotensi putus sekolah menggunakan algoritma decision tree, support 
vector machine dan naïve bayes." Jurnal Khatulistiwa Informatika, vol. 
7, no. 2, 2019. 

[20] H. Nalatissifa, W. Gata, S. Diantika, and K. Nisa, "Perbandingan kinerja 
algoritma klasifikasi naive bayes, support vector machine (SVM), dan 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

585 | P a g e  

www.ijacsa.thesai.org 

random forest untuk prediksi ketidakhadiran di tempat kerja." Jurnal 
Informatika  Universitas Pamulang, vol. 5, no. 4, p. 578, 2021. 

[21] A. A. Kasim and M. Sudarsono, "Algoritma support vector machine 
(SVM) untuk klasifikasi ekonomi penduduk penerima bantuan 
pemerintah di kecamatan simpang raya sulawesi tengah." SEMNASTIK, 
pp. 568–573, 2019. 

[22] S. A. Naufal, A. Adiwijaya, and W. Astuti, "Analisis perbandingan 
klasifikasi support vector machine (SVM) dan k-nearest neighbors 
(KNN) untuk deteksi kanker dengan data microarray." JURIKOM 
(Jurnal Riset Komputer), vol. 7, no. 1, pp. 162–168, 2020. 

[23] S. Widodo, R. N. Rohmah, B. Handaga, L. Dyah, and D. Arini, “Lung 
diseases detection caused by smoking using support vector machine.” 
TELEKOMUNIKA, vol. 17, no. 3, pp. 1256–1266, 2019. 

[24] R. Wati and S. Ernawati, " Analisis sentimen persepsi publik mengenai 
PPKM pada twitter berbasis SVM menggunakan python." Jurnal 
Pendidikan Teknologi Informasi, vol. 06, pp. 240–247, 2021. 

[25] E. Anindika Sari, M. Thereza Br. Saragih, I. Ali Shariati, S. Sofyan, R. 
Al Baihaqi, and R. Nooraeni, "Klasifikasi kabupaten tertinggal di 
kawasan timur indonesia dengan support vector machine." JIKO (Jurnal 
Informatika dan Komputer), vol. 3, no. 3, pp. 188–195, 2020. 

[26] R. H. Muhammadi, T. G. Laksana, and A. B. Arifa, “Combination of 
support vector machine and lexicon-based algorithm in twitter sentiment 
analysis.” Khazanah Informatika: Journal Ilmu Komputer dan 
Informatika, vol. 8 no. 1, 2021. 

[27] M. Syukron, R. Santoso, and T. Widiharih, "Perbandingan metode smote 
random forest dan smote xgboost untuk klasifikasi tingkat penyakit 
hepatitis C pada imbalance class data." Jurnal Gaussian, vol. 9, no. 3, 
pp. 227–236, 2020. 

[28] M. Rangga, A. Nasution, and M. Hayaty, " Perbandingan akurasi dan 
waktu proses algoritma K-NN dan SVM dalam analisis sentimen 
twitter." Jurnal Informatika, vol. 6, no. 2, pp. 212–218, 2019. 

[29] A. Ridhovan, A. Suharso, "Penerapan metode residual network 
(RESNET) dalam klasifikasi penyakit pada daun gandum." JIPI (Jurnal 
Ilmiah Penelitian dan Pembelajaran Informatika), vol. 7, no. 1, pp. 58–
65, 2022. 

[30] A. A. Arifiyanti and E. D. Wahyuni, "Smote : Metode penyeimbangan 
kelas pada klasifikasi data mining." SCAN-Jurnal Teknologi Informasi 
dan Komunikasi, vol. 15 no. 1, pp. 34–39, 2020. 

[31] I. M. Yulietha and S. Al Faraby, “Klasifikasi sentimen review film 
menggunakan algoritma support vector machine.” eProceedings of 
Engineering, vol. 4, no. 3, pp. 4740–4750, 2017. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

586 | P a g e  

www.ijacsa.thesai.org 

Image Segmentation of Intestinal Polyps using 

Attention Mechanism based on Convolutional  

Neural Network

Xinyi Zheng1, Wanru Gong2, Ruijia Yang3, Guoyu Zuo4* 

Faculty of Information Technology, Beijing University of Technology, Beijing 100083, China1, 2, 4 

School of Information Science and Technology, Beijing Forestry University, Beijing 100083, China3 

 

 
Abstract—The intestinal polyp is one of the common intestinal 

diseases, which is characterized by protruding lining tissue of the 

colon or rectum. Considering that they may become cancerous, 

they should be removed by surgery as soon as possible. In the 

past, it took a lot of manpower and time to identify and diagnose 

intestinal polyps, which greatly affected the treatment efficiency 

of medical staff. Because the polyp part looks similar to the 

normal structure of the human body, the probability of human 

eye misjudgment is high. Therefore, it is necessary to use 

advanced computer technology to segment the intestinal polyp 

image. In the model established in this paper, an image 

segmentation method based on convolution neural network is 

proposed. The Har-DNet backbone network is used as the 

encoder in the model, and its feature processing results are 

converted into three feature images of different sizes, which are 

input to the decoding module. In the decoding process, each 

output first expands the receptive field module and then fuses the 

feature image processed by the attention mechanism. The fusion 

results are input to the density aggregation module for 

processing to improve the operation efficiency and accuracy of 

the model. The experimental results show that compared with the 

previous Pra-Net model and Har-DNet MSEG model, the 

accuracy and precision of this method are greatly improved, and 

can be applied to the actual medical image recognition process, 

thus improving the treatment efficiency of patients. 

Keywords—Image segmentation; intestinal polyps; block 

convolutional attention mechanism; Har DNet 

I INTRODUCTION 

Rectal polyps generally refer to the tissues protruding from 
the surface of the rectal mucosa to the intestinal cavity, which 
is also a high-risk factor for rectal cancer. Studies have pointed 
out that 95% of rectal cancer is caused by colorectal 
adenocarcinoma. To effectively avoid the incidence of rectal 
cancer, regular colonoscopy or resection of rectal polyps are 
effective means. During these years, with medical knowledge 
popularization and publicity about the causes of rectal cancer 
and rectal polyps, more and more people are aware of the 
importance of regular colonoscopy. This medical examination 
also depends on the doctor's own experience and competence, 
so it is a very arduous task for mankind. As an item of physical 
examination, a manual colonoscopy is a great test for doctors' 
clinical experience and ability. Most doctors need a lot of time 
to identify intestinal polyps, and also need a lot of experience 
to ensure the correctness of the results. Therefore, manual 
examination of intestinal polyp images by medical personnel is 

very time-consuming work and depends on some experienced 
doctors. Therefore, people begin to use computers to process 
images instead of human to identify and segment intestinal 
polyps by combining image processing technology in the 
computer field to develop its application in the medical field. 

In the medical science field, image segmentation 
technology is the basis of image processing in the relevant area 
of computers. Medical imaging (radiology) is a field where 
medical staff recreates images for diagnosis and treatment 
purposes. In order to improve the efficiency and accuracy of 
judging the pathological position, some valuable methods for 
information processing in the computer science area are 
adopted. After the computer processes the image and then 
crops the images with the elements such as brightness and 
texture in the image as the standard for segmenting, the model 
of image segmentation through a neural network has been more 
clearly established. Moreover, as the model is constantly 
improved with the algorithm, together with the adopting of a 
convolution neural network to process the image, the quality of 
the outcome has been greatly improved. 

This model also applies the method of image segmentation 
in computer science. The core is the joint action of the 
convolution Neural Network (CNN) and Convolutional Block 
Attention Module (CBAM). The selected intestinal polyp data 
set is the actual medical image of the human intestinal cavity, 
and the polyp part has similar surface characteristics to the 
normal structure of the human body, which is not easy to 
distinguish. Therefore, segmentation of intestinal polyp images 
demands both the accuracy and precision of computer image 
processing. This model chooses to enhance the feature 
extraction ability to strengthen the feature of the intestinal 
polyp feature different from the normal intestinal cavity tissue 
of the human body. This model reduces the possibility of 
misdiagnosis in the process of computer processing by 
enhancing the feature extraction ability, and reduces the time of 
feature processing by feature enhancement, so as to jointly 
improve the performance of the model in terms of time cost 
and accuracy. The choice of CBAM mainly depends on the 
difficulty of intestinal polyp image processing. Through the 
joint processing of the attention mechanism and receptive field 
expansion module, the intestinal polyp features of the image 
are effectively enhanced, which provides excellent pre-
processing for feature extraction and image segmentation. 

*Corresponding Author. 
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In the part of image feature extraction, this model selects 
the Har DNet convolution network with perfect function as the 
backbone network in the encoder stage. However, due to the 
full integration of upper and lower image features by Har 
DNet, the amount of calculation required to output the feature 
image is large. Although the accuracy and effectiveness of 
segmented image features are retained to a great extent, there is 
still room for improvement in processing speed. This model 
improves the processing speed based on Har DNet. Through 
the expansion of the receptive field and the addition of an 
attention mechanism, it not only improves the accuracy of 
feature processing but also accelerates the processing, so as to 
effectively improve the performance of overall image 
processing. 

A more rapid and precise processing of the images of 
intestine polyps has a huge and profound impact on the 
medical world. In an age when computers were not used to 
help with medical images processing, homeopathy had to 
invest in a number of people in the determination of the images 
of intestine polyps. This does not only require the abilities of 
doctors, but also the time and effort of the medical personnel. 
This paper proposes and uses an image-processing model that 
can free therapeutic staff in a maximum degree.With the aid of 
computer technology, medical personnel do not have to spend 
much time identifying the pathological tissue that is very close 
to normal tissue. The doctor can devote more energy to the 
treatment of the follow up. In addition, considering the high 
accuracy of the model, when small colonic polyps are 
encountered, the model can still accurately distinguish to 
achieve the effect of early warning. 

This paper will start with the evolution of various neural 
network models, emphasize the performance improvement of 
numerous models over time, and lead to the optimization of 
subsequent models in this paper. After that, the main structure 
of the model is the core content of the article, which is 
described in combination with the structure diagram. Finally, 
this paper will list the results of relevant experiments for 
readers to intuitively experience the performance improvement 
of this model. 

II RELATED WORK 

CNN has achieved great success in the field of medical 
image segmentation because of its excellent feature extraction 
ability and good feature expression ability [1,7], and it does not 
need manual extraction or much pre-processing work. The U-
Net neural network [2-5] is one of the earliest adopted models 
in the semantic segmentation network [26]. Due to the data 
augmentation by elastic distortions, it only needs very few 
annotated images. However, since each pixel needs to take an 
image block [17] centered on itself, two adjacent pixels are 
highly similar in their block information, which causes much 
redundancy and slow network training. Therefore, on this 
basis, the U-Net++ network [14-15] is developed. Through the 
effective integration of U-Net in different depths, that is, these 
U-Net parts share an encoder, and effectively recover the fine-
grained details of the target object under complex background 
utilizing in-depth supervision and joint learning. In short, U-
Net++ is equivalent to splicing four U-Net networks with 
different depths through multiple skip connections. The first 

advantage is the improvement of accuracy, which should be 
brought by integrating the characteristics of different levels. 
The second is the flexible network structure combined with 
deep supervision so that the deep network with huge 
parameters can greatly reduce the parameters within the 
acceptable accuracy range, which has been developed to more 
advanced models [27]. 

The ResUNet model [18-19] performs better in-depth and 
avoids the degradation of the network through residual 
learning. The main idea of this model is to add a direct channel 
in the network and control the neural network of the receiving 
layer by allowing the original input information to be directly 
transmitted to the later layer. Instead of learning all the outputs 
after complete calculation, it can learn the residual of the 
output of the previous network [19]. This kind of information 
processing protects the integrity of information. The whole 
network only needs to learn the part of the difference between 
input and output, simplify the learning objectives and 
difficulties, and significantly improve the output results. 

The PraNet model [9], which draws reverse attention, can 
effectively improve the style progress and accurate 
characterization of the results by mining boundary clues 
through the reverse attention module and establishing the 
connections between regions and boundaries. This model also 
gives inspiration for our model: the establishment of the 
attention module helps to build the relationship between the 
actual image pixels. The attention mechanism can be used as a 
weighting module to basically process the features in the image 
before processing the image so that the features in the image 
have a judgment similar to “important” or “unimportant”. This 
judgment has high accuracy because of the strong correlation 
of the information around the attention mechanism's domain. 
As a kind of attention mechanism, the block attention 
mechanism proposed in this model can help the model give 
different weights to each part of the input and extract the more 
critical information so that the model can make a more 
accurate judgment. It is a lightweight attention mechanism 
module, so it will not bring more overhead to the calculation 
and storage of the model and improves the accuracy and 
calculation speed of the model from multiple layers. 

HarDNet, as an improved model of L2-Net, measures the 
amount of data accessing memory through convolution input-
output (CIO) [10-11]. The amount of data in storage that can 
be accessed through HarDNet can improve the density of 
calculation. Compared with the previous convolutional neural 
network [6,8], it has a very significant improvement in the 
accuracy and speed of calculation. 

In recent years, the HSNet [28] model has emerged as a 
new neural network model for image segmentation. The model 
uses a convolutional neural network (CNN) to predict the 3D 
model of the human body, thus avoiding the limitations of 
handmade features and postures. At the same time, it is applied 
in virtual fitting and human body size measurement. In the 
paper on the HSNet model, four possible situations are 
analyzed as the input of the network: (a) The single binary 
contour of a human is scaled to a fixed size to prevent the loss 
of camera calibration information; (b) The human shadow 
image is scaled to a fixed size because the shadow will retain 
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the information complementary to the contour; (c) Assume the 
front profile of known camera parameters; (d) Assume that the 
front and side profiles of the camera parameters are known. 
HSNet [28] uses CNN to accurately predict 3D human models 
from contour or shadow images and tries to find the global 
mapping of deformation parameters from 2D images to 3D 
models. The model has been widely evaluated and tested on 
thousands of people and real people. In addition, this model 
has been proved by comprehensive experiments that better 
prediction results can be obtained if there is shadow 
information. The model further assumes that humans wear 
tights. Applying the proposed method to people wearing other 
clothes will increase the error. The limitation of the method of 
this model is that in the current training, it cannot deal with the 
posture that is obviously different from the neutral posture and 
contains self-occlusion [20-23]. This can be solved by 
generating a larger training set (including more prominent 
poses). 

The encoder-decoder mechanism is often used in the CNN 
model. CNN encoder can basically be regarded as the feature 
extraction network, while the decoder interprets the received 
information and enlarges the received image features to the 
size of the original image through the decoded part [16,24], 
which greatly facilitates the prediction of the part of the image 
segmentation area and simplifies many subsequent calculation 
processes. 

Considering the calculation speed and accuracy of the 
above models, based on the Har DNet convolution neural 
network, a segmentation model of intestinal polyp image with 
a block convolution attention mechanism is proposed in this 
paper. The model uses Har DNet as the basic network 
structure, and the image processing results obtained after 
passing through the backbone network are augmented to 
varying degrees and input into the subsequent decoder. Firstly, 
the decoder uses the Convolutional Block Attention Module 
and RFB module [25] to process the image features, so that the 
model can improve the feature extraction ability of the network 
by simulating the human receptive field. At the same time, the 
input feature information is weighted through the block 
attention mechanism, combined with the low-level and high-
level feature input combination representation, so that the 
overall accuracy and speed of feature extraction of the model 
are greatly improved. 

In the paper “An Imperial Study on Ensemble of 
Segmentation Approvals” [29], it is proposed that many 
machine learning models cannot be continuously learned 
especially neural networks. When they receive new training 
tasks, they will forget what they have learned before. This 
phenomenon is often called catastrophic amnesia. One of the 
reasons for the assumption of catastrophic forgetting in neural 
networks is the change of input distribution in different tasks 
[12], for example, the lack of common factors or structures 
may cause the optimization method to converge to completely 
different results each time. This paper studies the catastrophic 
forgetting phenomenon that occurs when the model is learning 
the same task. The author tries to understand the optimization 

process in depth by analyzing the interaction between samples 
during learning. The first goal is whether to continue 
compressing data sets based on some forgotten data, so as to 
improve the efficiency of data training without affecting the 
generalization accuracy. The second goal is to identify 
“important” samples, outliers and other special data by 
forgetting statistical data. The model used in this paper also has 
the defect of unsustainable learning. In the future 
improvement, we will consider the method of using statistical 
forgetting data to identify “important samples”, combined with 
the attention mechanism module to extract special data for 
image processing.[13] 

III METHODS 

A. HarDNet 

Compared with the traditional CNN, Har DNet optimizes 
its sampling strategy and loss function based on L2-Net, 
reduces the inference time, and improves the accuracy of the 
results by using 1 convolution. Taking sampling in a batch as 
an example, Har DNet’s sampling strategy selects the nearest 
negative sample by comparing the distance between the 
descriptors of the corresponding patch in the batch, so as to 
improve the inference speed of the network by reducing 
shortcuts. At the same time, Har DNet also optimizes its loss 
function based on this idea: the distance between matching 
pairs is less than the distance of unmatched patch time, which 
reduces unnecessary calculation and improves the inference 
speed of the network. Compared with the speed of the 
optimized network, the accuracy of the optimized network is 
better than that of the optimized network. Therefore, Har DNet 
is selected as the basic network structure of this model. Fig. 1 
shows the network structure of Har DNet. 

B. Decoder 

The decoder generates more accurate mapping by 
combining low-resolution, high-level features, and high-
resolution, low-level features, and refines deep features by 
cascade connection. However, this method has the following 
two disadvantages. First, the low-level features contribute less 
to the network performance than the high-level features. 
Secondly, the use of high-resolution low-level features makes 
the computation more complex. 

According to the above two shortcomings, it is proposed to 
refine the deep-seated features to improve the representation 
ability and abandon the shallow features to reduce the 
computational complexity, that is, the cascaded partial decoder 
is used. By cascading, the original modules are connected 
across to improve the expression ability and reduce the 
computational complexity. 

C. Convolution Block Attention Mechanism 

The decoder, CBAM is also adopted to improve the 
computing power of the network. The visual attention 
mechanism of the human visual system can assist the brain in 
signal processing. The CBAM works similarly: the ultimate 
goal is to select the information that is more critical to the 
current task goal from a large amount of information. 
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Fig. 1. HarDNet. 

 
Fig. 2. Elaborate of convolutional block attention module. 

The human visual attention mechanism receives the 
location of focal regions by quickly scanning all image 
information that needs to be processed by the brain and then 
pays more attention to these focal regions to obtain the detailed 
information needed by the brain. Through the judgment and 
selection of the focus of attention, the human eye pays more 
attention to the image information worth attention to rather 
than the non-focal, unimportant information. This attention 
mechanism of human vision greatly improves the information-
processing efficiency of the human eye. At the same time, by 
investing more attention resources in the focus, the visual 
information obtained also has higher accuracy. Fig. 2 shows 
the action mechanism of the attention mechanism CBAM in 
the model. 

The process of using the attention mechanism to improve 
the computing power of the network is similar to the human 
eye attention mechanism. Its core idea is to introduce specific 
weights into the input information in order to give priority to 

the location of relevant information. This part of processing 
refers to the content of the Convolutional Block Attention 
Module (CBAM), and the input information is weighted 
through channel attention convolution and spatial attention 
convolution to enhance the useful features and suppress the 
useless features. 

The channel attention model mainly focuses on the 
meaningful part of the input characteristic diagram, calculates 
the internal relationship between each channel, and finally uses 
the channel attention diagram to represent the internal 
relationship between each channel in the input characteristic 
diagram, and confirms the corresponding weighting of 
different channels to determine which channels should be 
ignored. The spatial attention model mainly focuses on the 
internal relationship of the feature map at the spatial level, that 
is, the weighting corresponding to different regions, which is 
complementary to the processing results of the channel 
attention model at the spatial level. 
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Fig. 3. Convolutional block attention module. 

Fig. 3 shows the implementation mechanism of the channel 
attention mechanism in the model. It mainly processes the 
results obtained by the RFB model through a channel attention 
mechanism to generate the characteristic results of the channel 
attention mechanism and then takes it as the input 
characteristic diagram of the spatial attention mechanism to 
obtain the final results of the attention mechanism processing. 
The input features of RFB pass through the two pooling layers 
of Max pooling and average pooling respectively and then pass 
through MLP respectively. The output features are added based 
on element-wise and sigmoid activation to generate the final 
channel attention feature map. Then the feature map is 
multiplied by the input feature map, and the output feature map 
is used as the input feature of the spatial attention mechanism. 

Similar operations are carried out in the part of the spatial 
attention mechanism. The feature map obtained through the 
channel attention mechanism passes through the two pooling 
layers of max pooling and average pooling, respectively. The 
two results are combined based on the channel, and then the 
feature map of the spatial attention mechanism is generated 
through the sigmoid operation. Finally, the feature map is 
multiplied with the input feature map to obtain the final 

feature, which can be input into the subsequent calculation of 
the density aggregation part. 

As Fig. 4 implies, the receptive field module network is 
composed of the convolutional layer with different expansion 
rates and convolution kernels of different sizes. By integrating 
the deep and shallow feature maps, the feature recognition 
effect can be equivalent to that of human vision. Through this 
method, the features are processed to achieve the effect of 
expanding the receptive field. 

The decoder of this model enhances or suppresses the target 
features by adding a convolution block attention mechanism, 
which effectively improves the operation efficiency and feature 
expression ability of the model, and generally improves the 
performance of the model. 

When processing the input image, rich feature 
representations is required. Combining these feature 
representations can improve the inference effect of category 
and location. Therefore, deep aggregation is used to enhance 
the network structure in order to better integrate information. 
The bottom stage is connected to the high level by jumping to 
fuse the size and resolution, to achieve the effect of combined 
expression of feature representation. 

 
Fig. 4. Receptive field module network. 
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D. Algorithm Flow 

Based on the HarDNet network, this model improved the 
processing speed and accuracy of the model by adding a 

receptive field and block convolution attention mechanism. The 
overall algorithm flow is shown in Fig. 5.

 
Fig. 5. Algorithm 

IV EXPERIMENT 

Based on the results of previous data processing in related 
polyp experiments, five polyp segmentation data sets were 
taken as the experimental data sets. At the same time, the 
network structure used in this experiment was compared with 
the previous network structure, and the reasoning speed and the 
accuracy of the results are compared. 

A. Datasets 

In this experiment, five polyp segmentation data sets 
mentioned earlier were used: Kvasir-SEG, CVC-ColonDB, 
EndoScene, ETIS-Larib Polyp DB, and CVC-ClinicDB. This 
section also compared the results obtained this time with the 
results obtained from several previous models: U-Net, U-
Net++, ResUNet, SFA, and PraNet. Table I shows the 
experimental results of these models on CVC-T Data Sets. 

B. Segmentation Results of Intestinal Polyp Image 

The CVC-T data set mentioned earlier in the experiment is 
the largest publicly released gastrointestinal image data set, 
which includes images of pathological tissues and images of 
normal phenomena. According to the needs of this experiment, 
1,000 pictures of intestinal polyps were selected for the 
experiment (polyps of different sizes, pathological positions, 
and different qualities), which can reflect the more 

comprehensive learning ability of this model to a certain extent. 
At the same time, this experimental result was the calculation 
result of the above-mentioned evaluation index. Each column 
in the table below corresponds to an evaluation index 
respectively. Each behavior is different and used to compare 
the model. The model result of the last behavior experimental 
design, and n/a means that the result cannot be obtained. 

In the above experiment, 512×512 training input size and 
1e-2 learning rate were adopted. There were 100 epochs used 
to test the model. It can be seen that the reasoning speed with 
the attention mechanism is much faster than that of other 
models. 

In addition, according to the above calculation results, the 
two evaluation indexes of mDice and mIoU are improved, in 
which the average intersection and union ratio is increased 
from 0.834 to 0.851, up to 0.17, and the accuracy and 
processing speed are improved. It shows that the experimental 
model can effectively segment the meat in the actual 
pathological picture. However, the SM index is 0.02 lower than 
that of the HarDNet model, because in the process of adding 
attention mechanism, the image is weighted and the processing 
weight of some pixels is reduced, which makes this experiment 
lack the similarity with the actual image. 

TABLE 1. COMPARISON OF EXPERIMENTAL RESULTS OF DIFFERENT MODELS ON CVC-T DATA SETS 

Models mDice mIoU 


F
 

mS
 

MAE  
max

mE
 

U-Net 0.818 0.746 0.794 0.858 0.055 0.893 

U-Net++ 0.821 0.743 0.808 0.862 0.048 0.91 

ResUNet-mod 0.791 n/a n/a n/a n/a n/a 

ResUNet++ 0.813 0.793 n/a n/a n/a n/a 

SFA 0.723 0.611 0.67 0.782 0.075 0.849 

PraNet 0.898 0.84 0.885 0.915 0.03 0.948 

HarDNet-MSEG 0.901 0.834 0.871 0.935 0.008 0.974 

HarDNet-CBAM 0.902 0.836 0.881 0.933 0.03 0.978 
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TABLE 2. EXPERIMENTAL RESULTS ON DIFFERENT DATA SETS 

Models 
Clinicdb ColonDB ETIS Kvasir 

mDice mIoU mDice mIoU mDice mIoU mDice mIoU 

U-Net 0.823 0.755 0.512 0.444 0.398 0.335 0.71 0.627 

U-Net++ 0.794 0.729 0.483 0.41 0.401 0.344 0.707 0.624 

Res UNet-mod 0.779 n/a n/a n/a n/a n/a n/a n/a 

Res UNet++ 0.796 0.796 n/a n/a n/a n/a n/a n/a 

SFA 0.700 0.607 0.469 0.347 0.297 0.217 0.467 0.329 

Pra Net 0.899 0.849 0.709 0.640 0.628 0.567 0.871 0.797 

Har DNet-MSEG 0.909 0.864 0.721 0.641 0.678 0.605 0.891 0.824 

Har DNet-CBAM 0.926 0.879 0.756 0.677 0.735 0.661 0.897 0.841 

On the basis of the above experiments, four other data sets 
are used to test the results of the model, namely, ETIS, CVC-
ClinicDB, Kvasir-SEG, and CVC-ColonDB. Table II shows 
the quantitative results of these data sets. 

The four data sets used in the experiment have different 
characteristics. CVC-ClinicDB and CVC-ColonDB are both 
small-scale data sets, so they are all used in the test 
experiments; In addition, ETIS is a data set for early diagnosis 
of colorectal cancer, containing196 images that are also used in 
test experiments. In this experiment, the Endosece dataset is 
divided into three subsets (training, verification, and test) as the 
previous ones did. This experiment mainly adopted the kvasir 
subset as the test set. 

It can be seen from Table II that the results of the model 
with attention mechanism under the two indicators of mDice 
and mIoU show higher accuracy and better performance. 

C. Evaluation Index 

In the training, this experiment employed 900 images in 
kvasir SEG and 550 images in CVC-ClinicDB, a total of 1450 
images as training images. The 80% of the pictures in the five 
datasets mentioned above (Kvasir-SEG, CVC-ColonDB, 
EndoScene, ETIS-Larib Polyp DB, and CVC-ClinicDB) are 
randomly selected as the training set, and 10% for validation, 
10% for the testing set. In addition, meanDice and meanIoU 
were used to evaluate the accuracy and correlation of image-
cutting results. The calculation method of the index is as 
follows: 

fnfptp2

tp2
MeanDice




                     (1) 

fnfptp

tp
mIoU


                      (2) 

In addition, in order to further evaluate the network model, 
the experiment also took into account other metrics for 

evaluation:

F 、 mS 、 MAE 、

max

mE
and FPS . Among 

them, 

F

is used to modify the Dice process to avoid the 
deviation of the results when the samples are relatively 

balanced. MAE  is used to evaluate the accuracy of the result, 
and the size is at the pixel level. Because the above two metrics 
are pixel-level evaluation indicators, they lack the relationship 
between macro and global structure and ignore the evaluation 
of the similarity between them. Therefore, another evaluation 

index mS
 is used as the evaluation standard of the similarity 

between the prediction result and the actual image, so as to 
make up for the defect of only pixel-level evaluation. The 

alignment measure for enhancement is also used 
max

mE
 to 

evaluate the similarity between the image processing at the 
pixel level and the global image. 

Fig. 6 is an exemplificative picture of the segmentation in 
the processing test data set. The masked part is the display part 
of the intestinal polyps after image segmentation, and the white 
part is the judgment position of the trained intestinal polyps. 
After comparison, we can roughly feel the approximate 
accuracy of the experimental results. 

Mask 

     

Test 

Dataset 

     

Fig. 6.  Sample of model image segmentation results. 
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V SUMMARY 

In this paper, a segmentation model structure of intestinal 
polyp image based on attention mechanism was proposed. This 
model added Convolutional Block Attention Module (CBAM) 
and RFB module based on the HarDNet backbone to optimize 
the feature extraction ability. By enhancing or suppressing the 
target features in the computer operation process, the operation 
efficiency of the model and the expression ability of features 
were effectively improved. The fusion of the CBAM module 
and RFB module in the calculation details not only increases 
the receptive field of the model through RFB model processing 
but also makes the result of the final feature map more 
prominent through the attention mechanism, which greatly 
improves the ability of the model to extract image features and 
improves the processing speed and accuracy of the model. 

The HarDNet-CBAM model has also obtained very good 
experimental results through experiments. The average 
precision and processing speed of four test data sets have been 
greatly improved, indicating that this model has been greatly 
improved in feature extraction. At the same time, the HarDNet-
CBAM model has been tested in different data sets. Compared 
with other models, this model has higher accuracy and greater 
advantages in a variety of test sets. In a word, the HarDNet-
CBAM model has excellent learning ability and universality in 
polyp image segmentation. At the same time, it also reflects its 
advantages in feature extraction performance and accuracy of 
results. 
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Abstract—The recognition of printed Arabic words remains 

an open area for research since Arabic is among the most 

complex languages. Prior research has shown that few efforts 

have been made to develop models of accurate Arabic 

recognition, as most of these models have faced the increasing 

complexity of the performance and lack of benchmark Arabic 

datasets. Meanwhile, Deep learning models, such as 

Convolutional Neural Networks (CNNs), have been shown to be 

beneficial in reducing the error rate and enhancing accuracy in 

Arabic character recognition systems. The reliability of these 

models increases with the depth of layers. Still, the essential 

condition for more layers is an extensive amount of data. Since 

CNN generates features by analysing large amounts of data, its 

performance is directly proportional to the volume of data, as DL 

models are considered data-hungry algorithms. Nevertheless, this 

technique suffers from poor generalisation ability and overfitting 

issues, which affect the Arabic recognition models' accuracy. 

These issues are due to the limited availability of Arabic 

databases in terms of accessibility and size, which led to a central 

problem facing the Arabic language nowadays. Therefore, the 

Arabic character recognition models still have gaps that need to 

be bridged. The Deep Learning techniques are also to be 

improved to increase the accuracy by manipulating the strength 

of technique in a neural network for handling the lack of datasets 

and the generalisation ability of the neural network in model 

building. To solve these problems, this study proposes a hybrid 

model for Arabic word recognition by adapting a deep 

convolutional neural network (DCNN) to work as a classifier 

based on a generative adversarial network (GAN) work as a data 

augmentation technique to develop a robust hybrid model for 

improving the accuracy and generalisation ability. Each proposed 

model is separately evaluated and compared with other state-of-

the-art models. These models are tested on the Arabic printed 

text image dataset (APTI). The proposed hybrid deep learning 

model shows excellent performance regarding the accuracy, with 

a score of 99.76% compared to 94.81% for the proposed DCNN 

model on the APTI dataset. The proposed model indicates highly 

competitive performance and enhanced accuracy compared to 

the existing state-of-the-art Arabic printed word recognition 

models. The results demonstrate that the generalisation of 

networks and the handling of overfitting have also improved. 

This study output is comparable to other competitive models and 

contributes an enhanced Arabic recognition model to the body of 

knowledge. 

Keywords—Deep learning; convolutional neural network; 

generative adversarial network; arabic recognition; image 

processing 

 INTRODUCTION I.

Text recognition is among the fundamental computer 
science technologies, especially in pattern recognition, 
computer vision, and image processing. Furthermore, in the 
field of pattern recognition, text recognition is intended to 
compete against the human capacity to read written text in 
terms of speed and accuracy by correlating character codes 
(e.g., Unicode) with characters images (i.e., graphemes). The 
recognition process is defined as the process in which 
characters in images of a text are recognised and detected, 
which are then converted into data and coded that can be 
understood by the machine [1]. 

Arabic is known to be in a complex form of characters. 
Therefore, developing a novel and accurate Arabic printed 
word recognition model is still available for study. This is 
primarily due to the Arabic language characteristics, such as 
typing from right to left, diacritical marks, cursive characters 
and overlapping. Moreover, several Arabic letters contain 
dots, Hamza, Madda, and diacritics, which are markings 
placed above or below the Arabic letters; any misrecognition 
of these dots may result in the incorrect representation of the 
character and, hence, the entire word [2], [3]. Furthermore, 
multidimensional challenges (language-independent) are faced 
in developing systems for the Arabic language, which include 
the lack and absence of Arabic text databases, low-scanning 
resolution images, font variations, and the complex layout of 
scanned images. These limitations above contribute to the 
failure to apply the techniques developed for other types of 
languages to the Arabic language. 

On the other hand, the term "deep learning" refers to a 
specific kind of machine learning based on an artificial neural 
network inspired by the structure and function of the human 
brain [4]. It was established to assist machine learning in 
achieving one of its primary intentions, which is artificial 
intelligence. It relies on imitating or mimicking the process in 
which the human brain processes data and extracting patterns 
to learn and perform intelligent decisions. Furthermore, deep 
learning is about learning several levels of representation and 
abstraction that aid in understanding data like images, sound, 
and text. Deep learning architectures are based on automated 
learning from features with no extraction or prior knowledge 
by using several layers to extract the final and needed 
information from raw data. Deep learning approaches have 
widespread use in various fields, including computer sciences, 
bioinformatics, image and pattern recognition, face and voice 
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recognition, medical image analysis, drug discovery, and 
health risk evaluation [5]–[8]. 

Meanwhile, deep learning models such as CNNs have been 
shown to be beneficial in reducing the error rate and 
enhancing accuracy in Arabic printed word recognition 
systems [9]. In contrast, these models have several drawbacks 
when dealing with Arabic printed word recognition, including 
poor generalisation ability [2][10], overfitting [11][12] and 
low reliability [9]. These drawbacks are due to the reliability 
of Deep learning models, which increases with the depth of 
layers, but the essential condition for more layers is an 
extensive amount of data. Since CNN generates features by 
analysing large amounts of data, its performance is directly 
proportional to the volume of data, as DL models are 
considered data-hungry algorithms. The number of trainable 
parameters in deep learning models runs into millions; thus, 
appropriate training can only be executed by utilising a large 
amount of data, meaning that as the number of data increases, 
the model's performance becomes better behaved. Meanwhile, 
the lack of training data leads to overfitting, which will 
generate faulty or inaccurate predictions and decreased 
reliability. Furthermore, the accuracy rate for Arabic printed 
word recognition systems stated by the majority of studies 
using deep learning models has reached very high levels, even 
though the suggested solutions might not be scaled to other 
problems of a similar type, where most of these systems were 
tested on small datasets created privately for a particular 
task, each with its own evaluation protocols and metrics, 
making direct comparison and objective benchmarking 
impractical and not fair. Additionally, some proposed systems 
prevented other researchers from comparing their findings by 
making the tested dataset inaccessible to the public. Thus, 
these comparisons are considered to have low reliability. 
These issues are due to the limited availability of Arabic 
databases in terms of accessibility and size, which led to a 
central problem facing the Arabic language nowadays [13], 
[14]. Therefore, the availability of large and benchmark 
datasets is crucial for Arabic printed word recognition. 

Overall, the accuracy of Arabic printed word recognition 
remains a problem in the field of pattern recognition, given 
that it is still at an infant stage for the Arabic language 
compared to Latin-based languages. These challenges are 
attributed to the fact that most Arabic recognition research 
continues to face the increasing complexity of the system's 
performance, where few efforts have been made to enhance 
models of recognising Arabic printed words. This depicts that 
there is still vast room for enhancements [15] [16]. 

Using novel deep learning techniques can revolutionise the 
interest and surge in the field of character recognition. 
Recently, GANs have been shown to be incredibly effective in 
various image-processing applications. Concurrently, GANs 
can be utilised in numerous fields, such as generating high-
definition images from low-definition images, producing 
photo-realistic images of objects, and transforming images 
across domains [17]. 

Few studies related to Arabic recognition using GAN have 
been developed. The adoption of the Convolutional Neural 
Networks (CNNs) and Generative Adversarial Networks 

(GANs) in the proposed research comes from their unintuitive 
generalisation behaviours and their ability to adapt to the new 
unseen data that arise from the same distribution as that used 
when the model was learned. In this paper, we investigate the 
potential of GANs algorithms in generating text to synthesise a 
result that could be used to estimate the prospect of the 
research topic. To build an Arabic printed word recognition 
model, the proposed methodology focused on enhancing the 
accuracy and reducing error rates for all possible reasons by 
covering the most critical phases of Arabic recognition 
(classification phase and training phase), and this was 
accomplished by utilising deep learning neural network 
models (DNN); two GAN models, and one DCNN model. 

 RELATED WORK II.

Recent advances in deep learning algorithms, as well as the 
outstanding results obtained from CNN in image classification 
and prediction [6], paved the way for researchers to apply 
them in the classification and recognition of Arabic printed 
words [18]. 

In [19], a model is proposed for recognising offline Arabic 
printed documents to resolve the issue of segmentation for the 
Arabic text. A pipeline of three neural networks is proposed; 
the first network model predicted the Arabic words' font size, 
which is then employed in training the subsequent two models 
upon normalising the word of 18 points font size. Then words 
are segmented into characters by the second network model. 
Meanwhile, the Arabic characters are recognised by CNN by 
utilising the segmented characters as its input. The significant 
features are then automatically extracted. To enhance the 
model's generalisation ability and decrease the overfitting 
problem, the authors increased the training data size by 
applying data augmentation techniques. An accuracy rate of 
94.3% is achieved when assessed on the APTI dataset. 

A deep hybrid learning model is proposed in [20] to 
recognise printed Arabic text in a variety of font types and 
fonts that imitate Arabic handwritten scripts. Two bi-
directional short long term memory networks (BDLSTM) and 
five convolution neural networks (CNNs) are employed. The 
proposed model functioned end-to-end and segmentation free. 
The proposed model was tested on the APTI database and 
reached an accuracy of 94.32%. 

Recently, research on deep learning for Arabic text 
recognition has gained more attention, even though available 
Arabic databases remain limited in accessibility and size. In 
contrast, researchers have now begun to see artificial data as a 
safe and practical alternative to overcoming the obstacles to 
data access. Although generative models have received a lot of 
attention in the field of machine learning, they had a limited 
influence before the development of GANs, which provide an 
alternate data source for the current Arabic recognition 
systems that use machine learning, allowing the addition of 
artificial samples to training data to enhance model 
generalisation. Several GAN variants have been suggested 
after its advent in various fields, such as image processing and 
picture super-resolution. Despite this, only a few works based 
on GANs have been applied to the Arabic language [21]–[24]. 
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According to [24], GANs are a merging technique to learn 
deep representation without much-annotated training data. The 
GAN model comprises a pair of deep neural nets aimed at 
training two adversarial networks by using a form of a min-
max game. These adversarial networks include an expert 
known as a discriminator and a forger known as a generator. 
Additionally, the generative model receives random noise 
vectors as input and strives to generate an output (fake images) 
similar to genuine images (real images). The generator (forger) 
aims to generate forgeries realistic images that can trick the 
discriminator. 

 Meanwhile, the discriminator or expert strives to 
differentiate between fake and genuine images by classifying 
forged images generated by the generator as fake and genuine 
images from the original sample as real. On the other hand, the 
generator tries to reduce (minimise) its loss by optimising the 
objective function while the discriminator seeks to increase 
(maximise) it. A scalar likelihood that the input belongs to real 
data distribution is what it produces as an output [22], [25]–
[27].  

GANs are proposed to address the shortcomings of other 
deep learning algorithms. As mentioned early, the basic 
principle of GANs is the ability of the generator to generate as 
realistic samples as possible to deceive the discriminator. In 
contrast, the discriminator seeks to discern between fake and 
real examples. Through adversarial learning, the generator and 
discriminator both get better [27], [28]. Therefore, this 
adversarial process gives GANs a notable stand out among 
other generative algorithms. More precisely, GANs are 
superior to further deep learning algorithms because they can 
parallelise the generation, which is not achievable with other 
deep learning techniques like PixelCNN, and the generator 
design has few restrictions. 

On the other hand, GANs are an effective subclass of 
generative models, which can generate entirely new valid data 
without requiring mathematical assumptions or the knowledge 
of explicit true data distribution. These benefits make GANs 
ideal for numerous astounding implementations that provide 
unexpected and unseen results; most of these implementations 
concern image processing [29], [30].  

Furthermore, generative modelling is regarded as a 
strategy for data augmentation, also known as GAN-based 
data augmentation, and that refers to constructing artificial 
instances from a dataset that preserves comparable features to 
the original set. The main objective is to expand the dataset to 
address the overfitting issue and enhance the generalisation 
ability [22], [31]. 

In [22], a SentiGAN model is proposed to address the lack 
of dialectal Arabic datasets by augmenting low-size datasets 
and producing a variety of high-quality sentences for five 
different dialects of Arabic. Five generators and one 
discriminator are utilised in the dialectal Arabic generating 
process for a particular dialect, i.e., one generator for each 
dialect. The generator is used to produce new samples (text), 
and the discriminator assesses those samples (text), along with 
a dynamic update, to ensure that the process operates 
automatically and unsupervised. Before enriching the desired 
datasets, two metrics; novelty and diversity, are utilised to 

check the consistency and the quality of the produced dialectal 
Arabic text. The MADAR dataset is used, and more sentences 
are generated than in the original dataset. Experimental results 
show that the created datasets are reliable and valuable.  

The conditional deep convolutional generative adversarial 
network is the model suggested by the study in [23], it used for 
the generation of Arabic handwritten isolated characters. The 
suggested model consists of two CNNs, a discriminator and a 
generator, and competing to learn. The discriminator is a 
DCNN architecture composed of four convolutional layers, 
followed by an FC layer. Each convolutional layer involves 
batch normalisation and dropout with Leaky ReLU activation. 
The sequence of convolutions' high-level output is flattened, 
joined to the one-hot encoded conditional formation, and sent 
to a dense (FC) layer before being output. The generator is a 
generative algorithm that attempts to predict each pixel value 
of an image; the width and height of the input have to be 
increased to achieve the required shape. The first layer's output 
is modified and sent through three further layers of 
transposed/fractionally strode convolutions to predict a single-
channelled 32×32 image. Batch normalisation with ReLU 
activation is performed on each transposed convolutional 
layer. The proposed model is trained on the AHCD dataset. 
Experimental results showed the effectiveness of the proposed 
model. Qualitative and quantitative data demonstrate that the 
produced samples are relatively equivalent to the genuine ones 
in terms of diversity and quality. Thus, the proposed model 
provides an easy substitute for the restricted Arabic 
handwritten characters database. 

GANs have a wide range of types, such as BasicGAN, 
WGAN, DCGAN, VanillaGAN and BiGAN. These types 
share a discriminator and generator as standard GAN 
components, but their architectural designs vary. 
Consequently, different GANs generate various outputs. These 
types of GANs are used by [32] to generate different Arabic 
handwritten characters. The researchers split the proposed 
approach into two parts, one for generating an image and the 
other for evaluating the quality of the generated images by 
assessing how realistic and fake the generated images are. 
Fr'echet inception distance (FID) and native-Arabic human 
evaluations are utilised. Each GAN is trained separately and 
generates different outputs due to the differences in their 
architectures. A total of 40,485 Arabic handwritten characters 
are generated. According to experimental findings, WGAN 
performed better in FID, with an accuracy of 96%. In contrast, 
DCGAN performs better in native-Arabic human evaluation, 
with an accuracy of 35%. 

Furthermore, GANs have shown outstanding results in 
automatically synthesising high-resolution, realistic images 
from text representations. In [33], DF-GAN and AraBERT 
architectures are combined to generate images conditioned 
with Arabic text descriptions. The initial step is to translate the 
instruments from English to Arabic on CUB and Oxford-102 
flowers datasets and recreate a new dataset that fits utilising 
the Arabic text-to-image generation operation by using the 
DeepL-Translator on text descriptions. Secondly, the 
AraBERT-generated sentence vector dimension was decreased 
to match the input shape of the FD-GAN. Thirdly, AraBERT 
is merged with DF-GAN by feeding the sentence embedding 
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vector to both the DF-GAN generator and discriminator. The 
proposed approach is evaluated with FID and IS. According to 
experimental results, the proposed model obtained an accuracy 
of 3.21% and 3.01% on SI and an accuracy of 60.96% and 
65.45% on the FID score in the CUB and Oxford-102 datasets, 
respectively. 

In [24], a novel GAN-based adaptive data augmentation 
model is proposed to recognise Arabic offline handwritten 
text. The proposed model is divided into two parts; in the first 
part, the authors employed an adaptive data augmentation 
method to generate a balanced dataset. Then, a GAN-based 
words synthesiser was trained in the new dataset to create 
images of Arabic words that look like they were written by 
humans, thereby boosting class diversity. The recurrent neural 
network library (RNNLIB) is used to develop the experimental 
models. The proposed model is evaluated on the IFN/ENIT 
and AHDB datasets and achieved an accuracy of 97.15% and 
99.30%, respectively. 

Based on the studies mentioned above, only a few of them 
are conducted on recognising the Arabic language by 
exploiting GANs to improve the recognition models and 
enhance accuracy rates, with generally satisfying results. 
Nevertheless, this is a worthwhile observation about the 
research in this field. Motivated by these research 
opportunities, the scarcity of studies and research motivated us 
to explore the strength of GAN to use it to recognise Arabic 
printed words to achieve promising results, as this study is 
considered among the first attempts in this field. 

 MATERIALS AND METHOD III.

This section presents the proposed methodology of two 
deep learning-based models for Arabic printed word 
recognition; the DCNN model and the hybrid deep learning 
model based on GAN as a data augmentation technique. Also, 
it discusses the framework design of the proposed models. 

A. Dataset  

The training datasets are very crucial in the proposed 
approach since it is a straightforward way to get started with 
deep learning, and without having a good and sufficient 
training dataset, the system would never produce results with a 
high accuracy level. This study utilised the Arabic printed text 
image (APTI) dataset for testing and training. The APTI 
dataset is a collection of images of Arabic printed words. It 
was recently published by [34] for large-scale benchmarking 
of open-vocabulary, multi-font, multi-size and multi-style text 
recognition systems in Arabic. There are a total of 113284 
different single words in the APTI dataset, each available in 10 
diverse fonts: Andalus, Advertising Bold, Arabic Transparent, 
DecoType Thuluth, Tahoma, Traditional Arabic, Simplified 
Arabic, M Unicode Sara, and DecoType Naskh. It also comes 
with 10 different font sizes and four different styles: font sizes 
(6-18 and 24 points) and styles (plain, italic, bold, and a 
combination of italic and bold). For the present study, the 
dataset was split into training, validation and testing sets based 
on a ratio of 80%, 10%, and 10%, respectively. 

B. Pre-processing Step 

The success of classification for any DNN might be 
impacted by the pre-processing of the dataset images [35], 
affecting the final findings' recognition accuracy rate. In this 
work, both the DCNN model and the hybrid GAN-based 
model share the same pre-processing step, which involves 
dataset image resizing and image grey-scaling. 

The training dataset images are comprised of various sizes. 
Therefore, this requires standardising the height and width of 
these images to cope with a dataset of images that could differ 
in size (height and width in pixels) throughout the stages of 
developing DNN layers. The size of the images should adjust 
before being used as input to the model. Therefore, images 
were resized to the size of 32×32 pixels.  

On the other hand, the issue with images possessing 
multiple colour channels is that machine learning algorithms, 
or DNNs, have to function with three different data (R-G-B) 
values in order to extract the images' features and categorise 
them. This increases the computational complexity of the 
operation. DCNNs are responsible for transforming complex 
images into simpler ones for faster processing without missing 
pertinent features that are crucial to making an accurate 
prediction. Consequently, images are transformed into 
grayscale. 

C. Proposed DCNN Model 

The proposed DCNN model is based on two consequent 
convolutional layers, each possessing 64 filters, 3×3 kernel 
size and stride 1. Each layer is followed by a batch 
normalisation layer and a pooling layer of 2×2. Then the 
output of these layers is flattened by a flatten layer and 
squashed into two consequent fully connected dense layers, 
each possessing 256 neurons. Excluding the last layer, which 
used the softmax activation function, all other convolutional 
and dense layers in the proposed DCNN model employed the 
Leaky ReLU activation function. Lastly, the output of the two 
dense layers is keyed into the output layer – a fully connected 
dense layer that uses the softmax activation function to 
produce the results. The last layer comprises n neurons that 
represent the number of output classes. Fig. 1 depicts the 
overall architecture of the proposed DCNN model. For the 
optimisation process in the DCNN model, the Adam optimiser 
is adopted.  

Moreover, the sparse categorical cross-entropy function is 
utilised for a loss function. To achieve the enhancement of the 
DCNN model, three significant modifications were made to 
the DCNN architecture. First, the DCCN model is modified by 
adding a batch normalisation layer after each max pooling 
layer in the model to catalyse and speed up training while 
utilising higher learning rates, which simplifies the learning 
process. Second, the Leaky ReLU activation function is 
adopted to replace the regular ReLU function in the dense and 
convolutional layers of the DCNN model to catalyse and faster 
the training duration, excluding the output layer, which utilises 
the softmax activation function. The final modification step is 
applying the sparse Categorical cross-entropy as a loss 
function to solve the problem of conversion long time. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

598 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 1. DCNN architecture 

The proposed DCNN model consists of ten layers. Fig. 2 
shows the general framework flow of the adopted DCNN 
model. 

 
Fig. 2. DCNN model framework flow 

As shown in Fig. 2, the proposed DCNN model layers are 
listed in Table I. 

TABLE I. DCNN MODEL LAYERS 

Layer no. Layer Description 

i.  

First layer is a 2D convolution layer (Conv2D). It uses 64 

filters with a 3x3 kernel size. The training phase is catalysed 

and sped up by utilizing the Leaky ReLU as the activation 

function while preventing consistent predictions for negative 

input values. 

ii.  

The second layer is a max polling layer with a 2x2 pool size. A 

pooling layer is a new layer added after the convolutional layer, 

particularly after nonlinearity, for instance, following applying 

Relu on the feature maps output by a convolutional layer. The 

dimensions of the feature maps can be reduced by using the 

pooling layers. Hence, the number of parameters required to 

learn and the amount of computation performed in the network 

are reduced. 

iii.  

The third layer is the Batch Normalization layer. In each 

iteration, it normalizes the inputs by subtracting their mean and 

dividing by their standard deviation, and then it applies a 

scaling coefficient and a scale offset. After applying 

standardization, the resulting mini-batch has zero mean and 

unit variance. 

iv.  

A 2D convolution layer (Conv2D) comprising a 3x3 kernel size 

and 64 filters makes up the Fourth layer. The layer‟s training 

was sped up by applying the Leaky ReLU as an activation 

function. 

v.  
The fifth Layer is another max polling layer with a 2x2 pool 

size. 

vi.  The sixth layer is another Batch Normalisation layer. 

vii.  

The seventh Layer is a Flatten layer, which is utilized to map 

the output of the previous Conv2D layer. After that, the 

Conv2D layer is flattened to be applied in the Dense layer as 

input. Some Neural Network implementations might not be 

able to map a spatial structure directly into a dense layer; thus, 

a flatten layer is necessary in between. Therefore, if the rank is 

higher, like with convolutions, the layer is implicitly flattened 

at first. So, the Flatten layer moves from convolution 2D to the 

Dense layer. 

viii.  
The eighth layer is a fully connected dense layer using 256 

filers and implementing Leaky Relu as an activation function. 

ix.  

The nineth layer is a fully connected dense layer using 256 

filers and implementing Leaky Relu as an activation function, 

which comprises a fully connected layer to transition from 

feature maps to an output prediction for the model. 

x.  

The tenth layer is the output layer for the enhanced DCNN 

model. This layer uses the dense layer with the number of N+1 

classes, and it implements the Softmax as an activation 

function. 

Overfitting is one of the core difficulties that occur in 
multilayer NN learning, especially in deep neural networks. 
Overfitting generally happens once the DNN model performs 
effectively on the training dataset but fares badly on the testing 
dataset. Batch normalisation and dropout are two well-known 
approaches to overcoming this obstacle. Despite the fact that 
the two approaches share overlapping design fundamentals, 
multiple study findings have proven that they each offer 
particular advantages for enhancing deep learning. 

However, several recent works have shown that the 
dropout technique is ineffective or even detrimental to CNNs 
training, which has proven that there are drawbacks to use in 
convolutional layers and sometimes its inefficiency. In 

Fully connected Dense layer with n 
output, n=number of classes, Softmax as 

activation function 

Fully connected Dense layer with 256 
filters, activation=Leaky ReLU 

Fully connected Dense layer with 256 
filters,activation=Leaky ReLU 

Flatten layer 

Batch Normalisation (BN) layer 

Max pooling layer with (2*2) pool size 

Convolutional  layer with 64 filters,(3,3) 
kernel size, activation=Leaky ReLU 

Batch Normalisation (BN) layer 

Max pooling layer with (2*2) pool size 

 Convolutional layer with 64 filters, 
(3*3) kernel size, activation = Leaky 

ReLU 

Deep Convolutional Neural 

 Network Model 
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contrast, the training duration is typically increased upon 
applying dropout to a neural network, given that dropout 
increases the size of the network, which eliminates units 
during the training phase, and reduces the network capacity 
[11], [12].  

On the other hand, adding batch normalisation in DNN 
architecture significantly improves the accuracy. Furthermore, 
batch normalisation substantially reduces training time and 
permits the utilisation of high learning rates. As a result, the 
training steps that are needed for network convergence are 
reduced [36]. 

According to [37], adding batch normalisation layers after 
the non-linear layers improves accuracy. Before introducing 
batch normalisation (BN), the network's training time was 
substantially dependent on the precise hyperparameters 
initialisation, including the adoption of modest learning rates, 
thereby increasing the time of training. During DNN training, 
each layer's input value distribution is influenced by the layers 
which came before it. Because this variation slows training, 
BN was developed to address it and accelerate the process of 
learning. The process of BN involves adjusting the unit value 
of every batch, and since batches are generated at random 
throughout training, additional noise is introduced into the 
training process. The noise works as a regulariser, and its 
effects are like that generated by dropout. Resultantly, dropout 
can be removed from the deep neural network. 

According to [36], the addition of batch normalisation 
layers should be among the initial steps in optimising a CNN, 
not just for handling overfitting but also for its ability to 
improve accuracy significantly. To overcome the overfitting 
problem in the proposed enhanced DCNN Model, the batch 
normalisation layers are adopted and used after each 
convolutional layer in the network model. 

D. Hybrid Model Based on GANs 

This section presents the procedures applied to develop the 
proposed hybrid GAN-based model. The proposed hybrid 
GAN-based model combines the generative adversarial 
networks and the DCNN. The architecture of the proposed 
hybrid model consists of a GAN model that is used as a data 
augmentation technique and a DCNN model as a classifier 
employed for printed word recognition. 

First, the GAN model is built, which comprises two deep 
neural networks; the discriminator network and the generator 
network. The generator generates new images, whereas the 
discriminator determines the originality of the generated 
images. The discriminator evaluates each produced image to 
decide if it is part of the training set or not. Nevertheless, the 
generator attempts to generate an additional fake instance in 
order to convince the discriminator that the image generated 
corresponds to the training set. During the training process, the 
discriminator and generator models compete with one another. 
While the generator strives to fool the discriminator, the 
discriminator attempts hard to avoid being deceived. 

 As a result, this competition between the two models 
encourages both to enhance their capabilities. The skills of 
these neural networks are sharpened as they undergo more 
training, thus increasing the ability of the generator to generate 

real-like images which indistinguishable from that observed in 
the real world. Concurrently, the discriminator is more 
effective in detecting fake images. The accuracy of the final 
results will improve as the size of the training dataset 
increases. The training for the dataset will align with the level 
of the Arabic printed words. Fig. 3 shows the overall research 
framework for the proposed hybrid GAN-based model. 

The second step entailed the classifier DCNN model 
development. The proposed DCNN is utilised to classify the 
images of Arabic printed words, which is the last step in the 
proposed hybrid GAN-based mode. The DCNN is employed, 
given that it is a typical multiclass classification NN. The 
classifier DCNN accepts the new dataset as input and captures 
various perspectives on features via the convolutional 
operation. The resulting feature maps produced from each 
convolution layer are passed to the following convolution 
layers with extra kernels. The reason for the pass is to extract a 
higher level of features of the input image. The pooling layer 
then summarises the feature map features generated by the 
convolution layers to reduce the dimensionality of the feature 
maps, hence minimising the amount of computation performed 
in the network. The classifier DCNN in the proposed hybrid 
GAN-based model shares the same architecture as the 
proposed DCNN model introduced previously. Fig. 1 shows 
the shared architecture used for both the stand-alone enhanced 
DCNN model and the classifier DCNN in the proposed hybrid 
GAN-based model. The DCNN model classifier uses the 
newly generated collection of images. This way, generative 
adversarial modelling is used as an alternative to data 
augmentation techniques in the proposed hybrid GAN-based 
model. 

 
Fig. 3. Hybrid GAN-Based model design 
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 Generator neural network: The proposed hybrid GAN-1)

based model employs a generator neural network with ten 

layers. Two of the proposed enhancements for the proposed 

DCNN model are adopted in the generator neural network, the 

first one is the addition of adding batch normalisation layers, 

while the second one is adopting the Leaky ReLU as an 

activation function. The generator neural network layers are 

listed in Table II. 

TABLE II. GENERATOR NEURAL NETWORK LAYERS 

Layer no. Layer Description 

i. A sequential neural network of 10 layers is built with 8 layers as the 

hidden layers. 

ii. The first layer is the input layer – a fully-connected dense layer with 

32*32*256 filters, 32*32 for the width and height and 256 neurons. 

iii. Second layer is a batch normalisation layer. 

iv. Third layer is a reshape layer to convert the shape of data into two-

dimensional representation. 

v. Fourth layer is a transposed convolution layer with 256 filters and 

(3*3) kernel size. 

vi. Fifth layer is another batch normalisation layer.  

vii. Sixth layer is transposed convolution layer with 128 filters and (3*3) 

kernel size.  

viii.  Seventh layer is another batch normalisation layer. 

ix. Eighth layer is another transposed convolution layer with 64 filters and 

(3*3) kernel size. 

x. Ninth is the last batch normalisation layer in the network. 

xi. The last layer is the output layer, which is another transposed 

convolution layer with (3*3) kernel size. 

xii. The generator neural network is compiled using Adam Optimizer. 

xiii. The loss in the generator neural network can be found with cross-

entropy loss function. 

 Discriminator neural network: The discriminator 2)

neural network for the proposed hybrid GAN-based model 

consists of nine layers. For the additional enhancements, the 

batch normalisation layers are added after each convolution 

layer, and Leaky ReLU is adopted as an activation function. 

The discriminator neural network layers are listed in Table III. 

TABLE III. DISCRIMINATOR NEURAL NETWORK LAYERS 

Layer no.                       Layer Description  

i. A sequential neural network of 9-layers is built with 7 

layers as the hidden layers. 

ii. First layer is a convolution layer that has 64 filters and 

3*3 kernel size with input shape   32*32*1 for height, 

width and one-color channel. 

iii. Second layer is another convolution layer that has 128 

filters and 3*3 kernel size  

iv. Third layer is layer is another batch normalisation layer. 

v. Fourth layer is another convolution layer with 256 

filters and (3*3) kernel size. 

vi. Fifth layer is another batch normalisation layer.  

vii. Sixth layer is known as the flatten layer, this layer used 

to resize and flatten the data.  

viii. Seventh layer is fully connected dense layer with 128 

neurons (filters). 

ix. Eighth layer (the last hidden layer) is another fully 

connected dense layer with 128 neurons (filters). 

x. Ninth is the last batch normalisation layer in the 

network. 

xi. The final layer is the output layer, a fully-connected 

dense layer with n+1 neurons (n = the number of 

classes). 

xii. The discriminator neural network is compiled using 

Adam Optimiser. 

xiii. The loss in the discriminator NN can be found with 

cross-entropy loss function. 

 Deep CNN classifier: The DCNN classifier in the 3)

proposed hybrid GAN-based model has the same architecture 

as the proposed DCNN model that introduced in section C. As 

mentioned previously, the DCNN classifier for the proposed 

hybrid GAN-based model consists of ten layers in total, and it 

has the same additional enhancements as the proposed DCNN 

model. The additional enhancements were the batch 

normalisation Layers, adopting the Leaky ReLU as the 

activation function and using sparse categorical cross-entropy 

as a loss function. 

 Handling Overfitting for The Hybrid GAN-Based 4)

Model: Since the proposed model consists of two parts; the 

GAN and the classifier DCNN part, two techniques were 

adopted to handle the possibility of overfitting in any of the 

two parts: 

a) Handling overfitting for the Generative Adversarial 

Part: To avoid overfitting, generative and discriminative 

algorithms are used. The training dataset is fed to the 

discriminator; hence, the generator lacks any information on 

the training dataset while it creates new data instances. The 

generator is fed only from the discriminator, which decides 

whether each instance of data reviewed belongs to the actual 

training dataset or not. The proposed model is designed in a 

way that the generator never sees the genuine data; it must 

learn to create realistic information by receiving feedback 

from the discriminator. This process is called adversarial loss 

and works surprisingly well when implemented correctly. 

b) Handling overfitting for the Classifier Deep 

Convolutional Neural Network Part:  The significance of the 

proposed models in using GANs is to produce more realistic 

images to increase the dataset size for training the classifier 

deep CNN network. Among the techniques to handle 

overfitting is having more training datasets. Algorithms can be 

supported to detect signals effectively by training with more 

datasets. However, the technique would not be helpful if just 

noisier data were added to the training data. Thus, it should 

ensure that the newly generated dataset of images is clean and 

relevant in the GAN model. Actually, this technique works, 

such as data augmentation techniques, which can apply to 

increase the dataset's size artificially. Data augmentation refers 

to increasing the data size, which is increasing the number of 

images available in the dataset. As a result, in this way, 

generative adversarial modelling is utilised as an alternative to 

data augmentation techniques in the proposed hybrid GAN-

based model. The use of generative adversarial modelling as a 

data augmentation technique offers a more domain-specific 

way to increase the number of training images with new high-

quality generated images in domains with limited data. This 

approach enables the model to address the overfitting problem. 
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In addition to the previous solution, batch normalisation 
layers are adopted and added to the classifier DCCN part to 
tackle the overfitting problem in the proposed model. Since 
the DCNN classifier shares the same architecture as the 
DCNN model that proposed, a batch normalisation layer was 
added after each convolutional layer in the classifier DCNN to 
make an additional step in overfitting handling for the overall 
proposed hybrid GAN-based model. 

 EXPERIMENTAL RESULTS AND DISCUSSION IV.

Two models have been conducted in this study. The first 
model conducted is the DCNN model. Then the second model 
is a hybrid deep learning model based on GAN. In addition, 
this experimental design discusses the aim of the experiments, 
as well as how they may be attained. The two proposed 
models are evaluated using the Arabic printed text image 
database (APTI). The dataset is split into three sets (training, 
validation, and testing) using a ratio of 80%, 10%, and 10%, 
respectively. The implementation part of the proposed 
approach is a program written in Python using TensorFlow 2.0 
and Keras. 

A. DCNN Model  

To evaluate the accuracy of the proposed DCNN model 
and to compare it with other approaches, the model is analysed 
through a number of evaluation scenarios using APTI datasets. 
The proposed DCNN is tested on the dataset before and after 
the additional enhancements. The results obtained from each 
experiment for the proposed DCNN model were compared 
before and after the enhancements. 

Regarding the testing results, the proposed enhanced 
DCNN model achieved high (WRR) accuracy scores on the 
APTI dataset, which corresponded to an average overall test 
set and validation accuracy of 94.81% and 94.96%, 
respectively. On the other hand, the DCNN model without 
enhancements achieved an average accuracy of 93.67% and 
94.17% for validation. The differences in results are shown in 
Fig. 5. The enhanced model on the APTI dataset starts 
learning with fast steps from the first epoch to the 20th epoch 
in a continuous increase in the accuracy until it attained an 
accuracy of 91%. Then, the training process started to slow 
down after the 20th epoch to the 40th. After that, the model 
reached stability in the training accuracy at epoch number 40. 
The model shows the accuracy results in ascending values and 
achieves the best accuracy in the 40 epochs with training 
accuracy. 

From Fig. 4, the enhanced DCNN model learns better than 
the original DCNN model in the training phase. CNN models 
learn better if the training process is better; that means the 
enhancements of adding batch normalisation Layers, adopting 
the leaky ReLU as an activation function, and using sparse 
categorical cross-entropy as a loss function helped to make the 
model training process faster and more accurate in the Arabic 
printed words recognition and classification phase. 
Furthermore, the inclusion of batch normalisation layers 
facilitates the usage of higher learning rates during the training 
process. This explains why the enhanced DCNN model 
performed better in testing and validation results of the 

enhanced DCNN model than the standard DCNN model 
without enhancements. 

On the other hand, the proposed enhanced DCNN model 
for Arabic printed word recognition achieved high recognition 
accuracy (WRR) of 94.81%, outperforming other state-of-art 
models. Compared to the recognition accuracy obtained by the 
hybrid deep learning model based on CNN and BDLSTM to 
recognise printed Arabic text proposed by [15], where the 
enhanced DCNN model outperformed the hybrid CNN and 
BDLSTM Model by a small margin and achieved a 
recognition accuracy of 94.32%. In addition, the work by [14] 
proposed three neural networks pipeline model to recognise 
printed text images of the APTI dataset of words that contains 
over two-million-word samples, which uses data augmentation 
techniques and was able to score a recognition accuracy of 
94.30%. The detailed comparison between the two-word 
recognition models is illustrated in Fig. 5. 

 
Fig. 4. Testing and Validation Accuracy for the DCNN Model with and 

without the enhancements 

 
Fig. 5. Testing Results for the Enhanced DCNN against State-of-Art Models 

B. Hybrid DL Model based On GAN 

The performance of the proposed hybrid GAN-based 
model is evaluated by introducing the GAN phase into the 
proposed enhanced DCNN model to generate a new dataset of 
clean and relevant images. This occurs using GAN as a data 
Augmentation technique by artificially increasing the dataset 
size. The experimental testing for the proposed hybrid GAN-
Based model is conducted in APTI datasets. Firstly, the results 
obtained from the proposed hybrid GAN-Based model were 
compared to those from the enhanced DCNN model to 
determine the impact of using the GAN phase, then compared 
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the proposed hybrid GAN-Based model with the state-of-the-
art studies. 

In terms of the testing results, very high accuracy scores 
(WRR) are achieved by the full proposed hybrid GAN-Based 
model with generative adversarial step on the APTI dataset. 
The overall test set accuracy is 99.76%, and 99.85% is 
achieved for the validation accuracy, while the corresponding 
values for the proposed enhanced DCNN model without the 
generative adversarial step as data augmentation technique 
was 94.81% and 94.96%, respectively. The discrepancies in 
results are presented in Fig. 6.  

Fig. 6 illustrates that the proposed hybrid GAN-Based 
model achieved a higher success rate on the APTI dataset with 
higher testing accuracy results compared to the enhanced 
DCNN model. Thus, the hybrid GAN-based recognition model 
learnt better than the Enhanced DCNN model in the training 
phase.  

 
Fig. 6. Testing and Validation Accuracy for the proposed Hybrid GAN-

Based model with the Enhanced DCNN model 

Furthermore, as depicted in Fig. 7, the proposed hybrid 
GAN-Based model also achieved promising validation scores 
over the enhanced DCNN model. The proposed hybrid model 
that based on using the generative adversarial networks as a 
data augmentation technique achieved higher validation 
accuracy than the enhanced DCNN model. The overall 
validation and testing results of the hybrid GAN-Based model 
and the enhanced DCNN model on the APTI dataset are 
presented in Table IV below. 

TABLE IV. APTI TESTING AND VALIDATION ACCURACY RESULTS 

Implementation Validation Accuracy % Test Accuracy % 

Hybrid GAN-Based model 99.85 99.76 

Enhanced DCNN model 94.96 94.81 

From the previous Fig. 6 and Table IV, it is notable that 
the hybrid GAN-based model that is based on using the GANs 
as a data augmentation technique outperformed the regular 
enhanced DCNN model in the APTI dataset, producing higher 
validation and test accuracy results. Adding GANs to the 
classifier DCNN model and using it as a data augmentation 
technique assisted in making the model training process more 
accurate in Arabic printed word recognition and classification. 

As observed in the experiments, the hybrid GAN-based 
model commenced learning with fast steps from the first epoch 
to the 20th epoch with continuously increasing accuracy until a 

value of approximately 93% is attained. Then, the training 
process started to slow down after the 20th epoch to the 40th 
one. After that, the model reached stability in the training 
accuracy at epoch number 40. The hybrid GAN-based model 
shows the result of accuracy in ascending values, achieving 
the best accuracy in the 40 epochs with training accuracy. The 
testing and validation accuracy measures utilise the word 
recognition rate (WRR) as a measurement unit on the APTI 
dataset. 

On the other hand, the hybrid GAN-based model for 
Arabic printed word recognition achieved high recognition 
accuracy of 99.76%, thereby outperforming other the best 
state-of-the-art models. The proposed hybrid GAN-based 
model outperformed the recognition accuracy values obtained 
by the hybrid CNN and BDLSTM model proposed by [20] on 
18 fonts and duplicate words across fonts types in the APTI 
dataset with a very good margin (99.76% vs. 94.32%), as well 
as the three NN pipeline model proposed by [19], that used 
traditional data augmentation techniques regarding recognition 
accuracy on the Printed Text Images of the APTI dataset and 
achieved recognition accuracy of 94.30%. The detailed 
comparison between the printed word recognition models is 
illustrated in Fig. 7. 

The experimental results for the proposed hybrid GAN-
based model demonstrated that the proposed model achieved 
very high accuracy (WRR) scores on the APTI dataset. 
Specifically, the proposed hybrid GAN-based model achieved 
average overall testing and validation accuracy of 99.76% and 
99.85%, respectively. Meanwhile, the proposed enhanced 
DCNN model, without using any additional data augmentation 
techniques, achieved an average overall test set accuracy of 
94.81% and 94.96% for the validation accuracy. The proposed 
hybrid GAN-based benefits from all the additional 
enhancements that are added to the enhanced DCNN model, 
batch normalisation layers were added to the proposed hybrid 
GAN-based model networks after each convolutional layer. 
The leaky ReLU was also utilised as an activation function, 
and the sparse categorical cross-entropy was employed in the 
classifier DCNN part of the proposed hybrid GAN-based 
model as the loss function. 

 

Fig. 7. APTI Testing Results of the proposed Hybrid GAN-Based model and 

other state-of-the-art models 

99.76% 

94.81% 

99.85% 

94.96% 

92%

94%

96%

98%

100%

Hybrid GAN-Based

model

Enhanced DCNN model

APTI Testing and Validation Accuracy  

99.76% 

94.81% 
94.30% 94.32% 

91%
92%
93%
94%
95%
96%
97%
98%
99%

100%

APTI Testing Accuracy



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

603 | P a g e  

www.ijacsa.thesai.org 

From an analytical point of view, Fig. 6 and Fig. 7 depict 
the highly competitive testing accuracy results achieved by the 
proposed hybrid GAN-Based model, which outperformed 
other state-of-the-art models. The result proves that the 
proposed hybrid GAN-Based model could learn more and 
better during the training phase than the other machine 
learning-based models. The bigger training data generated 
from the generative adversarial model assisted the proposed 
hybrid GAN-based model in scoring higher recognition 
accuracy. This explains why the proposed hybrid GAN-based 
model outperformed other CNN models in the state-of-the-art 
models for Arabic printed word recognition on the APTI 
dataset. 

 CONCLUSION V.

This study is considered one of the first to successfully 
develop a novel framework model based on DL techniques 
using DCNN and GAN to recognise Arabic words. The 
proposed model included two kinds of deep neural networks; 
GAN and DCNN, to enhance the training and classification 
phase of the printed word recognition model. The generative 
adversarial neural networks were designed to work as a data 
augmentation technique that is applied to artificially increase 
the size of the dataset by generating a new set of images and 
adding it to the original dataset to tackle the lack of Arabic 
datasets, the more extensive dataset will enhance the training 
accuracy for the Arabic text recognition classifier DCNN 
model. Additionally, solutions for the overfitting problem 
were introduced, such as having more data to train by 
employing the GAN as a data augmentation technique. More 
data training can assist models in avoiding overfitting issues. 
The experimental results showed the strength of the proposed 
approach of using the GAN model as a data augmentation 
technique. 

 The impressive testing accuracy results for printed word 
recognition prove that generative adversarial models can be 
used as a very good alternative data augmentation technique 
that can be applied to artificially increase the size of the 
dataset by new high-quality and real-like images 
indistinguishable from the real dataset images. Such new 
images can be crucial in boosting the training accuracy for the 
DCNN models. The results of the proposed model are 
promising, where the accuracy of the proposed model was 
99.76%. These results prove the potential of the proposed 
model to develop an Arabic language recognition field. In 
future, we will test the proposed model on several languages to 
evaluate the proposed hybrid GAN-based model in terms of 
generalisation and token independency. 
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Abstract—The study of quantum cryptography is one of the 

great interest. A straightforward and reliable quantum 

experiment is provided in this paper. A half wave plate in 

linearly polarized light makes up a simplified polarization 

rotator. The polarization rotates twice as much as the half wave 

plate's fast axis' angle with the polarization plane when the half 

wave plate is rotated. Here, an experiment of message sharing is 

conducted to demonstrate quantum communication between 

parties. The unitary transformation is performed step by step 

using half-wave plates represented by the Mueller matrix.  A 

simulation created using Python programming has been used to 

test the proposed protocol's implementation. Python was chosen 

because it can mathematically imitate the quantum state of 

superposition. 

Keywords—Half-wave plate; polarizer; photon beam splitter; 

Stoke Vector 

I. INTRODUCTION 

Numerous organizations, including those in the industrial 
and academic areas, have shown a great deal of interest in 
quantum cryptography. Numerous productive research projects 
over the past few years have demonstrated a great advancement 
in optical equipment development and quantum cryptography 
[1]. The term "flying quantum bits" is frequently used to 
describe photons, emphasizing both their quantum nature and 
their capacity to transport quantum information over long 
distances [2]. Light can be thought of as a transverse 
electromagnetic wave, as has already been established. So far, 
it only discussed light that is linearly polarized or plane-
polarized, meaning that the electric field's orientation is 
constant despite changes in its amplitude and sign over time. 

An optical filter known as a polarizer or polarizer is used to 
block light waves of certain polarizations while allowing light 
waves of others to flow through. A polarizer is also an optical 
device that uses natural light as its input and produces some 
kind of polarized light as its output [3]. This means that it may 
convert an undefined or mixed polarization light beam into 
polarized light by filtering it through a well-defined 
polarization beam. For instance, consider the superposition of 
two equal-amplitude, incoherent, orthogonal ꝓ-states as a 
possible representation of unpolarized light. A linear polarizer 
is a device that separates these two elements, discarding one 
and keeping the other [4]. In fact, the BB84 protocol, the very 
first quantum key distribution approach, was put forth using 
the polarization of photons. 

Normally, light is free to oscillate at an angle to its path in 
any direction. When light passes through a polarizing filter, it 
becomes polarized. But how can be telling experimentally 
whether a device is a linear polarizer or not? Only light in a ꝓ-
states will be transmitted if light is incident on a perfect linear 
polarizer. The orientation of that ꝓ-state will be parallel to the 
transmission axis of the polarizer, which is a specific direction. 
Only the part of the optical field that is parallel to the 
transmitting axis will effectively pass through the device 
unchanged. Due to the full symmetry of unpolarized light, the 
reading from the detector will not change if the polarizer is 
rotated about the z-axis. Based on the output beam's intensity, 
the polarizer determines the polarization states. 

Now take a look at a type of optical components called 
retarders or also known as wave plate, which are used to 
modify the polarization of incident waves. Half-wave plates 
( /2 plates) are the most common types of waveplates. Half 

wave plate is described as having 
 

 
 phase shift [5]. Linearly 

polarized light can be rotated by half wave retarders to an angle 
that is double the angle between the fast axis of the retarder and 
the plane of polarization. The polarization rotates 90⁰ when the 
fast axis of a half wave plate is positioned at 45⁰ from the 
polarization plane. 

Continuously adjusting the energy with a half-wave plate 
and polarizer is another effective strategy. The polarizer can 
select the polarization direction of light, whereas the half-wave 
plate can rotate the polarization direction of light, and the two 
together may provide continuous light energy adjustment. The 
half-wave plate may continually change the polarization 
orientation. Assume that the slow axis is at an angle,   to the 
polarisation direction. The phase of the fast axis is incremented 
by one after passing through the polarizer, and the polarisation 
direction is rotated by an angle,  . Light passes into the 
polarizer through the half-wave plate. The transmitted energy 
for the polarizer is determined by Malus' law (Eq. 1). 

The optical beam splitter is a crucial component in 
determining the statistical properties of light. The beam splitter 
has been used in many different areas of optics. For instance, in 
the field of quantum information, the beam splitter is 
fundamental for teleportation, bell measurements, 
entanglement, and basic research on photons. A beam splitter is 
a tool that splits an input beam into two beams travelling in 
different directions [6]. 
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The rest of this paper is organized as follows: Section II 
reviews the related works of quantum cryptography that use 
optical devices. Section III presents the experiment 
environment. Section IV describes the principle of operation 
with schematic. Section V discusses hardware implementation. 
The experiment setup is discussed in Section VI. Section VII 
describes the experiment simulation. Pseudo code explained in 
Section VIII. Finally, Section IX concludes this paper. 

In this study, presented a straightforward method for 
polarization alignment in which a half-wave plate is used to 
rotate the polarization of incoming light with respect to the 
fiber axis. 

II. RELATED WORK 

In the last few years, several quantum experiment protocols 
using optical devices have been proposed. The main objective 
of those experiments was to ensure that the messages are 
delivered well among the parties involved.  This section 
reviews several quantum experiments that use optical devices 
such as polarizer and half-wave plate for stimulation how the 
sharing message operation happens in quantum network, 
discussing their basic concepts, and describing their advantages 
and drawbacks. Fig. 1 shows the example implementation of 
polarizer, which when light passes through a polarizing filter, 
and it becomes polarized. 

 
Fig. 1. Polarisation of light [7] 

According to prior research, the quantum gate offers a 
number of advantages, including being simple to operate 
because parties do not always share information about the 
operators, requiring less precision than arbitrary rotational 
devices like half-wave plates (HWP) which enables precise 
measuring [8]. In 2019, Harun et al. proposed Hybrid M-ary in 
a braided single stage (HMBSS) [9]. The unitary 
transformation is performed step by step utilizing half-wave 
plates represented by the Mueller matrix. Five HWP was 
implemented in this protocol.  For the purpose of 
authentication, the half wave plate's update angle or rotation is 
updated every 8 bits. The level of security has been raised at 
each stage due to the quick polarization changes, although it 
takes longer to send the information. The time required for 
message transmission and half-wave plate rotation is 
represented by the total transmission time. One can compute 
the transmission time as follows [9]: 

                                (1) 

where       is the message transfer time and      is the 

half wave plate's time to update its angle during the encryption 
phase. The more the number of half wave plate implemented, 
the more time needed to encode each bit [10]. For example, the 
IV three-stage technique takes a long time because a single bit 
must exchange 3 times over the channel when using the three-
stage protocol. The IV three-stage protocol requires Alice and 
Bob to use seven HWP for the polarization of bits in order to 
ensure the message's confidentiality, which lengthens the time 
it takes to encode each bit [11]. 

In 2021, with the use of single qubit unitary operations, 
Kang et al. have created a quantum message authentication 
mechanism that ensures the authenticity and integrity of the 
original message [12]. This protocol is made up of two parts: 
quantum encryption and a consistency check. Linear 
combinations of wave plates are used to implement the 
quantum encryption component. Assume that the secret key 
sequences have already been disclosed to Alice and Bob. This 
protocol implemented quantum encryption using half wave 
plates on Alice's side for the message authentication step.  

Riggs et al. proposed Multi-Wavelength Quantum Key 
Distribution Emulation [13]. Multi-wavelength QKD can 
enable ternary and quaternary data transfer while removing the 
requirement to share a portion of the final key for eavesdropper 
detection. The half-wave plates were rotated before the laser 
pulse is sent in order to polarize the laser and measure it 
appropriately. In order for a half-wave plate to function, 
linearly polarized light must be rotated for the 
resulting polarization is twice as large as the angle between the 
optical axis and the incident polarized light [13]. In data 
transmission phase, through Alice's half-wave plate and Bob's 
half-wave plate, the laser beam is polarized. Bob's half-wave 
plate serves as the beam's measurement. At this point, the laser 
beam should only be vertically or horizontally polarized if 
Alice and Bob employed matching bases. If the resulting 
polarization is diagonal, the horizontally polarized light is 
transmitted while the vertically polarized light is reflected at 
the polarizing photon beam splitter cube. Just one of the 
detectors should experience the full intensity of the beam and 
light up if Alice and Bob employ matching bases. 

III. EXPERIMENT ENVIRONMENT 

In order to fully examine the performance of the proposed 
method, numerous parameter values must be determined. The 
quantum network simulation photon generation, encoding, 
decoding stage and schematic diagram utilized in this paper are 
described in this section. 

A. Quantum Network Stimulation 

Quantum networks including hardware components such as 
optical devices are costly to deploy since expert configuration 
is required and real-time experiments take a long time to 
complete. As a result, quantum communication protocols are 
tested and evaluated using simulation.  

Because it can describe quantum states in mathematical 
form, the Python software was used to simulate the function of 
hardware components in a quantum communication 
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environment. The Python software is also used to simulate the 
impact of light polarization in the implementation. 

B. Photon Generation 

A sender turns the original message into a binary string, 
which is then converted into a qubit via photon polarization. 
Multiple photons were created for each encoded bit [14], 
referring to one bit of information for the production of 
multiphoton, let's say three photons for each bit. The operation 
begins with the laser generating a laser beam, which is then 
passed over the quantum channel and transmitted through a 
beam splitter, which splits the beam into two channels, one 
with a 0° polarizer and the other with a 90° polarizer. The 
mirror then assembles the laser beam before combining it with 
a beam combiner. 

C. Encoding and Decoding 

For encoding stage, the beam is directed towards the HWP 
at this point in order to modify the polarization of the beam 
using a secret polarization angle. While for decoding stage, the 
detector will detect whether the bit is 0 or 1 after go through 
beam. 

D. Schematic Diagram 

The basic polarization of light as one of the strategies to 
encode the photons is required by the laser that emitted 
numerous photons through a multi-stage process. The Stokes 
parameter, which is a value of a linear polarization angle, is 
used to determine the polarization state of light [15]. The 
Stokes vector is used to determine light polarization as it passes 
through an optical system. The following vector form can be 
used to represent the four Stokes parameters [16]: 

  [

  

  
  

  

]  (2) 

where    indicates total optical beam intensity,    indicates 
linear horizontal or vertical polarised light,    indicates +45° or 
-45° polarised light, and    indicates right circular or left 
circular polarised light.    and     will be affected by the 
simple rotation operator, but    will stay unaffected. 

The polarizer determines the polarization states based on 
the intensity of the output beam. The intensity output can be 
determined using Malus's law, given as [17]–[19]: 

         
     (3) 

where   is the secret polarization angle for the bits,    is 
the output intensity,    is the input intensity. 

 

 
 [                ]    

 

 
   [           ] (4) 

where S is the input bit, Equation 2's condensed form is 
obtained as below: 

           

 
         (5) 

In this study, 90° of linearly polarized light represents bit 1 
and 0° of linearly polarized light represents bit 0 in matrices, as 
shown in Table I. 

TABLE I.  STOKES VECTOR AND STATE OF POLARIZATION  

Stokes Vector State of polarization Bit representation 

  [

 
 
 
 

] 

Light that isn't polarized - 

  [

 
 
 
 

] 

Linearly polarized light at 0° 0 

  [

 
  
 
 

] 

Linearly polarized light at 

90° 

1 

IV. PRINCIPLE OF OPERATION WITH SCHEMATIC 

Following is a detailed explanation of the full experimental 
process for the hardware over free space optics (FSO) 
illustrated in Fig. 3. The protocol's implementation was divided 
into three different phases which are encoding, rotation 
transformation and decoding phase. 

A. Encoding 

Alice generates a state with a 0 linear polarization at the 
start of the protocol using a    polarizer. The polarization of 
light is accomplished by Alice and Bob using two sets of 
polarizers to change a bit into a quantum state referred as a 
qubit, described by a Mueller matrix [10]. 

     

 
 

 
[

                

                              

                              
    

]

 (6) 

where   is the degree of polarisation angle that is set from 
0⁰ to 180⁰ and      is the polarizer's rotation.  

The beam is directed towards the HWP at this point in 
order to modify the polarization of the beam using a secret 
polarization angle. The HWP is angled at a certain angle and is 
updated for each batch of bits. 

B. Rotation Transformations Stage 

This section discusses the configuration of the unitary 
transformations used with half wave plates as well as the 
selection of the half wave plates' rotation angle ( ) with regard 
to the horizontal axis. This decision relies on the Mueller 
matrix formalism to guarantee that the half wave plate setup's 
input and output polarisation angles are equivalent. 

1) Half wave plate operation: Fig. 2 shows the 

implementation of both polarizer and half wave plate. A half 

wave plate generates a 180° polarization shift between the fast 

and slow axes of a wave plate. A HWP that is installed on a 

rotator and will be rotating at a random angle decided upon by 

Alice and Bob is also included. Given that the Stokes vector 

has four dimensions, Mueller matrices, as shown by [20], can 

be used to characterize the optical components of the HWP 

device as four by four matrices. The HWP operation's rotation 

is shown as [21]: 
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Fig. 2. Polarizer and half wave plate are employed [7] 

     [

    
                
                 
     

] (7) 

Where 

          (8) 

C. Decoding Stage 

A beam combiner is used to combine the signals that come 
out of the channel. When the beam goes through the 0° and 90° 
polarizers, the detector will detect whether the bit is 0 or 1. 

V. HARDWARE IMPLEMENTATION 

Table II lists the hardware components utilized in the 
simulation experiments, along with their descriptions. The 
schematic diagram is explained in the next section. 

The hardware components listed in Table II are deployed 
into the simulation environment at this point. Depending on the 
requirements of the experiment, the hardware can be put in 
fiber optic or free space optic. 

TABLE II.  HARDWARE COMPONENT [15] 

Components Description 

Laser Light intensity detector 

Beam Splitter A 50/50 beam splitter is used to split a laser beam 

into equal-intensity beams. 

Polarizer Filter the laser beam to produce a 0° or 90° 

polarized light beam that indicates bit 0 or 1. 

Half wave plate Encrypt the laser's data and generate superposition 

states based on angles. 

Light intensity detector Check whether the photons are 0 or 1. 

VI. EXPERIMENTAL SETUP 

Fig. 3 shows the implementation of HWP in message 
sharing procedure. Alice will have two half-wave plates 
(HWPs), whereas Bob will have one HWP. In our 
implementation, a linearly polarized laser serves as the photon 
source. Depending on whether the input bit is 0 or 1, polarizers 
are used to filter a beam of light to pass a    or     degree 
polarized beam [8]. Alice generates a state with a 0 linear 
polarization at the start of the protocol using a    polarizer. 

The polarization technique generates a quantum bit (qubit) by 
encrypting the classical bits with photons. After encrypting the 
classical bits to the photons, Alice will use HWP-1 to execute a 
transformation at the angle   , this produces the superposition 
state,   . The superposition states hold the secret message that 
Alice and Bob will communicate in quantum ways.  

 
Fig. 3. Schematic of the experimental set-up over free space optics 

In order to increase the security of the protocol, it is noted 
that HWP-1 at the angle    is the authentication key specified 
from    to    . The transformation coupled with the encoded 
bit is then applied by Alice using HWP-3, which will be set at 
an angle    = 0 for bit 0 or    = 45 for bit 1. 

                   } 

        {
                 

        

                 
        

 (9) 

where     is the input light's input state comes from the 
polarizer Stokes parameter sequence, which is represented as 

    [

  

  

  

  

]  [

 
 
 
 

] (10) 

and      is the output light's input state from the polarizer 
Stokes parameter sequence: 

     

[
 
 
 
   
   
   
   ]

 
 
 

 (11) 

The input for this study is a 0° state. Consequently, the 
Stokes parameter's output is described by 

                       (12) 

After passing through the HWP, the light's polarization 
angle may be calculated [28,29] by: 

             [   ]     [   ]

       [   ]              [   ]   
 (13) 

where "." represents the multiplication operator and       
represents the norm operator. 

Bob receives the optical beam from Alice that contains the 
message, and uses a HWP-3 set at an angle     to remove his 
transformation. After passing it via a polarization beam splitter, 

𝜃𝑨 𝜃𝒙 𝜃𝑩 
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Bob will receive in a beam polarizer at either    or     
degrees. Accordingly, if    = 45, the output light will be 
vertically polarized and if    = 0, the output light will be 
horizontally polarized. Detectors will determine if the bit is 0 
or 1. 

VII. EXPERIMENTAL SIMULATION 

In this section, the proposed protocol's basic description is 
covered. First of all, the message that has been converted to 
binary code is encrypted into a quantum bit or also known as 
qubit. The proposed protocol is then used to communicate the 
qubit from Alice to Bob as follows. 

1) Let's say Alice gets a photon ready: The first qubit,     
is what Alice wishes to transmit, and it is encrypted to the 

photons using the first defined angle from the first method, 

       . Alice prepares photons according to Equation (10) 

and encrypts them by rotating HWP according to Equation 

(7): 

   [

    
                      
                       
     

]  [

 
 
 
 

]  

 [

 
    

         
 

] (14) 

2) Alice then performs the transformation corresponding 

with the encoded bit. The angle is set to    = 0  if bit 0 is 

being transmitted or    = 45⁰ if bit 1 is being sent. 

   [

    
                    
                     
     

]  [

 
 
 
 

]  

 [

 
    

          
 

] (15) 

3) When Bob gets   , he rotates it using the angle of the 

authentication key,         , to decode it. The original 

message is delivered to Bob. The result of the    represents 

the state     that Alice sent. 

   

[
 
 
 
    
    (      )    (      )  

    (      )     (      )  

     ]
 
 
 
 

[

 
    

          
 

]     [

 
 
 
 

] (16) 

VIII. PSEUDO CODE 

The algorithms in this work serve as an exact list of 
instructions that carry out the steps in the process of 
transmitting messages via optical devices. The steps include 
encoding, rotation of HWP and decoding stage. The pseudo-
code of the protocol is detailed in Algorithm 1. 

Algorithm 1 

1. Notation: 

2. R( ) ← is the rotation of HWP using Equation (6) 

3.   ← Angle of HWP at Alice 

4.    ← Angle of HWP at Alice either 0⁰ or 45⁰ 

5.    ← Angle of HWP at Bob 

6. Alice prepares a photon using Equation (9) 

7. Encoding Stage: Generate a photon to represent a qubit after the 
laser beam passed through a linear polarizer: 

8. Alice generates a state with a 0⁰ linear polarization using a 0⁰ 
polarizer. 

9. Rotation of HWP Stage 

10. R(  )            

11. R(  )            

12. if bit 0 is being transmitted then 

13.       = 0⁰   

14. else if bit 1 is being sent then 

15.       = 45⁰ 

16. end if 

17. R(  )            

18. Decoding Stage: The polarizer detects the photon’s polarization 
states 

19. Bob receives beam polarizer at either 0⁰ or 90⁰ degrees 

20. if    = 0⁰ then 

21.     the output light will be horizontally polarised 

22. else if    = 45⁰ then 

23.     the output light will be vertically polarised 

24. end if 

25. Detectors will determine if the bit is 0 or 1 

IX. CONCLUSION 

Photonic polarization qubits are frequently employed in 
quantum computation and quantum communication due to 
their robustness in transmission and ease of manipulation. But 
the usage of optical devices such as half wave plate and 
polarizer might high costs. The more the number of half-wave 
plates implemented in an experiment, the more times needed to 
transmit the message. This is because of changing the 
polarization angle of an optical device for encoding purposes, 
more time is required. These circumstances have led to an 
increase in source redundancy, which in turn causes a rise in 
transmission time. After consideration, this experiment 
implements three half-wave plates only.  Bear in mind that this 
experiment is to help to stimulate how was the quantum 
cryptography works on message sharing among the parties 
since it can describe quantum states in mathematical form. This 
study was written to explain that quantum experiments can be 
carried out using optical devices. And the stimulation shown 
can be used as a guideline for other researchers. This paper also 
contributes an alternative way through Python software to 
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simulate the function of each hardware component and uses the 
polarization of the quantum state to encrypt messages in a 
quantum communication environment. 
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Abstract—Today, with the advancement of science and 

technology, artificial intelligence evolves and grows along with 

human beings. Clinical specialists rely only on their knowledge 

and experience, as well as the results of complex and time-

consuming clinical trials, despite the inevitable human errors of 

diagnosis work. Performing malignant and dangerous diseases, 

the use of machine learning makes it clear that the ability and 

capacity of these techniques are beneficial to help correctly 

diagnose diseases, reduce human error, improve diagnosis, and 

start treatment as soon as possible. In diseases, image processing 

and artificial intelligence is widely used in medicine and applied 

in stereological, histopathology. One of the essential activities for 

diagnosing the disease using artificial intelligence and machine 

learning is the fragmentation of images and classification of 

medical images, which is used to diagnose the disease with the 

help of images of the patient obtained from medical devices. In 

this article, we have worked on classifying medical 

histopathological images of brain tissue. The images are not of 

good quality due to sampling with standard equipment, and an 

attempt is made to improve the quality of the images by 

operating. Also, all images are segmented using the U-NET 

algorithm. In order to improve performance in classification, 

segmented images are used to classify images into two classes, 

normal and abnormal, instead of the images themselves. The 

images in the data set used in this study have a small number of 

images. Due to the use of a convolutional neural network 

algorithm to extract the feature and classify the images, more 

images are needed. Therefore, the data amplification technique 

to overcome this problem is used. Finally, the convolutional 

neural network has been used to extract features from images 

and classify fragmented images. Experimental results shown that 

the proposed method presented better performance compared to 

other existing methods. 

Keywords—Image processing; fragmentation of images; 

machine learning; image classification; stereological; 

histopathology 

I. INTRODUCTION  

Today, with advances in various fields such as engineering 
and medicine, organizations produce and collect large amounts 
of data every day. Hence, the need for data analysis to improve 

an organization's processes, advance goals, speed things up, 
and reduce possible errors is felt. With the development of 
technology, there are significant advances in medicine that 
have increased data and information, so one of the topics in 
data analysis is to improve the quality-of-life process and 
community health, which is medical data. Machine learning 
can be used to improve performance and conclusions in 
medicine and reduce diagnostic errors. There are different 
types of medical data. Data can be text, image, video, and 
audio. In this article, the data used are medical images of the 
brain area taken from slides. In this way, brain cells are placed 
on a slide, one of the accessories of laboratory equipment, as 
an example for observation under a microscope. Then, 
microscopic observations are taken, and these images are used 
as data in this study. 

One method of data analysis for medical images (brain 
area) is machine learning. Machine learning is the scientific 
study of algorithms and statistical models that computer 
systems use to perform a particular task without explicit 
instructions, patterns, and inference. This is known as a subset 
of artificial intelligence. Machine learning algorithms create a 
mathematical model based on sample data, known as "training 
data," to make predictions or decisions without explicitly 
planning for the task [1-4]. Using the built model, the machine 
learns that if new data enters the machine, the machine can use 
the built model to predict the new data and specify the desired 
label for each data. The purpose of this paper is to identify 
image tags using a machine [5-7]. 

The purpose of this study is to develop a method to perform 
malignant and dangerous diseases using machine learning 
techniques which the ability and capacity of these techniques 
are beneficial to help correctly diagnose diseases, reduce 
human error, improve diagnosis, and start treatment as soon as 
possible. In diseases, image processing and artificial 
intelligence is widely used in medicine and applied in 
stereological, histopathology. One of the essential activities for 
diagnosing the disease using artificial intelligence and machine 
learning is the fragmentation of images and classification of 
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medical images, which is used to diagnose the disease with the 
help of images of the patient obtained from medical devices. 

Types of machine learning methods include supervised 
learning, semi-supervised learning, and unsupervised learning 
[8,9]. The data that will be used in this study are images of 
brain cells, all of which are labeled. So, learning that can be 
used for them has supervised learning. On the other hand, these 
data have two types of labels (normal and abnormal). As a 
result, the type of problem will be a binary classification 
problem. To learn, the machine must be able to extract features 
from photographs. An essential part of this study is the 
extraction of features from photographs and the fragmentation 
of photographs to examine microscopically the changes made 
by cerebellar cortex images in which the body changes [10,11]. 
The cellular neurons are comparable in different groups. The 
data used is raw and real, so that they will have some 
inconsistencies and problems. Most images are not of good 
quality and will confuse the machine. So, these problems must 
be fixed to improve performance and efficiency. On the other 
hand, it is necessary to prepare the data according to the 
conditions and the problem to the appropriate data to be 
injected into the desired algorithms. In general, it means that 
the data should be transformed in a way that the algorithm is 
acceptable and permissible for the implementation of 
algorithms, and the data should be cleared of any unnecessary 
errors and information to have the desired output. Data 
processing needs to be preprocessed. That will be the first step 
in this study. The most critical data preprocessing techniques 
include data cleansing, data integration, data reduction, and 
data transformation [12-15]. 

The next step is to segment the images. Fragmentation is a 
very related task in the analysis of medical images. Automatic 
separation of organs and structures of interest is often 
necessary to perform tasks such as visual augmentation, 
computer-aided detection, interventions, and the extraction of 
quantitative indicators from images [16-18]. Image 
segmentation, also called tagging, is the process of dividing an 
individual element of an image into a set of groups so that all 
the elements in a group have a common feature. In medicine, 
this common feature is usually that the elements belong to the 
same type of tissue or organ [19-23]. Different algorithms and 
methods can be used for segmentation. The purpose of 
segmentation is to simplify and change the representation of an 
image into something more understandable and easier to 
analyze. By segmenting the images, the borders and lines of 
the images will be determined, leading to better performance 
for the next step, which is to extract the features. 

After preprocessing and segmentation, the feature 
extraction operation is performed on the data. Feature 
extraction is a process in which, by performing operations on 
data, it is obvious and determining features are determined. 
Feature extraction is done on the data used in this article to 
extract the features that are in the images. The machine is 
trained in these features, and based on the learning it has from 
these features, any other image except these images is provided 
to the machine so that the machine can correctly predict the 
label of the image without the label. There are different 
algorithms for feature extraction, which in this research will 
use a convolutional neural network algorithm. Deep learning 

algorithms, especially convolutional neural networks, have 
quickly become a method for analyzing medical images. Deep 
network learning algorithms consist of many layers that input 
data while learning higher-level features. For example, it 
converts images to output (for example, the type of disease).  

The most successful models for image analysis to date are 
convolutional neural networks [24-26]. In deep learning or 
hierarchy, several different layers are used to learn features. 
The more (deeper) this hierarchy of layers is, the more 
nonlinear properties are obtained. For this reason, this article 
has tried to use more layers. Of course, this statement has its 
limitations. After a certain number of layers, the system's 
performance does not improve, and new and more features are 
not trained. On the other hand, it is impossible to work directly 
on the input image to obtain or produce features containing 
more information. For this reason, deep learning with layers 
and hierarchies has been used. 

Most dangerous diseases, such as cancer and the presence 
of tumors in the body's organs, are well diagnosed by 
examining and analyzing images obtained from sampled tissue 
samples. Therefore, it is possible to prevent the disease's 
progression and treat it as soon as possible by diagnosing it as 
quickly and accurately as possible. Therefore, a better and 
more accurate analysis of histological images can be beneficial 
to doctors and patients and can even be said to reduce the risk 
of death. Generally, histology specimens obtained in the 
operating room are processed by formalin and then embedded 
in paraffin to diagnose the disease. The tissue is then cut with a 
high-precision device and mounted on glass slides. The slides 
are stained with hematoxylin and eosin (H&E) to see the 
nucleus and cytoplasm. Finally, pathologists complete the 
diagnosis by visually examining histological slides under a 
microscope. However, in breast cancer diagnosis, histologists 
agree in 75% of cases and disagree in other cases [27-29]. 
Therefore, due to the complex nature of visible structures, 
traditional manual detection of tissue microstructure and 
general organization of nuclei in histological images is very 
time-consuming and can be subjective. As a result, computer-
aided automation systems are essential to reduce specialists' 
workload by improving diagnostic efficiency and reducing the 
mentality of disease classification [30-33]. 

In this article, images of cerebellar tissue are used, the 
images used are of low quality, and the quality of the images 
should be normalized and then analyzed. In addition to the low 
quality of the images, when coloring the images, unfortunately, 
some color deposits are created in the image, which is quite 
similar to the cells in the texture and distorts the process. The 
color of the cells, on the other hand, is very similar to the 
background color of the tissue, slowing down the analysis. The 
challenges for segmentation and image classification are that 
the number of images is about 91, which is a minimal number 
and not enough to use deep learning to analyze images, and 
solutions had to be devised. On the other hand, an algorithm 
for segmentation should be selected that can perform well on 
histopathological images and has acceptable and good accuracy 
with low images. Regarding the classification algorithm, an 
algorithm that works well for histopathological medical images 
should be selected. It is expected that the quality of the images 
can be increased and the accuracy of the work can be 
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improved, and also that the images can be segmented with high 
accuracy. Most importantly, the results obtained by extracting 
features from the images using machine learning are better and 
more accurate than the physicians' manual method. The 
classification error can also be significantly reduced until new 
data or a histological image of the new patient can be 
presented. Correctly predict whether the new image has a 
normal or unnormal texture. 

II. PROPOSED ALGORITHM 

Fig. 1 shows a flowchart of the general process and the 
proposed algorithm. In the first step, the image quality is 
improved, including two parts: color change and removing 
color deposits. Then, the images are divided into two training 
sets and experiments in the second step. In the third step, the 
images are segmented by the U-net algorithm. In the fourth 
step, due to the lack of images, data amplification technique 
training is applied to the images. In the fifth step, all images are 
pre-processed. Finally, feature extraction is performed on 
fragmented and amplified images using the convolution neural 
network algorithm and using these features. The convolution 
neural network classifies the images. In the following, each of 
these sections is examined. 

 

Fig. 1. The proposed algorithm 

III. PROPOSED PROCESS 

In this section, the solution of the article is described in 
detail. According to the explanations in the previous chapters, 
the primary purpose of this article is to present a process for 
improvement in the classification of histopathological images 
of brain tissue using deep learning. Also, the following is a 
general introduction to the data set to understand the process 
better. 

A. Data Set 

The data used in this article are brain tissue images. This 
dataset contains 91 histological images. All available images 
have labels, and there are two types of labels that are normal 
and abnormal. Each available image is only a member of one 
of these two tag classes. Class images do not overlap, meaning 
that an image can be a normal and non-normal class member 
and belongs to only one class. On the other hand, the number 
of images in these two classes is balanced, i.e., the number of 
images in the two classes is not much different from each other 
and is relatively evenly distributed in the two classes. For more 
familiarity with the available data, normal and unnormal image 
samples are shown in Fig. 2 and 3, respectively. As shown in 
the figures above, both images are very similar, and it will not 
be easy to distinguish between them. In histological images, in 
order to analyze the images, the cells in the histological images 
should be analyzed. These images have been used for the first 
time in this article, and no analysis has been done on these 
images before. Brain tissue is first sampled to image the data, 
then placed on a slide, a laboratory device, then stained by 
specialists to identify the cells better, and placed under a 
microscope and photographed. All the equipment used for 
sampling and photography is standard laboratory equipment, 
and no advanced and high-quality equipment is used because 
this sampling and imaging are done in a simple laboratory in 
the university. For this reason, the images are not of good 
quality. 

 
Fig. 2. Sample normal image 

 
Fig. 3. Sample unnormal image  

B. Improve Image Quality 

As shown in the previous images in Fig. 1 and 2, the 
background colors and the cells in the images are very similar. 
This may confuse the process, so to avoid this problem to 
increase the images' transparency and better distinguish the 
cells from the background, the color of the images has been 
changed using the Icy program. Fig. 4 shows an example of an 
image before and after a color change. The sediments in the 
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images are very similar to the actual cells. This causes many 
errors in the work process. For this purpose, the colored 
deposits in the images must be removed. To remove these 
sediments, Icy software and a paint program are used, and the 

sediments are removed. Fig. 5 shows an example of images (a) 
before and (b) after sediment removal. 

Due to a large number of images, all the steps performed in 
this step are applied to all images in the data set. 

      

Fig. 4. Sample images, (a) before applying the color change, (b) after applying the color change 

      

Fig. 5. Sample images, (a) before sediment removal, (b) after sediment removal

C. Data Separation 

After changing the color and removing color deposits, the 
images should be divided into two parts: training and testing. 
In all processes, the ratio of the number of training to the test is 
about 7 to 3, i.e., 70% of the normal data and 70% of the 
unnormal data are related to the training section, and the 
remaining 30% are related to the test section. The following is 
the number of data assigned to each class. The total images are 
equal to 91 images, of which 50 images belong to the normal 
class, and 41 images belong to the unnormal class. Out of a 
total of 91 images, 64 images are allocated to the training set 
and 27 images to the test set. Out of 64 images related to the 
training set, 34 are for normal class, and 30 are for unnormal 
class. Also, out of 27 images assigned to the test set, 16 are for 
normal class, and 11 are for unnormal class. As it turns out, 
there is a balance between the number of images in both 
classes, meaning that the distribution of images in the classes is 
relatively equal. 

50
Overall Image 91

41

Normal

Unnormal


 

 ,        

34
Training Data 64

30

Normal

Unnormal


 

 , 

16
Teste Data 27

11

Normal

Unnormal


 

  

D. U-Net Algorithm 

This algorithm has a specific architecture, which is used in 
this article. The architecture is briefly described below. In 
2015, Ronberberger et al. Proposed architecture for the 
segmentation of biomedical images [34]. This architecture is 
called U-net because of its U-shape. It is also called hourglass 
architecture. Convolution neural networks and deep learning 
techniques are not yet widely used because they have 
limitations due to the need for large amounts of data to teach 
complex models. However, the U-Net architecture does not 
require a large number of images due to the beneficial use of 
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data amplification techniques. Fig. 6 shows the architecture of 
this algorithm. This architecture has two contracting paths on 
the left and a Symmetric expanding path on the right. The 
contracting path is to extract the feature, and the expansion 
path is symmetrical to obtain the feature map. In general, this 
architecture has 23 layers of convolution. The contraction path 
follows the typical architecture of a convolutional network. 
This path involves repeated use of two 3×3 convulsions, each 
modified using a linear function (ReLU) and a maximum 
aggregation operation of 2×2 max using step 2 for 
downsampling. At each step of the descent, the number of 
feature channels doubles. Each step in the symmetric 
expansion path involves a mapping of the feature map, 
followed by 2×2 up sampling that halves the number of 

channels and two 3×3 convulsions with the ReLU linear 
function for correction. Also, at each stage, the feature maps 
are concatenated in the opposite stage of the contraction path. 
Cutting at any stage is necessary due to the loss of boundary 
pixels in each convolution. In the last layer, a 1×1 convolution 
is used to map all 64 attribute vector components to the number 
of available classes. Data reinforcement is essential when the 
amount of data is small. Since there is often little data in 
medicine, the need for data reinforcement becomes sensitive in 
these cases. This is present in the U-Net architecture itself, and 
this has made U-Net work well for low-data datasets. All 
images are fragmented using this algorithm, and then the 
images generated by the output of the U-Net algorithm will be 
used.

 

Fig. 6. U-Net architecture [34]

E. Generate Mask Images 

In order to segment images, there must be a tag for the 
images. The label in the segmentation is different from the 
label in the classification. In segmentation for system training, 
the system must be told which goal in the main image is to 
select and segment which part of the images. In image 
segmentation with the U-Net algorithm, the required tags are 
images called masks, which are given to the system to compare 

the image and the mask corresponding to determine the 
purpose, segmentation, and selection. The real and mask 
sample images extracted by the excerpt are shown in Fig. 7. 

As mentioned, these tags did not exist for this dataset. In 
this study, mask images are extracted using Icy software, a 
mask extraction program. This is done under the supervision of 
an expert so that the selection of essential areas would not be 
mistaken and the system could be properly trained. 

  

Fig. 7. Sample image (a) real, (b) mask
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F. Data Augmentation  

Improving the performance of deep neural networks is 
often directly related to the data available for training. In 
convulsive neural networks, if the amount of data is small, the 
system learning operation will not work well. More data is 
needed to improve the network. On the other hand, due to the 
lack of data in medical imaging, especially tissue imaging, due 
to complex sampling and imaging, and not much data 
collection is possible, the image enhancement technique will be 
beneficial. This technique allows the data to be amplified and 
the data set to be strengthened without requiring new images. 
This data will be based on the images in the current data set. 
By learning new properties from those images and the original 
images, the network gains the power to understand a broader 
range of each object and becomes so-called Generalized. 

Therefore, it is clear that the selection of settings for the 
data amplification technique must be made carefully and 
follow the content of the data and the type of problem. 
Applicable trial and error enhance data enhancements for 
selected images. In this way, new images are generated by the 

data amplification technique using different settings. Then the 
convolutional neural network is trained, and user settings in the 
data amplification technique are selected according to the 
improvement or non-improvement of the network. Modern 
deep-learning algorithms, such as convolutional neural 
networks, can learn features independent of their location in the 
image. However, amplifying and adding data by changing 
rotation, light, and color can further aid in learning independent 
features in the image. Eventually, the grid learns to recognize 
the object correctly if it is turned from left to right in the image 
or has little light and clarity. The critical point here is that data 
amplification should only be applied to training images, not 
test data, as this would compromise network performance. 
Fig. 8 shows the main figure. Fig. 9 also shows (a) the vertical 
flip and (b) the horizontal flip. 

By applying the above changes to the entire tutorial images, 
about 50 images are added to each of the normal and unnormal 
image groups. The above changes do not pose a problem 
histologically because histologists can analyze images from 
any angle and direction. 

 

Fig. 8. The main figure       

  

Fig. 9. Shows (a) the horizontal flip, (b) the vertical flip

IV. CONVOLUTION NEURAL NETWORK ARCHITECTURE 

When a computer receives an image as input, it sees it as an 
array of numbers. The number of arrays depends on the size of 
the image (in pixels). For example, suppose a color image in 
JPG format with a size of 1280×960 pixels is given to the 
computer. In that case, its replacement array will have 

3×1280×960 cells. The number 3 goes back to RGB and means 
that the image is in color. Each of these houses also has a 
number between 0 ~ 255. This number indicates the pixel 
intensity. The only available tools in the category of images 
using convolutional neural networks are such numbers. To 
understand and recognize complex images, such as the image 
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of a cell, the computer first recognizes the simpler features of 
that image, such as edges and curves. 

The design of network layers can be different for each data, 
depending on the purpose pursued. The architecture designed 
in this article gave the best results for the data at hand. This 
architecture has 6 layers of convolution, and 5 layers of 
aggregation applied between the layers of convolution. In the 
last layer, a fully connected layer is used. The fully connected 
layer is responsible for calculating the score of categories 
(classes) to classify images. The filters used for the convolution 
layer have dimensions of 5×5, which include weights. The 
ReLU activator function is also used for the activator function. 
ReLU applies an activation function to each neuron, such as 
max (0, x), which sets the threshold at 0 (i.e., values x for 
negative values and 0 for negative values). This does not 
change the mass size from the previous step, i.e., the size of the 
output in this layer equals the output dimensions of the 
previous layer. This function does not change the dimensions 
of the output. The input layer is 3×224×224 images. The value 
of 3×224×224 are the dimensions of the images, and 3 also 
refers to the fact that the images are 3 channels, i.e., color 
images. Images enter the convolution neural network through 
the feed-forward stage. In the feed-forward stage, each filter is 
slid along the inlet's width and height, creating an Activation 
Map for that filter. As the filter slides across the inlet width, 
multiplying the point between the filter inputs by A stream is 
also performed. The result is passed through an activation 
function, and output is generated. In other words, at this stage, 
the input is multiplied by the weights, added to the bias, and 
entered into an activation function. This process continues until 
the end. 

The initial weight of the grid is randomly weighted. Then 
Adam's reverse optimization algorithm is used to update the 
weights. The reverse algorithm is used to adjust the parameters 
based on their impact on the final result. This algorithm 

calculates the error from the last layer. In order, layer by layer, 
the parameters are adjusted based on that error. That is, the 
weights and deviations are changed in such a way as to 
produce a result closer to the actual output with less error in the 
next iteration. CROSS ENTROPY is used as a loss function to 
determine the amount of error in the reverse algorithm, which 
aims to minimize the error. Optimizers and other activators can 
be used, each of which can be tried and tested. If each of these 
items is accurate, that item will be selected for use, but in most 
cases, they are not much different. In this study, it is concluded 
by trial and error to use the ReLU activator function and Adam 
optimizer. Fig. 10 shows the general structure of the 
architecture used. 

As shown in the architecture shown in Figure 10, the first 
224×224 images enter the network. In the first layer, a 
convolution layer with a 5×5 filter is applied to the image. The 
ReLU activator function is used, and the output is given to the 
aggregation layer with a 2×2 filter and step 2, in which the 
dimensions of the images are halved. Then the output from the 
first aggregation layer is given to the second convolution layer 
again, and the same cycle continues. In designing 
convolutional neural network architecture, an important 
question is how many layers and what kind of sex is needed. 
Because the performance of architectures and layers is different 
for different data, like the other stages, trial and error have 
been used in this stage. Increasing the number of layers to a 
range improves neural network performance. After a range, 
increasing the number of layers reduces performance. This 
point can only be found by trial and error. The number of 
layers is also increased by trial and error. After this number of 
layers, as shown in Fig. 10, it is observed that the network 
performance does not improve. Even after the following few 
layers, it reduces the network performance. That is why the 
network is trained with 6 layers of convolution and ReLU, 5 
layers of aggregation, and one fully connected layer. 

 

Fig. 10. General structure of architecture
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VI. RESULTS AND EVALUATION 

In this section, evaluations and comparisons are provided to 
prove the efficiency of the proposed algorithm. For this 
purpose and to provide comprehensive results, the proposed 
method is reviewed in stages. In the following, the obtained 
results are discussed using evaluation criteria to measure the 
performance of the proposed process. The knowledge 
generated in the model learning stage should be analyzed in the 
evaluation stage to determine its value and then determine the 
efficiency of the model learning algorithm. These criteria can 
be calculated for the educational data set in the learning phase 
and the set of experimental records in the assessment phase. 
Evaluation of experimental data is often used because it shows 
the performance of the process. So, one of the most critical 
steps after designing and building a model or an algorithm is to 
evaluate its performance. Different evaluation criteria are used 
based on the existing algorithm and purpose. In this 
dissertation, two essential algorithms have been used, each 
with a separate evaluation. First, a brief description of the 
evaluation criteria used is given. 

The results of the convolution neural network are 
described. In most previous works, the images entered the 
convolutional neural network directly after initial 
preprocessing. Alternatively, extracted through the neural 
network and then classified by another algorithm. The images 
are classified in several stages using a convolutional neural 
network, and the classification results are evaluated. All the 
results of these several stages are compared. The last step is 
related to the proposed process. The goal is to raise the 
standards of accuracy and reminder; the more these three 
criteria, the better the network performance. The criterion of 
accuracy obtained in all stages is in percentage. 

On the other hand, the criteria of accuracy and numerical 
recall are between 0 and 1, which is closer to 1, i.e., the better 
the performance of that class. The data are randomly isolated 
six times for evaluation, and then all steps are performed. 
Finally, the results obtained from the repetition of six steps are 
averaged.  

A. Evaluation of Convolution Neural Network with Raw 

Images 

In a reference study [24], the images entered the 
convolutional neural network for further analysis after applying 
techniques to reduce the number of images and select images. 
Because the data set, they used to have a lot of similar images. 
This study does not need to reduce the number of images 
because the data set used has few images. According to the 
reference, the images then entered the convolutional neural 
network [35]. First, the raw images entered the convolution 
neural network without any changes. Raw images are primary 
images without applying the segmentation algorithm and 
without applying the sediment removal and color change steps. 
The evaluation is performed 6 times on random data. Table I 
shows the accuracy, precision, and recall obtained in all these 
six steps. Also, in the end, the average of six steps will be 
considered. 

In this table, the rows represent the evaluation steps, and 
the columns represent the evaluation criteria, which is the same 

as the overall accuracy of the convolution neural network. 
Precision and Recall are also provided for each normal and 
abnormal class. Because both classes are equally important. 
Convulsive neural network in these conditions has an accuracy 
of about 76.14%. The normal class has a Precision of 
approximately 0.739 and a Recall of approximately 0.76. Also, 
the unnormal class has a Precision of approximately 0.76 and a 
Recall of approximately 0.73. 

B. Evaluation of Convolutional Neural Network with 

Fragmented Image 

As mentioned before, in previous works, most images are 
classified using a convolutional neural network after a series of 
preprocessing to classify the images, especially 
histopathological images. In the solution proposed in this 
article, all images are segmented before the images are 
classified. Then, fragmented images are classified using a 
convolutional neural network. This step discusses the results 
obtained from the classification of fragmented images. The 
results for this process are according to Table II, in which also 
in this step, 6 random data are evaluated and finally averaged. 

In this process, the accuracy is equal to 87.61%. Also, the 
precision and Recall of the normal class are equal to 0.871 and 
0.91, respectively, and the precision and Recall of the 
unnormal class are equal to 0.915 and 0.846, respectively. As it 
is known, all the evaluation criteria in this process have 
improved compared to the previous process. 

C. Figures and Tables Evaluation of Convolution Neural 

Network with Segmented Image and Use of Data 

Amplification 

In this series of evaluations, the quality of the images is 
first improved using the scale removal step and color change. 
The improved images are then segmented using the U-Net 
algorithm. Due to the lack of several images and in order to 
improve the performance of the convulsive neural network, the 
data amplification technique is used. The results obtained from 
the classification of this step of the images are according to 
Table III, also this step is repeated 6 times, and the average is 
taken. 

The accuracy of this process is equal to 93.825%. Also, the 
precision and recall of the normal class are 0.912 and 0.978, 
respectively. On the other hand, the precision and recall of the 
unnormal class are equal to 0.979 and 0.9. 

D. Overall Evaluation Results 

The following Table IV shows all the results of the 
evaluated steps. There is also a comparison chart in Fig. 11 to 
measure the accuracy of all steps.  

Fig. 12 also provides a comparison chart for all steps and 
precision and recall criteria for each normal and abnormal 
class. 

According to the diagram in Fig. 12 and Table IV, it can be 
seen that the accuracy obtained from the classification stage of 
fragmented images and the use of the data amplification 
technique has the highest percentage, approximately 93.82%. 
Also, according to Fig. 12 and Table IV, it is clear that the 
precision and recall of both normal and unnormal classes in the 
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classification of fragmented images and the use of data 
amplification are more than the other steps. Therefore, using 
the segmentation and data amplification technique in 

histological medical images will have a good performance on 
the convolutional neural network. 

TABLE I.  RESULTS FROM THE CLASSIFICATION OF PRIMARY RAW IMAGES 

- Accuracy (%) Precision (n) Recall(n) Precision(un) Recall(un) 

1 70 0.675 0.75 0.719 0.64 

2 77.37 0.791 0.57 0.664 0.85 

3 77.77 0.835 0.71 0.745 0.85 

4 80.76 0.774 0.86 0.842 0.75 

5 76.92 0.772 0.86 0.827 0.67 

6 74.07 0.636 0.86 0.815 0.62 

AVG 76.148 0.793 0.768 0.767 0.73 

STDEV 3.69 0.074 0.116 0.07 0.102 

TABLE II.  RESULTS FROM IMPROVED AND SEGMENTED IMAGE CLASSIFICATION 

- Accuracy (%) Precision (n) Recall(n) Precision(un) Recall(un) 

1 92.59 1 0.88 0.892 1 

2 85 0.851 0.86 0.858 0.85 

3 85.18 0.763 1 1 0.69 

4 88.88 0.813 1 1 0.77 

5 88.88 1 0.79 0.826 1 

6 85.18 0.801 0.93 0.916 0.77 

AVG 87.618 0.871 0.91 0.915 0.846 

STDEV 3.05 0.103 0.82 0.72 0.129 

TABLE III.  RESULTS FROM THE CLASSIFICATION OF FRAGMENTED IMAGES AND THE USE OF DATA AMPLIFICATION TECHNIQUES 

- Accuracy (%) Precision (n) Recall(n) Precision(un) Recall(un) 

1 96.3 1 0.94 0.943 1 

2 92.59 0.869 1 1 0.85 

3 92.59 0.869 1 1 0.85 

4 92.59 0.869 1 1 0.85 

5 92.59 1 0.93 0.934 1 

6 92.59 0.869 1 1 0.85 

AVG 93.825 0.912 0.978 0.979 0.9 

STDEV 1.913 0.067 0.033 0.031 0.77 

TABLE IV.  OVERALL RESULTS OF ALL EVALUATION STEPS 

- Accuracy (%) Precision (n) Recall(n) Precision(un) Recall(un) 

CNN 76.148 0.739 0.768 0.768 0.73 

UNET+CNN 87.618 0.871 0.91 0.915 0.846 

UNET+ 

Data augmentation+ CNN 
93.825 0.912 0.978 0.979 0.9 
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Fig. 11. Diagram related to the accuracy criterion of all evaluated steps 

 

Fig. 12. Diagram of precision criteria and recall of all assessed steps

VII. DISCUSSION 

The accuracy, precision, and recall attained over the course 
of six steps are shown in this study's experimental results. To 
show the convolution neural network's overall accuracy, the 
evaluation process and evaluation standards are represented. 
Precision and Recall are also supplied for each normal and 
abnormal class. Because both classes are equally important. In 
these circumstances, the accuracy of the convulsive neural 
network is roughly 76.14%. Precision and Recall for the typical 
class are respectively 0.739 and 0.76. Also, the Abnormal class 
has a Precision of roughly 0.76 and a Recall of approximately 
0.73. 

According to the presented results, it can be seen that the 
accuracy obtained from the classification stage of fragmented 
images and the use of the data amplification technique has the 
highest percentage, approximately 93.82%. Moreover, the 
results of performance measurements indicates that the 
precision and recall of both normal and unnormal classes in the 
classification of fragmented images and the use of data 
amplification are more than the other steps. Therefore, using 
the segmentation and data amplification technique in 
histological medical images will have a good performance on 
the convolutional neural network. 

VIII. CONCLUSION 

Today, deep learning has become one of the main 
techniques in the field of machine learning. They have solved 
many problems by using deep learning, and the use of deep 
learning has helped to improve the performance of many 
problems. For example, they use in-depth learning to diagnose 
various diseases, process medical images, social networking 
issues, etc. In this paper, deep learning is used to classify 
histological images. Images in different stages are classified 
using a neural network, as is clear from the results of the 
implementations. Improved image quality improved the 
performance of the U-Net segmentation algorithm. The U-Net 
algorithm also performed well for histopathological imaging. 

On the other hand, the U-Net algorithm for small medical 
data sets can produce satisfactory results. The results obtained 
from the classification of fragmented images show that the 
segmentation of histological images improves the function of 
the convolutional neural network. The data amplification 
technique is also effective in this study because the number of 
images for training convolutional neural networks is minimal. 
Using the data amplification technique has led to better 
network learning. More images will ultimately help the process 
perform better. So, in general, it can be concluded that using 
segmented images and data amplification technique is helpful 
for histological images and causes better performance of the 
convolution neural network. 
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Abstract—Analytical reading is a necessary cognitive skill  

for advancing to other skills required in the digital age. Thailand 

is focused on the instructional development and use of digital 

media to enhance the digital natives' analytical reading skills, 

which will assist learners of all ages in effectively and quickly 

adapting to changes in the digital environment. After the 

COVID-19 pandemic situation, educational institutions in 

Thailand have begun to embrace a hybrid learning approach like 

never before. The limitations of the existing learning process for 

boosting digital natives’ analytical reading skills are the lack of 

integration between reading techniques, hybrid pedagogies, and 

emerging learning technologies to enhance learners' seamless 

learning experiences. Thus, this study aims to propose the Cloud-

powered Hybrid Learning process (Cp-HL process) to enhance 

digital natives’ analytical reading skills. This study consisted of 

two main stages in the research methodology: 1) learning process 

development; and 2) learning process evaluation. The developed 

Cp-HL process had four main learning phases: (1) preparation 

for hybrid learning; (2) presentation for interactive learning;  

(3) practice with analytical reading; and (4) progress reports  

on analytical reading skills. All the experts agreed that the newly 

developed Cp-HL process performed extremely well in terms of 

overall suitability. 

Keywords—Hybrid learning; cloud-powered learning tools; 

learning process; analytical reading skills; digital natives 

I. INTRODUCTION 

Thailand's Key National Strategies for Human Capital 
Development and Strengthening focused on innovative-based 
instructional development and the use of digital media to help 
the Thai people become more moral, skilled, disciplined, kind, 
analytical readers, and able to "know, get, and adapt" to new 
technology, so that no one was left behind [1]. 

Analytical reading skills are high-level cognitive skills that 
allow a person to break down an intellectual or conceptual 
whole into parts for their individual study. This helps a person 
think, seek information, analyze information, solve problems 
based on that information, and make decisions in everyday life 
with more clarity [2–4]. The cooperative integrated reading and 
composition (CIRC) technique based on cooperative learning, 
which is intended to develop reading, writing, and other 
language skills, is one way to develop analytical reading 
abilities [5–7]. 

Digital natives become acquainted with digital media, 
digital technologies, and cloud computing at a youthful age and 
regard digital devices as an integral and necessary part of their 
lives. Many teenagers and children in developed countries are 
considered "digital natives" because they communicate and 
learn primarily through computers, social networking sites, and 
instant messaging. Thus, digital natives think, learn, and 
understand the world differently than people who have not 
been exposed to digital technologies [8–10]. 

Previous studies found that Hybrid Learning (HL) 
strategies are more successful than conventional learning 
strategies [11–13]. The success of implementing the HL 
strategy (experimental class) demonstrates that the hybrid 
strategy is appropriate for millennial students (generation Z as 
digital natives), or students born between 1995 and 2010. This 
supports several previous studies [14–15]. The HL strategy is 
superior to the typical classroom or face-to-face class in terms 
of active learning, student learning results, and learning 
satisfaction [13–15]. 

The limitations of the existing learning model for boosting 
digital natives’ analytical reading skills are the lack of 
integration between characteristics of digital learners, digital 
reading techniques, hybrid pedagogies, and emerging learning 
technologies in a hybrid learning mode to enhance learners' 
seamless learning experiences [2, 16]. 

Thus, this study aims to propose the Cloud-powered Hybrid 
Learning process (Cp-HL process) to enhance digital natives’ 
analytical reading skills. This article presents the research 
objectives, literature review on hybrid learning, cloud-powered 
learning tools, the CIRC technique, digital natives’ analytical 
reading skills, the developed conceptual framework, research 
methodology, key findings, conclusions, and discussions. 

II. RESEARCH OBJECTIVES 

1) To develop the Cp-HL process in order to enhance 

digital natives’ analytical reading skills.  

2) To evaluate the suitability of the Cp-HL process to 

enhance digital natives’ analytical reading skills. 

*Corresponding Author. 
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III. LITERATURE REVIEW 

A. Hybrid Learning (HL) 

After the COVID-19 pandemic, the one new normal in 
instructional design is Hybrid Learning (HL) [13, 17–18, 32].  
HL, also known as blended learning or flipped learning, may 
vary widely in instructional design, execution, and learning 
support. "Face-to-face (F2F)" instruction includes those 
courses in which 0 to 29% of the content is delivered online, 
which includes both traditional and web-facilitated courses [13,  
19–20]. The remaining alternative online courses are defined as 
having at least 80% of the course content delivered online. 
Whereas HL is defined as having 30 to 79% of the course 
content delivered online via F2F [13, 20]. This pedagogy 
combines the best components of both traditional classroom 
instruction and online classroom instruction, creating a flexible 
and dynamic learning environment. In a hybrid learning 
setting, students have the opportunity to attend classes in 
person, participate in online learning activities, and access 
digital resources and tools [19–20, 32–33]. 

B. Cloud-powered Learning Tools 

Cloud-powered learning tools enable instructors to set up 
hybrid learning spaces where students can communicate and 
work together from anywhere using their digital devices, both 
in online learning mode and in on-site learning mode. These 
tools can be divided into four categories [13, 17–18, 21–29]: 
1) social communication tools, such as Facebook®, LINE®, 
Telegram®, and Discord®; 2) browsing and seeking tools, 
such as Google Chrome®, Firefox®, Microsoft Edge®, and 
Safari®; 3) interactive presentation tools, such as Zoom®, 
Google Meet®, Microsoft Teams®, and ClassPoint®; 
4) analytics and evaluative tools, such as ClassDojo®, 
Kahoot!®, Google Forms®, and Google Analytics® 

C. CIRC Technique 

The cooperative integrated reading and composition 
(CIRC) technique is the most effective and relevant technique 
for teaching students to read. CIRC derives from cooperative 
learning, which facilitates students' comprehension of the 
assigned reading material. Students are instructed to work in 
groups to achieve the objective of reading descriptive text and 
photos [5–7, 30]. 

D. Digital Natives’ Analytical Reading Skills 

Digital natives’ analytical reading skills are rooted in the 
principles of analytical reading described in Dechant (1982) 
[31]. Previous studies about the level of understanding learners 
have of texts (reading) can be summarized into three 
components discussed as follows: 1) Comprehension reading is 
the level at which the reader can clearly explain, remember, 
and recall the idea or the details of the readable information. 
2) Interpretative reading is a level of insight that is deeper than 
understanding the meaning of a word. Readers must be able to 
interpret or understand what the author does not directly 
address. 3) Analytical reading can reveal the latent meaning, 
understanding, aims, opinions, attitudes, and language level 
that the author has available. When they summarized what they 
read, they said what they liked and didn't like about it. When 
they retold a story, they used the information from their writing 
to make a conceptual schema. 

Thus, digital natives’ analytical reading should start with 
reaching and comprehending the elements of the media symbol 
systems, especially digital media, and then considering their 
validity and analyzing the message of the story in digital media 
by checking the elements to see how those elements make 
sense in terms of being intelligible, justifiable, or practicable or 
not. Digital natives’ analytical reading essentially disassembles 
the entire intrinsic elements of the story under specific media 
symbol systems and examines how the elements relate to one 
another to respond to the story via interacting digital media 
symbol systems [2–4, 8–10]. Elements of analytical reading for 
digital natives can be put into five main categories [2–10]:  
1) the media symbol system; 2) content; 3) language; 
4) purpose; and 5) structure. 

IV. CONCEPTUAL FRAMEWORK 

As shown in Fig. 1, the conceptual framework of this 
research used three ideas to come up with the Cp-HL process 
to help digital natives become better at analytical reading. 

 
Fig. 1. Conceptual framework 

Fig. 1 shows the main concepts and variables of the study 
to enhance the analytical reading skills of digital natives. The 
conceptual framework is made up of three parts: 

(1) The basics of novel concept formation were divided into 
three concepts: a) Cloud-powered learning tools, which have 
four types: i) social communication tools; ii) browsing and 
seeking tools; iii) interactive presentation tools; iv) analytics 
and evaluative tools. b) Hybrid learning, which has two main 
learning modes: i) online learning mode; and ii) on-site 
learning mode. c) The CIRC technique, which has four main 
learning steps: i) instructor presentation; ii) team practice; iii) 
reading testing; iv) team recognition. 

(2) The manipulated variable was the Cp-HL process to 
enhance digital natives’ analytical reading skills into four main 
learning phases: a) preparation for hybrid learning (online 
learning mode); b) presentation for interactive learning (online 
learning mode); c) practice with analytical reading (on-site 
learning mode); d) progress reports in analytical reading skills 
(on-site learning mode) 

(3) The dependent variable was digital natives’ analytical 
reading skills, which had three components: a) identifying the 
intrinsic elements of the story and media symbol systems;  
b) analyzing the message of the story and media symbol 
systems; c) responding to the story and media symbol systems. 

V. RESEARCH METHODOLOGY 

A. Phase I: Development of the Cp-HL Process in Order to 

Enhance Analytical Reading Skills for Digital Natives 

In the first phase, we conducted research in the following 
steps: 1) a scoping review on the development of the Cp-HL 
process to enhance digital natives’ analytical reading skills  
(i.e., hybrid learning, cloud-powered learning tools, CIRC 
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technique, analytical reading skills, and digital natives) in Thai 
Journals Online (ThaiJO), Education Resources Information 
Center (ERIC), and Scopus online databases published 
between 2017 and 2022 using content analysis of the research 
article's texts; 2) synthesis and construction of the conceptual 
framework; and 3) development of the Cp-HL process to 
enhance digital natives’ analytical reading skills according to  
the Sloan Consortium's HL guidelines [20], which specifies 
a proportion of program content delivered online ranging from 
30 to 79% as the most widely accepted and popular in 
Thailand. 

B. Phase II: Evaluation of the Suitability of the Cp-HL 

Process to Enhance Analytical Reading Skills for Digital 

Natives 

In the second phase, we conducted research in the 
following steps: 1) creating research tools for evaluating the 

suitability of the Cp-HL process; 2) proposing the Cp-HL 
process to nine experts in educational technology, Thai 
language, and instructional system design (three experts per 
side), each of whom holds a PhD or its equivalent and has at 
least three years of relevant experience; and 3) analyzing the 
results of the validation and evaluation of the Cp-HL process 
by the mean and standard deviation (S.D.). The suitability 
evaluation questionnaire was built on a five-point Likert scale 
(5 = strongly agree; 4 = agree; 3 = neither agree nor disagree; 2 
= disagree; 1 = strongly disagree). 

VI. RESEARCH FINDINGS 

A. The Developed Cp-HL Process to Enhance Digital 

Natives' Analytical Reading Skills

 
Fig. 2. The Cloud-powered Hybrid Learning process (Cp-HL process) to enhance digital natives’ analytical reading skills

The developed Cp-HL process to enhance digital natives’ 
analytical reading skills is illustrated in Fig. 2. This learning 
process consists of four main processes (4Ps) and 11 learning 
steps, as follows: 

1) P1: Preparation for hybrid learning: In the first phase 

of the learning process, learners play an important role in self-

directed learning; this phase has two learning stages under the 

online learning mode: a) Prepare digital devices (e.g., desktop, 

laptop, tablet, smartphone, and wearables); b) Connect devices 

to the Internet over a 3G, 4G, 5G, or Wi-Fi connection. 

Thus, at this stage, the role of the instructor in hybrid 
learning management, as follows: a) Set up learning objectives, 
learning experiences (e.g., learning contents, pedagogies, and 
learning technologies), and learning assessments (e.g., 
formative assessment, summative assessment) that directly 
address the desired learning outcome, which is digital natives’ 
analytical reading skills; and b) Encourage informal and formal 
communications using a variety of social communication tools 
(e.g., Facebook®, LINE®, Telegram®, and Discord®) and 
keep their frequency with learner groups in preparation for 
hybrid learning so instructors can open the learning cycles. 
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2) P2: Presentation for interactive learning: In the second 

phase of the learning process, learners play an important role 

in active learning; this phase has five learning stages under the 

online learning mode: a) Join the online class  

via browsing and seeking tools (e.g., Google Chrome®, 

Firefox®, Microsoft Edge®, and Safari); b) Explore  

the story on the interface display of interactive presentation 

tools (e.g., Zoom®, Google Meet®, Microsoft Teams®, and 

ClassPoint®); c) Check the story to identify the story's 

intrinsic elements and media symbol systems; d) Read 

together to analyze the story's message and media symbol 

systems; e) Personal reading log via browsing and seeking 

tools. 
Thus, at this stage, the role of the instructor in an 

interactive presentation, as follows: a) Make it clear that 
instructors have high expectations for learning outcomes, that 
there are requirements for learning tasks and activities, and that 
there are rules for how to talk and interact in the classroom, 
both in online and on-site learning modes; and b) Respect 
diverse student abilities and learning styles to create a safe and 
engaging hybrid learning environment that allows for multiple 
responses. This will help make the classes more engaging 
(cognitively, socially, and emotionally) for both online and on-
site learning. 

3) P3: Practice with the analytical reading: In the third 

phase of the learning process, learners play an important role 

in collaborative learning; this phase has three learning stages 

under the on-site learning mode: a) Join the onsite class via 

analytics and evaluative tools (e.g., ClassDojo®, Kahoot!®, 

Google Forms®, and Google Analytics®); b) Play a quiz 

game via analytics and evaluative tools; c) Share a comment 

involving the story using the  

Think-Pair-Share (TPS) technique. 
Thus, at this stage, the role of the instructor in practice with 

the analytical reading is very important, as follows: a) Respect 
diverse student opinions and thinking styles to create a safe and 
engaging hybrid learning environment that allows for multiple 
responses; b) Employ student peer assessment to promote 
collaborative learning skills; c) Develop reciprocity and 
cooperation among students to enhance peer support and 
collaboration. 

4) P4: Progress reports in analytical reading skills:  In 

the fourth phase of the learning process, learners play an 

important role in reflective learning under the on-site learning 

mode. This step emphasizes that the students read again, 

review, reflect, and evaluate the digital media for identifying 

the intrinsic elements of the story and media symbol systems, 

analyzing the message of the story and media symbol systems, 

and responding to the story and media symbol systems. Thus, 

at this stage, the role of the instructor in the progress reports of 

analytical reading skills, as follows: a) Employ student self-

assessment to promote self-regulated learning skills, such as 

time management and learning progress monitoring; b) Give 

them quick feedback, and encourage them when they need it; 

c) Always end each lesson with a summary of what was 

learned and a look at what will be taught in the next lesson. 

B. The Suitability of the Cp-HL Process to Enhance Digital 

Natives' Analytical Reading Skills 

TABLE I.  THE EVALUATION OF THE SUITABILITY OF THE CP-HL 

PROCESS TO ENHANCE DIGITAL NATIVES' ANALYTICAL READING SKILLS 

 

Items of evaluation 

Result Suitability 

Level Mean S.D. 

1. P1: Preparation for hybrid learning 

1.1 Prepare digital devices 5.00 0.00 Strongly agree 

1.2 Connect devices to the Internet 4.66 0.50 Strongly agree 

2. P2: Presentation for interactive learning 

2.1 Join the online class 5.00 0.00 Strongly agree 

2.2 Explore the story 5.00 0.00 Strongly agree 

2.3 Check the story 4.66 0.50 Strongly agree 

2.4 Read together 5.00 0.00 Strongly agree 

2.5 Personal reading log 4.44 0.73 Agree 

3. P3: Practice with the analytical reading 

3.1 Join the onsite class 5.00 0.00 Strongly agree 

3.2 Play a quiz game 4.44 0.73 Agree 

3.3 Share a comment involving the 

story 
4.66 0.50 Strongly agree 

4. P4: Progress reports in analytical reading skills 

4.1 Read again, review, reflect and 

evaluate 
5.00 0.00 Strongly agree 

Overall 4.81 0.27 Strongly agree 

From Table I, the suitability of the Cp-HL process to 
enhance digital natives' analytical reading skills was overall the 
most suitable, with a mean of 4.81 and a standard deviation of 
0.27. 

VII. CONCLUSIONS AND DISCUSSION 

In this article, we propose the “Cloud-powered Hybrid 
Learning Process” (Cp-HL process) as an instructional process 
involving the use of cloud-powered learning tools in hybrid 
learning for the purpose of enhancing digital natives’ analytical 
reading skills by providing access to a wide range of digital 
resources and tools in both online and on-site learning modes 
according to the Sloan Consortium's HL guidelines [20], which 
specifies the proportion of program content delivered online 
from 30 to 79% as the most widely accepted and popular in 
Thailand. The Cp-HL process to enhance digital natives’ 
analytical reading skills. This process consisted of four major 
learning phases and 11 learning steps, as follows: 

1) P1: Preparation for hybrid learning: There were two 

learning steps under the online learning mode: a) Prepare 

digital devices; and b) Connect devices to the Internet. Cloud-

powered learning tools used in this process include social 

communication tools (e.g., Facebook®, LINE®, Telegram®, 

and Discord®).  

2) P2: Presentation for interactive learning: There were 

five learning steps in the online learning mode: a) Join the 

online class; b) Explore the story; c) Check the story; d) Read 

together; and e) Personal reading log. Cloud-powered learning 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

626 | P a g e  

www.ijacsa.thesai.org 

tools used in this process include: i) browsing and seeking 

tools (e.g., Google Chrome®, Firefox®, Microsoft Edge®, 

and Safari®); and ii) interactive presentation tools (e.g., 

Zoom®, Google Meet®, Microsoft Teams®, and 

ClassPoint®). 

3) P3: Practice with the analytical reading: Under the 

onsite learning mode, there were three learning steps: a) Join 

the on-site class; b) play a quiz game; and c) Share a comment 

involving the story using the Think-Pair-Share (TPS) 

technique. Cloud-powered learning tools used in this process 

include analytics and evaluative tools (e.g., ClassDojo®, 

Kahoot!®, Google Forms®, and Google Analytics®).  

4) P4: Progress reports in analytical reading skills: There 

was a critical learning step under the on-site learning mode: 

read again, review, reflect, and evaluate the digital media. 

Progress reports represent the expected learning outcomes, 

which are digital natives’ analytical reading skills, which have 

three components: a) identifying the intrinsic elements of the 

story and media symbol systems; b) analyzing the message of 

the story and media symbol systems; and c) responding to the 

story and media symbol systems. Cloud-powered learning 

tools used in this process include analytics and evaluative 

tools. 
According to nine experts' evaluations of the suitability of 

the developed Cp-HL process, all experts agreed that the Cp-
HL process was the most suitable overall for improving digital 
natives' analytical reading skills, with a mean of 4.81 and a 
standard deviation of 0.27. Based on these findings, we 
anticipate that our CP-HL process will be implemented in both 
online and onsite learning modes that integrate digital reading 
techniques, hybrid pedagogies, and cloud-powered learning 
tools to promote digital natives' analytical reading skills, which 
align with the characteristics of digital learners. 

In the future directions of hybrid learning research [17, 32], 
it will still be challenging to integrate pedagogical strategies 
with new learning technologies to help learners of all ages gain 
access to learning, help people learn, and achieve the learning 
outcomes that society needs in lifelong learning, including 
those with certain barriers to learning, whether they are in 
formal education, non-formal education, or alternative 
education. 
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Abstract— This research detailed a model for detecting fungal 

diseases via techniques for processing images of cotton leaves. 

The work allowed to develop a model based on the set of 

preprocessed data, to formulate the developed model, to simulate 

and evaluate the model. It is about detecting fungal diseases in 

cotton cultivation. The image data records were collected in an 

online data repository consisting of images of cotton leaves 

infected with fungal diseases and normal leaf images. In addition, 

other images of infected and uninfected cotton leaves were 

collected in cotton production fields in the Ségbana region in 

Benin Republic. The model was formulated based on watershed 

segmentation technique by applying Edge Detection algorithm 

and K-Means Clustering; and Support Vector Machine (SVM) 

for classification. The simulation was done using MATLAB with 

Image Processing Toolbox 9.4. The results gave an accuracy of 

99.05%, specificity 90%, misclassification rate 0.95%, recall rate 

99.5% and precision 99.5%. In addition, with less computational 

effort and in less than a minute, the best results were obtained, 

showing the efficiency of the image processing technique for the 

detection and classification of infected and uninfected leaves. It 

was concluded that this approach was applied to detect fungal 

diseases on cotton leaves to promote the production and harvest 

of good quality cotton and valuable cotton products.  

Keywords—Fungal diseases; watershed segmentation; 

SVM; K-means; Edge Detection algorithm 

I. INTRODUCTION  

Cotton is a soft fibrous substance, usually white, composed 
of the hairs encompassing the seeds of various tropical plants 
with free branches (genus Gossypium) of the mauve family 
[1][2]. The ordinary cotton name comes from the Arabic 
"quotn" and generally refers to plants that produce spinnable 
(plush) fibers on their integument [3]. 

Cotton cultivation improved the living conditions of rural 
and urban populations. It contributed to the economic 
development of the CFA franc zone countries in Africa. 
Production of cotton has quadrupled in the last two decades, 
making the region the world's second largest cotton exporter, 
accounting for 15% of global exports. As a result, generating 
the most extensive receipts in various regional countries being 
the main cash crop for government revenues. Cotton 
cultivation has impacted the poverty rate positively by 
employing above two million rural households [4]. 

Due to fungal disease problems in cotton growing, 
agricultural industries face economic losses and a qualitative 
and quantitative decline in annual production. Nowadays, 

modern cotton industries are trying to ensure the quality and 
safety of products to provide healthy cotton to consumers.  

Africa is an agricultural zone where most of the population 
is based on cotton farming. Farmers have a wide selection of 
diversity to pick appropriate cotton crops. However, the 
growth of these plants for greatest yield and quality products  
is very technical. It can be enhanced with the support of 
technology. The management of cotton crops needs careful 
observation, particularly to treat diseases that will affect 
production and, consequently, the life after harvest. 

A disease is an alteration of one or more physiological 
processes caused by irritation from some factors or agents 
resulting (pests) in loss of coordination in plants. Plant 
disease(s) is a hurtful modification from the traditional 
functioning of the process related to physiology in a 
particular plant. Plant diseases generally can be classified 
into three major parts: Classification based on the localization 
area, classification based on the occurrence, classification 
based on the causal agent [5].  

Plant disease problems have arisen as a result of a 
considerable drop in the quality and quantity of agricultural 
output. Plant disease losses in Georgia (United States) in 2007 
were estimated to be over $539.74 million. Approximately 
$185 million of this total was spent on disease control, with 
the remainder being the result of disease damage [6]. Several 
pests, including bacteria, aphids, insects, fungi, and others, 
cause serious plant diseases, but fungi are responsible for the 
majority of global losses [7]. 

FUNGI are microorganisms that exist in the planet and are 
responsible for nearly 75% of all diseases. They are threadlike 
organisms known as HYPHAE. Anthracnose, Ascochyta 
blight, Black root rot, Boll rot, Charcoal rot, Leaf spot, 
Escobilla, Fusarium wilt, Lint contamination Rust, 
Phymatotrichum root rot, Powdery mildew, Sclerotium stem 
and root rot or southern blight, Stem canker, Seedling disease 
complex, and Verticillium wilt are some of the diseases that 
can affect your plants. 

Observations by experts with the naked eye are the most 
available method for detecting and identifying diseases in 
practice. However, this requires the constant supervision of 
professionals, which may be unaffordable on large farms. 
Furthermore, in certain poor nations, farmers must travel 
considerable distances to reach specialists, making consultants 
prohibitively expensive and time-consuming. 
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The automatic diagnosis of plant diseases is a crucial area 
of research. It could be useful for large-scale surveillance 
cultures, allowing for the automatic detection of symptoms of 
the disease as soon as they emerge on the plant’s leaves. As a 
result, seeking a rapid, automatic, less expensive, and more 
accurate method will be a distinct advantage for the quality 
and development of agricultural products and derivatives, 
particularly when concentrating on a certain plant and disease 
category. This paper aims to develop a model that can detect 
Fungal Diseases for cotton crops only based on quality in 
image (of cotton leaf) processing. 

In summary, the paper's contributions can be summarized 
as follows: 

1) Fungal diseases Image Acquisition was done using 
digital camera or any other device and it was loaded and saved 
using Matrox Imaging Library (MIL) software and 
semistructured interviews and questionnaires were also 
administered to gather the requirements of the model. 

2) A classification model of fungal diseases detection was 
formulated based on the watershed segmentation technique 
using K-Means Clustering and Edge Detection algorithm and 
Support Vector Machine (SVM) was used for classification. 

3) Simulation of the classification model of fungal diseases 
detection using Matlab’s Image Processing Toolbox 9.4. 

4) Assessing the performance of the model using accuracy, 
efficiency, and specificity as parameters. 

 This paper is organized as follows. Section II illustrates 
relevant literature on image processing based on plant diseases 
and specifically fungal diseases on cotton cultivation. 
Section III discusses the model design approach and 
methodologies adopted in the course of the research. 
Section IV discusses an overview of the results of the 
simulation of the model designed and analysis of the results 
emanating from the simulation. Section V recaps the research 
work and conclusion and future work is suggested. 

II. RELATED WORKS 

There are numerous literature studies on plant disease 
detection and image processing technologies. According to 
Anju [8], the watershed transformation was a good tool for 
image segmentation in mathematical morphology. Marker-
controlled segmentation was used for watershed 
transformation-based segmentation. A powerful tool for image 
segmentation, the Prewitt Edge Detection Operator was used to 
demonstrate another image segmentation technique that 
included image enhancing and noise removal strategies. The 
new method was evaluated and compared to the current one. 
However, this work has to be improved, particularly in terms 
of evaluating the method’s performance. 

Rani and Mahip [9] published an article on the use of 
machine learning to detect various plant diseases using 
various image processing techniques. Today, the technical 
processing of images becomes an essential technique for 
diagnosing different plant diseases during cultivation. Any 
part of the gold harvesting area can be affected by the disease. 
This paper focused on detecting various diseases of cotton 

cultivation and classifying them. There is as much technical 
classification as k-Nearest Neighbor Classifier, genetic 
algorithm, k-means classifier, probabilistic Neural Network, , 
vector support  artificial analysis of the machine and main 
components neural network, fuzzy logic. Choosing a 
classification was a tedious task because the quality of the 
result may be different for various input data. This document 
provided an overview of various technical classifications used 
to classify plant leaf diseases. 

Thikjarathi and Abirami [10] proposed an Application of 
Image Processing in Diagnosing     Guava Leaf Diseases. In this 
study, scaled leaf images with improved contrasts are 
subjected to region expanding segmentation, color 
transformation (YCbCr, CIELAB), and Scale Invariant 
Feature Transform (SIFT). Support Vector Machines (SVM) 
and K-nearest Neighbor (k-NN) classifiers were investigated 
for disease-wise classification accuracy. While both SVM 
and k-NN perform well, the former has a little accuracy 
advantage. However, in the future, this methodology for 
evaluating classifiers for large datasets can be improved. 

Zhang et al. [11] used a natural situation to test an 
artificial image segmentation algorithm for damaged cotton 
leaves. The authors employed a segmented monotone 
decreasing edge composite function, energy function guidance 
information, the Heaviside function, and the t penalty function 
to create their model ϕ(x). The results indicated that a model 
of a cotton leaf edge profile curve could be constructed from a 
model of a cotton leaf coated in bare soil, straw mulching, and 
plastic film mulching, and that even with non-uniformity of 
light, the optimal edge of the ROI could be achieved. In a 
complex background, the model can classify cotton leaves 
with uneven illumination, shadow, and weed backdrop, and it 
is preferable to realize the perfect extraction of the blade's 
edge. However, this task is restricted by the length of time it 
takes to complete the Segmentation (problem of efficiency). 
Pre-treatment, feature extraction, and picture 
categorization are among the other image processing 
processes that are bypassed.  

"Detection and Identification of Rice Leaf Diseases Using 
Multiclass SVM and Particle Swarm Optimization 
Technique," by [12], for example, "By combining K-means, 
SVM, and multiple classifications, the author presented a new 
approach for detecting and identifying rice leaf illnesses." The 
gray level co-occurrence matrix (GLCM) was utilized to 
extract features. An SVM classifier was used to categorize the 
diseases, and Particle Swarm Optimization was used to 
improve detection accuracy (PSO). According to testing 
results, the proposed methodology was 97.91 percent accurate 
in terms of disease identification. Furthermore, the Feed 
Forward (FFNN) and SVM neuron networks accounted for 
77.96 percent, 85.64 percent, and 90.56 percent, respectively, 
of the closest neighbour (KNN) networks. 

Kumari et al. [13] suggested an automatic disease 
detection system for three fungal diseases in cotton crops: 
Alternatia leaf spot fungal disease (ALSFD), Rust Folar 
Fungal Disease (RFFD), and Grey Mildew Cotton Disease 
(GMCD). For disease segmentation on cotton leaves, the k-
means clustering approach was utilized, and the results were 
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transferred for disease categorization to Artificial Neural 
Network (ANN) and Support Vector Machine (SVM) 
classifiers. On a Cotton plant leaf, Khalmar and Khan [14] 
worked on automatic early leaf spot disease segmentation. 
Image processing and machine learning are used in this 
project. The image is captured with a digital camera, and the 
contaminated region is segmented using a k-means clustering 
technique after pre-processing. The study only discovered 
bacterial leaf infections and did not categorize the leaves of 
cotton plants. 

Carderia et al. [15] proposed that Deep Learning 
Techniques be used to identify Cotton leaf defects. This study 
proposes a deep learning-based method for cotton leaf 
screening in order to monitor the health of the leaves. In this 
work segmentation was not performed on the leaves, features 
of the leaves were identified and used for classification.   

Statement of Problem Existing techniques used in 
detecting diseases in cotton cultivation suffer several setbacks 

such as: a confusion in detection of two different diseases but 
having the same apparent symptoms, stages of disease 
detection are often incomplete and lack performance. As such, 
this leads to improper management of the cotton crops and 
causes low productivity. Therefore, there is a need for a 
classification model for diseases detection that will focus on 
specific class of the diseases (fungal diseases) to improve 
cotton cultivation; To fill this gap, the proposed study will 
providee a model that can accurately and automatically 
provide the right detection for fungal diseases in cotton 
cultivation. The outcome of this research will ensure the 
quality of cotton and provide healthy cotton to the consumers. 

III. PROPOSED MODEL 

This section describes the developed model. This proposed 
model architecture depicted in Fig. 1 is an improvement of 
Zhang et al. [11] automation of Segmentation of infected 
cotton leaves under a natural environment. 

 

Fig. 1. Developed model.

A. Steps for Pre-processing 

The preprocessing steps are Input picture; Subtraction of 
background; Converting RGB image to grayscale and HSV 

image; Converting grayscale image to binary image; Filtering. 
Fig. 2 shows the different stages of image preprocessing. 
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Fig. 2. Architecture flow. 

B. Development of a Formula for RGB to Grayscale 

The formula of RGB to grayscale is generally expressed 
with a small variation of the coefficients of R, G, and B 
according to many papers including: 

i. I=0.2989R+0.5870G+0.1140B                                        (1) 

      according to Padmarathi and Thangadurai [16]     

ii. I=0.299R+0.5870G+0.1140B               (2) 

      according to Saravanan [17] 

iii. I= 0.3R+0.59G+0.11B                                                     (3) 

      according to Kanan and Cottrell [18] 

iv. I=0.21R+0.71G+0.07B                                                    (4) 

      according to Samuel et al. [19] 

From i, ii, iii and iv luminance, 

I=(r%R) +(g%G) +(b%B)           (5) 

Where 

(a) Red has contributed r%, Green has contributed g% and      

       Blue has contributed b%; 
(b)  r%+g%+b%=100%                                                        (6) 

C. Binary Image 

      A Binary Picture is a numeric picture. It is also 
considered as bi-level or two level because each pixel of this 
image can require a single bit 0 or 1. Generally, 0 shows the 
black color, and 1 shows the white color, which has two 
assigned pixel values. In the numeric treatment of a picture, a 
binary picture is used like masks or as the result of some 
frequent operations such as Segmentation, thresholding, and 
dithering, etc. Fig. 3 illustrates an example of transforming an 
RGB image to a grayscale image and a binary image. Fig. 4 
also shows another example of transforming an RBG image to 
grayscale, binary and HSV image. 

 
Fig. 3. Illustrates an example of converting an RGB image to a grayscale 

image and a binary image. 

D. Characteristic of Hue, Saturation, and Value(HSV) 
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Where r, g, and b stands for red, green and blue 
normalized in value [0, 1] [20]. 

 
Fig. 4. illustrates an example of converting an RGB image to a grayscale 

image a binary image, and an HSV image. 

E. Image Filtering 

In image pre-processing, filtering is an important step to 
use to reduce image noise and improve the visual quality of an 
image. Basically, image filtering is useful in various 
applications such as smoothing, sharpening, noise 
suppression, and edge detection. There are several types of 
image filtering techniques, such as Laplacian filtering, low-
pass filtering, high-pass filtering, and so on. However, in this 
study, the median filtering technique was used. The image 

Input RGB Image 

Background subtraction 

Convert RGB to Gray 

Convert RGB to HSV 

Convert Gray to Binary 

Image Filtering 
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filtering technique is used in an image pre-processing step to 
reduce noise to improve the result of subsequent processing 
such as an edge detection example of an image. The median 
filter is called a nonlinear digital filtering process in image 
processing. The median filtering technique is used in the 
image to suppress the noise of the image. Fig. 5 shows an 
example of obtaining a filtered image from an original image. 

 
Fig. 5. Obtaining a filtered image from an original image. 

K-means Clustering: The K-mean is frequently used to 
define the natural grouping of pixels in a photograph. It is a 
simple and quick method that attracts a significant number of 
consumers. For the purpose of creating vector spaces, a 
clustering approach is useful. The objects are grouped together 
at the centroids. With luminosity layer 'L*', chromaticity-layer 
'a*' indicating where the color falls along the red-green axis, 
and chromaticity-layer 'b*' representing where the color falls 
along the blue-yellow axis, K-Means clustering uses the 
L*a*b color format. The 'a*' and 'b*' layers contain all color 
information. The generalized pseudocode of the traditional k-
means algorithm and the traditional k-means method 
according to Oyelade et al. [21] are shown in Algoriyhm1 and 
Algorithm 2, respectively. 

Algorithm 1: Generalized pseudocode of the traditional k-means 

1. Accept the number of clusters to group data into and the clusters as  

       input values. 

2. Initialize the first k clusters 
2.1 Take the first k instances or 

2.2 Take Random Sampling of k elements 

3. Calculate the arithmetic mean of each cluster 

4. K-means assigns each record in the dataset to only one of the initial  

       clusters. 
4.1 Each record is assigned to the nearest cluster using a    measure of 

Distance (e.g Euclidean distance). 

5. K-means re-assigns each record in the dataset to the most similar cluster 
and re-calculates the arithmetic mean of all the clusters in the dataset.  

 

 

Algorithm 2: Traditional k-means algorithm 

INPUT: Dataset of n data points                
OUTPUT:               = Cluster centroids 

MSE (Mean Square Error) = Large Number 

Select Initial Cluster centroid    ; 

While (MSE< OldMSE) do 
           OldMSE = MSE; 
           MSE1= 0; 

For (j =1 to k) 

            
endfor 
For (j =1 to k) 

Compute Squared Euclidean Distance   (     )  
endfor 
For (j =1 to k) 

Find the closest centroid             
                   

            (     )  
endfor 
For (j =1 to k) 

        ; 

         

                   ; 

      (    )   

   
  

  
⁄   

endfor 
MSE=MSE1; 
 

 

F. Edge Detection 

The identification of edge is employed in image analysis to 
determine the region’s boundaries. In human vision, and 
probably in many other biological vision systems as well, 
edges and contours play a significant role. It is not just the 
sides that catch the eye; a few essential lines can frequently be 
used to describe or reconstruct an entire figure. Edges are 
considerable local changes of intensity in a picture. The 
reasons for intensity include events of geometry (orientation 
of surface (boundary) discontinuities, discontinuities of depth, 
discontinuities of color and texture) and non-geometric events 
(changes of illumination, specularities, inter-reflections of 
shadows). 

There are many techniques for the recognition of edges on 
a picture. In this study, an appropriate estimate of the first 
derivative determined by two operators of Sobel will be used. 
As the derivatives heighten noise; the smoothing aspect is an 
interesting feature of operators of Sobel. Firstly, the 
derivatives are executed with the use of gradient amplitude. 

For a function f (x, y), the gradient f at the coordinate (x, y) is 
determined as the two- dimensional column vector. Fig. 6 
shows the edge detection with the use of Sobel operators in 
segmentation. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

633 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 6. The edge detection using Sobel Operators in Segmentation. 
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Where 

          is the gradient along the x direction 

          is the gradient along the y direction 

Sandiya and Patial [22]. 

G. Image Segmentation 

The process of segmenting image is breaking down a 
numeric image to form many segments. Segmentation is a 
technique for giving meaning to a picture or making an 
analysis more intelligible. The Segmentation of the picture is 
used to localize the limits and objects as curves, lines, etc. 
Literally, in image segmentation operation, all pixels in a 
picture have been assigned a label where the same label allots 
the same visual features. The outcomes of image segmentation 
are multiple segments that a set of contours extracted from the 
picture or collectively cover the whole image. In a region, 
each pixel is a computed property or similar with respect to 
some feature, such as color, texture, or intensity. 

H. Morphological Watershed Segmentded Images 

The key to using the watershed transform for segmentation 
is to change your image into one with catchment basins that 
match to the objects you wish to recognize. Infected and non-
infected leaves are shown in Fig. 7 as a Morphological 
Watershed Segmented Image. 

 
Fig. 7. Infected versus non-infected leaves in a morphological watershed 

image. 

I. Watershed  Approach 

1) The Algorithm 
The possibilities of the algorithm are as follows: assume 

that a hole is drilled at least in each regional neighborhood 
and that all geology is submerged from below, allowing the 
water to climb at a constant rate through the perforations. 
Flooded pixels are those that are under the water level at any 
given time. As the water level increases, the size of the 
flooded areas increases. Water will reach a level where two 
sites immersed in separate catchment basins will mix in the 
long term. When this occurs, the algorithm constructs a one-
pixel thick barrier between the two sections. This overflow 
continues till the entire image is divided into numerous 
different basins separated by watershed edge lines or 
ridgelines. 

J. Feature Extraction: Sift-Scale Invariant Feature 

Transform 

Any object can have various features and important details 
that can be accessed to produce a description. This layout is 
used to identify an element in an image that contains a lot of 
other things.  The SIFT method converts a picture into a large 
set of local feature vectors in order to generate image 
characteristics. The image's size, translation, or rotation have 
no effect on any of these feature vectors. The SIFT algorithm 
uses a four-stage filtering approach to help in the extraction of 
these properties: 

1) Detection of Extremes in Scale and Space 

2) Keypoint Location  

3) Assignment of Orientation 

4) Descriptor of a KeyPoint 

K. Development of Formula for Difference of Gaussians  

    Calculation D(x, y, σ) 
                                         

Then                             

Therefore                              

                                  

        [                  ] 

             
 

     
 
(     )

   ⁄
   then 
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 Where: 

 The difference of Gaussians calculation   is   D(x, y, σ). 

   *   Denotes the convolution operator. 

  I(x, y)  is the input picture. 

  Then the scale space is calculated by the                  function:                  

  L(x, y, σ) = I(x, y) * G(x, y, σ)  

  with G(x, y, σ)= 
 

     
 
(     )

   ⁄
 

L. Support Vector Machine (SVM) Classification 

SVM is a technique for data analysis and recognition. It is 
used to do things like regression analysis and categorization. 
The SVM algorithm takes a set of input data and predicts 
classes for each individual input. SVM is a linear model-based 
trainer that uses extracted features to build a hyper plane that 
translates a piece of data into the separation between the 
hyperplane and the nearest training points. 

IV. RESULTS 

a) Contrast 

The intensity difference between a pixel  

       as well as its adjacent for the entire image is  

       returned by this function. Range=[               
            ]. There's no difference in a continuous image. 

                       ∑         
            (13) 

b) Energy 

The GLCM Range = [0 1] returns the total of squared 

elements. A continual image necessitates the use of 

energy.   

                ∑           
      (14) 

c) Homogeneity 

Returns a value that indicates how near an element's 

GLCM distribution is to the GLCM diagonal. [0 1] is 

the range. For a diagonal GLCM, homogeneity is 1 

            
∑          

(       )
  (15) 

According to the results of Table I, the normal leaves of 
cotton have the following features: the contrast of different 
leaves is between 0 to 0.09; homogeneity is between 0.98 to 
1.0; energy is between 0.98 to1.0. According to the results of 
Table II, the disease leaves of cotton have the following 
features: the contrast of different leaves is between 0.1400 to 
0.3; homogeneity is between 0.2000 to 0.97; energy is 

between 0.3 to 0.97. The above result analysis concludes that 

diseased leaf image contrast is more than the normal leaf. On 
the other hand, diseased leaf image homogeneity and energy 
are less than the normal leaf. Hence, we conclude that images 
are defective. 

TABLE I. NORMAL LEAF IMAGE ANALYSIS 

Normal Leaf1 Leaf2 Leaf3 

CONTRAST 0.0898 0.0501 0.0 

ENERGY 0.9879 0.9897 1.0 

HOMOGENITY 0.9807 0.9759 1.0 

TABLE II. DISEASED LEAF IMAGE ANALYSIS 

Diseased Leaf1 Leaf2 Leaf3 

CONTRAST 0.2644 0.1628 0.1591 

ENERGY 0.4889 0.5737 0.6834 

HOMOGENITY 0.9725 0.9617 0.9343 

A. Classification Results and  Somecomparisons with the 

Existing Model 

As the first manifestations and symptoms of the fungal 
disease appear on the leaves of the plant, detection techniques 
and classification are developed. The characteristics of color, 
texture, and form are widely used in detecting and classifying 
plant infections. Following segmentation, the texture, 
pigment, and form properties of the diseased areas are 
removed or separated and used as input to the SVM classifier. 

According to Table III relating to the achievement of the 
preprocessing and image processing steps, only the image 
segmentation step is performed with the existing model while 
the preprocessing, segmentation, extraction, and classification 
of images are done with the developed model. 

Table IV provides information on the number of infected 
and uninfected leaves, size, and types of images in the SVM 
Learning database.  

TABLE III. ACHIEVEMENT OF IMAGE PREPROCESSING AND PROCESSING 

STEPS 

Leaf Type Number of Images Size(pixels) Image Type 

Healthy 10 193x228 JPG 

Disease 500 193x228 JPG 

TABLE IV. SVM LEARNING DATABASE 

S/N Steps 
Existing Model [22] 

Developed 

Model 

1 Stages in image 

preparation 

- + 

2 Categorization of 

image 

+ + 

3 Feature Extraction - + 

4 Classification - + 

Achieved (+). 
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Not achieved (-). 

B. Distribution of Images  

A set of 500 images of infected cotton leaves was used to 
validate the detection approach of the disease. In this sample 
of 500 images, 300 (60%) were used for the training of the 
system and 200(40%) for the tests. Table V illustrates the 
distribution of images. 

TABLE V. IMAGE DISTRIBUTION 

Disease Images 
Training 

Sample 

Testing Sample 

Diseases Detection 

Fungal Disease 500 300 200 

Percentage 100% 60% 40% 

C. Evaluation of the Model for Fungal Diseases Detection in  

Cotton Cultivation 

The evaluation of the proposed approach was achieved 
based on precision and recall, and the images are grouped in 
accordance with the generated results. Based on the system’s 
results, these images were categorized as TP (rule matched 
and disease present), FP (rule matched and no disease 
present), TN (no rule matched and no disease present), and FN 
(no rule matched and disease present) based on results 
generated by the system. 

1) TP (true positive): The infected images are predicted to 

have a fungal disease. 

2) TN (true negative): Images not infected by fungal 

disease and are predicted to be negative of infection. 

3) FP (false positives): No fungal diseases present in the 

image but predicted to be present by the system.  

4) FN (false negatives): Presence of fungal disease in the 

image but the system predicted its absence. 

5) GT (ground truth): It displays the number of 

comparisons made during the testing process. 

6) TC (total cases): The total number of comparisons 

made during the testing process. 

7) RM (result of method): This shows the overall number 

of false-positive and true positive system predictions. 

8) Accuracy: The performance of the system as a 

percentage of correct prediction.  

9) Misclassification: The percentage of times the system 

has predicted incorrectly. 

10) Recall: Represents the percentage of affirmative cases 

discovered by the system represented. 

11) Precision: It shows the percentage of the positive 

predictions made by the system. 
These results are presented in Tables VI and VII.  

TABLE VI. THE CONFUSION MATRIX BASED ON FUNGAL DISEASES 

Fungal Diseases TP TN FP FN 

200 199 9 1 1 

TABLE VII. SUMMARY OF THE RESULTS 

Cases Predicted: Negative Predicted: Positive 

Negative Cases TN:9 FP:1 

Positive Cases FN:1 TP:199 

TABLE VIII. EVALUATION OF THE PROPOSED METHODOLOGY BASED ON 

CLASSIFICATION RESULTS 

Feature Formula 
Resulted 

Value 
Accuracy (%) 

GT 
Actual Positive 

Images 
200 - 

TC TP+TN+FP+FN 210 - 

RM FP+TP 200 - 

Accuracy (TN+TP)/TC 0.9905 99.05 

Misclassification (FP+FN)/TC 0.0095 0.95 

Recall TP/GT 0.995 99.5 

Precision TP/RM 0.995 99.5 

Specificity TN/(TN+FP) 0.90 90% 

The evaluation results in Table VIII showed that the 
proposed technique gives 99.05% accuracy with a 0.95% 
misclassification rate. Furthermore, the recall rate is 99.5%, 
Specificity is 90% and precision is 99.5%. The system's 
efficiency is justified by reducing processing time and 
expertise costs. For example, under a 3.0 GHz Pentium IV PC 
with 1 GB of integrated RAM, the average processing time 
between preprocessing the image and the classification of the 
improved method was 49.6 seconds. The time required to 
obtain a result has been considerably reduced. This allows 
farmers to save time (a few seconds for a result) and resources 
(the cost of the expertise is considerably reduced, and it is not 
necessary to make an appointment with an expert in the hope 
of     defining the quality of cotton). 

Table IX represents the performance comparison between 
different cotton leaf disease identification and classification 
Systems. 

TABLE IX. PERFORMANCE COMPARISON BETWEEN DIFFERENT  COTTON 

LEAF IDENTIFICATION AND CLASSIFICATION MODELS  

Reference Technique 
Disease 

affected Plant 
Accuracy 

Proposed System 

Proposed 

Method with 

SVM Classifier 

Cotton 99.5% 

N. R. Bhimte 

and V. R. Thool 

[23] 

Image 

Processing with 

SVM Classifier 

Cotton 98.46% 
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V. CONCLUSION AND FUTURE WORKS 

In this research, cotton plant disease detection of infected 
leaves and classification of infected and uninfected leaves is 
done using image-based processing and machine learning 
approaches to assist farmers during their struggle against 
disease outbreaks by making the right decision to increase 
productivity and collect pure cotton. The results proved that 
the proposed model has the ability to accurately distinguish 
between infected and uninfected cotton leaves. However, the 
model is limited to only detecting fungal diseases in cotton 
leaves. For future research, this work could be extended to 
consider other categories of cotton plant diseases such as 
bacterial, seedling, and boll rots and also implement the 
system as a mobile and web application to eradicate the 
manual identification of plant defects, which has become a 
long and costly process. 

In general, the use of image processing to detect diseases 
and classification does not apply to a specific area. For 
sustainable agriculture, this work can be applied to identify 
diseases or the quality of vegetables with great accuracy. This 
work will contribute significantly to the development of 
agricultural research.  
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Abstract—The study is an investigation testing the accuracy of 

deep learning models in the detection of Monkeypox. The disease 

is relatively new and difficult for physicians to detect. Data for 

the skins were obtained from Google via web-scraping with 

Python’s BeautifulSoup, SERP API, and requests libraries. The 

images underwent scrutiny by professional physicians to 

determine their validity and classification. The researcher 

extracted the images’ features using two CNN models - 

GoogLeNet and ResNet50. Feature selection from the images 

involved conducting principal component analysis. Classification 

employed Support Vector Machines, ResNet50, VGG-16, 

SqueezeNet, and InceptionV3 models. The results showed that all 

the models performed relatively the same. However, the most 

effective model was VGG-16 (accuracy = 0.96, F1-score = 0.92). It 

is an affirmation of the usefulness of artificial intelligence in the 

detection of the Monkeypox disease. Subject to the approval of 

national health authorities, the technology can be used to help 

detect the disease faster and more conveniently. If integrated into 

a mobile application, it can be members of the public to self-

diagnose before seeking official diagnoses from approved 

hospitals. The researcher recommends further research into the 

models and building bigger image databases that will power 

more reliable analyses. 

Keywords—Monkeypox; digital skin images; artificial 

intelligence; deep learning; convoluted neural networks; VGG-16 

I. INTRODUCTION 

In the recent past, the world has experienced a pandemic 
and is still recovering from its adverse effects. Unfortunately, 
as COVID-19 diminishes in incidence and prevalence, other 
infectious diseases, such as Monkeypox and Ebola, have 
sprung up. As of July 2022, 77 countries had reported at least 
one case of Monkeypox disease [1]. It raises questions on 
whether another pandemic is in the offing. Whether 
Monkeypox prevalence will worsen to become a pandemic or 
not, the disease has made a significant mark on life and 
livelihoods across the globe. While the virus is endemic to 
Central and West Africa [2, 3], the United States is the most 
affected, which has reported around 27,000 cases. The Center 
for Disease Control and Prevention (CDC) had to raise the 
alert level by declaring the disease a public health emergency 
[4, 5]. The connectivity the US has with other parts of the 
world socially and economically implies that it may be a 
matter of time before the disease spreads even further. The 
most challenging factor in curbing its spread is that the virus is 
relatively new, and physicians are still grappling with its signs 
and symptoms [5]. 

The use of artificial intelligence in the medical field is an 
ongoing experiment that has been recording milestones of 
success. The most recent accomplishment was diagnosing 
COVID-19 from chest X-ray images, as studies have 
registered close to 100% accuracy in their predictions [6-8]. It 
begs the question of whether Artificial Intelligence (AI) 
scientists can extrapolate this methodology and apply it to the 
Monkeypox scourge. According to [9], the most significant 
signs of the disease are evident on a patient’s skin. The study 
reports that such patients bear a rash on their skin. It is one of 
the many signs an individual experiences when infected with 
the disease [10]. Since it is a visible mark on a patient’s skin, 
one would argue that physicians should be able to diagnose 
using their highly experienced eyes. However, the biggest 
problem with this assumption is that most physicians 
encounter these cases for the first time in their careers [11]. 
Another problem is that no scientifically proven lab tests can 
accurately diagnose the disease, especially in its early stages 
[9].  

Another problem is that the rashes exhibited by 
Monkeypox are almost similar to those experienced by 
patients suffering from measles, chickenpox, smallpox, and 
cowpox. One would have to compare and contrast the 
patients’ skins to tell one from the other. Such a process 
requires that a physician has access to patients with all other 
similar diseases, which is untenable [12]. Additionally, the 
chances of committing errors of judgment are high. Artificial 
intelligence can rid the diagnosis process of these bottlenecks 
because of its high accuracy and proven reliability in the past. 
Researchers are continuously creating databases of 
Monkeypox and other pox images to aid in the classification 
and isolation of the virus to curb its spread [13]. Hence, this 
paper tests the accuracy of machine learning models in 
classifying digital skin images to detect Monkeypox. A high 
F1-score, accuracy rate, and convincing confusion matrices 
should be sufficient to provide evidence that artificial 
intelligence is applicable in this situation. Therefore, this study 
invstigates and testing the accuracy of deep learning models in 
the detection of Monkeypox on digital skin images by using 
different models: Support Vector Machines, ResNet50, VGG-
16, SqueezeNet, and InceptionV3.  

The literature review section examines existing evidence 
on the topic where the researcher discusses what other studies 
have accomplished or failed to do so. The methodology 
section formulates the study’s data collection, feature 
extraction, selection, classification, and evaluation plan. In 
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results section, the paper compares different models in 
detecting Monkeypox. Afterwards, the researcher discusses 
these findings alongside what other studies have reported. The 
conclusion section explains the implications of the research 
and makes recommendations based on the findings. 

II. LITERATURE REVIEW 

Several studies have investigated the reliability of artificial 
intelligence in diagnosing Monkeypox using digital skin 
images. The study by [14] decries the rarity of Monkeypox as 
the cause of the knowledge gap, which inspired the 
investigation. The source employed deep machine learning 
techniques in sourcing, preparing, and testing the image data. 
Findings from the research indicated AI’s precision of 0.85 
and a mean accuracy score of 0.83. The confusion matrices 
developed in the study affirm the reliability of these tests to 
produce accurate results. Another study on this topic is by 
[15], which evaluates a modified VGG-16 model. The 
researchers also sourced digital images from online sources 
and were keen only to select those with licenses. The results 
from the research indicate that the modified model can detect 
Monkeypox with an accuracy of 0.97 in the first study and 
0.88 in the second study [15]. The findings present a case for 
using AI techniques to diagnose potential Monkeypox 
patients. 

Some studies have utilized transfer learning techniques for 
feature extraction. The study by [16] employed transfer 
learning and GoogLeNet deep network to handle its feature 
extraction procedures. The paper utilized publicly available 
datasets to evaluate hybrid classification algorithms. Results 
showed that, on average, the test accuracy was 0.99. The study 
by [1] examined the differences between warts caused by 
HPV and Monkeypox. In the investigation, the researchers 
used DNA mapping to determine whether an individual has 
Monkeypox, HPV, or is healthy. Findings established that the 
classification algorithm managed an F1-score of 0.99 and an 
average accuracy score of 0.96. Similarly, the investigation by 
[13] used MATLAB and TensorFlow to classify skin lesion 
images in the detection of Monkeypox. Moreover, the mention 
study was particularly unique in that it created a new mobile 
application that would be used to scan new digital images and 
report the classification results. The goal was to provide a 
preliminary system that people with skin anomalies can use in 
determining whether they have a reason to worry. The results 
establish an accuracy score of 0.91. Even with this accuracy, 
the researchers still encourage people to visit hospitals for 
check-ups regardless of the results from the mobile 
application. 

Some studies first built their image databases before 
attempting to run the analysis. An excellent example of such a 
study is [17]. The paper is elaborate in its approach to 
classifying skin lesion images to detect Monkeypox. The 
researchers first developed the Monkeypox Skin Lesion 
Dataset to include two other pox diseases, namely Measles 
and Chickenpox. They sourced the images from websites, case 
reports, and news portals. They were careful only to include 
publicly accessible and non-commercial images. In selecting 
the experimental set-up, the study adopted the 3-fold cross-
validation method. Similar to the approach by [18], the 

researchers then augmented this data using various techniques 
to create a broader database. Augmentation enhanced the 
dataset’s size by increasing the number of images from 228 to 
3,192. Classification accuracy was 0.83 for the ResNet50 
model and 0.79 for the InceptionV3 model. The VGG-16 
model scored 0.81 accuracy. 

III. METHODOLOGY 

This section explains the methodological steps taken by 
the researcher in obtaining and analyzing data. The first 
subsection outlines the researcher’s data collection plan, 
which is a critical part of the project. The other subsections 
explain the steps taken by the study in feature extraction, 
feature selection, image classification, and model evaluation. 
The flowchart for the experiment is shown by Fig. 1. 

 
Fig. 1. Flowchart of the experiment 

A. Data Collection 

The study is a research paper testing the accuracy of 
machine learning models in classifying digital skin images to 
detect Monkeypox disease. Pictorial data on the disease is still 
scanty. Many studies, such as [14, 15], have constructed 
databases of Monkeypox images that the researcher could 
have used. Nevertheless, the researcher was interested in 
conducting primary research, and contributing to the discourse 
by giving an independent opinion about the viability of 
machine learning models in detecting the disease. However, 
the researcher established that there are several images on the 
web that could become potential candidates for this analysis. 
Hence, the study used a web-scraping tool to search Google 
for Monkeypox, Measles, Smallpox, and healthy skin images. 
Using the requests, SERP API, and BeautifulSoup, the 
researcher obtained images from the search engine. The three 
libraries mentioned above are not the only ones employed but 
are the most crucial in web scraping for images on Google 
[19]. While there were many other images, the study confined 
itself to common license images to avoid unnecessary 
copyright infringements. 

The study also hired one expert physician to screen the 
data to confirm its validity. The researcher targeted to have an 
equal number of images for each class. By the end of this 
screening exercise, the number of Monkeypox, Measles, 
Smallpox, and healthy skin images was 200 (50 for each 
class). While some classes had more images than others, the 
researcher only picked 50 so that he could maintain an equal 
distribution of items across the classes. Most images needed 
further processing, which involved cropping and removing 
any marks that anyone could use to identify the person in the 
image. Furthermore, the data was augmented by adjusting 
brightness, rotating, modifying sharpness, zooming, and 
shearing. In the end, the five augmentation techniques 
produced 1000 images out of the 200 original images [14]. 
Fig. 2 shows examples of Monkeypox, Measles, Smallpox, 
and healthy skin images. 
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Fig. 2. Example skin images of monkeypox, measles, smallpox, and healthy 

cases 

B. Feature Extraction 

The next step succeeding the pre-processing stage is 
feature extraction. It is important in machine learning because 
it significantly reduces the noise during analysis [20, 21]. In 
this case, only the most critical features will end up as 
potential input items. The accuracy of learned models may be 
improved by extracting features from input data. The process 
eliminates duplicate data to diminish the objects’ dimensions 
[22]. The outcome is that the time a model takes to learn the 
data substantially reduces. It involves technical procedures in 
the background, such as combinations and transformations 
[23]. This study considered CNN techniques in extracting 
features from the images. While CNN models are primarily 
used in classification, they also have powerful extracting 
capabilities. The specific CNN models used to extract features 
in this study were GoogLeNet and ResNet50. GoogLeNet is a 
22-layer CNN with a pretrained version that can readily 
images into more than 1000 object categories. ResNet50 is 
also a CNN but has 50 layers to it and is more computational 
stronger than GoogLeNet [24]. The two were used in 
conjunction with each other to extract features from the image 
dataset. 

C. Feature Selection 

The researcher settled for the principal component analysis 
technique as the feature selection method. It involves 
obtaining the eigenvectors of a covariance matrix with the 
most significant eigenvalues and then using their respective 
eigenvectors [25]. These values then form the basis of feature 
selection. In this study, the researcher squared the standard 
deviations of the variables to obtain their variances. Variables 
with the highest variances were then retained, while those with 
lower variances were discarded. The PCA is used as a matrix 
dimension reducer because it examines components and 
selects only those that meet a specific criterion [25]. This 
procedure makes the modeling process more efficient by 
reducing the time needed to run the machine learning 
procedures due to many unimportant variables. 

D. Classification 

The classification phase is the stage at which the detection 
actually occurs. Several models can be used to classify the 
image data into different groups depending on their features. 
The researcher settled five models, namely Support Vector 
Machines (SVM), ResNet50, SqueezeNet, VGG-16, and 
InceptionV3. SVM is a deep learning technique that adopts a 
supervised learning approach with associated learning 
algorithms to classify or regress items [26]. It creates a 
hyperplane, which is also the decision boundary and the basis 
of the classification [27]. ResNet50 is a 50-layered CNN [17]. 
It is a robust algorithm for image classification, as it won the 
ImageNet challenge in 2015. VGG-16 is also a convolutional 
neural network that is 16 layers deep [23]. Its strength is in its 
implementation in that it is simple to use. InceptionV3 is a 
convolutional neural network primarily used in image 
classification and object detection [18]. It is highly applicable 
and is one of the modules used in GoogLeNet. SqueezeNet is 
an 18-layer CNN mostly used for computer vision. The model 
was developed and is maintained by researcher resident at the 
University of California. A pretrained SqueezeNet model is 
capable of classifying several categories of items including 
most common objects and animals. 

E. Evaluation 

In evaluating the models, the researcher’s interest is in 
their accuracy, precision, recall, and F1-scores. Accuracy is 
the ratio of all correct predictions against all possible 
predictions. The precision metric measures the ratio of truly 
positive predictions against the number of the actual positives 
in a dataset. The recall metric is almost similar to precision, as 
it measures the proportion of cases predicted as positive that 
are, in fact, positives. The F1-score is the harmonic mean of 
the true positive rate (recall) and the precision. Hence, this 
study will consider the accuracy and F1-score as the most 
critical metric in determining the reliability of the models in 
detecting Monkeypox from digital skin images. According to 
[28], the F1-score should be at least 0.90 for a machine 
learning modeling process to be effective in carrying out 
predictive analysis. The F1-score is used as the basis of 
determination because it combines the usefulness of two 
competing metrics (recall and precision). Nevertheless, all 
other metrics will be reported and analyzed. The following 
equations were utilized to compute these metrics [15]: 

          
     

           
 (1) 

           
  

     
 (2) 

        
  

     
 (3) 

          
                  

                
  (4) 

Where TP is the true positives, TN is the true negatives, 
FP is the false positives, and FN is the false negatives. 

IV. RESULTS 

This section presents and analyzes the findings in training 
and testing the five models to detect Monkeypox disease from 
digital skin images dataabse explained in detail in the data 
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collection section. The models used in this analysis are SVM, 
ResNet50, VGG-16, SqueezeNet, and InceptionV3. The 
researcher considered a 5-fold cross-validation in enhancing 
the models’ predictive capability since the data was not 
expansive enough to utilize train, validation, and splitting 
operations. Results in Table I show the mean metrics from the 
five folds. The model with the highest quality score across the 
five folds is VGG-16, which obtained a mean accuracy of 0.96 
and a mean F1-score of 0.92. The overall performance of the 
five models (SVM, ResNet50, SqueezeNet, VGG-16, and 
InceptionV3) was reasonably close to each other. The least 
effective classifier model was SqueezeNet, which had an 
accuracy of 0.86 and an F1-score of 0.74. Other metrics 

(precision, recall, and individual F1-scores) are also presented 
in the Table I below. 

In the analysis involved attempting to make predictions 
using the models examined above. The outcome is presented 
as confusion matrices for the most effective model (VGG-16) 
as shown in Fig. 3 below. It is also noteworthy that there were 
no instances that the model reported a healthy person as being 
infected by Monkeypox. This fact is exemplified by healthy 
skin row of the confusion matrices below, where no healthy 
skin was detected as having Monkeypox. It adds to its 
reliability as a detector for the disease. Appendix A shows the 
matrices for the other models. 

TABLE I. MODEL RESULTS ACROSS 5-FOLD CROSS-VALIDATION INSTANCES

Models Metrics Fold #1 Fold #2 Fold #3 Fold #4 Fold #5 Mean 

SVM 

Precision 0.79 0.85 0.74 0.77 0.80 0.79 

Recall 0.84 0.82 0.70 0.88 0.78 0.80 

F1-score 0.82 0.84 0.72 0.82 0.79 0.80 

Accuracy 0.91 0.92 0.87 0.91 0.90 0.90 

ResNet50 

Precision 0.79 0.82 0.72 0.77 0.81 0.78 

Recall 0.88 0.84 0.76 0.80 0.88 0.83 

F1-score 0.83 0.83 0.74 0.78 0.85 0.81 

Accuracy 0.91 0.92 0.87 0.89 0.92 0.90 

SqueezeNet 

Precision 0.56 0.83 0.75 0.75 0.68 0.71 

Recall 0.68 0.80 0.88 0.88 0.64 0.78 

F1-score 0.61 0.82 0.81 0.81 0.66 0.74 

Accuracy 0.79 0.91 0.90 0.90 0.84 0.86 

VGG-16 

Precision 0.92 0.92 0.92 0.94 0.90 0.92 

Recall 0.92 0.88 0.88 0.96 0.92 0.91 

F1-score 0.92 0.90 0.90 0.95 0.91 0.92 

Accuracy 0.96 0.95 0.95 0.98 0.96 0.96 

InceptionV3 

Precision 0.77 0.78 0.76 0.78 0.81 0.78 

Recall 0.74 0.72 0.84 0.92 0.68 0.78 

F1-score 0.76 0.75 0.80 0.84 0.74 0.78 

Accuracy 0.88 0.88 0.90 0.92 0.88 0.89 
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Fig. 3. Confusion matrices for VGG-16 model 5-Fold instances.

Table II below summarizes the computation of true and 
false positives and negatives. It shows that the model was 
consistent in minimizing false negatives and positives. True 
positives are the images correctly identified as having 
Monkeypox, while true negatives are the images correctly 
identified as having no Monkeypox. On the other hand, false 
positives are the images wrongly identified as having 
Monkeypox, while false negatives are the images wrongly 
identified as not infected by Monkeypox. The information is 
organization for each of the five cross-folds. The researcher 
has done the analysis using 200 images in each fold. The 
analysis in Table II shows that false positives and false 
negatives were minimal. These metrics contribute largely to 
the computation of recall and precision scores. For this reason, 
the model achieved high recall (0.91) and precision (0.92) 
values.  

TABLE II. TRUE, FALSE POSITIVES AND NEGATIVES ANALYSIS 

 
FOLD 

#1 
FOLD 

#2 
FOLD 

#3 
FOLD 

#4 
FOLD 

#5 
Su
m 

TP 46 44 44 48 46 228 

TN 146 146 146 147 145 730 

FP 4 4 4 3 5 20 

FN 4 6 6 2 4 22 

TOTA
L 

200 200 200 200 200 
100
0 

V. DISCUSSION 

The study has established that the selected models are 
reasonably effective in detecting Monkeypox from digital skin 
images. However, the model with the highest metrics is VGG-
16. It is an affirmation of the findings made in [15], where the 

researchers found the VGG-16 model highly effective in 
detecting the disease by obtaining an F1-score of 0.97, higher 
than the current study’s findings. This study adds to their 
findings by comparing the model with similar CNN and SVM 
models to ascertain that the selected model gives good results. 
Nevertheless, there are remarkable differences between the 
studies. The cited source used only the VGG-16 model, while 
the one in focus applied five models. The approach taken by 
this investigation is similar to what [17] undertook. The 
researchers in the cited study compared VGG-16, ResNet50, 
InceptionV3, and Ensemble. The researchers in [17] found 
that ResNet50 is a better model for detecting Monkeypox 
because of its high F1-score (0.84) and accuracy (0.83) scores. 
Nevertheless, the same study found that VGG-16 is slightly 
lower than ResNet50 in its prediction accuracy, as it scored an 
F1-score of 0.83 and accuracy of 0.81. The data used by the 
study is dissimilar, and it may be the cause of the slight 
differences in the outcomes. 

The researcher in this study opted for the multi-label 
approach because it is sometimes not enough to distinguish 
Monkeypox from healthy skin. Most people looking to 
determine their Monkeypox status usually suspect that they 
may have the disease because of the changes in their skin. 
Hence, it is important to differentiate it from other similar 
diseases that manifest as skin lesions. While this study dealt 
with four labels, other studies have dealt with even more. The 
investigation by [14] worked with six labels, namely 
chickenpox, cowpox, healthy, measles, and Monkeypox. The 
study also conducted 5-fold cross-validation to classify the 
digital skin images. It also engaged several other CNN 
models, which were ResNet50, InceptionV3, DenseNet121, 
MnasNet-A1, MobileNet-V2, ShuffleNet-V2, and 
SqueezeNet. The point of coincidence between [14] and the 
current study is that they both used ResNet50, InceptionV3, 
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and SqueezeNet. ShuffleNet-V2 was the most effective model, 
scoring the highest accuracy (0.79) and F1-score (0.67) 
metrics. However, the cited study did not model using SVM or 
VGG-16. 

The ‘many models’ approach has also been evident in 
detecting other diseases aside from Monkeypox. The benefit 
of using these many models is that it allows the researcher to 
compare them and establish which is the most effective [6]. 
The paper established in the confusion matrix that the VGG-
16 network did not report any false positives on persons with 
healthy skin, which would suggest that persons with healthy 
skins had Monkeypox. The author in [14] also established 
similar findings. In all the folds the researchers ran, there was 
no instance of healthy skin detected as having Monkeypox. 
The authors in [6] and [14] suggest that healthy skin differs 
significantly from that which has contracted Monkeypox. 
Hence, so long as one does not spot any lesions, chances are 
that they are safe from the disease. The lack of enough skin 

images decried in [14, 15] seems to have affected accuracy 
scores obtained in this study. Obtaining and processing 
Monkeypox images may be difficult currently because of their 
rarity. Some of the images on Google may not be of the 
disease but some websites post them as Monkeypox. It is 
crucial that researchers hire a microbiologist to examine the 
skin images before using them in model training and 
prediction. This approach was used in [14] in creating a 
Monkeypox skin image database. The researcher in this 
investigation also shared the results with the consulted 
microbiologist to help in propagating the news about the 
technology in the profession.  

Based on F1 scores, Table III below compares the 
performance of different deep learning models from the 
articles used in this paper. The table also shows the number of 
classifications that the model deals with, which in turn affects 
the accuracy of the results. 

TABLE III. COMPARATIVE RESULTS WITH OTHER STUDIES 

Publication 

Model 
Number of 

classifications VGG-

16 
ResNet50 InceptionV3 SVM SqueezeNet DenseNet121 GoogLeNet 

MobileNet-

V2 

ShuffleNet-

V2 

[13]        0.90  2 

[14]  0.55 0.61   0.61  0.67 0.67 6 

[15] 0.97         4 

[16]  0.72     0.74   2 

[17] 0.83 0.84 0.78       2 

[18] 0.92 0.96     0.96 0.98 0.92 2 

[23] 0.79 0.83 0.82   0.82  0.81  4 

This study 0.92 0.81 0.78 0.80 0.74     4 
 

VI. CONCLUSION AND FUTURE RESEARCH 

The current research is testing the accuracy of machine-
learning models in detecting Monkeypox from digital skin 
images. Its findings have established that the consulted models 
manifested an almost similar performance. However, the 
outstanding model was VGG-16, whose accuracy and F1-
scores were significantly higher than the rest. The detection of 
healthy skin was remarkably accurate because none of the 
healthy skin was classified as having Monkeypox. AI can be a 
reliable tool for physicians to differentiate between healthy 
skin and skin infected with the disease. Nevertheless, the 
accuracy in telling the difference in lesions caused by 
Monkeypox, measles, and smallpox still needs further 
analysis. The study’s F1-score of 0.92 meets the threshold of 
0.90 proposed in [28], which is a vindication of the usefulness 
of AI in predicting the Monkeypox disease from skin images. 
While the achieved scores are reasonably high to suggest 

proper classification, the researcher does not recommend that 
physicians use the technology until national health regulatory 
bodies further affirm the results. Other researchers should 
consider creating bigger databases that, when augmented, will 
validate the findings established in this investigation. The 
focus of future studies should only compare Monkeypox skin 
with diseases that cause lesions, such as Chickenpox, Measles, 
Smallpox, and Cowpox. With more research modeling the 
detection of Monkeypox, the researcher believes that artificial 
intelligence will add value to the detection process by making 
it quicker and more convenient. Once one has been tested, 
they can seek medical help and avoid contact with healthy 
individuals. If integrated into a mobile application, the 
technology can help in the detection of the disease in remote 
places where health facilities are fairly distant. It also provides 
a basis for additional research into the use of artificial 
intelligence in the detection of Monkeypox. 
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 Abstract—Traditional machine learning (ML) techniques 

model knowledge using static datasets. With the increased use of 

the Internet in today's digital world, a massive amount of data is 

generated at an accelerated rate that must be handled. This data 

must be handled as soon as it arrives because it is continuous, 

and cannot be kept for a long period of time. Various methods 

exist for mining data from streams. When developing methods 

like these, the machine learning community put accuracy and 

execution time first. Numerous sorts of studies take energy 

consumption into consideration while evaluating data mining 

methods. However, this work concentrates on Very Fast Decision 

Tree, which is the most often used technique in data 

flow classification, despite the fact that it wastes a huge amount 

of energy on trivial calculations. The research presents a 

proposed mechanism for upgrading the algorithm's energy usage 

and restricts computational resources, without compromising the 

algorithm's efficiency. The mechanism has two stages: the first is 

to eliminate a set of bad features that increase computational 

complexity and waste energy, and the second is to group the good 

features into a candidate group that will be used instead of using 

all of the attributes in the next iteration. Experiments were 

conducted on real-world benchmark and synthetic datasets to 

compare the proposed method to state-of-the-art algorithms in 

previous works. The proposed algorithm works considerably 

better and faster with less energy while maintaining accuracy. 

Keywords—Classification; energy consumption; Hoeffding 

bound; Information gain; massive online analysis;  stream data; 

very fast decision tree 

I. INTRODUCTION 

In recent years, the amount of generated data is growing 
significantly. This data is made up of n (n → ∞) data samples, 
and it is described as a series of ordered data sequences, with 
starting and stopping bytes. Data stream (DS) = {  ,   , ... , 
  , ... ,   }, where   denotes the most recently visible data 
object in a stream of data [1]. Because the samples arrive in 
the form of continuous data flow at a great speed, the 
traditional classifiers cannot access the data instances in real-
time [2]. The instances can only be scanned once or stored for 
a short period of time, so an ideal data stream classifier must 
be well prepared to deal with a large number of instances in 
real-time for better classification performance [1,3]. Data 
stream mining is a subset of machine learning that involves 
examining data flows that are continuously expanding as time 
series and developing a classification algorithm based on 
them. It is highly different from traditional data mining in 

terms of processing the mining operation, but it is similar to it 
in terms of purpose [2].   

Machine Learning (ML) techniques consist of three types: 
unsupervised, semi-supervised, and supervised. Unsupervised 
algorithms can operate with unlabeled data; the data is 
clustered into groups with similar characteristics. Semi-
supervised algorithms partially work with labeled data [4]. 
Supervised algorithms require data to be labeled, which they 
can categorize the data according to a distinct pattern for each 
class based on the label, such as data stream classification 
algorithms [5].  

Very Fast Decision Tree (VFDT) is an effective 
classification technique for DS classification, and it has a high 
level of classification accuracy. It builds the decision tree by 
learning examples in real-time at a reasonable cost, and its 
sequential feature can match the data stream's timeliness 
requirement. To dynamically generate the decision tree, it is 
based on the enhancement of the Hoefdding tree. The 
Hoeffding bound ( ) is used to make sure that the data utilized 
to build each sub tree contains enough information [6,7].  

The algorithm determines the information gain ( ) for all 
noticed attributes after reading the minimum number of 
examples (    ) at that leaf. The two top features 
are received through using the 
function                        . The difference between 
these features is compared with the  , which was calculated 
previously. As a result, if the difference exceeds the   , there 
will be a split on the tree by changing the leaf with a new 
internal node. This function is considered among the functions 
with the highest energy in the algorithm [8,9]. This point is 
considered the main problem that the paper solves. Therefore, 
the proposed mechanism focuses on working to reduce bad 
features that take a lot of energy when calculating their  , 
without impacting on the performance of algorithm. These are 
the motivations and objectives for our mechanism:     

1) Decrease the amount of calculations by reducing 

undesirable features on each leaf. 

2) Maintain the same level of accuracy by deleting just 

the computations that aren't necessary. 
The rest of this paper is structured as follows: Section II 

clarifies related work. Section III introduces the background. 
Our algorithm and the corresponding theoretical derivation are 
explained in Section IV. Experiments and results are covered 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

646 | P a g e  

www.ijacsa.thesai.org 

in Section V. Finally, the paper is concluded with the 
conclusions and the future work in Section VI.  

II. RELATED WORK 

Many works have gone into improving the VFDT in 
various ways. The Random Forest algorithm was created by 
Dong Zhenjiang and Li Lingjuan [10], it is a combinational 
classifier that performs well in terms of classification. It is 
made up of multiple decision trees, and it can compensate for 
the lack of a single decision tree. This technique upgrades the 
Random Forest algorithm by sliding the time window to 
match the unlimited data streams, and introduces the criterion 
of constructing decision trees in the random forest classifier. 
The limitation of this study is that it improves the accuracy 
levels without trying to improve other evaluation criteria. 

 R. J. Lyon et al. proposed the GH-VFDT, a novel 
classification technique for unbalanced data flows. The 
Hellinger distance was combined with a stream classifier 
depending on the Hoeffding bound in an empirical study. 
They can be combined to create a skew-insensitive decision 
tree split criterion that enhances minority class recall rates 
significantly. On unbalanced data, the algorithm can 
successfully enhance minority class recall rates, with same 
performance levels [11]. 

In the research [12], Ariyam Das et al. presented a 
memory-efficient bootstrap simulation heuristic (Mem-ES) 
that effectively accelerates the learning process. Experiments 
show that performing resampling techniques efficiently speeds 
up node splits for online decision tree learning. 

Victor Guilherme Turrisi da Costa et al.  proposed two 
versions of a novel VFDT-based algorithm, SVFDTs were 
developed to minimize the size of VFDT-induced trees, 
resulting in a memory-conserving decision tree. Both SVFDTs 
produce trees that are substantially smaller than those 
produced by the VFDT, while it doesn't reduce prediction 
performance statistically [13].  

Gayathiri Kathiresan and Krishna Mohanta [14] present 
the compact method that uses the adaptive reservoir sampling 
methodology. It helps to reduce memory usage, and handle 
unbalanced stream data by restricting the information gain 
deviation based on the improved splitting metric in the 
information gain measurement. The limitation of this study is 
that it applied the proposed method to only one dataset, 
neglecting the other types of datasets with different 
characteristics, in order to determine the reliability of the 
findings. 

Liang, Chunquan et al. use the Hoeffeding bound theory 
and the Uncertain Naive Bayes classifier (UNB) to improve 
the speed of construction and classification performance. They 
use gradual pruning and an adaptive tie-breaking criterion 
[15]. In a different study, Eva Garcia et al. proposed the nmin 
adaptation approach to enhance parameter adaptation in 
Hoeffding trees. They dynamically adjust the total amount of 
examples needed to make a split, this approach saves energy. 
The limitation of this study is that the nmin adaption method 
adjusts to the best nmin parameter based on the assumption, 
that newly received data would maintain the same distribution 
as previously seen data [16].  

III. BACKGROUND 

A. Hoeffding Tree 

There are several types of supervised classification 
techniques: k-Nearest Neighbor (kNN), Neural Network, 
Support Vector Machine (SVM), Naïve Bayes (NB) and 
Decision Tree (DT). Hoeffding tree algorithm is an extension 
of the decision tree algorithm for performing DS 
classification. It reads data in a single pass, and builds model 
  =   ( ) that maps test example   to class  . Every node 
represents a class feature, and each leaf represents the 
forecasted class label for that node. Beginning from the root 
node, the DT grows by exchanging leaf nodes with newly 
arrived test attributes. It would be the most efficient way of 
classification [17,18]. VFDT extends the Hoeffding tree 
algorithm by separating the current best features based on a 
user-specified threshold value [5]. 

B. VFDT 

VFDT is a tree-based ML technique for DS based on the 
Hoeffding bound ( ) principles. The nodes represent the 
features of the dataset. The edges indicate the different 
possible outcomes for each attribute, and the leaf nodes 
represent the dataset's class labels. Once the model is 
complete, test data passes through it, and the decision tree will 
determine the class label. Each instance is read one by one, it 
is then sorted into the appropriate leaf, and the statistics are 
updated [5,19]. 

At the leaf node, denote  (  ) as the heuristic measure of 
attribute   . The algorithm is used to determine the heuristic 
measure (information gain ( )) for all observed features after 
reading the minimum number of instances (    ) at that leaf. 
Assume that   and    are the attributes with the best and 
second-best   after seeing   pieces of data. The difference in 
  between both the best and second best features (  ),    = 
 (  ) −  (  ), is compared to the   after calculating it 
according to Eq. 1. If    > ε , then the attribute    is the best 
attribute of the current leaf node with a probability of 1− δ. A 
node will replace that leaf, and there is a split on the best 
feature   .    

                               √
    (

 

 
)

  
 (1) 

The feature    is removed from the list of all features   
when calculating the tested attributes in next iterations     as 
shown in Eq. (2), then the information gain for    must be 
calculated [20]. 

                                    =   -   . (2) 

The statistics required for attribute splitting are stored in 
each node. When two discrete attributes have similar split 
gains   or the highest and second-highest   are not 
significantly different, a tiebreak hyper parameter ( ) is 
introduced to enable tree growth. This is done by ignoring the 
Hoeffding bound condition and checking if  (  ) −  (  ) < ε 
<   is true [18]. Because the two top attributes have extremely 
comparable   values, the algorithm can split into either of 
them [21].   
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The algorithm contains a set of fixed parameters that are 
determined before the work of the algorithm begins. The 
     parameter defines the minimum number of samples that 
the algorithm must observe before computing. If there are 
sufficient statistics for a good split; the default value is 200. 
The parameter   is utilized to break a tie in the event of a tie. 
When the difference between the two features is tiny enough, 
it suggests that both are equally as good. Therefore, waiting a 
long time for more instances to make a split is pointless. The 
  parameter denotes one minus the likelihood of selecting the 
correct feature to split on. The researchers' default split 
criterion is information gain or the Gini index [6]. 

C. Energy Consumption for VFDT Functions 

It is necessary to identify the energy consumption at each 

function level of the VFDT. The specific functions of the 

VFDT are four key functions:              ,        , 
        and            . If all of the tree's instances can be 

labeled with a single class, the homogenous() function returns 

true. The leaf node's label is returned by the         function. 

The         function encompasses all of the functions 

involved in splitting an internal node into several children. 

The best attribute to split on is returned by the         

function. This can be accomplished in a variety of ways, 

including by utilizing the information gain function [17].  

IV. THEORETICAL MODEL OF UPGRADED U-VFDT 

In this paper, U-VFDT is proposed to enhance the VFDT 
and improve its overall performance, which VFDT is one of 
the most well-known methods for handling data streams. The 
splitting is performed based on the current best attributes, 
whereas the algorithm determines the   from all noticed 
attributes after reading the      at that leaf. This process is 
considered one of the most energy-consuming processes in the 
algorithm. In this case, the              function performs 
unnecessary operations that increase the wasted energy in the 
algorithm.  

The difference in   between the top and the second-top 
feature (  ) is compared with the Hoeffding Bound (ε). If    
> ε, the leaf is replaced by a node, and there is a split on the 
best feature. That feature is deleted from the list of features 
available to split on that branch. This method requires a 
periodic check because the best attributes are prone to change. 
The proposed method is introduced to limit the number of 
checked attributes which are noticed at the leaf. Because the   
of all features is calculated in each split, and it leads to 
leveling up the algorithm's energy usage. The proposed 
method introduces a dynamic mechanism for appropriate 
features group through two basic steps.   

The first step is adaptive appropriate features. 

 At this step, the performance of all attributes is analyzed 
to exclude the attributes with small  ,  through calculating the 
  for all attributes . If the   for a specific attribute    is less 
than the   of the best attribute    by more than a difference of 
ε   (  )- (  )   , this attribute is ignored for that leaf. If   
(  )-  (  ) ≤  ε , then the attribute is regarded as top feature.   

The second step is appropriate features group. 

At this step, the appropriate features group (   is used in 
each leaf node, which stores the top   features selected at the 
previous step, and excludes the bad ones. Therefore, the   
surely has captured the true split attribute [19]. This method 
leads to a reduction of the energy usage, because only 
appropriate features information gain will be evaluated in each 
split. 

To implement this method, we assumed    is the attribute 
with highest  , for any other attribute   .     is said to be 
appropriate if  (  ) −  (  ) ≤ ε and    is  shown in the 
appropriate group   (       ) , other features are removed. 
After making a split on the best attribute   , the algorithm 
removes    from the list of features in   available to split on 
that branch. In the next iteration, when algorithm calculates    
for all tested attributes in next iterations    , only the list of 
attributes in the appropriate group will be recalculated, with 
the deletion of    as shown in Eq. 3. 

                                       =  -  . (3) 

In theory, this approach should improve accuracy, reduce 
the number of calculations, and decrease the energy usage. It 
will be shown during the practical application. In Algorithm 1, 
a pseudo code displays the implementation of the U-VFDT 
with appropriate features group. 

Algorithm 1: The U-VFDT with appropriate features group 
mechanism 

Require: 
         S : the stream of instances 

         ε : Hoeffding bound       

          : the error probability  

        HT: Tree with a single leaf (the root) 

         : set of attributes 

         (·): split evaluation function 

           :  Appropriate features group 

          : the tiebreak parameter set by the user 

Ensure: 
         Enhanced Very Fast Decision Tree 

1.  While stream is not empty do 

2.      Read instance    from S 

3.      Sort    to corresponding leaf l using ε 

4.      Update statistics at leaf l 

5.      Increment  : instances seen at leaf l 

6.      If         ≥       then   

7.  Compute      

8.   Compute   (  ) for each attribute     

9.           If  (  )- (  ) ≤  ε then 

10.                      

11.              Calculate    (.) ←   (  ) –   (  ) 

12.              If    (.) > ε 

13.                Split on best attribute    and Replace l with a 

node. 

14.                      For each branch of the split do 

15.      Update new leaves,  

16.      Add New Leaf     with empty    

17.      Let   ← p-   

18.                End for 

19.              End if  

20.   End if 

21.     Else  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

648 | P a g e  

www.ijacsa.thesai.org 

22.   Do not split  

23.   Do not update HT          

24.     End if  
25.  End while 

V. EXPERIMENTS AND RESULTS 

In this section, the mechanism is analyzed using reliable 
datasets that have been utilized in previous researches, with 
the goal of determining how big of an influence of our 
algorithm; using the results of its prior efforts as a benchmark, 
and comparing it with the results of proposed mechanism. 

A. Datasets 

The experiment was conducted on several different types 
of datasets to see the impact of the proposed mechanism on 
each of those data. There are real-world dataset, synthetic 
dataset and real-world benchmarks datasets. These datasets 
were chosen as a baseline for the standard behavior of the 
algorithm. We obtained the real-world datasets from 
https://archive.ics.uci.edu/theml/datasets.php.   

 The airlines dataset is the real-world dataset. This 
classification dataset divides flights into two categories: 
delayed and not delayed, based on the flight's path and 
departure and arrival airports. It has eight attributes. The 
random tree dataset is a synthetic dataset that was created 
using MOA (Massive Online Analysis).  

The synthetic generator generated one million cases. The 
last two datasets consist of real-world benchmarks, the first 
one is abalone dataset and this study includes predicting the 
age of abalone from physical measurements. The second one 
is adult dataset, which predicts whether income exceeds fifty 
thousand dollars per year based on census data. Their main 
characteristics can be seen in Table I. 

TABLE I. DATASETS SUMMARY 

Datasets Name Type Instances 
Numeric 

features 

Binary 

features 

1 airlines Real-world 539,383 3 5 

2 
random 

tree 
Artificial 1,000,000 5 5 

3 abalone 
Real-world 

benchmark 
4177 2 6 

4 adult 
Real-world 

benchmark 
48842 6 8 

B. Tools 

Massive Online Analysis (MOA) is a well-known 
framework for developing algorithms and conducting 
experiments. It has a number of ML methods, such as 
classification, regression, clustering, concept drift detection, 
and a recommender system. It also includes a number of 
evaluation tools. 

MOA can be employed with WEKA's many classification 
and clustering approaches. It is used for online real-time 
stream data, while WEKA is used for offline data [6,22]. The 

MOA framework is running in parallel with IPPET (Intel(R) 
Platform Power Estimation Tool) which can measure how 
much power different processes are consuming. 

A set of specifications for the device utilized in this 
experiment is also included in the environment for practical 
application, which impacts energy-related calculations such as 
the operating system: Windows 7 professional 64-bit (6.1, 
Build 7601), the processor: Intel(R) core(TM) i3-2350M CPU 
@ 2.30GHz (4 CPUs),    2.3GHz, and memory: 4096MB 
RAM. 

C. Experimental Design 

The primary goal of the model is to increase the efficiency 
of VFDT. It focuses on understanding and developing the 
functions of the algorithm that consume the most energy. An 
efficient method has been proposed for selecting best 
attributes which are used to perform splitting. It avoids the 
calculation of the heuristic measure for unnecessary attributes 
that consumes high energy.  

To the best of our knowledge, there are no previous works 
that have limited the energy   consumption of the VFDT 
except the reference [16]. It has set   =    in the ε equation as 
shown in Eq. (4) to ensure that    ≥   is satisfied during the 
next iterations, resulting in a split. 

                               =   ⌈
       (

 

 
)

      
⌉ (4) 

The following is a comparative study of the practical 
experiment between the performance of our method U-VFDT, 
the standard algorithm VFDT, and this previous modification 
on algorithm P-FVDT. Run-time, power, memory usage, 
accuracy and energy are measured using four different 
datasets. 

1) Run-time of VFDT algorithms: There is a convergence 

of execution time in our algorithm and other two algorithms as 

shown in Fig. 1. The increase of examples in random tree 

dataset leads to an increase in times of the heuristic measure 

for all attributes; thus, increases the running time. The U-

VFDT achieves less time to reach the highest efficiency in 

random tree dataset. The reason of this result is that U-VFDT 

works on reducing those attributes that waste time. Also, adult 

dataset contains a large number of features, so the proposed 

method is effective in working to reduce these features. 
U-VFDT does not achieve effective results in the other 

two datasets due to two reasons. The first reason is the small 
airlines dataset features, and the other reason is the few 
examples of abalone dataset. Thus, our method is not efficient, 
because it depends on reducing the number of features, where 
time is wasted. Unlike the VFDT, the time increases 
dramatically as soon as it receives new examples, whereas 
heuristic measure is counted for each attribute of a new 
example when it is received.  

https://archive.ics.uci.edu/theml/datasets.php
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 (d) 

Fig. 1. Run time of VFDT algorithms for all datasets. 

2) Power consumption of VFDT algorithms: As shown in 

Fig. 2, lower power values of U-VFDT in some datasets, and 

other higher values in other datasets. The power levels differ 

in each algorithm, due to the difference in the nature of the 

dataset in terms of its examples and features.  
U-VFDT does not achieve an effective result in the 

abalone dataset, because this dataset contains a small number 

of examples. U-VFDT proves more efficiency than other two 
algorithms for other datasets due to two reasons. The first 
reason is the large number of examples for airlines and 
random tree datasets, and the other reason is the large number 
of features for adult dataset. Thus, our method is efficient, 
because it depends on reducing the number of features. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2. Power consumption of VFDT algorithms for all datasets. 
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3) Energy consumption of VFDT algorithms for all 

datasets: U-VFDT succeeded in saving the extra time wasted, 

which helped in saving energy significantly, based on the Eq. 

(5). It saves energy only in datasets that contains many 

examples and attributes, by ignoring the bad features that have 

no chance of splitting. 

                   Energy = Power × Time (5) 

VFDT makes high computations because of the heuristic 
measure calculations for unnecessary attributes that is required 
to make a split as shown in Fig. 3. 

  
(a) 

 
 (b) 

 
(c) 

 
 (d) 

Fig. 3. Energy consumption of VFDT algorithms for all datasets. 

4) Accuracy of VFDT algorithms: As shown in Fig. 4, U-

VFDT is maintaining the performance of the algorithm with 

light impact on accuracy; this is for data with few features and 

examples such as airlines and abalone datasets. On the 

contrary, U-VFDT significantly affects the accuracy of the 

algorithm, but in a greater proportion in the case of data 

containing a large number of examples and features, such as 

random tree and adult datasets, which is considered a 

drawback in our method. 
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 (c) 

 
 (d) 

Fig. 4. Accuracy of VFDT algorithms for all datasets Accuracy (%). 

5) Memory usage of VFDT algorithms: For memory 

usage, an adult dataset contains a large number of attributes. 

U-VFDT proves more efficiency than other two algorithms. It 

achieves the least required memory for making a split as 

shown in Fig. 5, which it excludes bad features, thus does not 

perform any unnecessary operations. 
In the random tree dataset, despite the large number of its 

instances, U-VFDT does not achieve an effective result for it, 
because this dataset contains noise and concept drift that 
wastes memory. In the other two small datasets, our method 
does not achieve an effective result, because it depends on 
reducing the features. 

 
 (a) 

 
(b) 

 
(c) 

 
 (d) 

Fig. 5. Memory usage of VFDT algorithms for all datasets. 

The experiments clarify that U-VFDT has a better 
performance than other two algorithms. The proposed 
algorithm was limited to the heuristic measure of only the 
good attributes, through which the split could take place. It 
was excluded of bad attributes that are consuming massive 
levels of memory, and energy as well as a large run-time. 
Accordingly, the energy is decreased and the processes are 
speed up, because of the reduction in both running time and 
the memory usage. The limitation of this work is that it 
consumes less energy only in the dataset with a large number 
of instances and attributes. Also, it does not achieve an 
effective result for the datasets with noise and concept drift.   
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The total computational complexity of the VFDT is       
The computational complexity of the U-VFDT does not 
exceed its value in the original algorithm, and still retains the 
same value after modification, since it was      . 

VI. CONCLUSIONS 

 This research developed a new technique to improve the 
VFDT, which allows for an energy conservative algorithm to 
construct Hoeffding trees without affecting their predictive 
performance, resulting in lower energy consumption and 
minor accuracy loss. In VFDT, after the splitting occurred, 
and the leaf turned into a node, all of features are recalculated 
to determine which splitting will occur through.  

The proposed mechanism recalculates information gain for 
only the list of attributes in the appropriate group, with the 
deletion of the feature used for the previous split. It leads to 
the reduction of unnecessary calculations of bad attributes. 
Thus, an evolution occurred in the performance of the 
algorithm in terms of saving time and memory and reducing 
wasted energy consumption with maintaining the accuracy of 
the algorithm.  

Finally, the mentioned algorithms are compared in 
different datasets with standard algorithm, and the previous 
modification work. The U-VFDT used less energy than the 
VFDT and the P-VFDT only in the datasets with large number 
instances and attributes. It does not achieve effective results in 
data that is small in size and has few features. The main work 
is based on limiting the useless features, thus reducing the 
number of unnecessary operations that increase running time, 
energy and memory usage. 

Further methods are offered for future work in order to 
enable an energy-efficient method to build Hoeffding trees for 
datasets with noise and concept drift without compromising 
their predictive effectiveness. 
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Abstract—Diabetes mellitus is a disease characterized by 

abnormal glucose homeostasis resulting in an increase in blood 

sugar. According to data from the International Diabetes 

Federation (IDF), Indonesia ranks 7th out of 10 countries with 

the highest number of diabetes mellitus patients in the world. 

The prevalence of patients with diabetes mellitus in Indonesia 

reaches 11.3 percent or there are 10.7 million sufferers in 2019. 

Prevention, risk analysis and early diagnosis of diabetes mellitus 

are necessary to reduce the impact of diabetes mellitus and its 

complications. The clustering algorithm is one of methods that 

can be used to diagnose and analyze the risk of diabetes mellitus. 

The K-mean Clustering Algorithm is the most commonly used 

clustering algorithm because it is easy to implement and run, 

computation time is fast and easy to adapt. However, this method 

often gets to be stuck at the local optima. The problem of the K-

means Clustering Algorithm can be solved by combining the K-

means Clustering algorithm with the global optimization 

algorithm. This algorithm has the ability to find the global 

optimum from many local optimums, does not require 

derivatives, is robust, easy to implement. The Bat Algorithm 

(BA) is one of global optimization methods in swarm intelligence 

class. BA uses automated enlargement techniques into a solution 

and it’s accompanied by a shift from exploration mode to local 

intensive exploitation. Based on the background that has been 

explained, this article proposes the development of a 

classification model for diagnosing diabetes mellitus based on the 

K-means clustering algorithm optimized with BA. The 

experimental results show that the K-means clustering optimized 

by BA has better performance than K-means clustering in all 

metrics evaluations, but the computational time of the K-means 

clustering optimized by BA is higher than K-means clustering.  

Keywords—Diabetes mellitus; disease diagnosis methods; k-

means clustering algorithm; optimization; bat algorithm 

I. INTRODUCTION 

Diabetes mellitus is a disease characterized by abnormal 
glucose homeostasis resulting in an increase in blood sugar. 
According to data from the International Diabetes Federation 
(IDF), Indonesia ranks 7th out of 10 countries with the highest 
number of diabetes mellitus in the world. The prevalence of 
patients with diabetes mellitus in Indonesia reaches 11.3 
percent or there are 10.7 million sufferers in 2019 [1]. 
Diabetes mellitus causes various complications such as 
cardiovascular disease, atherosclerotic disease, peripheral 
neuropathy, diabetic retinopathy, severe foot infections, 
kidney failure, and sexual dysfunction [2, 3]. 

Early diagnosis of diabetes mellitus is necessary to reduce 
the impact of diabetes mellitus and its complications. 
Clustering algorithms have been used to diagnose and analyze 
the risk of diabetes mellitus [4-6]. In general, clustering is 
divided into four categories of use, namely data reduction, 
hypothesis formation, hypothesis testing, and prediction based 
on groups [7]. Algorithm clustering is automatically able to 
recognize patterns in the data so that it can analyze the 
collected data without the label [8]. 

The K-mean Clustering Algorithm is the most commonly 
used clustering algorithm because it is easy to implement and 
run, the computation time is fast, and easy to adapt [9]. This 
algorithm has been used in various applications including 
diagnosis of diabetes mellitus [5], segmentation of diseases in 
plant leaves [10], heart disease prediction and classification 
[11, 12] and prediction of diabetes mellitus [13]. However, 
this method has a drawback, namely random centroid 
initialization causing, the algorithm to be stuck at the local 
optima [14]. The clustering result of the K-means algorithm 
becomes worse because the cluster center is stuck at the local 
optima. Therefore, the robust initialization of centroid is 
needed to obtain the good clustering result. 

Problems of the K-means Clustering Algorithm can be 
overcome by combining the K-means Clustering with global 
optimization algorithms, e.g., swarm intelligence algorithm. 
This algorithm is able to find the global optimum from many 
local optimums, does not require derivatives, robust, and easy 
to implement [15]. Anam et al. have used a swarm 
intelligence-based algorithm (Particle Swarm Optimization) to 
segment disease in tomato leaves [16]. One of the swarm 
intelligence methods is Bat Algorithm, with a faster 
convergence rate than Genetic Algorithm and Particle Swarm 
Optimization [17]. This is because BA uses automated 
enlargement techniques into a promising solution. This 
enlargement is accompanied by a shift from exploration mode 
to local intensive exploitation. BA also has been used for 
many applications, for example travelling salesman problem 
[18, 19], resource scheduling [20, 21], customer churn [22, 
23], brain tumor recognition [24, 25], estimating state of 
health of lithium-ion batteries [26], detection of myocardial 
infarction [27] and features selection [28, 29].    
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TABLE I. ATTRIBUTES DESCRIPTION OF DATA SET 

No. 
Attribute 

Name 
Attribute Description 

1 HighBP 
Respondent has high blood pressure which is decided by 

health professional. 

2 
HighCh

ol 

Respondent has ever had high blood cholesterol which is 

decided by health professional. 

3 
CholCh

eck 
Cholesterol check in the last five years 

4 BMI Body Mass Index (BMI) 

5 Smoker 
Respondent has smoked at least 100 cigarettes in his/her 

lifetime. 

6 Stroke Respondent has a stroke. 

7 

HeartDi

seaseor

Attack 

Respondent who had reported suffering from coronary 

heart disease or myocardial infarction. 

8 
PhysAct

ivity 

Respondent who reported engaging in physical activity or 

sports during the last 30 days apart from their regular job. 

9 Fruits Respondent consumes fruit 1 time or more per day 

10 Veggies Respondent consumes vegetable 1 time or more per day 

11 

HvyAlc

oholCo

nsump 

Heavy drinking or not (adult men drink more than 14 

drinks per week and adult women drink more than 7 drinks 

per week) 

12 
AnyHea

lthcare 

Possession of any health care coverage, including health 

insurance, prepaid plans, or government plans. 

13 
NoDocb

cCost 

Was there a time in the last 12 months when you needed to 

see a doctor but couldn't because of costs? 

14 
GenHlt

h 
General health score. [from 1 to 5] 

15 
MentHlt

h 

Mental health which includes stress, depression and 

emotional problems, for how many days during the last 30 

days your mental health was not good. [from 1 to 30] 

16 
PhysHlt

h 

Physical health including physical illness and injury, for 

how many days during the last 30 days your physical 

health was not good. [from 1 to 30] 

17 
DiffWal

k 
Has serious difficulty walking/climbing stairs or not 

18 Sex 
Indicates the gender of the respondent. [Female: 0, Male: 

1] 

19 Age Age category fourteen levels [from 1 to 14] 

20 
Educati

on 
The completed level of education. [from 1 to 6] 

21 Income 
The household's annual income from all sources: (If the 

respondent declines at any income level, code "Refuse.") 

22 
Diabete

s 
0 is no diabetes, 1 is pre-diabetes or diabetes 

Based on the background described, this article proposes 
the development of a method for diagnosing diabetes mellitus 
based on the K-means clustering algorithm optimized by BA. 
The purpose of this research is to develop a rapid method for 
diagnosing diabetes mellitus using the K-means and BA 
algorithms. In this article, the K-means algorithm is improved 
by using the BA algorithm to overcome the problem of the K-
means algorithm which is often stuck in the local optima. This 
research is useful for the prevention and reduction of the 
impact of diabetes mellitus through a rapid and inexpensive 
diagnosis of diabetes mellitus by utilizing information 
technology (machine learning).   

II. PROPOSED METHOD 

This sub-chapter will explain the dataset which are used, 
research stages, stages of the proposed method and evaluation 
tools used.  

A. Data Set 

The dataset used in this study was taken from the web at 
https://www.kaggle.com/datasets/alexteboul/diabetes-health-
indicators-dataset. The dataset was taken from the Behavioral 
Risk Factor Surveillance System (BRFSS), which is a health-
related telephone survey that is collected annually in America.  

The dataset consists of several predictor variables, both 
medical and non-medical, and one target variable (diabetes 
mellitus sufferers and not diabetes mellitus sufferers). 
Description of the attributes of the dataset used can be seen in 
Table I. Class 1 means people with diabetes mellitus or 
prediabetes while class 0 means not people with diabetes 
mellitus. This dataset is used for the training process and for 
evaluation of the built diabetes mellitus prediction model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Flowchart of the proposed method. 

B. Classification Model for Diabetes Mellitus Diagnosis  

Based on K-Means Clustering Algorithm and Bat 

Algorithm 

This section describes the steps of the Classification Model 
for Diabetes Mellitus Diagnosis Based on K-Means Clustering 
Algorithm and Bat Algorithm. The steps or stages of the 
Classification Model for Diabetes Mellitus Diagnosis Based 
on the K-Means Clustering Algorithm and the Swarm 
Intelligence Algorithm can be seen in Fig. 1.  The method has 
several steps which are input dataset and method parameters, 
preprocess dataset, split data (training data and testing data), 

Start 

Input Dataset and Method 
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Preprocess Dataset 

Split Data (Training Data and Testing Data)  

Develop a Classification Model for Diabetes Mellitus 

Diagnose Based on the K-Means Clustering Algorithm 

and Bat Algorithm 

Use Classification Models for Diabetes Mellitus Diagnose 

Based on the K-Means Clustering Algorithm and the Bat 
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develop a Classification Model for Diabetes Mellitus 
Diagnosis Based on the K-Means Clustering Algorithm and 
Bat Algorithm, and use Classification Models for Diabetes 
Mellitus Diagnosis Based on the K-Means Clustering 
Algorithm and the Bat Algorithm. 

C. Parameters Setting 

Before the Classification Model for Diabetes Mellitus 
Diagnosis Based on the K-Means Clustering Algorithm and 
Bat Algorithm is used, there are several parameters that must 
be set. Some of these parameters include: 

 The number of bats used is n = 20, 

 Maximum number of iterations tmax = 1000, 

 An initial loudness (constant or decreasing) A = 1, 

 An initial pulse rate (constant or decreasing) r0 = 1, 

 Alpha ()= 0.97, 

 Gamma () = 0.1, 

 A minimum frequency (fmin) = 0, and 

 A maximum frequency (fmax)= 2. 

These parameters are taken from [17]. 

D. Data Preprocessing 

Data preprocessing is an initial step in the data mining 
technique to convert raw data into data that is more efficient 
and in accordance with the data mining model to be used. Raw 
data taken from various sources often experience errors, 
missing values, and are inconsistent, so that the raw data need 
to be formatted so that data mining results are precise and 
accurate. In addition, raw data also need to be transformed to 
change data from its original form into data that is ready to be 
mined. Data transformation can facilitate the process of 
extracting data to find new knowledge. One of the data 
transformation techniques is normalization. Normalization is 
the process of scaling the attribute values of the data so that 
they can lie in a certain range. This study uses the Min-Max 
Normalization Method. The Min-Max Normalization is a 
normalization method by carrying out a linear transformation 
of the original data so as to produce a balance of comparison 
values between the data. 

E. Data Splitting 

After preprocessing, dataset is divided into two parts for 
training and testing. The proportion of training and testing 
data is 80% and 20%. The training data in this study is used to 
train the model so as to get a clustering model. Data testing is 
used to test and evaluate the model, as a simulation of using 
the model in the real world. Data testing should never be used 
in model training before to make model validation. 

F. Develop a the Classification Model for Diabetes Mellitus 

Diagnosis Based on K-Means Clustering Algorithm and 

Bat Algorithm 

The next step is to build the Classification Model for 
Diabetes Mellitus Diagnosis Based on K-Means Clustering 
Algorithm and Bat Algorithm. The diagnostic model is built 

based on the Clustering Method based on the K-Means 
Clustering Algorithm and the Bat Algorithm. The first step is 
to build a K-Means Clustering algorithm that is optimized 
with the Bat Algorithm. The position of the bat in the Bat 
Algorithm represents the center of the cluster (centroid). The 
optimized function in the Bat Algorithm is the objective 
function of K-means Clustering. After the algorithm is built, 
the next step is to implement the program with the Python 
programming language. 

The next step is to input the training data, the parameters 
of the Bat Algorithm and the number of clusters. The training 
data that will be included in the clustering model training 
process is the predictor variables of the training data. While 
the response variable will be used later when evaluating the 
clustering model after the training phase is complete. 
Algorithm 1 states the K-means Clustering Algorithm-Based 
Clustering Method and the Bat Algorithm. Algorithm 2 is used 
for the association of cluster centers to data classes, while 
Algorithm 3 is used for the testing process. 

Algorithm 1 Clustering Method Based on K-Means 
Clustering Algorithm and Bat Algorithm 

Input: 

The training data (Xtrain) with size of        

The number of cluster (K) 

The parameters of Bat Algorithm 

Output: 
Best (  )  is the best solution produced 

a. Initialize the bat positions and velocities   
  and 

  
  ,(         )  Each xi represents a candidate from the 

centroid or cluster center. For example, matrix    is the i-th 

centroid candidate represented in equation (1).  

   [

         
   
         

] (1) 

Therefore,    is reshaped to get a matrix of size 1  

(   ) and saved in   
  (            )  

(                         )  It aims to facilitate the 

calculation process on the Bat Algorithm.      
also sized    (   )  

b. Initialize a frequency   ,  a pulse rate   , and a 

loudness    

c. t=0 

d. while (                    ) do 

1. for       do 

i. Generate the new solutions by adjusting the 

frequency, updating the velocity and the 

position of bats using equations (2), (3), and (4). 

        (         )   (2) 

  
      

  (  
    )     (3) 

  
      

    
      (4) 

ii. if (        then 

Generate the local solutions randomly by 
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using equation (5), 

              
( )   (5) 

where    is random numbers obtained from 

the normal Gaussian distribution  (   ),  ( ) 
is the average loudness of all bats over time  , 
and   is the scale factor, for simplification, 

can be used       . 

   end if 
iii. Evaluate the fitness using the objective function 

of K-means clustering which is stated in 

equation (6), 

  ∑ ∑ ‖      
 

   ‖
   

   
 
     (6) 

where    represents centroid  j of K centroid.     

reshaping results were obtained xi
  of size 

       to  matrix Ci of size      
iv. if (        and  (  )   (  )) then 

Update the current solution using one of the 

solutions from step (i) or (ii) 

end if 

v. Increase    and reduce    by using Equations (7) 

and (8),  

  
       

     

     (7) 

  
      

 [     (   )]   (8) 

where      , and    . According to 

Yang (2014), to facilitate the search process    
and    can equate the value of α and γ, with 

value        . 

vi. Sort the bats and determine the best solution 

(  ) 

end for 
   end while 

e. Do a reshape on Best (  ) to get centroid C. 

 

Algorithm 2 Centroid analysis on K-Means Clustering 

Algorithm-Based Clustering Method and Bat Algorithm 

Input: 

The training data (Xtrain) with size of        

The centroids  

ytrain (class label of each training data) 

Output: 

Accuracy, Recall, Precision, F1 Score. 

1. Determine which centroid represents the target class 

based on the majority value of the labels in each cluster. 

2. Calculate the label prediction ypred
 based on centroid 

cluster. 

3. Calculate Accuracy, Recall, Precision and F1 Score. 

 

Algorithm 3 Testing Algorithm of Classification model   of 

Diabetes Mellitus Diagnosis Based Clustering Method K-

Means Clustering and Bat Algorithm 

Input: 

The testing data   

The centroids  

ytesting (class labels of each testing data) 

Output: 

Accuracy, Recall, Precision, F1 Score. 

1. Calculate the label prediction ypred
 based on centroid 

cluster. 

2. Calculate Accuracy, Recall, Precision and F1 Score. 

G. Evaluation Metrics 

The performance of the proposed method is evaluated by 
using accuracy, recall, precision and F1 Score. The 
performance of the proposed method is compared to the 
previous method, namely the K-means Clustering method. If 
the proposed method is better than the standard method, it can 
be said that the performance of this method can be improved. 
The evaluation metrics used are: 

1) Classification Rate / Accuracy which is calculated 

using the formulation in equation (9), 

         
     

           
  (9) 

where TP states that diabetics and is detected as a diabetic. 
TN stated that healthy person and is detected as a healthy 
person. FN is the healthy person but detected as diabetics. FP 
stated that diabetics but detected as a healthy person. 
Accuracy is used to measure the ratio of correct predictions to 
the total number of instances evaluated. 

2) Recall is calculated by the formulation in equation 

(10). Recall is used to measure the fraction of a correctly 

classified positive pattern. 

       
  

     
 (10) 

3) Precision is calculated by the formula in equation (11). 

Precision is used to measure the correctly predicted positive 

pattern from the total predicted pattern in the positive class. 

          
  

     
 (11) 

4) F1 Score is calculated by the formula in equation (12). 

F1 Score is harmonic mean of precision and recall. 

           
                

                
 (12) 

After the evaluation metrics are calculated, the 
experimental results are analyzed to obtain conclusions. 

III. RESULTS AND DISCUSSIONS 

The dataset has different scale on each feature/variable; 
therefore the algorithm cannot work well. So that, the dataset 
is needed to be pre-processed to solve this problem by using 
normalization technique. Furthermore, the data are normalized 
by using the minmax normalization method. This process will 
make data that has the same range, namely between values 0 
and 1. The normalized data is then divided into two parts, 
namely, 80% of the data is used for training and the remaining 
20% is used for testing. After the data is appropriate with the 
model to be used, the data can be input for the algorithm to be 
executed. 
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The evaluation tools used to measure the quality of each 
algorithm are the objective function (fmin), accuracy, precision, 
recall, F1 score, and the computational time. The accuracy, 
precision, recall and F1 score are calculated for both training 
data and testing data. The evaluation tool will reach the 
optimum value when the objective function is minimum, the 
accuracy, precision, recall and F1 score are maximum, and the 
computation time is not too long. 

The first algorithm to run is the standard K-means 
Algorithm. The parameters used are the number of clusters of 
2 which correspond to the expected number of targets. The 
iterations are carried out until one of stopping conditions is 
reached. The parameters used in the Bat Algorithm are 
initialized with the parameters described in sub-section II.C. 
These algorithm uses two stopping conditions which are the 
maximum iteration and convergence condition. The maximum 
iteration is 1000 times. The algorithm is assumed convergence 
if the global best doesn’t have improvement in 100 iteration. 
The experiments in this study were repeated 25 times, because 
the Bat Algorithm and the K-means Algorithm used in the 
Classification Model for Diabetes Mellitus Diagnosis Based 
on the K-Means Clustering Algorithm and the Bat Algorithm 
involve random numbers in obtaining the optimum value of 
the objective function. Then the average and standard 
deviation of the evaluation tool used are calculated. The 
standard deviation is used to measure the spread of recall, 
accuracy, precision and F1 scores, as well as objective 
function values. While the average value is used to 
concentrate the results of recall, accuracy, precision and F1 
scores, as well as objective function values. 

Table II shows the comparison of objective function value 
of Classification Model for Diabetes Mellitus Diagnosis based 
on the K-means Clustering Algorithm and the Bat Algorithm 

(training data). It can be shown that the Classification Model 
for Diabetes Mellitus Diagnosis based on the K-means 
Clustering Algorithm and the Bat Algorithm has better 
performance than K-means Clustering Method. It results the 
smaller the objective values. 

TABLE II. COMPARISON OF OBJECTIVE FUNCTION VALUE OF 

CLASSIFICATION MODEL FOR DIABETES MELLITUS DIAGNOSIS BASED ON 

THE K-MEANS CLUSTERING ALGORITHM AND THE BAT ALGORITHM 

(TRAINING DATA) 

Method Average Deviation Standard 

K-means 6389.589 82.41 

K-means + Bat Algorithm, n=10 6341.573 3.9882 

K-means + Bat Algorithm, n=20 6340.507 0.0291 

TABLE III. MEAN OF EVALUATION METRICS FOR CLASSIFICATION MODEL 

FOR DIABETES MELLITUS DIAGNOSIS BASED ON THE K-MEANS CLUSTERING 

ALGORITHM AND THE BAT ALGORITHM (TRAINING DATA) 

Method Accuracy Precision Recall F1 Score 
Time 

(s) 

K-means 0.7009 0.70797 0.71500 0.70498 0.02856 

K-means + Bat Algorithm, n=10 0.72427 0.73632 0.69402 0.71443 1008.645 

K-means + Bat Algorithm, n=20 0.72431 0.73459 0.69744 0.71553 2794.129 

TABLE IV. DEVIATION STANDARD OF EVALUATION METRICS FOR 

CLASSIFICATION MODEL FOR DIABETES MELLITUS DIAGNOSIS BASED ON THE 

K-MEANS CLUSTERING ALGORITHM AND THE BAT ALGORITHM (TRAINING 

DATA) 

Method Accuracy Precision Recall 
F1 

Score 

Time 

(s) 

K-means 0.06834 0.07391 0.09370 0.04588 0.00927 

K-means + Bat Algorithm, n=10 0.002607 0.003948 0.014368 0.006265 544.6731 

K-means + Bat Algorithm, n=20 0.000591 0.00041 0.002546 0.001166 4542.019 

TABLE V. MEANS OF EVALUATION METRICS FOR CLASSIFICATION 

MODEL FOR DIABETES MELLITUS DIAGNOSIS BASED ON THE K-MEANS 

CLUSTERING ALGORITHM AND THE BAT ALGORITHM (TESTING DATA) 

Method Accuracy Precision Recall F1 Score 

K-means 0.6956 0.7010 0.6550 0.6764 

K-means + Bat Algorithm, n=10 0.7155 0.7311 0.6938 0.7118 

K-means + Bat Algorithm, n=20 0.7156 0.7128 0.6971 0.70471 

TABLE VI. DEVIATION STANDARD OF EVALUATION METRICS FOR 

CLASSIFICATION MODEL FOR DIABETES MELLITUS DIAGNOSIS BASED ON THE 

K-MEANS CLUSTERING ALGORITHM AND THE BAT ALGORITHM (TESTING 

DATA) 

Method Accuracy Recall Precision F1 Score 

K-means 0.06068 0.06819 0.04169 0.04988 

K-means + Bat Algorithm, n=10 0.00146 0.02574 0.01117 0.01363 

K-means + Bat Algorithm, n=20 0.00083 0.02778 0.00276 0.0136 

Table III shows the mean of evaluation metrics for 
Classification Model for Diabetes Mellitus Diagnosis based on 
the K-means Clustering Algorithm and the Bat Algorithm 
(training data), while Table IV shows the deviation standard of 
evaluation metrics for Classification Model for Diabetes 
Mellitus Diagnosis based on the K-means Clustering 
Algorithm and the Bat Algorithm (training data). The 
experimental results show that the that the Model for Diabetes 
Mellitus Diagnosis based on the K-means Clustering 
Algorithm and the Bat Algorithm are superior to the standard 
K-means method. that the Model for Diabetes Mellitus 
Diagnosis based on the K-means Clustering Algorithm and the 
Bat Algorithm are superior in all evaluation tools (accuracy, 
recall, precision and F1 Score). The standard deviation of the 
accuracy, recall, precision and F1 score of the Diabetes 
Mellitus Diagnostic Model Based on the K-Means Clustering 
Algorithm and the Swarm Intelligence Algorithm is very 
small. This means that this method results in low variation. 
The computational time required for training the Model for 
Diabetes Mellitus Diagnosis based on the K-means Clustering 
Algorithm and the Bat Algorithm is much longer than the 
standard K-means method. 

Table V shows the results of the classification model 
evaluation for data testing. The experimental results show that 
the Classification Model for Diabetes Mellitus Diagnosis 
based on the K-means Clustering Algorithm and the Bat 
Algorithm yields much better results compared to the standard 
K-means method for accuracy, recall, precision and F1 Score 
values. Tables V and VI also show the accuracy, recall, 
precision and F1 scores produced by the Model for Diabetes 
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Mellitus Diagnosis based on the K-means Clustering 
Algorithm and the Bat Algorithm are not much different 
between training and testing data. This shows that the 
proposed method has good performance and neither 
overfitting nor underfitting occurs. 

 
Fig. 2. Graph of iteration and global best relationships of the diabetes 

mellitus diagnostic method based on the K-Means clustering algorithm and 

the swarm intelligence algorithm with 20 particles (global best fitness value 

6340,499). 

 
Fig. 3. Graph of iteration and global best relationships of the diabetes 

mellitus diagnostic method based on the K-Means clustering algorithm and 

the swarm intelligence algorithm with 10 particles (global best fitness value = 

6340.497). 

Fig. 2 and 3 show graphs of the iteration and global best 
relationships of the Classification Model for Diabetes Mellitus 
Diagnosis based on the K-means Clustering Algorithm and the 
Bat Algorithm with 20, and 10 Particles. The figures show the 
method converges less than 600 iterations for the number of 
particles 20 and 10. The global best convergent fitness value is 
around 6340.5. 

IV. CONCLUSIONS 

Based on the experimental results and analysis of the 
experimental results, several conclusions were obtained. that 
the Model for Diabetes Mellitus Diagnosis based on the K-
means Clustering Algorithm and the Bat Algorithm developed 
from the K-Means Clustering Algorithm by adding the Bat 
Algorithm optimizer to determine the centroid of the cluster. 
The experimental results revealed that the number of bats has 
an effect on the method's convergence speed and processing 
time. The experimental results reveal that the Model for 
Diabetes Mellitus Diagnosis based on the K-means Clustering 
Algorithm and the Bat Algorithm are able to diagnose diabetes 

mellitus quite well. The accuracy obtained is around 72.4% 
and the F1 score is 71.4% for training data, and the accuracy 
obtained is around 71.55% and the F1 score is 71.18% for 
data testing. The evaluation results show that the performance 
of the Model for Diabetes Mellitus Diagnosis based on the K-
means Clustering Algorithm and the Bat Algorithm is better 
than the standard K-means for evaluating accuracy, precision, 
recovery, f1 score, but the recovery time is quite large. 
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Abstract—Providing universities with high technology-

enabled automation tools to support the administrative decision-

making processes will enable them to achieve their objectives. 

For an institution to succeed in its everyday tasks, it should come 

up with the emerging and modernized management services 

constituted, among others, by cloud, mobile, and business 

analytics technology. With this, the institution’s operations and 

management efficiency are ensured. This study aims to develop a 

system with descriptive analytics named as MET Online Services 

that will automate and optimize the monitoring of extension 

services key performance indicators (KPIs) in order to help the 

institution in making better, data-driven decisions. The 

dashboards and interactive visualizations of the developed 

system will provide quick access to real-time progress of the 

extension services programs, projects, and activities. Results 

interpretation depicted that the developed system is indeed 

feasible for implementation, proven to be fully-functional and 

passed the quality software standards of a Certified Software 

Quality Assurance Specialist. As the developed system satisfied 

the users’ expectations and requirements, it would be an effective 

tool for the institution, extension services unit, and community, to 

make better strategic decisions and continuously deliver quality 

services to the community.  

Keywords—Business analytics; descriptive analytics; 

dashboards; interactive visualizations; extension services; 

monitoring; key performance indicators; KPIs; community 

I. INTRODUCTION 

Managing an institution and bringing together departments 
and campuses to achieve the vision and quality objectives are 
always a big challenge for the university management. 
Providing universities with high technology-enabled 
automation tools to support the administrative decision-making 
processes enable them to achieve their objectives. And for an 
institution to succeed in its everyday tasks, it should cope up 
with the emerging and modernized management services [1] 
constituted, among others, by cloud, mobile, and business 
analytics technology. It is supported by [2, 3], that Higher 
education institutions are expanding ICT-driven projects in 
both developed and developing nations to improve quality 
services in education and increase efficiency and effectiveness. 
With this, the institutions’ operations and management 
efficiency are ensured. 

An effective management system can help an organization 
use its resources more efficiently and improve its financial 
performance, risk management, protection of people and the 
environment, and ability to provide consistent and better 
services and products. This makes the organization more 
valuable to its customers and other stakeholders [4]. And to 
facilitate better flow of information, management system with 
the use of data analytics within an organization can aid in 
decision-making that is more strategically oriented, more 
effective, and maximizes performance [5, 6].  

According to [7], management system is the process 
through which a company oversees the interdependent 
elements of its operations in order to achieve its goals. These 
goals may have to do with a variety of things, such as the 
continuous improvement of the products or services, 
operational effectiveness, performance, health and safety at 
work. In the Philippines, State, Universities, and Colleges are 
expected to extend their academic and community services to 
the community in accordance with the Commission on Higher 
Education's (CHED) directives along with instruction, research 
and production [8]. The office's main goal is to establish a 
sustainable partnership with public and private organizations 
with the purpose of reducing poverty. As [9] explicates that 
there are concerns about implementing extension programs 
where academic institutions must closely monitor and assess 
the results of their grassroots community engagement in order 
to attain development goals. 

In this study, a monitoring system with descriptive 
analytics was developed and will serve as a tool in providing 
the users with beneficial information to do the extension 
activities effectively and efficiently that will allow the 
extension services unit team plan, implement, analyze (at both 
tactical and strategic levels) and administer all extension 
services procedure as a mechanized system in the operational 
level. It will automate and optimize the monitoring of 
extension services key performance indicators (KPIs) in order 
to help the institution in making better, data-driven decisions 
through dashboards, interactive visualizations, and reports. The 
study also aims to pass in the technical evaluation of a 
Certified Software Quality Assurance Specialist and determine 
the level of satisfaction and acceptance of the end-users 
towards the developed system. 
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II. RELATED WORK 

A. Extension Services 

According to [10], extension is a relatively new 
phenomenon and is defined as the intentional transfer of skills 
and the organized exchange of information. Extension service 
is a community-based educational opportunity offered by 
academic institutions [11], with the primary objective of 
establishing long-term partnerships with both public and 
private organizations working toward poverty alleviation. The 
office is in charge of carrying out the university's program for 
outreach and community development. It makes it simpler to 
put into action policies and programs that are intended to 
empower communities, especially those who have been 
underserved. As [12] stated that the educators from various 
universities came together and developed community and 
extension programs in the university. Serving the community is 
one of an organization's key principles.  

The Philippine Higher Education system's objectives 
include improving the quality of life for Filipinos, adapting 
effectively to changing societal requirements and 
circumstances, and offering answers to issues at the local, 
regional, and national levels, according to [13]. As a core 
responsibility of universities and colleges, Extension services 
have been measured or evaluated in several state, universities, 
and colleges’ assessments, including SUC Levelling, the 
Annual Major Final Outputs of SUCs, CHED's Institutional 
Sustainability Assessment, and the Accrediting Agency of 
Chartered Universities and Colleges (AACCUP) Institutional 
and Program Accreditation [14]. 

According to [15], extension services unit should 
encourage, motivate, and elevate beneficiary awareness, 
participation, and satisfaction, especially for low-rated program 
services. By developing and improving its extension services to 
be more responsive to the community, the Philippine Higher 
Education Institutions (HEIs) participated in the discussion of 
the 2017-2022 Philippine Development Agenda (PDA). [16] 
explains that the government will create a strong national 
environment for innovation and knowledge creation, which is 
necessary for the nation’s engagement in the global knowledge 
economy. It will make investments in: (a) improving the 
research capabilities of college and university faculty, research 
staff, and graduate students; (b) building the capital and 
institutional infrastructure needed for knowledge production 
and innovation; and (c) building up, retraining, and retaining a 
sustainable stream of new researchers. 

Similar to this, the government will support formal 
collaborations between HEIs and community, commercial, and 
industry stakeholders. The intention is to integrate "informal" 
community-based learning and innovation with "formal" 
academic research and innovation as a means of accomplishing 
this goal. Policies and procedures will be developed for the 
operationalization of extension as part of applied research 
engagement as well as for the normative and appropriate 
distribution of hours for teaching and research. 

B. Key Performance Indicators (KPIs) 

A performance indicator, also known as key performance 
indicator (KPI) is an approach of measuring performance [17]. 

It examines the extent to which an organization was successful 
in carrying out a program, a project, a product, or some other 
initiative in which it was involved [18]. 

There have been many companies that have used 
inappropriate measurements; as a result, metrics of this kind 
should not be labeled performance indicators. According to 
[19], the majority of businesses that are regarded as having a 
genuine control system make use of key performance 
indicators. This is the reason why there are accountants, 
company executives, and consultants who have appropriate 
knowledge and experience regarding Key Performance 
Indicators. 

One simply cannot place an adequate amount of emphasis 
on the significance of key performance indicators (KPIs) to the 
overall success of an organization. Key performance indicators 
(KPIs) are metrics that evaluate how well a firm is currently 
doing in relation to its overall goals [20]. 

Key performance indicators focus on the improvement of 
strategic and operational levels, which provide an analytical 
framework for decision-making, and raise knowledge and 
interest in many areas [21]. KPI plays an important role 
because it receives timely and accurate information by 
comparing current performance to a goal that is necessary to 
satisfy business needs and goals. This allows KPI to play an 
instrumental role in ensuring that business needs and goals are 
met. Alignment with corporate goals, active monitoring, report 
accuracy, and timeliness are all recommended KPI selection 
techniques [22]. KPI reporting and dashboards are automated 
to keep all stakeholders on the same page. 

The process of managing utilizing key performance 
indicators also includes the steps of establishing goals (the 
expected level of performance) and evaluating progress toward 
those goals. According to [23], to have good KPIs the 
organization should perform the following, (a) provide 
objective evidence of progress towards achieving a desired 
result; (b) measure what is intended to be measured to help 
inform better decision making; (c) offer a comparison that 
gauges the degree of performance change over time, (d) track 
efficiency, effectiveness, quality, timeliness, governance, 
compliance, behaviors, economics, project performance, 
personnel performance or resource utilization; and (e) balance 
the leading and lagging indicators. 

Key performance indicators serve to specify a 
predetermined set of values that have been established. The 
author in [24] refers to these unprocessed groups of numbers as 
indicators since they can be used to feed data aggregation 
systems. Measuring key performance indicators (KPI) can take 
either a quantitative or qualitative approach. A quantitative 
measurement compares facts to a standard and uses facts that 
have a specific objective numerical value. While the 
qualitative, denoting conformity to a standard that is not 
quantifiable or an interpretation of one's own feelings, 
preferences, beliefs, or experiences 

C. Descriptive Analytics 

Business analytics finds patterns and trends in massive data 
sets to improve decision-making and performance. In corporate 
reports and dashboards, descriptive analytics is used to produce 
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key performance indicators (KPIs) and metrics. Among the 
various sorts of analytics, descriptive analytics was recognized 
as the one that was the most fundamental and the one that was 
utilized the most [25]. Reports, key performance indicators 
(KPIs), and other business measures that allow businesses to 
monitor performance and other trends can be generated using 
descriptive analytics. 

Four categories are frequently used to classify analytics 
technologies [26]: (i) descriptive (what happened), 
(ii) diagnostic (why did it happen), (iii) predictive (what will 
happen next), and (iv) prescriptive (what should be done about 
it). Academic institutions usually place a strong emphasis on 
the potential benefits of technology that makes use of 
sophisticated modeling in order to be either prescriptive or 
predictive [27, 28, 29, 30]. The majority of adopting 
companies' sales and marketing teams frequently employ 
descriptive analytics and straightforward dashboards for key 
performance indicators (KPIs) [31, 32, 33]. 

Descriptive analytics are utilized in numerous facets of a 
business by companies in order to assess the quality of their 
operations and determine whether or not they are on track to 
achieve their organizational objectives and used in various 
ways, particularly in reports, visualizations, and dashboards.  

D. Reports 

Management Information System Report is an umbrella 
phrase that describes a group of reports that give a picture of 
what goes on in an organization on a daily basis, which enables 
the functions of your firm to be studied. MIS Report is an 
acronym that stands for Management Information System 
[Futrli]. They are a great tool for evaluating the performance of 
a firm and making decisions that are based on accurate and up-
to-date information. They comprise of numerous separate 
reports that cover various areas of a business. 

E. Visualizations 

According to [34], The visualization of data through the use 
of charts, graphs, and maps, which can indicate trends in data 
as well as dips and spikes in a fashion that is obvious and 
easily accessible to the audience, is an excellent choice for 
providing a suitable outlet for presenting descriptive analysis. 
It is supported by [35] make information easier to perceive and 
understand. Data visualization involves the process of 
incorporating facts or information into a pictorial or graphical 
environment, like charts, maps, or other visual formats. 

F. Dashboards 

On a consistent basis, dashboards provide a quick overview 
of key performance indicators (KPIs) that are pertinent to a 
certain objective or organizational system (e.g., income, 
marketing, human resources, or production). In real-world 
usage, the terms "progress report" and "report" can sometimes 
be referred to as "dashboard" [36]. 

Regularly, the "dashboard" is shown on an internet page 
that is connected to a database. This connection makes it 

possible for the document to be continuously updated. The 
term "dashboard" originated from the instrument panel seen in 
automobiles, where the driver can see, at a glance, the most 
critical functions displayed on the instrument cluster [37]. 

Managers can monitor the contributions of varied 
departments using digital dashboards. Digital dashboards can 
catch and record distinct information points from every 
department to provide a "snapshot" of overall performance. 
Benefits of using digital dashboards include visual presentation 
of overall performance measures, ability to identify and correct 
negative tendencies, degree efficiencies/inefficiencies, ability 
to generate precise reports showing new traits, ability to make 
more informed decisions based on accumulated business 
intelligence, align techniques and organizational goals, save 
time compared to walking a couple of reviews, and benefit 
total visibility of all measures. 

G. Classification of Dashboards 

Dashboards can be broken down according to position, and 
they combine strategic analysis with informational, analytical, 
and operational perspectives according to [38]. Strategic 
dashboards are a useful tool for managers at any level in an 
organization, and they give the concise evaluation that decision 
makers require in order to monitor the health of the business as 
well as its potential opportunities. These kinds of dashboards 
focus on high-level measurements of overall performance as 
well as forecasts. Static snapshots of data (daily, weekly, 
monthly, and quarterly) that are not constantly changing from 
one moment to the next are an advantage for strategic 
dashboards [39]. 

 Dashboards for analytical purposes frequently include 
greater context, comparisons, and records, along with subtler 
overall performance evaluators. Analytical dashboards usually 
assist interactions with the data, along with drilling down into 
the underlying information. When dashboards were first 
introduced, its primary function was monitoring; but, as 
technology has advanced, their use has expanded to include 
more analytical tasks. Dashboards are currently being used in a 
way that incorporates scenario analysis, drill down capabilities, 
and flexible presentation format options [40]. 

III. METHODOLOGY 

This section highlights the technical system architecture 
and explains the composition of the developed system as well 
as the roles involved for the utilization of the system 
functionality. 

 

A. MET Online Services Technical System Architecture 

Fig. 1 shows the technical system architecture of the 
developed system, which consists of the roles of the actors, 
business services, business processes, application services, 
technology services, and technology components.
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Fig. 1. Technical system architecture

B. Roles and Actors 

In order to make the most of and maximize the usability of 
the system, it displays its contents and components that are 
employed. MET Online Services is composed of eight (8) 
major roles and actors to wit: System Administrator, 
Institution’s Extension Head, Academic Unit’s Extension 
Head, College Extension Coordinators, College Dean / 
Program Chairpersons, Training Participants, Extension 
Council, and Faculty. The following users have a 
corresponding role in order to utilize the system.  

C. Business and Application Services 

The business services / processes; and application services 
of MET Online Services has six (6) major components 
embedded in the extension services unit, these are as follows: 
(a) monitoring of extension programs, projects, and activities 
(PPAs) target and accomplishment, (b) managing extension 
services documents, (c) managing extension budget, 
(d) evaluating the extension programs, projects, and activities, 
(e) facilitating linkages affiliation, and (f) managing extension 
events / activities. 
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D. Technology Services and Components 

For the technology services, the developed system is 
supported by business analytics, mobile application and web 
service.  The business analytics is comprised of target and 
accomplished extension PPAs, budget allocated and utilized 
and evaluation report summary, where in technology services 
of the developed system it is the main feature along with the 
mobile application and web service. 

In order to utilize the functionality of the developed system, 
the management must provide a secured network, normalized 
database, and an operating system that is suitable for the 
system. 

IV. RESULTS AND DISCUSSIONS 

This study developed a system with descriptive analytics 
named as “MET Online Services” that will automate and 
optimize the monitoring of extension services key performance 
indicators (KPIs) in order to help the institution in making 
better, data-driven decisions. The dashboards and interactive 
visualizations of the developed system will provide quick 
access to the extension activities’ real-time progress. The study 
is mainly focused on the business analytics of different 
operations and activities in extension services unit to 
systematize decision-making in order to upkeep real-time 
responses. During the development phase, it follows the 
dashboard development process [41]. 

The system employs a configurable Key Performance 
Indicators (Fig. 2) in developing the executive dashboards and 
interactive visualizations where extension services unit track 
and monitor their actual accomplishments on annually and 
quarterly basis. Since the system can be configured for all 
Philippine Association of State Universities and Colleges 
(PASUC) institutions, the researchers adopted the standard 
Major Final Output (MFO) for Extension Services of [42], 
particularly the key performance indicators, such as: 
(a) Number of trainees trained; (b) Number of trainees 
weighted by the length of training; (c) Number of extension 
programs organized and supported consistent with the SUC’s 
mandated and priority programs; (d) Percentage of 
beneficiaries who rate the training course/s and advisory 
services as satisfactory or higher in terms of quality and 
relevance; and (e) Percentage of persons who receive training 
or advisory services who rate timeliness of service delivery as 
good or better.  

 
Fig. 2. Configurable key performance indicators 

 The executive dashboard and visualization features with 
filtering function [43] as shown in Fig. 3 to Fig. 5, provides the 
Extension Council, Institution and Academic Unit Heads along 
with the College Deans and Program Chairpersons with a high-
level overview of the state of the extension services in their 
respective institutions/units/sectors. The system also generates 
beneficial reports on the extension services indicators which 
serve as a useful reference for the Office/Individual 
Performance Commitment Rating (OPCR/IPCR), Performance 
Based Bonus (PBB) and SUC leveling of the university. 

 
Fig. 3. Dashboards and interactive visualization (scorecards of extension key 

performance indicators) 

 

Fig. 4. Dashboards and interactive visualization (charts and graphs of faculty 

involvement and accomplished PPAs) 

 

Fig. 5. Dashboards and interactive visualization (charts and graphs of 

variances and number of persons trained) 
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In addition to analytics part of the developed system, the 
following modules are incorporated to simplify the operations 
in the extension service unit: account management, target 
monitoring, event management, reports, announcement and 
extension links.  

A. Account Management 

The Account Management module grants authorized users 
the rights to use the various services of the developed system 
by dividing them into groups and defining their privileges. The 
administration part of this module not only refers to the 
administration of the management system but also the 
administration tasks and information of the extension services 
unit task force.  

Since MET Online Services is applicable also to other 
extension services unit of any State Universities and Colleges, 
the administration part of this module as shown in Fig. 6, is 
capable of configuring the following: information of the 
extension services unit, name of university with logo, 
campus/es, college/s, program/s, designation, employment 
status and academic rank of designated extension service task 
force, sustainable development goal, and type of community 
extension service.  

Key Performance Indicators and evaluation questions and 
other settings are also configurable through the system 
administrator account. This is to fully utilize and accommodate 
different State Universities and Colleges (SUCs) with an end 
goal of improving their extension services, operations and 
transactions. 

 
Fig. 6. Administrator account management. 

B. Target Monitoring 

The Target Monitoring module involves managing and 
setting performance indicator targets. These transactions are 
processed by the institution and academic unit’s extension 
heads along with designated college extension coordinators. 
The system provides a tool for the computation of key 
performance indicator in setting the target for the number of 
persons trained weighted by length of training with the 
corresponding legend for the weights of training (1) and 
percentage of beneficiaries who rate the training course/s and 
advisory services as satisfactory or higher in terms of quality 
and relevance, and timeliness (2). 

a = b x d (1) 

where, a is the number of persons trained weighted by 
length of training; b is the number of persons trained; and d is 
the weight of training. 

Weights: 

Length of Training Weight 

< 8 hours  0.50 

8 hours (1 day) 1.00 

2 days  1.25 

3-4 days  1.50 

5 days or more 2.00 

y = (m / n) x 100  (2) 

where, y is the percentage of beneficiaries who rate the 
training course/s and advisory services as satisfactory or higher 
in terms of quality and relevance, and timeliness; m is the 
number of trainees who rate the training course/s and advisory 
services as satisfactory or higher; and n is the total number of 
trainees surveyed. 

C. Event Management 

The Event Management allows the institution and academic 
unit’s extension heads as well as the college extension 
coordinators to manage all the extension services events / 
projects or activities. It includes electronic scheduling and task 
management of different extension activities. The status of 
each extension projects is automated and accessible on the web 
and mobile. There will be three (3) projects’ status to wit: 
(a) For Implementation, (b) Ongoing, and (c) Implemented. 
These stages/statuses are dependent on the duration of the 
extension projects.  It must be noted that once the project is 
implemented, it will be automatically added to the actual 
accomplishment. Different forms relevant to the extension 
services unit processes can be generated from this module, 
particularly the extension proposal, narrative report, monitoring 
proposal, and progress monitoring report. 

D. Reports 

The Reports module is capable of generating monitoring 
and evaluation reports from the data entered from all the 
modules of the system including the android application used 
by the extension participants that evaluates the extension 
project. This module can be accessed and downloaded by the 
extension council, institution’s extension head and academic 
unit’s extension head, college dean / program chairperson and 
college extension coordinators (Fig. 7). 

E. Announcement and Extension Links 

The announcement and extension links page will all the 
institution and academic unit heads to post and disseminate 
information to all extension services task forces relative to their 
regular functions and operations. 
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Fig. 7. Sample generated report using the prescribed template of the 

university 

After the system development, a series of test cases and 
technical evaluations were carried out by a Certified Sofware 
Quality Assurance Specialist in order to ascertain, whether the 
developed system complies with the specified requirements. 
Software quality assurance (SQA) employs a methodical 
approach to identify trends and the necessary steps to enhance 
development processes. Unintended effects might result from 
finding and resolving coding problems; it is possible to solve 
one issue while also breaking other features and functions [44]. 
It can be gleaned from the test cases and technical evaluations 
as shown in Table I that the developed system is indeed 
feasible for implementation, proven to be fully-functional and 
passed the quality software standards set by the software 
quality assurance specialist. 

TABLE I.  TEST CASE AND TECHNICAL EVALUATION OF THE DEVELOPED 

SYSTEM 

Test Run Information: 

Tester Name/s: 

A.Z. Leynes and J.R.M. Ruiz 

Date(s) of Test: 

September 9-13, 2022 

Location/server being used: N/A 

Software Versions: 

Application: MET Online Services 

Browser [used & those COTS 

supports]: Google Chrome version 

76.0.3809.132 (64-bit) 

Database: mySQL 

Operating System: Windows 10 
Notes and Results: 

Overall, we can say that this is a big help for all the extension coordinator. In 

this module you can monitor all the extension services key performance 

indicators with ease through dashboards and interactive visualizations. The 

user can also provide the status of each extension services what is the 

upcoming services, the on-going and implemented. The system can also 

provide reliable and consistent reports if each college coordinator hit the target 

accomplishment. On the other hand, the head of the extension services can 

also monitor all the college coordinator which is hassle free, the head of the 

extension coordinator will just login filter what college he/she can monitor 

what is the status of each college coordinator. And for reports the system 

provides printable reports that can use for documentation. 

Modules Passed / Failed 

Account Management Passed 

Dashboard Passed 

Target Monitoring Passed 

Event Management Passed 

Reports Passed 

Overall Evaluation Passed 

As the system passed the software quality assurance, it is 
also clear as reflected from Table II that the developed system 
highly satisfied the users’ expectations and requirements in 
terms of efficiency, functionality, reliability, usability, and 
security. The satisfaction of the end-users determines that the 
developed system is acceptable [45] and indeed feasible for 
implementation. It is also an indicator that the information 
system is effective when the users are satisfied with its 
functions and requirements [46, 47].  

TABLE II.  LEVEL OF SATISFACTION OF THE RESPONDENTS ON THE 

DEVELOPED SYSTEM 

 Criteria 
Weighted 

Mean 
Verbal Interpretation 

1 Efficiency 4.32 Highly Satisfied 

2 Functionality 4.43 Highly Satisfied 

3 Reliability 4.30 Highly Satisfied 

4 Usability 4.57 Highly Satisfied 

5 Security 4.32 Highly Satisfied 

 Overall Weighted Mean 4.39 Highly Satisfied 

The developed system automates the process of evaluation 
of the Extension Programs, Projects, and Activities (PPAs) as 
shown in Fig. 8. By using their mobile devices, the extension 
participants can evaluate online and raise their suggestions and 
comments based on the performance of the extension program 
conducted. It can be gleaned from Table III that the mobile 
application was highly accepted by the end-users in evaluating 
the extension programs, projects, and activities. 

TABLE III.  LEVEL OF ACCEPTANCE OF THE RESPONDENTS IN THE MOBILE 

APPLICATION OF EVALUATING THE EXTENSION ACTIVITIES 

 Criteria 
Weighted 

Mean 
Verbal Interpretation 

1 Ease of Use 4.30 Highly Acceptable 

2 Usefulness 4.32 Highly Acceptable 

 Overall Weighted Mean 4.31 Highly Acceptable 

In case that the participants don’t have mobile devices, the 
designated college extension coordinators and staff will be 
tasked to provide and assist the participants in evaluating the 
extension PPAs using the university’s mobile devices or laptop 
provided by a unique evaluation code which is system 
generated. Another concern is the Internet connection, since the 
said developed information system required internet access for 
the evaluation, the researchers recommend that extension service 
office assisted by the Information and Communication 
Technology (ICT) office to provide laptop computers during 
the activity for the computerized evaluation and once there is 
already internet connection, the designated college extension 
coordinators will be the one responsible to sync the encoded 
evaluation answers to generate the evaluation results and 
update it online. Hence, there will be a fast and accurate 
evaluation results immediately after the online evaluation done 
by the extension participants. 
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Fig. 8. Mobile evaluation of extensions actvities. 

V. CONCLUSION 

Most Extension Services Unit of SUCs used the manual 
process of managing, monitoring and evaluating their extension 
projects. This, most of the time, results in problems related to 
documents handling/archiving, timely monitoring and 
evaluation reports, poor management of budget allocation and 
utilization. The significance of this study is resolving those 
issues and challenges encountered in the extension services unit 
of the university by automating its operations and providing 
quick access to real-time progress of its activities through 
dashboards, interactive visualization, and reports. 

The developed system is indeed feasible for 
implementation, proven to be fully-functional and passed the 
quality software standards of a Certified Software Quality 
Assurance Specialist. As the developed system satisfied the 
users’ expectations and requirements, it would be an effective 
tool for the institution, extension services unit, and community, 
to make better strategic decisions and continuously deliver 
quality services to the community. 

VI. FUTURE WORK 

It is suggested that future research should incorporate the 
evaluation for faculty involvement in extension which can be 
significant in the evaluation and promotion of faculty using the 
Qualitative Contribution Evaluation (QCE) instrument of the 
National Budget Circular (NBC) No. 461. 
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Abstract—Stock-market news sentiment analysis (SA) aims to 

identify the attitudes of the news of the stock on the official 

platforms toward companies’ stocks. It supports making the right 

decision in investing or analysts’ evaluation. However, the 

research on Arabic SA is limited compared to that on English SA 

due to the complexity and limited corpora of the Arabic 

language. This paper develops a model of sentiments to predict 

the polarity of Arabic stock news in microblogs based on 

Machine Learning and Deep Learning approaches. Also, it aims 

to extract the reasons which lead to polarity categorization as the 

main economic causes or aspects based on semantic unity. 

Therefore, this paper presents an Arabic SA approach based on 

the logistic regression model and the Bidirectional Encoder 

Representations from Transformers (BERT) model. The 

proposed model is used to classify articles as positive, negative, or 

neutral. It was trained based on data collected from an official 

Saudi stock-market article platform that was later preprocessed 

and labeled. Moreover, the economic reasons for the articles 

based on semantic unit, divided into seven economic aspects to 

highlight the polarity, were investigated. The supervised BERT 

model obtained 88% article classification accuracy based on SA, 

and the unsupervised mean Word2Vec encoder obtained 80% 

economic-aspect clustering accuracy. 

Keywords—Machine learning; deep learning; classification; 

prediction; statements 

I. INTRODUCTION 

Stock price decline is a concern for stock market investors 
and an exciting issue for stock analysts. Stock market news 
sentiment analysis (SA) allows investors to make the correct 
investment decision through thorough and thoughtful 
deliberation. Whereas knowing the best time to buy or sell 
stocks is the main aim of stock market prediction as there are 
various factors that may affect stock prices, these factors 
depend on stock market news indicators, which economists 
take advantage of to analyze the factors that may affect the 
market, such as public news sentiment [1]. Undoubtedly, 
everyone is familiar with sharing news with others in social 
communities either individually or as a company [2]. 
Currently, online microblogs’ news makes vast amounts of 
news moods available. At the same time, microblogs may 
contain large amounts of data about companies that share their 
information, such as that about their stocks and the stock 
market, through their microblogs. The articles on these 
microblogs are used to classify their stocks’ orientations and 
the economic causes of these. 

Analysts and investors still have difficulty predicting the 
future price of a company’s stocks. The sentiment of news 

regarding a company’s stocks is a vital interest of financial 
analysts, investors, and other competitors [3, 4]. SA aims at 
sentiment recognition and public-opinion checking, which are 
considered text-mining research fields [5]. Although there are 
many types of research for analyzing individuals’ behaviors in 
social microblogs, few studies have analyzed the classification 
of stock news in financial-market microblogs [6]. These 
microblogs allow investors and analysts to share financial 
news and opinions with other investors. The SA of microblog 
posts helps investors perceive the risks related to companies’ 
stocks, which assists them in their investment decision-making 
investor sentiment shown in microblogs has a significant 
impact on stock prices relative to growth stocks [7]. Therefore, 
the prediction of stock market behavior depends on the 
polarity prediction classification of microblogs’ news 
sentiments. Such news can be categorized as positive, 
negative, or neutral for the polarity prediction of SA, which 
affects the prediction of stock news classification [3, 4, 8, 9]. 
Using companies’ information from microblogs can therefore 
improve the accuracy of polarity prediction. Thus, there is a 
need for SA of companies’ stock market articles for stock 
price prediction. 

The previous studies on SA in deep learning (DL) and 
machine learning (ML) heavily focused on analyzing several 
features and ignored the sentences’ structures and the relations 
between words in any targeted language, such as the Arabic 
language [10, 11]. Also, the recent studies have focused on 
applying DL in SA for multiple tasks based on the Arabic 
language [11]. However, to the best of the authors’ 
knowledge, few of the previous DL studies were on the Arabic 
SA in the stock market fields. Moreover, there has been no 
study that bridges the gaps in Arabic SA by using DL with 
modern standard Arabic (MSA) features in the Arabic 
sentiments mirrored in stock news even though DL SA 
approaches such as the Bidirectional Encoder Representations 
from Transformers (BERT) model currently offer the best 
performance for Arabic stock news [12, 13]. Besides, no study 
on the extraction of the main economic aspects of the reasons 
for the sentiment polarity depending on Arabic news features 
has yet been conducted. Thus, there is a need to develop ML 
and DL models that can classify stock news sentiments and 
determine their polarity on the basis of labeled data, and that 
can extract the economic causes of such sentiments. The 
current study focused on the prediction and classification of 
Arabic stock market news sentiments and their main economic 
causes. It sought to develop a supervised model based on 
logistic regression and the BERT classifier for labeled Arabic 
data, and an unsupervised model based on k-means clustering. 
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II. RELATED WORK 

A. Arabic Sentiment Analysis Techniques for Microblog News 

The Arabic SA models and techniques consist of steps 
such as preprocessing and analysis of linguistic, part-of-speech 
(POS), semantic, and lexicon-derived features [14]. 

Preprocessing is often the first step in a text-processing 
system. It consists of steps for facilitating classification. For 
instance, in Arabic text preprocessing, the text is tokenized; 

the letters at the beginning of names (e.g., “اٌـ”) are removed; 

the letters are normalized, such as by converting “أ” 

(“Hamza”) to “ا” (“Alef”); and then the stop words, such as 

 ,are removed [15]. Thus ,(”was, that, in“) ”في, إْ, واْ“
preprocessing cleans the textual data by removing the 
undesirable elements therefrom to increase the accuracy of the 
future SA results. Ignoring preprocessing such as spelling 
corrections will make systems disregard the main words [14, 
16, 17], but overdoing preprocessing will make systems lose 
important data. 

Preprocessing of microblogs increases the sentiment 
prediction accuracy in any field. It considers the variations of 

letters, such as the basic Arabic letter “Alef” or “أ,” which 

includes the derivative letter “Alef Maksoura” or “ٜ” often 

confused with the other basic Arabic letter “Ya” or “ي.” Also, 
there is usually confusion in writing the basic Arabic letters 

“Ta marbota” or “ة” and “Ha” or “ٖ.” Moreover, the letter 
“Hamza” is an interchangeable letter based on its word and 

position, which include “ؤ“ ,”أ”, and “ئ.” However, additional 
preprocessing approaches need to be used for some microblog 
data. These additional techniques involve several tasks, such 
as the elimination of hashtags, mentions, URLs, and special 
characters and reposting after the elimination of these 
elements [14]. Thus, it is essential to handle the Arabic 
dialects or to provide an MSA alternative.  

    Linguistic-feature analysis, the second step in the Arabic 
SA models and techniques, is divided into two techniques: 
analysis of n-grams and analysis of the POS features. N-gram 
is a chain of n-elements from some textual data, such as 
words, letters, and syllables. The frequently used n-gram 
elements are words, which are categorized into three types: 
unigrams (one word), bigrams (two sequential words), and 
trigrams (three sequential words) [14, 16, 17]. In Arabic SA, 
unigrams lead to a high prediction performance, along with the 
syntactic features. Syntactic features such as word roots, word 
n-grams, and punctuation impact SA. The variations in the 
Arabic syntactic features lead to the use of the word roots 
because although Arabic words have many forms, they all 
originate from the same root. For instance, all the Arabic 

words "يسٍُ", "سٍّج", and "َسلا" come from the root word 

 Thus, there are two configuration settings for extracting ”.سٍُ“
the roots of Arabic words: lexeme (LEX) and lemma (LEM). 
LEX is a configuration setting of all word forms containing 
the same meaning through tokenization and morphotactics. 
LEM, on the other hand, is the exact form selected to represent 
LEX [14]; thus, the Arabic noun is the masculine singular 
default form but the verb is the third-person masculine 
singular perfective. 

    POS tagging consists of dividing a word into 
grammatical categories: nouns, pronouns, verbs, adverbs, 
adjectives, conjunctions, interjections, and prepositions. The 
POS tags in Arabic-text analysis include information about the 
morphology of the word. As for the semantic features, they 
contain contextual features that point to the semantic 
orientation of the surrounding textual data. Grammatical 
features have annotation approaches that add a polarity score 
to phrases or words by measuring the overall correlation of a 
multilabel of elements. This semantic orientation is based on 
various concepts of elements with a given sentiment polarity. 
Hence, if this element did not appear in the prior dataset with 
the association of the larger group of elements, polarity can be 
detected. Some researchers have found that semantic features 
outperform the unigram and POS-tagging features. Finally, the 
lexicon-derived features of the Arabic language are lexicons 
automatically created from some microblogs. However, 
Arabic lexicons are different from English lexicons as the 
Arabic language has various dialects and various word forms 
originating from a single root word [14]. 

B. Targeted News Data 

1) Importance of the news data in microblogs:  

Microblogs have become essential channels for news 

dissemination. An increasing number of users are expressing 

their feelings and sharing other information about the social 

news in microblogs [18]. Therefore, microblogs allow 

investors to share financial news and opinions with other 

investors. SA of microblog posts helps investors perceive the 

risks involved in buying a company’s stocks and make a 

decision regarding whether to invest in a company or not to. 

Hence, stock market microblog news SA has a significant 

impact on the stock price relative to growth stocks and is 

associated with stock price movement [7, 10, 16]. The 

decision-making regarding buying/selling orders is based on 

the market mood determined by technical indicators, which are 

measurements based on stock prices’ time series [19]. Also, 

unexpected events related to companies affect their 

performance in a positive or negative direction, such as their 

stock prices [10]. Consequently, for investment purposes, 

stock price forecasting has attracted increasing attention in 

recent years [20], and microblog news data may be among the 

essential inputs for such forecasting [21]. Thus, stock market 

prediction values have a significant impact on the financial 

sector. 
Stock price prediction is important due to the high 

volatility of stock market prices [22]. Therefore, to minimize 
the risk of stock market investment, an accurate stock market 
price prediction model is needed. The investor sentiment index 
has been used for stock market prediction in recent years. It is 
based on stock market news, which some vendors provide as a 
service. To avoid buying overrated or high-risk stocks, 
investors decide whether to buy or sell stocks depending on 
the main stock news. Stock prices and their movements are 
thus forecasted by analyzing the related news, which 
outperforms an investor’s forecasting of the upcoming short-
term trends [10, 23, 24]. Thus, automated decision-making 
supports the prediction of the upcoming stock price trends. 
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2) Challenge of obtaining news data: The primary 

challenge faced by researchers with regard to data collection 

from microblogs is the recent changing of some microblogs’ 

terms of service, disallowing public hosting of old textual data 

or blogs and public extraction of these [16]. Besides, 

microblogs have increased the number of orders on API to 

retrieve specific data, such as on Twitter, as they can no longer 

directly obtain many data resources. Thus, microblog crawling 

tools are used to obtain many data resources. There are 

specific crawling processes: (1) selecting the number of 

microblogs with particular features, such as language; (2) 

crawling for a specific type of microblog data and filtering the 

textual microblog after obtaining each piece of data; (3) 

archiving the data obtained from crawling on the basis of the 

ID of each microblog in a specific period; and (4) processing 

the microblog texts by removing the miscellaneous elements, 

extracting the themes and feelings, segmenting the words, 

analyzing the syntax, and processing the text [18]. 

Accordingly, the Arabic microblogs of some news websites 

that use a crawler to extract data contain many labels within a 

specific period [15]. 
The user-written textual dataset is usually a massive 

volume of noisy and unstructured data. These data make SA a 
difficult and challenging task; thus, there is a need to process 
the unstructured data computationally to extract and determine 
the sentiments embedded in them [24]. Each language used to 
write microblog contents has a unique form or word structure 
[18]. The sentiment of the microblog is affected by the word 
sequence features, textual-language features, and grammatical-
relation features [18]. These challenges can be dealt with 
through feature filtering (by analyzing some feature sets, such 
as n-grams) and by replacing certain words and processing the 
text, which become more significant as the data increase [16]. 

The processing of textual data involves removing any word 
that is irrelevant to the text’s sentiment. Therefore, the 
preprocessing of such textual data involves scoring the text’s 
sentiment after excluding the noise therein caused by the 
aforementioned words. Text processing is done using Python’s 
Natural Language Toolkit on the basis of two methods: 
tokenization and removing stop words and symbols. 
Tokenization involves dividing texts by spaces to make a list 
of individual words per word package. Each word is then used 
as a feature to train or learn the classifier. Stop words are 
removed from the list of words because they have neutral 
meanings and are inappropriate for SA in the targeted 
language, according to its dictionary. Stop words may include 
prepositions, symbols such as “@” and URLs [16], and other 
words that have no sentiment value. 

Unigrams are one-word n-grams for each unique tokenized 
word made for the classifier. For instance, a microblog can be 
classified according to whether it contains the word “bad” or 
does not. As this unigram is associated with a negative 
microblog, the classifier will classify microblogs containing 
the word “bad” as negative. Bigrams (two-word n-grams) and 
trigrams (three-word n-grams) can also be classifiers; they 
classify microblogs on the basis of whether they contain two 
or three words, respectively, or do not [16, 17]. For example, 

if a microblog contains the bigram “not bad,” which is 
associated with a positive microblog, it will be classified as a 
positive microblog. 

Finally, word replacement involves replacing a company’s 
stock symbols and positive and negative words. N most 
similar words according to a cosine similarity can be used to 
replace negative and positive words. Stock symbols can be 
replaced with a common word and can be removed from the 
textual blog [17], (e.g., $AAPL can be replaced with 
“company”). 

3) Sentiment classification approaches 

a) Neural network models: The artificial neural network 

(ANN) models have achieved high performance in Arabic 

classification and prediction on the basis of the related work 

chapter. The ANN has neurons in each layer. Each neuron 

calculates each input and the sum of the weights, adds the bias, 

and performs the activation function (e.g., the sigmoid 

function). The ANN model develops algorithms to solve 

complex problems such as prediction problems. Neural 

network models can be generalized by learning from the 

inputs’ relationships to predict the unseen relationships on new 

data. This enables the model to predict and make 

generalizations regarding the unseen data. Neural-network 

prediction approaches perform better with high-volatility data 

by learning the unobserved relationships in the data without 

setting any specific relationships in the data. Thus, neural-

network models are useful in financial time series prediction 

[25, 26], such as in the prediction of stock prices, which 

contain high-volatility data. 

b) Deep-learning model: The DL techniques are used in 

SA because of their high performance in prediction [27]. They 

can yield a high result in financial applications. Their impact 

depends on training complex nonlinear models on the basis of 

massive datasets [19]. There have been studies on SA 

approaches based on DL for accuracy improvement, but some 

DL techniques ignore the words’ meanings and order. 

Therefore, recurrent neural networks (RNNs) such as long 

short-term memory (LSTM), gated recurrent unit, and BERT 

are used to train models with solid architectures. The RNNs’ 

architectures extract features in sequential and non-sequential 

data [28, 29]. The DL approaches obtain the highest results in 

the binary-data strategies. Thus, the previous studies’ 

continuous-data outcomes showed that RNN and LSTM have 

the best classification performance [30]. Also, the sentiment 

classification by Bidirectional Encoder Representations 

Transformer-Bidirectional models such as BERT and BERT-

BiLSTM [31], are superior in accuracy to other classifiers. 

The BERT model takes advantage of bidirectionality and 
adds a masked language model (LM) to hide the word 
predicted and for next-sentence prediction (NSP) [32, 33]. 
Using such model addresses the limitations of the previous 
LMs, which work from left to right and do not capture the 
bidirectional contexts. Also, such model generalizes LM for 
easy fine tuning for any downstream task. The BERT model 
mainly performs two steps in its framework: pre-training and 
fine tuning. Pre-training is done through a couple of 
unsupervised tasks: masked LM and NSP. The BERT model 
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adds two tokens: Class (CSL) and two Separation Sentences 
(SEPs) for the input sequences as a separate structure feature 
and target [33], to be used in one or two sequences. 

III. MATERIALS AND METHODS 

The proposed model determines the classification polarity 
of data and the economic-reason polarity through data 
gathering, data preparation, and data splitting. Then the 
supervised and unsupervised models are applied. 

A. Data Gathering 

The data that were used in the present study were collected 
from the Saudi stock market platform Tadawul, containing the 
Corporate Articles and Historical Data Stocks datasets. The 
total dataset covered articles published within nine years 
(2011–2019). It had 34,386 rows of news and 16 columns of 
variables: sector, investor name, investor ID, date, time, article 
title, full article, opening value, highest price, lowest price, 
closing value, change %, change value, quantity handled 
value, total price, and total of deals. 

B. Data Preparation and Annotation 

In the proposed approach, there are multiple phases of data 
preparation: data evaluation, data cleaning, and data 
validation. Some issues (e.g., noisy, incorrect data and 
differentiated data formats) are fixed in the data evaluation 
stage. The data-cleaning stage handles these issues. Noisy and 
incorrect data are filtered and erased manually and by Pandas 
DataFrame. Arabic tokenization is performed to fix the 
differentiated data formats and to standardize all the data 
sections. In the end, a manual test is performed to validate the 
whole dataset by testing 30,089 observations.  

The polarity annotation adopts the multi-class 
classification system, which includes the neutral class to 
increase the model’s prediction accuracy [34, 35]. Stock news 
polarity is annotated manually as negative, positive, or neutral 
by native Arabic speakers associated with the stock market 
field. 

C. Data Splitting 

Some data-splitting methods, such as k-fold, grid search, 
and cross-validation, split the dataset into a couple of sets. 
These methods are correct but take a long time to train and 
evaluate each hyperparameter value, which is ineffective in 
DL models. Therefore, splitting the dataset into three subsets 
(train-validation-test splitting) increases the training and 
evaluation speed. Train-validation-test splitting chooses the 
best hyperparameters by evaluating the validation set 
outcomes after the training level. Then it re-evaluates the test 
set outcomes after passing the validation level [36]. Thus, 
train-validation-test splitting allows selecting the best model, 
features, and hyperparameters on the validation and test levels. 
It decreases the mistake cost and performs DL fast for long-
time training and evaluation, to the best of the authors’ 
knowledge.   

D.  

The Applied Models 

Two models were applied in the current study: the 
supervised DL model of SA classification and the 
unsupervised DL model of economic-aspect clustering. Stock 
news sentiment classification was performed using the BERT 
model; the articles were classified as positive, negative, or 
neutral. The unsupervised cluster was improved by performing 
semantic k-means clustering to categorize the articles into 
main economic aspects. Thus, these models classify the stock 
news polarity on the basis of labeled data and extract the 
economic reason for each stock news article’s sentiment. 

4) Supervised model: Two models were applied to the 

polarity classification, as shown below. 

 Baseline model (BL): Logistic regression 

 DL model: BERT 

a) Logistic regression model: Starting with a simple BL 

such as the logistic regression model before the complex 

models helps test the data quality, estimate the primary result, 

and determine the problem dimensions. The logistic model 

works effectively with multi-class classification and can be 

generalized [37]. Also, it performs better with a massive 

amount of data, such as the dataset used in the present study 

[38]. The steps below are applied to obtain the best prediction 

result. 

 The data are lemmatized to remove the noisy features. 

 Trigrams add the important features. 

 The term-frequency–inverse document frequency 
(TFITF) vectorizer is used to give the essential words 
more weight and vice versa. 

 The maximum number of features is limited according 
to the best result. 

Weight balancing can be learned using the stochastic 
gradient descent (SGD) algorithm; thus, the alpha value equals 
0.0001 because the TFIDF is the one that controls the 
importance of features to give proper weights to the important 
words. The logistic regression model’s performance is tested 
on the basis of the max_features value, by changing the size of 
the vocabulary. Therefore, many values are tried, and the 
results decrease at 20,000. Thus, 25,000 is the best choice, 
with the best result and the fewest maximum features . The 
maximum number of features is limited using the argument 
“max_feature” by the fewer features and best result 
simultaneously. The multi-classes in the training stage are 
balanced using the argument “class_weight” to prevent the 
imbalanced-learning effects on the classification performance. 
Table I shows the parameters’ values which are stetted to 
perform logistic regression on multi-class classification, by 
tuning the best result. 
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TABLE I. THE LOGISTIC REGRESSION MODEL MULTI-CLASS 

CLASSIFICATION PARAMETERS 

Model Parameter Value 

Logistic 

Regression 

“CountVectorizer    ngram_range” 1, 2 

“CountVectorizer    max_features” 250,000 

“SGDClassifier __ loss” “log” 

“SGDClassifier __ n_jobs” -1 

“SGDClassifier __ class_weight” “balanced” 

“SGDClassifier __ alpha” 0.00001 

“SGDClassifier __ random_state” 1 

b) The bidirectional encoder representations from 

transformers model: BERT comes up with a general 

understanding to be used in a downstream task for text 

classification. It trains a strong model language and then adds 

an output layer in each downstream task of such language. 

This output layer is suitable for the downstream task, allowing 

the fine tuning of this layer and of the other layers [33]. Using 

the BERT model along with WordPiece embedding will solve 

this problem. WordPiece takes care of the embedding for the 

whole token, and the embedding also divides pieces of it. 

Thus, the model does not discard the newly faced word in the 

test data but takes the embeddings of the token pieces in the 

training data [33, 39]. An example is if the model faced the 

term “going” in the training data. In the previous models, the 

word “going” is a full token that has only one embedding. 

Thus, if the previous models faced the new tokens “go” and 

“ing” in the test data, they would discard such tokens. 

However, WordPiece gives embeddings for “go” as the first 

piece and “ing” as the second piece. Thus, with WordPiece, 

when new tokens like “go” and “ing” are faced in the test data, 

both will be predictable on the basis of the set embeddings’ 

values, and there is no need to discard them. 

Table II shows the fine tuning of the optimal 
hyperparameter values is task specific. Still, the ranges of 
possible values for the following are stetted to work well 
across all tasks on the basis of the BERT study [33]: batch 
size, learning rate, and number of epochs, where the best 
epoch equals 4 in the tests and experiments. The maximum 
length of documents is chosen on the basis of the quantile 
value, which equals 0.9; that is, 90% of the documents are less 
than or equal to 425 words, as the articles’ maximum length 
(see Fig. 1). The Max_features value equals 30,000 based on 
the previous experiments, and BERT model authors [33]. The 
wall time of training equals 1 minute and 3 seconds. 

TABLE II. FINE-TUNING PROCEDURE OF THE BIDIRECTIONAL ENCODER 

REPRESENTATIONS FROM TRANSFORMERS MODEL 

Model Parameter Value 

BERT 

Batch size 16, 32 

Learning rate (Adam) 5e-5, 3e-5, 2e-5 

Number of epochs 2, 3, 4 

Classifier (Dense) 2,307 

Quantile 

 
0.9 

Best_epoch 

 
4 

Max-features 30,000 

Fig. 1. Maximum length of documents based on the quantile value
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BERT prediction of multi-class classification was applied 
to compare the results of the validation set with the actual 
target data. Table III shows the evaluation outcomes of the 
data whose classifications were predicted. 

TABLE III. MULTI-CLASS CLASSIFICATION PREDICTION RESULTS OF THE 

BIDIRECTIONAL ENCODER REPRESENTATIONS FROM TRANSFORMERS MODEL 

 
Negative Neutral Positive 

Negative 0.8842 0.0450 0.0707 

Neutral 0.0218 0.8667 0.1115 

Positive 0.0277 0.0748 0.8975 

5) Unsupervised model: As shown in the previous 

sections, the BERT model was trained to predict the correct 

polarity of stock market news articles. However, although this 

is useful by itself, it misses some parts of the needed picture. 

The preceding section showed how the polarity of an article is 

determined but does not elaborate on why the article carries 

such polarity. For example, the BERT classifier classifies an 

article as positive, but the reason for its classification of the 

article as positive is unknown. The reasons for polarity can 

include the company profits and the fact that the company is 

to start a new project or production line, increase its capital, or 

embark on a merger or acquisition. Such assessment is 

invaluable to the investors, the company owners, and the 

company’s board of directors. The determination of the 

economic reason for an article’s polarity in the literature is 

called aspect-based SA, which is performed through the 

procedure described below. 

 Annotating each article according to the aspect 
involved and the underlying sentiment 

 Training a supervised ML or DL model on the 
annotated data 

 Using the trained model to predict the aspect and 
sentiment of new articles 

The aforementioned procedure, however, is extremely time 
consuming and costly. Therefore, the approach proposed 
herein is a novel and universal approach that significantly 
reduces both time and cost by reformulating the problem of 
aspect extraction from a supervised text classification to an 
unsupervised determination of text similarity, hence 
eliminating the hand-annotating step from the typical 
approach described earlier. The proposed approach is 
performed through several steps. The first step is discovering 
the overall prevailing categories of aspects in the entire body 
of articles. Semantic k-means clustering is applied on the most 
important features per the trigram-TFIDF logistic regression 
model [40]. Also, instead of performing k-means clustering on 
the full articles, k-means clustering is limited to the reasons 
for the negative or positive polarity, as understood by the 
model. The second step is representing each category of 
aspects through a set of n-grams carrying the distinct 
semantics of the category. The third step is encoding the n-
grams for each category into an embedding using a sentence-
embedding procedure (transformer-based multilingual 
universal encoder and the mean Word2Vec encoder). Next, 

the articles are encoded using the same encoder chosen in the 
third step. Instead of encoding the whole article at once, the 
article is encoded after paying attention to the relationships 
between the words and after aspect embedding for improving 
the goals. Then, for each article, the arc-cosine similarity 
between the embedded articles is computed, and each of the 
category embeddings in the third step is computed. Also, a 
score from 0 to 1 is given for how much each category is 
related to the article. Finally, the two aspects most associated 
with the highest scores are picked. Thus, the number 2 is a 
hyperparameter picked on the basis of reasoning, as will be 
explained later. 

K-means clustering uses the mean Word2Vec vectorizer 
and needs to choose the number of clusters required by the 
algorithm for separating the features into. In the present study, 
after many possibilities were experimented with, ten groups 
were found to provide good semantic separation between the 
aspect categories. Hence, some overall categories of reasons 
(or aspects) were detected for positive and negative sentiments 
on the basis of k-means clustering. The following are the ten 
clusters that resulted from k-means clustering using the mean 
Word2Vec vectorizer based on the semantic unit. 

 Clusters 0, 1, and 3 contain articles about 
profit/revenue increase/decrease, including stock 
appreciation/depreciation. 

 Cluster 4 contains articles about starting/stopping a 
project or a production line, or anything related to 
production in general. 

 Cluster 6 contains articles about the increase/decrease 
of the company’s capital. 

 Cluster 7 contains articles on dividend distribution or 
non-distribution. 

 Cluster 8 contains articles on insurance operation 
surplus/shortage. 

 Cluster 2 contains articles on the approval of various 
insurance policies. 

 Cluster 9 contains articles on the board of directors’ 
signing of agreements/memoranda of understanding, 
approval, or disapproval on critical issues or on 
anything related to managerial matters. 

 Cluster 5 has miscellaneous articles that have been not 
considered. 

 Most of the clusters exhibited sentimental unity rather 
than semantic unity, which was the present study’s aim for the 
economic aspects. The Universal Sentence Encoder was also 
applied to cluster the articles into ten groups. However, unlike 
the mean Word2Vec encoder, it cannot separate the semantics 
from the sentiments. The mean Word2Vec encoder is thus the 
best choice for exhibiting only semantic unity, as required. 
The central economic aspects manually extracted on the basis 
of the previous results were profit/revenue, 
projects/production lines, capital, dividends, insurance 
operations, insurance approval, and managerial/contracts. 
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TABLE IV. WORD2VEC VECTORIZER AND ATTENTION ALGORITHM 

EXAMPLES OF TESTING 

Article 1 (English) Article 1 (Arabic) 

This is a reference to the previous 

announcement of Advanced Petrochemical 

Company published on the Tadawul website 

on October 25, 2015 regarding the 

completion of the mechanical works for the 

company’s joint project for the propylene 

production plant in the Republic of South 

Korea, with a design capacity of 600,000 

tons per year. On Tuesday, March 15, 2016, 

the applicant announced that the propylene 

production plant is owned by SK Advanced 

Ltd.; the process of trial operation of the 

production, which will undergo a 

performance test according to the technology 

licensing contracts; the engineering works 

contractor; and that the construction may 

take from 1 to 3 months… 

 

اشاسة ٌلاعلاْ اٌسابك ٌٍششوت اٌّخمذِت 

ٌٍبخشٚويّاٚياث اٌّخمذِت إٌّشٛس عٍي 

َ 5102اوخٛبش  52ِٛلع حذاٚي بخاسيخ 

بخظٛص اوخّاي الاعّاي اٌّيىأيىيت 

ٌّششٚعٙا اٌّشخشن اٌخاص بّظٕع 

أخاج اٌبشٚبٍيٓ بدّٙٛسيت وٛسيا 

 011ت حبٍغ اٌدٕٛبيت بطالت حظّيّي

طٓ ِخشي في اٌسٕت حٛد اٌّخمذِت  111

 02اْ حعٍٓ أٗ بخاسيخ اٌيَٛ اٌثلاثاء 

َ بذا ِظٕع أخاج 5100ِاسس 

اٌبشٚبٍيٓ اٌٍّّٛن ٌششوت اس وي 

ادفأسذ اٌّحذٚدة اس وي ادفأسذ 

عٍّيت اٌخشغيً اٌخدشيبي ٌلأخاج اٌزي 

سيخضع لاخخباس الاداء طبما ٌعمذي 

اعّاي إٌٙذست  حشخيض اٌخمٕيت ِماٚي

اٌخٛسيذ اٌخشييذ اٌزي لذ يسخغشق ِٓ 

 …شٙش اٌي ثلاثت اشٙش 

Attention Algorithm Result Normal Algorithm Result 

1. Insurance approval: 

0.8508865377472663 

2. Profit: 0.8629385 

3. Dividends: 0.77983284 

4. Production: 0.7792212 

5. Managerial/contracts: 0.723952 

6. Insurance ops: 0.7149271 

Capital: 0.67267907 

1. Insurance approval: 

0.8260993022742971 

2. Profit: 0.79493785 

3. Production: 0.73466593 

4. Dividends: 0.70566356 

5. Managerial/contracts: 

0.6876711 

6. Insurance ops: 

0.6737051 

Capital: 0.6472212 

 

Article 2 (English) Article 2 (Arabic) 

The Saudi Automotive Equipment Services 

Company (SASCO) announces that on 

December 13, 2015, it completed the signing 

of a Murabaha facility, which is compatible 

with Islamic Sharia with Gulf International 

Bank, a Bahraini joint-stock company worth 

150 million riyals, by guaranteeing a bond. 

This agreement includes a medium-term loan 

of 50 million riyals with a financing period 

of 5 years, including a 2-year grace period, 

provided that it is repaid through quarterly 

installments of equal value. In addition to 

issuing letters of guarantee amounting to 100 

million riyals. The objective behind this 

agreement is to expand the company’s 

projects, support its main activities, purchase 

new sites on which to build fuel stations, and 

finance working capital, …. 

حعٍٓ اٌششوت اٌسعٛديت ٌخذِاث 

اٌسياساث اٌّعذاث ساسىٛ أٙا بخاسيخ 

َ لذ اوٍّج حٛليع 5102ديسّبش  01

احفاليت حسٙيلاث ِشابحت ِخٛافمت ِع 

اٌششيعت الاسلاِيت ِع بٕه اٌخٍيح 

اٌذٌٚي ششوت ِساّ٘ت بحشيٕيت بميّت 

ٍِيْٛ ريال رٌه بضّاْ سٕذ  021

لاِش حخضّٓ ٘زٖ الاحفاليت لشع 

ٍِيْٛ ريال  21ِخٛسظ الاخً بميّت 

بّذة حّٛيً خّس سٕٛاث ِٕٙا سٕخيٓ 

فخشة سّاذ عٍي اْ يخُ سذادٖ ِٓ خلاي 

الساط سبع سٕٛيت ِخساٚيت اٌميّت 

بالاضافت اٌي اطذاس خطاباث ضّاْ 

ٍِيْٛ ريال يىّٓ اٌٙذف  011بميّت 

ِٓ ساء ٘زٖ الاحفاليت اٌخٛسع في 

يت ِشاسيع اٌششوت دعُ أشطخٙا اٌشئيس

ششاء ِٛالع خذيذة ٌبٕاء ِحطاث لٛد 

فضلا عٓ حّٛيً ساس اٌّاي اٌعاًِ 

… 

 

Attention Algorithm Result Normal Algorithm Result 

1. Profit: 0.82416815 

2. Insurance ops: 0.85664684 

3. Insurance approval: 

0.7774521435437018 

4. Production: 0.7726567 

5. Dividends: 0.75157106 

6. Managerial/contracts: 0.73063576 

Capital: 0.71698725 

7. Profit: 0.7810267 

8. Insurance approval: 

0.7601846408453664 

9. Production: 0.74592507 

10. Dividends: 0.70682096 

11. Insurance ops: 0.702791 

12. Managerial/contracts: 

0.68651867 

13. Capital: 0.6522217 

Testing the proposed approach using individual articles 
showed a large percentage for each aspect based on the 
article’s relevance to each aspect. There is testing for the 
applied algorithms: k-means clustering using the mean 
Word2Vec vectorizer and attention algorithm. The attention 
mechanism enhances the encoding of the article instead of 
treating the constituent words in the article equally. Attention 
is a method of selectively encoding an article by assigning 
higher weights to the words that are semantically similar to 
each corresponding aspect. However, although the two 
algorithms’ results are similar, the normal algorithm has more 
sensible results in many examples. Table IV contains two 
tested examples for both algorithms. The first article is about 
insurance and production lines; the normal algorithm 
accurately predicts its aspects. Also, the attention algorithm is 
close to the result, but not to the best one. The second article is 
about profit, insurance approval, and production. Both 
algorithms accurately predict the aspects, but with some 
differences in the arrangement. Thus, it is essential to detect 
the highest aspect or two aspects to limit the probabilities and 
to validate the method performance. Thus, the proposed 
approach predicts the highest uni-aspect and bi-aspects 
besides the seven aspects’ percentages of similarity to the 
article. 

The results look promising but not perfect. The algorithm 
tends to favor the dividends aspect more than the other 
aspects, although it does this only when the article talks about 
profit or loss or financial statements as dividend distribution 
or non-distribution is closely tied to how a company is faring 
in the financial aspect. Even when the algorithm deviates from 
the correct aspect, it favors the closely correlated aspects. 

IV. RESULTS AND DISCUSSION 

A. Polarity Prediction 

After the performance of many experiments, the trigram 
algorithm generated high results but a massive number of 
features. Therefore, a trigram is used with TFIDF to maintain 
the performance and limit the number of elements 
simultaneously. Also, the highest number of features is 
specified using the argument “max_feature=250000,” 
resulting in fewer features. It chooses features on the basis of 
their importance, by limiting the features with the best results. 
Table V includes the logistic regression and BERT model 
performances which are assessed through model testing and 
evaluation of the classification by the best model. Model 
testing requires feature and target data. The classification 
evaluation for article prediction generates multi-class 
classification assessment for the best model which is shown in 
Table VI. 
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TABLE V. LOGISTIC REGRESSION AND BIDIRECTIONAL ENCODER 

REPRESENTATIONS FROM TRANSFORMERS MODEL TESTING RESULTS 

Model 

Name 

 

AUC Accuracy Precision 
Re- 

call 

F1- 

Score 

Logistic 

Regression 
0.837542 0.839635 0.837542 0.401299 0.8381 

BERT 0.958385 0.877076 0.877822 0.877076 0.877262 

Note: AUC = area under the receiver operating characteristic curve. 

TABLE VI. MODEL EVALUATION OF MULTI-CLASS CLASSIFICATION 

Model 

Name 

 

Class Precision Recall F1 Score Support 

BERT 

Negative 0.801749 0.884244 0.840979 311 

Neutral 0.884444 0.866725 0.875495 
1148 

 

Positive 0.902724 0.897485 0.900097 
1551 

 

Accuracy - - 0.884385 
3010 

 

Macro avg 0.862972 0.882818 0.872190 
3010 

 

Weighted 

avg 
0.885319 0.884385 0.884606 

3010 

 

B. Scoring of the Economic Aspects  

The results show the percentages of similarity and the 
highest uni-aspect and bi-aspects for each article’s seven 
aspects. The highest uni-aspect is the aspect that has the 
highest percentage of similarity. Also, the bi-aspects have the 
two aspects with the highest percentages of similarity to each 
article. After the model was applied to the data, the following 
were the highest uni-aspects among all the aspects: profit 
(16,799 articles), insurance approval (1,570 articles), capital 
(195 articles), and insurance operations (51 articles) (see Fig. 
2). Moreover, the highest bi-aspects among all the aspects 
were insurance approval and profit (8,641 articles), and the 
lowest was insurance approval and operations (1 article) (see 
Fig. 3). Hence, in each of 2,000 articles, the two highest 
economic aspects were manually labeled to validate the 
model’s performance. The model was tested on the basis of 
the labeled data to examine its prediction performance, and its 
prediction achieved 80% accuracy. The accuracy degree is 
calculated loosely, such that if the actual class is one of the 
two predicted classes (bi-aspects), the prediction is accurate. 
The calculation of accuracy is plausible because the aspects 
are not mutually exclusive and there is more than one reason 
in most cases. Therefore, the two highest scores are extracted 
according to the model, and if the actual aspect is one of the 
two predicted aspects, the prediction is correct.

 
Fig. 2. Highest uni-aspect scoring 

 
Fig. 3. Highest bi-aspect scoring
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C. Polarity Distribution over the Economic Aspect 

The final results of both models show the articles’ polarity 
prediction and highest economic aspect as the reason for its 
negativity or positivity. For instance, the first article in the 
data is manually labeled positive, predicted by BERT as 
positive. Its predicted percentages of similarity are highest 
(79%) for the profit aspect and lowest (63%) for the capital 
aspect. Also, the highest uni-aspect is the profit aspect, and the 
highest bi-aspect is profit and production lines. 

The insurance approval aspect contains the highest 
positive news because most of its articles are about the 
approval of companies’ insurance applications, which is good 
news. Also, the profit aspect has a high percentage of positive 
articles because most of its articles are about companies’ 
profit and revenue news, which are mostly positive. The 
insurance operations aspect has the highest percentage of 
negative news because most of its articles are about the 

occurrence of problems and the need for insurance to limit 
issues, which is bad news. Also, the capital aspect has a high 
percentage of negative articles because most of its articles are 
about capital loss news, which are mostly negative (see Fig. 
4). 

Furthermore, the profit and production lines bi-aspect has 
the highest percentage of positive news because most of its 
articles are about companies’ profits and revenue from their 
new projects or production lines, which are good news. The 
insurance approval and profit bi-aspect also has a high 
percentage of positive articles because most of its articles are 
about companies’ revenue from the approval of their insurance 
applications, which are mostly positive. The capital and 
insurance operations bi-aspect has the highest percentage of 
negative news because most of its articles are about the 
occurrence of problems, insurance need, and capital loss, 
which are mostly negative (see Fig. 5). 

 
Fig. 4. Uni-aspect polarity distribution. 

 
Fig. 5. Bi-aspect polarity distribution.
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V. CONCLUSION  

The present study aimed to predict the polarity 
classification of stock market news and its economic aspect, 
which affects the polarity. A couple of models were executed 
to achieve the study aim: the supervised ML model and the 
unsupervised mean Word2Vec encoder. These models were 
applied on a prepared and annotated dataset extracted from the 
Saudi stock market news platform. The supervised ML model 
includes the logistic regression and BERT models for 
classifying the sentiments of stock news articles. The 
unsupervised model, on the other hand, conducts k-means 
clustering using the universal ML sentence encoder and 
Word2Vec. The models were applied to textual Arabic stock 
news by tuning the hyperparameters and features. The logistic 
regression model was used with lemmatization, trigrams, and 
the TFIDF vectorizer for the dataset’s features to decrease the 
token numbers. Such model achieved 84% prediction accuracy 
by setting the maximum features’ value (250,000 tokens). The 
BERT model, on the other hand, achieved 88% prediction 
accuracy, the highest outcome in a short time for the 
classification task. The unsupervised model prefers k-means 
clustering based on Word2Vec to the universal ML sentence 
encoder to exhibit semantic unity. Unlike the mean Word2Vec 
encoder, however, k-means clustering using the universal ML 
sentence encoder cannot separate the semantics from the 
sentiments. K-means clustering uses the mean Word2Vec 
vectorizer to choose ten groups that provide the best semantic 
separation between aspect categories. The manually extracted 
economic aspects are profit/revenue, projects/production lines, 
capital, dividends, insurance operations, insurance approval, 
and managerial/contracts. Moreover, k-means clustering was 
tested to predict the aspects of the article on the basis of 
Word2Vec and the attention algorithm performance. Some 
examples of the results show that the algorithms tend to prefer 
the dividends aspect to the other aspects. However, when the 
algorithm deviates from the correct aspect, it predicts 
correlated aspects. Finally, the mean Word2Vec encoder 
achieved 80% economic-aspect prediction accuracy. The 
developed models are valuable resources that classify the 
Arabic Stock Market news based on their polarity and main 
economic aspects. The SA and economic aspects extraction 
models help to perceive the risks based on the news of the 
stock. They support making the right decision based on the 
stocks articles sentiments and their main economic reasons of 
the polarity. Thus, automated decision-making supports 
predicting the upcoming stock price trends in investing or 
analysts' evaluation. 

VI. DATA AVAILABILITY 

Data is available in this link based on the method of data 
available on the request: 
www.kaggle.com/dataset/bf24521a3898714597a13efa27a85fa
208c96ad49620c787c52720861ddd1e6c. 
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Abstract—e-Government holds the keys to improving 

government services provided to citizens and the private sectors 

within their countries. Although Algeria is the largest country in 

Africa and has one of the most thriving economies in the 

continent, it is remarkable that the Algerian EGDI ranking was 

120th according to the latest UN e-government survey. This 

inspired the researcher to investigate the relationship between 

the success factors of e-services in developed countries and their 

counterparts in developing countries. The main aim of this study 

is to explore the factors that influence the level of usability of e-

government services between developing and developed countries 

against a set of specific guidelines to provide means for 

improving these services in developing countries. The researcher 

selectively extracted three guideline categories from Research-

Based Web Design and Usability Guidelines as a means for 

expert evaluation of 10 Algerian e-government services compared 

to British e-government services. Our results show that Algerian 

e-services lack mostly in Use Frames when Functions Must 

Remain Accessible, Highlighting Information, and Graphics 

Should Not Look like Banner Ads (belonging to Page Layout, 

Text Appearance, and Graphics, Images & Multimedia 

respectively), whereas UK e-services scored highly across all 

three categories. These findings further enhance the UN e-

government survey and identifies the sub-categories that 

developing countries need to pay more attention to in order to 

provide a more reliable and robust e-service to its users and 

citizens. Furthermore, this study proposes that the Research-

Based Web Design & Usability Guidelines can be converted into 

an evaluation tool to be used by evaluators to easily assess the 

usability of a website. The combination of relative importance, 

chapters of the guidelines, and their respective guidelines 

gathered from Research-Based Web Design & Usability 

Guidelines, along with the evaluation of these individual 

guidelines by evaluators will serve as an integral tool for 

developers when developing e-government services to reach the 

satisfaction of the users. 

Keywords— Human computer interaction; usability evaluation; 

web design; e-Government; user satisfaction 

I. INTRODUCTION  

The internet officially launched in Algeria in 2001, Seven 
years later in 2008, e-government services in Algeria were 
established [1]. Only recently has the Algerian government 
tried to keep up with modern technology by using online 
services. However, the shift from centralisation to using 
electronic services has not been an easy process. Design, 
logistics infrastructure, internet speed, and adoption of  new 
services; are all factors that are considered great challenges 
facing the government as it moves into the world of electronic 
services. Like other governments in developing countries, the 

Algerian government seeks to establish an electronic system 
through which citizens can benefit from the e-services 
provided by their government in various fields. However, the 
e-government project encountered many problems regarding 
infrastructure, use of technology in a sound manner, the quality 
of services, and ease of access for citizens. The ultimate aim of 
e-governments is to improve the usability of their services for 
their users, thus increasing user interaction. There are several 
definitions of e-government based on its use, however this 
research focuses on e-government as a system rather than from 
a technical or social aspect. One definition describes e-
government as "the use of information technology to enable 
and improve the efficiency of government-provided services to 
citizens, employees, businesses and agencies" [2]. Most 
governments in developing countries have recently engaged in 
e-services that aim to conserve effort, time, and money for the 
population. Many various usability guidelines exist today (such 
as ISO/CD 9241-151). Thus, it is hard to point out one 
guideline as the model since every audience around the world 
has its own culture, background, symbols, language, and 
political system [3].  Furthermore, the level of the country's 
economy affects their perception and judgments of everything 
around them, and therefore each audience has different needs 
[4], [5]. 

This study decided to utilise the Research-Based Web 
Design & Usability Guidelines (RBED&UG) due to its 
exclusivity and popularity in government agencies, educational 
programs, and various independent sectors. These guidelines 
were established by the U.S. Department of Health and Human 
Services initially in 2003 and further developed in 2006 with 
the aim of helping designers develop a large range of websites, 
but mainly information filled government services. The 
exclusivity of these guidelines lies in their relative importance 
in rankings whilst also providing references and expert 
feedback to support their argument. Another reason this study 
decided to use guidelines is due to the recommendations 
provided by the authors of these guidelines, which motivates 
researchers to explore avenues with little or almost no research, 
as is the case is with Algerian e-government. The latest edition 
is made up of 18 main chapters, which are divided into 
multiple guidelines enhanced by the relative importance and 
strength of evidence providing a total of 209 guidelines across 
these chapters [6]. This research focused on three chapters of 
this guideline (Page Layout, Text Appearance, and Graphics, 
Multimedia, & Images) as it aimed to provide accurate and in-
depth results rather than a broad and general set of results 
which may not be as useful to the web designers of these 
websites. 
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The main reasons for picking Algerian e-government 
services as the subject of this study is that there is a lack of 
research in this field regarding less developed countries 
generally [7], and according to our knowledge, even after more 
than a decade since its establishment, there are no studies that 
analyse the usability of e-government services in Algeria. 
Furthermore, this simultaneously fulfils the recommendations 
of the authors of the RBED&UG of researching into new areas 
and providing relevant research results. Therefore, the main 
contribution of this research is that it is the first study to shed 
light on the usability of Algerian e-government services and 
provide web designers with a deep insight into how to address 
the flaws (lack of online services, lack of visual consistency, 
etc.) which the experts in this study have identified in order to 
help the government create usable, learnable, and effective e-
services that will increase user interaction. 

The e-government development index (EGDI) measures a 
country's capability to deliver online public services and is 
calculated using three variables including telecommunications 
infrastructure index (TII), human capital index (HCI), and 
online service index (OSI). This study compares the Algerian 
government e-services with the government e-services in the 
United Kingdom, as Britain is a developed country and ranks 
high in the EGDI rankings published in the latest United 
Nations e-government survey so that a comparison can be 
made between Algeria as a developing country and Britain as a 
developed country, allowing for better understanding of 
deficiencies and focusing on the factors that are likely to have 
an impact on improving the quality of service provided to 
citizens in developing countries, which facilitates the lives of 
citizens and makes them more efficient and of better quality. 
The British are 7th in the EGDI rankings whereas Algeria is 
ranked 120th in the world [8]. The aim is to explore why there 
are such big gaps in the e-services provided between developed 
and less developed countries. Unlike the British e-government 
services which are all available on one website, Algerian e-
government services are all independent and each website 
serves a different purpose, for example, the ministry of interior, 
the ministry of sports etc. Therefore, this study selected ten 
Algerian e-government websites to compare with the British e-
government website to serve as a realistic representation of 
Algerian e-services. The null hypothesis in this study is that 
there is no significant difference between Algerian and British 
e-government services, whereas the alternative hypothesis 
states that there is a significant difference between Algerian 
and British e-government services. 

Another contribution of this study is that it converts the 
RBED&UG into a questionnaire to be used by web designers 
to help evaluate and gather relevant data for improving 
electronic web services. Researchers realised the importance of 
these guidelines in developing and initiating web systems in 
various fields and the high potential that it can be used by web 
designers for evaluating the level of a system and addressing 
certain issues that may present. Researchers believe that the 
same concept of converting guidelines into a questionnaire to 
be used as an evaluating tool for web designers can be 
implemented with any of the chapters of the RBED&UG. The 
study only used three chapters as a representative of all 

chapters and to show that it can indeed be implemented 
efficiently and effectively to good use.  

This research paper is split into six parts including the 
introduction which provides an overview of the main 
components of this research. Then, the literature review dwells 
on previous research and identifies their key findings and 
shortcomings which need to be addressed. The methodology 
details the stages of this research and the demographic data of 
the participants that were involved. Results and discussion 
include a detailed analysis which breaks down the various 
attributes that are suffering or excelling in the usability of e-
government services. The conclusion provides an overview of 
our research along with the main results and contributions it 
brings forward to the domain of e-government usability. 
Finally, the limitations and future work marks the end of this 
research paper. 

II. LITERATURE REVIEW 

Information technology is growing rapidly; government 
services must also be up to date with these technological 
advancements. In developing countries, this challenge is far 
greater, since many still suffer from poor IT infrastructure and 
financial problems, which hinder their progress in providing 
advanced electronic services to their citizens. Besides, building 
trust between the citizens and using electronic services is still 
in development [9]. This section discusses e-government 
websites and usability, usability evaluation methods and e-
governments Algerian websites. 

A. e-Government Websites and Usability 

In the last decade, e-government services have become 
more important than ever before. Many governments have 
launched at least one or more systems that provide citizens 
with the necessary information and adequate services. It 
summarises and stores relevant information based on the 
quality of the internet and the level of ability of the users to use 
their internet services. Many factors can affect the performance 
of these e-government systems such as the educational 
background of the users, culture, and simplicity of the system, 
efficiency, robustness and reliability [3]. There are various 
definitions of e-government depending on the field of interest 
and the perception of experts [10]. The World Bank (2015) 
believes that “E-Government refers to the use by government 
agencies of information technologies (such as Wide Area 
Networks, the Internet, and mobile computing) that have the 
ability to transform relations with citizens, businesses, and 
other arms of government” [11]. However, a comprehensive 
study on multiple definitions of e-government established six 
main elements that serve as a widely shared definition. These 
variables consist of; “(1) the major initiatives of management 
and delivery of information and public services. (2) Taken by 
all levels of governments (including agencies and sectors). (3) 
On behalf of citizens, business. (4) Involving using multi-ways 
of internet, web site, system integration, and interoperability. 
(5) To enhance the services (information, communication, 
policy making), quality and security. (6) As a new key (main, 
important) strategy or approach” [10]. 

Usability is defined by the ISO as the “extent to which a 
system, product or service can be used by specified users to 
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achieve specified goals with effectiveness, efficiency and 
satisfaction in a specified context of use” [12]. Any new 
system or product should achieve its goals and satisfy its end 
users by ensuring that the system is more interactive and 
attractive to maximise the benefits of the system. Most e-
government projects (35% total failures and 50% partial 
failures) in less developed countries are unsuccessful [7]. They 
are unable to fulfil the satisfaction of their users due to the 
widespread usability issues found on their systems [13]. 
Nielsen’s description of usability via the implementation of 
various metrics is widely accepted, thus ten usability guidelines 
were initiated to identify errors, evaluate the level of 
effectiveness and efficiency and establish user control, thus, 
ultimately fulfilling user satisfaction.[3]. 

Some studies [14] argue that e-government can benefit 
from usability in two aspects; satisfaction is key due to 
improved user performance on e-government services, on the 
other hand, the first impressions are also crucial for attracting 
users to using e-government online services. e-Government 
relates to usability in multiple ways correlating to satisfaction; 
internet speeds [15] loading speed [16] usefulness and ease of 
use [17]. The abovementioned variables are one of the most 
influential in the usability of e-government according to 
previous studies. Poor design interface can affect not only the 
perception of users, but in some cases can become more 
serious and influence various factors such as user safety [18]. 
Therefore, users should be an essential part in the design stages 
to minimise the errors that end users can face [7] explore the 
value of e-government and the public value it holds. Through 
this research, six values were identified; Open Government 
capabilities, improved ethical behaviour and professionalism, 
improved public services, improved administrative efficiency, 
improved social value and well-being, and improved trust and 
confidence in government. In least developed countries and 
developing countries, there was a lack of research in attempting 
to figure out the public value of e-government and the user 
perception of these services. 

Many studies in other countries have attempted to figure 
out solutions and identify factors that can influence the quality 
and usability of e-governments services. Studies have shown 
that usability is the heart of an e-government system that 
attempts to fulfil the satisfaction of its users. Furthermore, it 
can directly affect the trust of the users [19]. The meaning of 
usability may not be clear enough. However, usability is not 
just how to make the system easy to use; instead, it is the ease 
of use based on efficiency, effectiveness, learnability, and user 
satisfaction [20]. Some studies argue that western e-
government websites fail to deliver services to their citizens 
[21]. There were several usability issues identified in 
developing countries such as Jordan [22], Malaysia [23], China 
[24], and Sub-Saharan Africa [25] such as South Africa [26] 
and Tanzania [27]. The usability problems identified included 
accessibility [28] poor design [29] learnability [30] and text 
appearance [31].  Furthermore, poor usability design affects the 
quality of the website and the adoption of users, which drives 
them away from revisiting the website [5]. 

Each country faces its own specific usability issues, and 
many studies have found different factors that can positively or 
negatively evaluate the level of e-government services and the 

quality provided to their citizens. e-Government services in 
Mauritius Island showed that factors like expected performance 
and facilitating conditions have a positive relationship with the 
users' behavioural intentions. On the other hand, computer self-
efficacy is negatively related to the users' behavioural 
intentions. The authors suggest essential steps the government 
could take to help the citizens adopt their e-government 
services effectively and efficiently [32]. In Turkey, factors that 
could help citizens adopt e-government services are 
Performance Expectancy, Social Influence, Facilitating 
Conditions, and Trust on the Internet. Authors [33] have 
initiated a new guideline for policymakers to initiate attractive 
e-government services by considering the highlighted priorities 
of the citizens. The authors proposed a new analysis technique 
that could potentially increase and maximise e-government 
portals' potential to benefit individuals from various cultural 
backgrounds. This analysis technique incorporates various 
factors such as content analysis, user perception, and 
persuasive quality gap. Culture is another factor that can affect 
the usability satisfaction level [34], [16]. For example, [35] 
argue that their suggested approach provides an estimation 
method to measure the contribution of e-government quality 
attribute to cross-cultural quality gap. They also examine the 
satisfaction level of Jordanian citizens when using these e-
government services. Several factors influencing satisfaction 
were identified; security and privacy, trust, accessibility, 
awareness, and quality. They claim that their findings have 
proven very useful for industry practitioners and policymakers 
within the government. 

B. Usability Evaluation Methods 

Usability evaluation becomes more crucial in testing 
usability issues including content and page layout, to create a 
system that suits the requirements of the user and meets their 
needs. There are two main usability evaluation methods used to 
assess usability websites: heuristic evaluation and usability 
testing. 

Many studies use this type of evaluation (see Table Ⅰ) via 
Nielsen’s ten heuristics due to its low cost, time efficiency, and 
how it requires only a few experts to give their opinion about 
the problems that face certain applications or websites. On the 
other hand, “usability testing refers to evaluating a product or 
service by testing it with representative users” [36]. Usability 
testing gathers a group of users to complete several tasks on the 
system to assess the usability level and identify any issues 
within it. The users assessing the system are the same users that 
the designer is creating a usable system for, thus any issues 
identified by these participants are crucial and provide a real-
life representation of the end user feedback after the official 
launch of the system. Consequently, designers can take their 
feedback on board and make the appropriate adjustments to 
improve the overall system to make it more usable and 
attractive. For these reasons, this study proposes that the new 
questionnaire is to be used as a heuristic evaluation method 
used by evaluators in web design.  
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TABLE I.  PREVIOUS STUDIES OF USABILITY EVALUATION METHODS 

Study Method Type 

Fonseca and Peñalvo 

(2019) [37] 
Usability testing Gaming 

Huang and Chen (2019) 

[38] 
Usability testing 

Digital learning 

environments 

Fuller-Tyszkiewicz et al 

(2018) [39] 
Usability testing Health app 

Krzewińska et al (2018) 

[40] 
Usability testing Web systems 

De Souza Filho et al 

(2017) [41] 

Collaborative 

heuristic evaluation 
Gaming 

Diaz et al (2017) [42] Heuristic Evaluation e-Commerce 

Jucá et al (2017) [43] Heuristic Evaluation Gaming 

Alhadreti and Mayhew 

(2017) [44] 
Usability testing 

Examine think-aloud 

methods 

Murillo et al (2017) [45] 
Usability testing and 

Heuristic Evaluation 
Web-based systems 

Atashi et al (2016) [46] Heuristic Evaluation User Interface 

Falkowska et al (2016) 

[47] 

Usability testing (Eye 

Tracking) 
Web applications 

Inostroza et al (2015) [48] Heuristic Evaluation 
Smartphones and 

application 

Chynał and Sobecki 

(2015) [49] 
Usability testing User Interface 

Bezerra et al (2014) [50] Usability testing Ubiquitous systems 

Ko et al (2013) [51] Heuristic Evaluation Mobile app 

Boothe et al (2013) [52] Usability testing Interface medium 

Sivaji et al (2011) [53] Heuristic Evaluation 
e-Government 

websites 

Thyvalikakath (2009) [54] 
Usability testing and 

Heuristic Evaluation 
Comparison study 

Garcia et al (2005) [55] Heuristic Evaluation e-Government 

III. METHODOLOGY 

A. e-Services Evaluated 

Ten Algerian e-Government websites were selected for 
evaluation in this study. They include the following: Minister 
of Defence, Minister of Interior and Local Government, 
Minister of Foreign Affairs, Minister of Finance, Minister of 
Energy, Minister of War Veterans (Moudjahidine), Minister of 
Religious Affairs and Endowments (Wakfs), Minister of 
Vocational Education and Training Professionals, Ministry of 
Culture and Arts, and Minister of National Solidarity, Family 
and Women's Affairs. There is no unified website in Algeria 
that can provide more government electronic services, so the 
researcher had to collect the ten most used Algerian websites to 
evaluate electronic government services, while in the United 
Kingdom there is only one website that collects government 

electronic services, and accordingly, a comparison was made 
between these ten sites. After this information was evaluated 
by experts, the average was collected from each of the ten sites 
and compared with the standard British site in order to 
facilitate the evaluation process. 

B. Proposed Usability Questionnaire Model 

After realising the effectiveness of the RBED&UG, 
researchers believed that these guidelines could be effectively 
used during usability of e-government services to identify 
flaws within the usability of these systems. Whilst guidelines 
are used by web designers when creating a web page, 
researchers propose that the RBED&UG is transformed and 
used as a questionnaire to evaluate the system after it is created 
so that web designers can brush up and improve on the areas 
that are lacking thus providing a more robust and reliable 
service. This study decided to selectively examine the 
effectiveness of three chapters (Page Layout, Text Appearance, 
Graphics, Images & Multimedia) from the RBED&UG to 
serve as a strong representative for the other 15 chapters. Since 
the original guidelines follow a five-point scale, researchers 
believed it would be most appropriate to be consistent and 
implement a five-point scale in the questionnaire where one 
represents "very poor" to five which represents "very strong". 
Tables Ⅱ, Ⅲ and Ⅳ display the questionnaires that were 
provided to the experts before the start of the experiment. They 
were provided with two copies of each one, totalling to six 
copies of these questionnaires to evaluate both Algerian and 
British e-Government services relative to the three selected 
guidelines. The experts marked their selected scores for the 
relative e-service and guidelines of these categories. These 
results will be collated by the researcher at the end of their 
evaluation and utilised for statistical analysis of the data. 

TABLE II.  TABLE TYPE STYLES 

Usability Page Layout Questionnaire 

 1 2 3 4 5 

1. Avoid Cluttered Displays      

2. Place Important Items Consistently      

3. Place Important Items at Top Centre      

4. Structure for Easy Comparison      

5. Establish Level of Importance      

6. Optimize Display Density      

7. Align Items on a Page      

8. Use Fluid Layouts      

9. Avoid Scroll Stoppers      

10. Set Appropriate Page Lengths      

11. Use Moderate White Space      

12. Choose Appropriate Line Lengths      

13. Use Frames when Functions Must Remain 

Accessible 
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TABLE III.  USABILITY TEXT APPEARANCE QUESTIONNAIRE 

Usability Text Appearance Questionnaire 

 1 2 3 4 5 

1. Use Black Text on Plain, High-Contrast 

Backgrounds      

2. Format Common Items Consistently 
     

3. Use Mixed-Case for Prose Text 
     

4. Ensure Visual Consistency 
     

5. Use Bold Text Sparingly 
     

6. Use Attention-Attracting Features when 

Appropriate      

7. Use Familiar Fonts 
     

8. Use at Least 12-Point Font 
     

9. Color-Coding and Instructions 
     

10. Emphasize Importance 
     

11. Highlighting Information 
     

TABLE IV.  USABILITY GRAPHICS, IMAGES, & MULTIMEDIA 

QUESTIONNAIRE 

Usability Graphics, Images, & Multimedia Questionnaire 

 1 2 3 4 5 

1. Use Simple Background Images 
     

2. Label Clickable Images 
     

3. Ensure that Images Do Not Slow 

Downloads      

4. Use Video, Animation, and Audio 

Meaningfully      

5. Include Logos 
     

6. Graphics Should Not Look like Banner Ads 
     

7. Limit Large Images Above the Fold 
     

8. Ensure Web Site Images Convey Intended 

Messages      

9. Limit the Use of Images 
     

10. Include Actual Data with Data Graphics 
     

11. Display Monitoring Information 

Graphically      

12. Introduce Animation 
     

13. Emulate Real-World Objects 
     

14. Use Thumbnail Images to Preview Larger 

Images      

15. Use Images to Facilitate Learning 
     

16. Using Photographs of People 
     

C. Procedure 

The volunteering experts were provided with all the 
websites required for this experiment and a brief was given 
before the beginning of the evaluation process along with 
copies of the questionnaires they would have to fill out. The 
brief very simply explained the goals of our research and that 
the participants are testing the guidelines as a questionnaire for 
evaluation to explore the issues in Algerian and British e-
Government websites. The results would also simultaneously 
help assess the validity of the proposed questionnaire. The 
researcher decided to allocate some time for the experts before 
evaluation to get familiar with these e-services so that they can 
easily and effectively evaluate them once the process begins. 
After that the experts evaluated the e-services according to the 
three dimensions (Page Layout, Text Appearance, and 
Graphics, Images, & Multimedia) from our usability 
questionnaire accordingly, freely with no time constraints. 
Experts were asked to return the questionnaire once complete. 

D. Participants 

Since some e-services are only available in English, Arabic, 
or French, the researcher decided to select seven experts who 
are confident with all three languages to help gather the results 
of our study across all platforms with no issues and full 
understanding. Each expert evaluated the ten selected Algerian 
e-Government websites and the British e-Government website. 
The participants who contributed to this research voluntarily 
are from different educational levels and gender backgrounds. 
Most participating experts were males aged between 36 and 50 
years who are of a postgraduate degree status. Table Ⅴ shows 
the expert demographics. 

TABLE V.  EXPERT DEMOGRAPHICS 

Demographic Category 
Number of Participants 

(7) 
% 

Age 25-35 1 14 

 36-50 4 57 

 50+ 2 29 

Gender Women 2 29 

 Men 5 71 

Education Level 
Undergraduate 

Degree 
2 29 

 
Postgraduate 

Degree 
5 71 
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E. SPSS Analysis 

The results of the expert evaluation gathered via the 
proposed questionnaire were inserted into the SPSS program 
and results of importance to this study were extracted such as 
the paired samples statistics mean and standard deviation, the 
paired samples test mean and standard deviation, t-values, and 
p-values. The paired samples statistics mean shows us the 
average score for each guideline of each chapter, whereas the 
paired samples statistics standard deviation uses the results of 
the experts to identify the level of consensus between the set of 
results. The paired samples test mean is the difference between 
the paired samples statistics mean of the two tested variables. 
Furthermore, the p values show us the level of significant 
differences between our tested samples in each element of the 
three categories selected. For the data to be considered 
significantly different, the value of p must be less than 0.05, 
thus rejecting the null hypothesis which in this study is that 
there is no difference between the Algerian and British e-
Government services, therefore the alternative hypothesis 
would be accepted instead. However, if the value of p is greater 
than 0.05, then the data is deemed to be insignificantly 
different, and the null hypothesis is accepted. This analytical 
technique helps researchers identify where the main flaws lie in 
a certain set of data, and in this case, it shows us which 
guideline suffers the most in the usability of Algerian and 
British e-Services and where the biggest difference lies 
between the two. 

IV. RESULTS AND DISCUSSION 

Experts evaluated Algerian and British e-Government 
services via our proposed questionnaire derived from the three 
categories of the RBED&UG. The results of each of the seven 
experts were gathered and inserted into the statistical software 
SPSS. This software provided us with some important data 
which will be analysed later on.  As expected from the results, 
the British e-Government services scored higher across all 
three categories overall as seen in Fig. 1. The Algerian e-
Government services scored 2.748, in contrast to the British e-
Government services which scored 4.758 in the Page Layout 
category. For Text Appearance, the scores for the Algerian and 
British e-services were 2.785 and 4.562 respectively. Finally, 
in the Graphics, Images & Multimedia, the results followed a 
similar pattern, where the Algerian e-Government services 
were inferior to the British services (2.594 and 4.143 
respectively), however this category suffered the most 
compared to the other two categories. Furthermore, each 
category will be discussed independently later on, and an in-
depth analysis will be provided. The null hypothesis and 
alternative hypothesis will be accepted or rejected relevantly in 
each of the three categories. 

 
Fig. 1. Chart comparing the mean results of Algerian and British e-

Government services across the three selected categories of the RBED&UG 

A. Page Layout 

Page layout is the main factor in the user interface; it 
outlines the position of elements and their dimensions [56].  
The most important aspect when designing a page layout is to 
include necessary information only and to avoid overwhelming 
the user with unnecessary information that will only lead to 
confusion and over complication. 

 With the help of the SPSS software, the researcher was 
able to extract relevant information as seen in Table Ⅵ which 
presents all this data along with the 13 guidelines of Page 
Layout that are ranked according to relative importance 
according to the RBED&UG. The results show that all the 
guidelines of the Page Layout when comparing the Algerian 
and British services show significant differences due to the 
value of p being less than 0.05. Therefore, the British e-
Government services according to the experts in this study are 
significantly different to the Algerian e-Government services. 
As a result, the null hypothesis for this study is rejected, and 
the alternative hypothesis is accepted. These results 
compliment the research conducted by the UN which displays 
the ranking difference regarding the EGDI, where Algeria falls 
behind the UK in every attribute of the page layout. Algeria 
must focus on the page layout as a whole, according to the 
relative importance of its guidelines to make sure that the most 
impactful factors of web usability are approached first. 
According to the experts, the two strongest attributes in the 
Algerian e-Government services include Establish Level of 
Importance and Choose Appropriate Line Lengths which both 
scored 3.571. On the other hand, the experts believed that 
Choose Appropriate Line Lengths (paired samples statistics 
mean = 4.929) was the strongest attribute of the British e-
Government services. Furthermore, the two lowest scored 
variables in this section for the Algerian e-Government 
services include Use Frames when Functions Must Remain 
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Accessible and Use Moderate White Space which scored 2.429 
and 2.500 respectively. Whereas, for the British e-Services, the 
lowest scored guidelines include Use Frames when Functions 
Must Remain Accessible and Establish Level of Importance 
(3.356 and 4.429, respectively). The two highest scoring 
categories of paired samples test mean values are Structure for 
Easy Comparison and Use Moderate White Space (both scored 
-2.143). This variable represents the difference in the level of 
guidelines between the Algerian and British e-services as 
identified by the experts. Therefore, this result shows that the 
biggest difference between the two tested subjects in this study 
lie in the two abovementioned sections of Page Layout.  These 
results display the areas that require the most attention whilst 
also simultaneously adhering to the level of importance of 
these factors to prioritise the level of importance needed to 
identify which attributes must be first approached or 
approached with the most attention. 

TABLE VI.  RESULTS OF THE SPSS ANALYSIS FOR PAGE LAYOUT 

Page Layout 

Guidelines 
Relative 

Importance 

Paired 

Samples 

Statistics 

Mean (SD) 

Algerian e-

Government 

& British e-

Government 

Paired 

Samples 

Test 

Mean 

(SD) 

Significance 

1. Avoid 

Cluttered 

Displays 
5 

2.714 (0.184) 
-1.929 

(0.787) 

t=-6.485 

p=0.001 4.642 (0.143) 

2. Place 

Important 

Items 

Consistently 

5 

3.071 (0.202) 

-1.571 

(0.731) 

t=-5.680 

p=0.001 4.642 (0.180) 

3. Place 

Important 

Items at Top 

Centre 

5 

2.790 (0.184) 

-1.786 

(0.756) 

t=-6.250 

p=0.001 4.571 (0.170) 

4. Structure for 

Easy 

Comparison 
4 

2.571 (0.202) 
-2.143 

(0.556) 

t=-10.190 

p=0.000 4.715 (0.184) 

5. Establish 

Level of 

Importance 
4 

3.571 (0.170) 
-0.857 

(0.610) 

t=-3.286 

p=0.017 4.429 (0.170) 

6. Optimize 

Display 

Density 
4 

3.286 (0.214) 
-1.000 

(0.764) 

 

t=-3.464 

p=0.013 4.786 (0.149) 

7. Align Items 

on a Page 4 
2.642(0.180) -2.143 

(0.627) 

t=-9.045 

p=0.000 4.786(0.149) 

8. Use Fluid 

Layouts 3 
2.714 (0.240) -2.000 

(0.707) 

t=-7.483 

p=0.000 4.714 (0.149) 

9. Avoid Scroll 3 2.857 (0.922) -1.929 t=-27.000 

Stoppers 
4.786 (0.149) 

(0.189) p=0.000 

10. Set 

Appropriate 

Page 

Lengths 

3 

2.929 (0.202) 
-2.000 

(0.646) 

 

t=-8.198 

p=0.000 4.929 (0.714) 

11. Use 

Moderate 

White Space 
3 

2.500 (0.110) 
-2.143 

(0.378) 

 

t=-15.000 

p=0.000 4.643 (0.180) 

12. Choose 

Appropriate 

Line 

Lengths 

2 

3.571 (0.202) 
-1.357 

(0.690) 

 

t=-5.203 

p=0.002 4.929 (0.714) 

13. Use Frames 

when 

Functions 

Must 

Remain 

Accessible 

1 

2.429 (0.130) 

-0.929 

(0.838) 

 

t=-2.931 

p=0.026 3.356 (0.340) 

B. Text Appearance 

Text is the backbone of any website as it expresses and 
infers a lot about the website whilst also playing a major role in 
user satisfaction [57]. Therefore, designers must pay more 
attention to the main points that affect web design usability 
[58]. Designers must also research the location of their target 
audience and study their culture as each culture's needs differ 
[3]. Therefore, further investigation into the level of 
infrastructures and the level of user adoption must be 
undergone. Consequently, creating a website with the 
appropriate font, font size etc. will allow users to become more 
comfortable while effectively surfing the website. Consistency, 
and the level of the quality attributes of the content, which 
include understandability, relevance, accuracy and finally 
coverage, should also be focused on accordingly as it is crucial 
when evaluating the usability of text appearance [59], [60]. 

Table Ⅶ which presents the results of the SPSS analysis 
for Text Appearance also rejects the null hypothesis of this 
research as none of the p values of its relative guidelines 
appeared to be greater than 0.05. The analysis also shows that 
the Algerian e-services matched the British e-services in one 
category (Emphasis Importance) which holds a relative 
importance of 2 according to the RBED&UG. The paired 
samples statistics mean simply represents the average score of 
all seven experts in their assessment of the level of the 
attributes within the websites. The results show that for the 
Algerian e-Government services, use at Least 12-Point Font 
(4.357) and Use Similar Fonts (4.071) scored the highest. 
Whereas, for the British e-Government services, the experts 
believed that Ensure Visual Consistency and Highlighting 
Information were the strongest attributes of this category, as all 
experts unanimously agreed to their perfect score of five. On 
the contrary, the lowest scoring factors of Text Appearance 
regarding the Algerian e-services belonged to Highlighting 
Information (1.856) and Use Attention-Attracting Features 
when Appropriate (2.071). The experts believed that for the 
British e-Services, the weakest score belonged to Emphasize 
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Importance (2.786). In addition, the two highest scoring 
guidelines regarding the paired samples test mean are 
Highlighting Information and Ensure Visual Consistency, 
where they scored -3.143 and -2.857, respectively. 

TABLE VII.  RESULTS OF THE SPSS ANALYSIS FOR TEXT APPEARANCE 

Text Appearance 

Guidelines 
Relative 

Importance 

Paired 

Samples 

Statistics 

Mean (SD) 

Algerian e-

Government 

& British e-

Government 

Paired 

Samples 

Test 

Mean 

(SD) 

Significance 

1. Use Black 

Text on Plain, 

High-Contrast 

Backgrounds 

4 

2.142 

(0.210) 
-2.143 

(0.801) 

t= -7.071 

p=0.000 4.186 

(0.149) 

2. Format 

Common 

Items 

Consistently 

4 

2.714 

(0.240) 
-2.143 

(0.748) 

t=-7.579 

p=0.000 4.857 

(0.092) 

3. Use Mixed-

Case for Prose 

Text 
4 

3.714 

(0.101) -0.714 

(0.636) 

t=-2.970 

p=0.000 4.429 

(0.170) 

4. Ensure Visual 

Consistency 4 

2.143 

(0.210) -2.857 

(0.556) 

t= -13.587 

p=0.000 5.000 

(0.000) 

5. Use Bold Text 

Sparingly 3 

2.286 

(0.184) -2.714 

(0.488) 

t=-14.717 

p=0.003 5.000 

(0.000) 

6. Use 

Attention-

Attracting 

Features when 

Appropriate 

3 

2.071 

(0.202) 

-2.429 

(0.450) 

t=-14.283 

p=0.000 4.500 

(0.154) 

7. Use Familiar 

Fonts 3 

4.071 

(0.130) -0.571 

(0.535) 

t=-2.828 

p=0.000 4.643 

(0.143) 

8. Use at Least 

12-Point Font 3 

4.357 

(0.922) 
-0.429 

(0.345) 

 

t=-3.286 

p=0.000 4.786 

(0.101) 

9. Color-Coding 

and 

Instructions 
2 

2.500 

(0.154) -2.500 

(0.408) 

t=-16.202 

p=0.000 5.000 

(0.000) 

10. Emphasize 

Importance 2 

2.786 

(0.184) -1.857 

(0. 748) 

t=-6.569 

p=0.011 2.786 

(0.184) 

11. Highlighting 

Information 2 

1.856 

(0.210) -3.143 

(0.556) 

t=-14.946 

p=0.000 5.000 

(0.000) 

C. Graphics, Images, and Multimedia 

Graphics, Images & Multimedia was the densest category 
amongst the three tested in this study, as it contained a total of 
16 guidelines.  Graphics, images, and multimedia individually 
or collectively, play a major role in user interface design. The 
proper use of graphics can enhance the usability of websites 
[61]. Studies show that images are a crucial aspect when 
designing a website [5], [62]. Images also influence the 
interactive systems of enhancing the positive or negative 
reaction of the users of websites [63]. On the other hand, 
multimedia can attract more users and efficiently summarize 
the message that the designers and the website owners want to 
deliver to the users [64]. The designer should know the 
background of the target users to create a website that respects 
their culture and values [5]. Furthermore, the designer should 
look to get familiar with the internet speed of the target region, 
which will dictate the use or lack of graphics, images and 
multimedia as they can take a while to upload/download or 
may not upload/download if the internet speed is not enough or 
if the file is too big.  Therefore, designers must ensure that all 
these factors are considered to avoid failing their target users 
and avoid providing them with an unattractive website that 
their internet connection speed is too slow to handle that may 
potentially disrespect their culture, which ultimately causes the 
whole website to fail. The abovementioned factors are crucial 
to the success of any website.  

The results from this category (Table Ⅷ) follow a similar 
pattern to the previous categories, where according to the 
experts; the British e-Services are a lot superior to the Algerian 
e-services. Across all guidelines, there is a significant 
difference between the two tested subjects. However, for 
Introduce Animation, the value of p is 0.726 which is greater 
than 0.05 which means that there is no significant difference 
between the Algerian and British e-Government services in 
relation to this guideline. Thus, for this category alone which 
has a relative importance of 2 according to the RBED&UG, the 
null hypothesis is accepted, and the alternative hypothesis is 
rejected. The strongest attributes according to the experts 
regarding the Algerian e-services are Using Photographs of 
People (4.429) and Include Logos (4.071), whereas the weakest 
attributes include Graphics Should Not Look like Banner Ads 
and Ensure Web Site Images Convey Intended Messages 
which both scored 1.643 according to the average rating of the 
experts. The Graphics Should Not Look like Banners guideline 
had the highest paired samples test mean (-3.357) amongst all 
guidelines of this category. Overall, the results of this category 
illustrate the shortcomings of the Algerian e-services and how 
they should approach each category according to its evaluated 
level by the experts and the relative importance determined by 
the guidelines. 
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TABLE VIII.  RESULTS OF THE SPSS ANALYSIS FOR PAGE LAYOUT 

Graphics, Images, and Multimedia 

 

Guidelines 
Relative 

Importance 

Paired 

Samples 

Statistics 

Mean (SD) 

Algerian e-

Government 

& British e-

Government 

Paired 

Samples 

Test 

Mean 

(SD) 

Significance 

1. Use Simple 

Background 

Images 
4 

3.429 

(0.202) -1.285 

(0.487) 

t=--6.971 

p=0.000 4.714 

(0.149) 

2. Label 

Clickable 

Images 
4 

2.286 

(0.185) -2.429 

(0.535) 

t=-12.021 

p=0.000 4.714 

(0.101) 

3. Ensure that 

Images Do 

Not Slow 

Downloads 

4 

1.856 

(0.261) 
-3.071 

(0.732) 

t=-11.103 

p=0.000 4.929 

(0.714) 

4. Use Video, 

Animation, 

and Audio 

Meaningfully 

4 

2.143(0.143) 

-1.929 

(0.535) 

t= -9.546 

p=0.000 4.071 

(0.170) 

5. Include 

Logos 

 
4 

4.071 

(0.170) -0.714 

(0.394) 

t=-4.804 

p=0.003 4.786 

(0.101) 

6. Graphics 

Should Not 

Look like 

Banner Ads 

4 

1.643 

(0.143) 
-3.357 

(0.378) 

t=-23.500 

p=0.000 
5.000(0.000) 

7. Limit Large 

Images 

Above the 

Fold 

4 

3.429(0.170) 

-1.571 

(0.450) 

t=-9.242 

p=0.000 5.000 

(0.000) 

8. Ensure Web 

Site Images 

Convey 

Intended 

Messages 

4 

1.643 

(0.210) 

-3.214 

(0.636) 

t=-13.367 

p=0.000 4.857 

(0.092) 

9. Limit the Use 

of Images 3 

2.214(0.149) 
-2.786 

(0.393) 

t=-18.735 

p=0.000 5.000 

(0.000) 

10. Include 

Actual Data 

with Data 

Graphics 

3 

3.786(0.184) 

-0.929 

(0.667) 

t=-3.653 

p=0.011 4.714 

(0.101) 

11. Display 

Monitoring 

Information 

Graphically 

3 

1.857 

(0.210) 
-2.857 

(0.475) 

t=-15.894 

p=0.000 4.714 

(0.149) 

12. Introduce 

Animation 2 

2.571(0.170) -0.143 

(1.029) 

 

t=-3.67 

p=0.726 2.714 

(0.240) 

13. Emulate 

Real-World 

Objects 
2 

2.286 

(0.185) -2.071 

(0.607) 

t=-9.021 

p=0.000 4.357 

(0.143) 

14. Use 

Thumbnail 

Images to 

Preview 

Larger 

Images 

2 

1.857(0.210) 

-0.786 

(0.567) 

t=-3.667 

p=0.010 2.642 

(0.210) 

15. Use Images 

to Facilitate 

Learning 
1 

2.000 

(0.218) -3.000 

(0.577) 

t=-13.748 

p=0.000 5.000 

(0.000) 

16. Using 

Photographs 

of People 
1 

4.429 

(0.130) 2.642 

(0.801) 

t=8.721 

p=0.000 1.787 

(0.1184) 

V. CONCLUSION 

This study sheds light on e-government websites that 
provide electronic services which facilitate communication 
between government agencies and citizens. User satisfaction 
influences web design regardless of the domain, therefore their 
needs and expectations must be met by the developers. The 
main subject of this study is the Algerian e-Government which 
according to the UN has an EGDI Global Rank of 120. This 
rank was surprising for the researcher considering the 
population size, infrastructure, and economy of the largest 
country in Africa. Therefore, this study attempted to identify 
the reasons that may be rooted to the lack of success of 
Algerian e-Government services at a global level. For this 
reason, the UK which ranks 7th in the EGDI Global Rank was 
selected as the second test subject to serve as a comparative 
tool to help the researcher identify the underlying reasons for 
the underperformance of these services. However, this study 
had to decide on an evaluation tool to use to gather relevant 
data. Consequently, the researcher identified an ideal set of 
guidelines known as the RBED&UG which was selected in 
this study due to its exclusivity and popularity in government 
agencies as the domain of this topic is e-government usability. 
The interesting factor regarding these guidelines is that it 
provides relative importance to each guideline. The researcher 
was really interested by this feature as the researcher believes 
that the most impactful guidelines must be addressed before the 
less important ones. Although these guidelines are used as an 
evaluation when designing websites, the researcher identified 
the potential of this to be converted into a questionnaire that 
could be used by experts when evaluating a system. The 
complexity of certain aspects of these guidelines, or now 
proposed questionnaire, suggests that it is not appropriate to be 
evaluated by normal users, but instead by experts within the 
field. The researcher believes that this proposal can prove to be 
very effective as experts are able to rate the chapters and 
guidelines accordingly, thus the developers can really benefit 
from their evaluation. There are a total of 18 guidelines in 
RBED&UG; however, after thorough research and information 
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gathering, the researcher selected only three categories (Page 
Layout, Text Appearance, and Graphics, Images & 
Multimedia) due to their proven role in web usability.  This 
research ultimately aims to explore the reasons that influence 
the usability of Algerian e-Government services via comparing 
it with UK e-Government services against a set of guidelines. 
The results were gathered after an experiment which 
constituted of an expert evaluation of the two selected systems 
via completing the proposed questionnaires handed out to 
them. Their results were inputted into SPSS which provided 
statistical analysis of the set of data. This data helped identify 
the mean values of each guideline, their standard deviation, and 
the significance value of each one. The results display the sheer 
difference in quality between the Algerian and British e-
Government services across all three guideline categories. The 
three weakest guidelines of each chapter for the Algerian e-
Government services include Use Frames when Functions 
Must Remain Accessible, Highlighting Information, and 
Graphics Should Not Look like Banner Ads (belonging to Page 
Layout, Text Appearance, and Graphics, Images & Multimedia 
respectively). The Algerian e-Government services 
representatives and developers should focus on these results 
and improve their systems according to the results of this 
research, giving most attention to the weakest areas as 
identified by this study whilst also paying attention to their 
relative importance. The combination of these two integral 
factors will help provide effectiveness and efficiency during 
the evaluation and development process of a system. 

VI. LIMITATION AND FUTURE WORK 

This study provides solutions specific to the three usability 
guideline sections researched. Therefore, there is an 
opportunity for further research to expand on the remaining 15 
guidelines of the RBED&UG. In addition, only two countries 
were examined in this research. 
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Abstract—Rao-Blackwellized particle filter (RBPF) algorithm 

aims to solve the Simultaneous Localization and Mapping 

(SLAM) problem. The performance of RBPF is based on the 

number of particles. The higher the number of particles, the 

better the performance of RBPF. However, higher number of 

particles required high memory and computational cost. 

Nevertheless, the number of particles can be reduced by using 

high-end sensor. By using high-end sensor, high performance of 

RBPF can be achieved and reduced the number of particles. But 

the development of the robot came at a high cost. A robot can be 

equipped with low-cost sensor in order to reduce the overall cost 

of the robot. However, low-cost sensor presented challenges of 

creating good map accuracy due to the low accuracy of the 

sensor measurement. For that reason, RBPF is integrated with 

artificial neural network (ANN) to interpret noisy sensor 

measurements and achieved better accuracy in SLAM. In this 

paper, RBPF integrated with ANN is experimented by using 

Turtlebot3 in real-world experiment. The experiment is 

evaluated by comparing the resulting maps estimated by RBPF 

with ANN and RBPF without ANN. The results show that RBPF 

with ANN has increased the performance of SLAM by 25.17% 

and achieved 10 out of 10 trials of closed loop map by using only 

30 particles compared to RBPF without ANN that needs 400 

particles to achieve closed loop map. In conclusion, it shows that, 

SLAM performance can be improved by integrating RBPF 

algorithm with ANN and reduces the number of particles. 

Keywords—SLAM; occupancy grid map; Rao-Blackwellized 

particle filter; artificial neural network; laser distance sensor 

I. INTRODUCTION  

Simultaneous localization and mapping (SLAM) plays an 
important role in robotics, and particularly in a mobile robot 
system. SLAM's primary objective is to jointly measure the 
robot 's position as well as map the surrounding of the robot 
[1]–[5]. The essential of the SLAM algorithm is to map the 
unknown environment and at the same time exploring the 
environment. Then, the resulting maps can be used for various 
applications such as autonomous navigation and search and 
rescue. 

SLAM algorithm commonly used the occupancy grid map 
(OGM) as a map representation. The maps generate precise 
metric maps that are close to the detail environmental 
representations [6]–[8]. This maps require an accurate position 
of the robot, which makes it a difficult process because of the 
lack of efficiency of odometric system. The map generated 

using raw odometry data only as the position of the robot 
cannot be sustain and suffers a serious error due to the dead 
reckoning of odometry system [9]. But these problem can be 
improved by using Rao-Blackwellized particle filter (RBPF) 
which can compute more accurate position of the robot. The 
map is more accurate and globally consistent using RBPF 
approach. The accuracy of RBPF algorithm is based on the 
number of particles that required high memory and 
computational cost [10]–[13]. The higher the number of 
particles, the more accurate the robot's position and map 
construction. Therefore it required high memory usage and 
computational cost to solve the SLAM problem with 
occupancy grid. 

In addition, to achieve high accuracy of occupancy grid 
map, many notable research have carried out SLAM using 
high-end sensor to achieve high accuracy map [11], [14]–[18]. 
Nevertheless, the development of the robot came at a high cost. 
Therefore, a low-cost sensor could be incorporated to the robot 
as an alternative to reduce the cost. However, low-cost sensors 
presented challenges of creating good map accuracy. This is 
due to the low measurement accuracy of the sensors, which can 
affect map construction. This problem can be solved by 
integrating the SLAM technique which is RBPF algorithm with 
an artificial neural network (ANN) while using low-cost 
sensors. ANN has been used with occupancy grid maps to 
interpret noisy sensor measurements and achieved better 
accuracy of the map [5], [19], [20]. Furthermore, [19] and [5] 
also shows the number of particles can be reduced with better 
accuracy of the sensor measurement. Therefore, ANN 
integrated with RBPF algorithm can reduce the computational 
cost of the particle filter and achieve better accuracy of OGM. 
Hence, in this paper, ANN integrated with RBPF algorithm is 
introduced to improve the sensor measurement and enhance the 
SLAM technique by using only low-cost sensor. 

This paper aims to reduce the number of particles 
consumption by improving the measurement accuracy of a 
low-cost laser distance sensor (LDS) and subsequently improve 
the performance of the SLAM algorithm by incorporating 
ANN technique with RBPF algorithm. The organization of this 
paper is as follows: Section 2 reviews the past studies related to 
the RBPF, sensor measurements accuracy and ANN. Section 3 
describes the methodology of the ANN model training and 
RBPF algorithm framework intgerated with ANN. Section 4 
analyzes the performance of ANN model after the training and 
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reports the results of the RBPF algorithm after integrating with 
ANN. Lastly, section 5 concludes the finding of this paper. 

II. RELATED WORK 

The Rao-Blackwellized Particle Filter, also referred to 
RBPF is employed in the grid-based SLAM algorithm. RBPF 
is a version of particle filter-based SLAM which is an effective 
implementation of particle filter-based SLAM. By using 
Gaussian substructures in the model, RBPF improves the 
efficiency of the particle filter algorithm [21]. In this approach, 
RBPF approximates the belief distribution of the robot's pose, 
while each particle keeps an individual map of the 
environment. as dipicted in Fig. 1. The main contribution of 
this method is reducing the number of particles used [21]–[24]. 
This method uses only the most recent observation as well as 
the most accurate proposal distribution. This can greatly reduce 
the robot pose uncertainty during filter‟s prediction step. In 
addition, the resampling operation is performed selectively in 
order to address the particle depletion problem. For example in 
[25], to achieve high accuracy of grid-based SLAM, the 
classical particle filter required 10000 particles while in [9], 
RBPF only need 100 particles to achieve high accuracy of 
SLAM. One of the ROS package implement RBPF algorithm 
is Gmapping package [26]–[32]. However, since RBPF is 
based on particle filter-based SLAM, the performance of the 
algorithm relies on the number of particles. The higher the 
number of particles, the better is the SLAM performance. This 
is due to the computation of RBPF itself is based on probability 
distribution. The higher the number of particles, the higher is 
the probability to estimate the correct poses and map. As a 
result, better accuracy of SLAM can be achieved. As in [10], 
the author shows that with higher number of particles, the map 
constructed is more accurate than the lower number of 
particles. 

 
Fig. 1. Each particles contains a hypothesis of robot pose and maintain its 

own map [10] 

A consistent grid-based SLAM algorithm capable to 
perform loop closure in an unstructured environment. But it 
requires high precision of the laser scanner to obtain the best 
hypothesis to build the grid map of the environment. The high 
precision sensor measurement also can reduce the number of 
particle usage. For example in [30] and [32], both paper used 
gmapping package and used the default number of particles 
which is 30. In [30] the authors successfully achieve high 
accuracy SLAM by using Hokuyo urg-04lx-ug01 2D lidar 
which is in high-cost sensor category. While in [32], the map 
produced is not very accurate since the author only used RGB-
D sensor Kinect of Xbox 360 which is low-cost sensor to 

perform the SLAM task. But as mention before, low-accuracy 
SLAM can be mitigated by increasing number of particles. In 
[10], the author increased the number of particles to 500 to 
achieve better accuracy SLAM since they used low-cost 
sensor. However, higher number of particles might suffer from 
forbidding memory burden and higher computational cost. This 
problem can be overcome by integrating the SLAM technique 
with an artificial neural network (ANN) while using low-cost 
sensors [5], [19], [20], [33]. The noisy dataset from the sensor 
of the mobile robot are used to train the ANN learner. 
Afterwards, the ANN model is then applied in the RBPF 
SLAM algorithm to execute the SLAM task. 

In this paper, there are two strategies of dataset that have 
been reviewed to train the ANN network. Firstly, the training 
network using the position of each of the grid cells of OGM 
[5], [19], [33]. Secondly, by using the distance from sensor to 
obstacles [20]. Firstly, in [19], the author collect the dataset 
from the front six infrared sensor of E-puck mobile robot as 
depicted in Fig. 2. Then, the dataset is used as the input layer of 
the ANN training as shown in ANN configuration in Fig. 3. 
This ANN is trained to estimate the occupancy probability 
value x, y position of the cell. The same architecture of ANN is 
used in [5], [33]. The authors used the front four sensors‟ 
measurements of Khepera III robot that are closest to the cell 
position as the input of ANN. The same target output of the 
ANN model which is x and y position of the OGM„s cell (   ) 

are used to train the input as shown in Fig. 3. 

 
Fig. 2. E-puck mobile robot is equipped with eight infrared sensors [19] 

 
Fig. 3. A nine-input ANN consisting of infrared sensors, cell position and 

heading of the robot [19] 
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While in [20], the dataset is collected based on the reading 
of the sensor values that contain the estimated distance to 
obstacle. Then this dataset is trained using ANN to correct the 
distance measurement to the obstacles by using the real 
distance as the target output of the ANN. The grid map for the 
observed region is then built using this corrected measurement. 
To compute the grid map estimation in this region, only two 
values are taken into account: 0 for open space and 1 for 
occupied space (i.e., objects in the space). In the context of 
computation time, estimation of ANN by using distance to the 
obstacles is considered faster [20] than estimation by using 
each of the grid cells [5], [19], [33]. This is due to the 
estimation by distance does not evaluate cell by cell and only 
taking value 0 and 1 as mention above. While in the latter 
approach, the estimation of the map computes each cell of the 
region by calculating x and y cell‟s occupancy value of the 
OGM. Cell by cell evaluation can cause slow computation time 
especially in large environment that required many cells to 
build the OGM. Hence, real time implementation is not 
feasible. Therefore, ANN based on the distance is implemented 
in this paper since it is faster and more suitable for real-time 
implementation due to the computation does not require for 
each grid cell but for the entire detected region. The presented 
methods of ANN training are summarized in Table I. 

TABLE I.  COMPARISON OF ANN TRAINING METHOD 

ANN training 

method 
Input/Output Pros/Cons 

Based on cell-by-

cell OGM 

Input: Multiple sensor 

measurement value, cell 

position (x, y) and robot 

heading,   

Target output: Occupancy 

probability value 

Pros: Exploit adjacent 

sensor measurements and 

less depending on 

accuracy of the sensor 

Cons: slow computation 

Based on distance 

Input: Sensor 

measurement value 

Target output: Actual 

distance 

Pros: Fast computation 

Cons: more depending on 

accuracy of the sensor 

III. METHODOLOGY 

For the methodology phase, the operation is divided into 
four phases which is sensor data collection, ANN training, 
ANN model integrated with RBPF algorithm and lastly, 
evaluation of the resulting map. Firstly, the LDS data points 
from the laser distance sensor LDS-01 are collected. The data 
points are collected from the real-world sensor. These data are 
collected between the range measurement of 0.12 to 3.5m as 
shown in Fig. 4(a). At each interval of 0.1m, 2000 
measurements were collected. Since LDS-01 sensor is capable 
to sense 360 degree of the surrounding, the data are taken only 
at 0 degree. This is because only the measurement at 0 degrees 
is perpendicular to the wall as shown in Fig. 4(b). The 
measurements at other degrees facing the wall would not be 
precisely equal to the ground truth but at longer range as they 
are slightly slanted towards the wall. Then, these data were 
used as the input of the ANN training. The actual distance 
between the mobile robot and the wall was used as the 
reference or target output. 

After the data collection, these data are trained to build 
ANN model in the second phase. This ANN training employs a 
multilayer feed-forward network. The architecture of the 

network is made up of an input layer, a hidden layer and a 
single neuron for outputclayer as depicted in Fig. 5. In this 
paper, a tangent sigmoidal activation function and a linear 
transfer function were used for the hidden and output layers, 
respectively. 

 
(a) Turtlebot3 position ranging from 0.05m to 3.5m 

 
(b) Turtlebot3 position at 0° 

Fig. 4. Position of the turtlebot3 to the wall in real-world experiment 

 
Fig. 5. Architecture of ANN model training 

After the ANN structure is established, the next step is 
training the model. A set of input and reference data pairs as 
well as a training rule are presented during the training 
procedure. As mention in the first phase, the input is the LDS 
data point that have been collected and the reference data is the 
actual distance of the sensor to the wall. The ANN generates its 
own output from the input and compares it to the reference 
data. To ensure the difference of the output is small as possible 
to the reference value, the interconnection weights, W between 
the nodes are determined by using training rule. The challenge 
with learning is finding the optimal weights W combination 
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and attempts to minimize the mean-square-error (MSE) 
between the reference value and the predicted output. The use 
of a backpropagation algorithm is the most widely used 
training rule for error minimization. An improved 
backpropagation algorithm, the Levenberg Marquardt (LM) 
algorithm, come out to be a faster and more efficient approach 
for training medium-sized feedforward neural networks [34]–
[37]. Therefore, in this paper, the LM algorithm is employed. 
The output of the network is also computed based on the 
number of neurons in the hidden layer. The number of neurons 
in the hidden layer is determined by the response of the output 
that resulted in the smallest MSE error. At the end of the 
training phase, 50 number of neurons is selected as the number 
of neurons which has managed to achieve MSE value of 
         . 

After the desired ANN model is obtained, the next phase is 
to integrate the model with Rao-Blackwellized particle filter 
(RBPF) algorithm as shown in Fig. 6. The RBPF algorithm 
implemented in Gmapping package of Robot Operating 
System (ROS) is used in this paper. RBPF requires odometry 
data as well as sensor observations to solve grid-based SLAM 
problem. The new sensor observation that has been improved 
using ANN is integrated in this phase. The main idea of RBPF 
is to use odometry data,        and observations,      to 
estimate the trajectories of robot,      and map, m. This joint 
posterior, which is written as  (      |           )  can be 
factored as follows: 

 (      |           )   ( |         )   (    |           )
 (1) 

The computations are made simpler by factorization, which 
enables the process to be executed in two steps. First, odometry 
and observation data can be used to estimate the robot's 
trajectory,  (    |           ) . Once the      and      are 
known, the map  ( |         ) can be computed. 

 
Fig. 6. RBPF algorithm integrated with ANN flow chart 

The estimation is more complex with respect to 
 (    |           ). A particle filter is used for this purpose 
where any particle reflects the robot's potential trajectory. 
Based on the potential trajectory, an individual map for each 
particles can be computed. Then, the full map is built by the 
corresponding particles. The sampling importance filter (SIR) 
is commonly used in this algorithm. The SIR function is used 
to select the particles with the highest probability and the 
output of the algorithm is the the associated map. In order to 
improve the algorithm, the Rao-Blackwellized SIR filter uses 
the most recent sensor observations and odometry readings 
where available. Specifically, in RBPF, the approximation of 
the trajectory  (    |           )  was remodeled to 

 (    |    
      

             ) [31]. Scan matching is used to 

match the observations to the map that has been created so far, 
optimize observation probabilities, and provide information 
about the most likely poses of the robot. In this step, accuracy 
of the sensor measurement is important to get better 
observation for scan matching step and obtain better pose 
estimation. 

After that, particles are resampled according to their 
weight. Particles with higher weight will be most likely to be 
resampled for the next generation. All particles have the same 
weight after resampling. To avoid the resampling from 
removing good particles, a careful resampling step is taken. 
Hence, a selective resampling technique which is effective 
samples size,       is proposed which is to decide when to 

perform a resampling step and is described as: 

     
 

∑ (  )
  

   

 (2) 

where    represents the normalized weight of i-th particle. 
The weights of the samples are approximately equal if they are 
close to the target distribution. As the samples deviate from the 
target distribution, their weights variance increases and      

decreases. Every time      falls below N/2, the resampling 

procedure is initiated (where N is the number of particles used 
in the filter). This greatly reduces the risk of replacing useful 
particles, as resampling is performed only when necessary and 
the cumulative number of such operations is reduced. 

Last phase is to evaluate the performance of RBPF 
integrated with ANN in real-world experiment. The RBPF with 
ANN will be compared to RBPF without ANN. The maps that 
have been obtained from both algorithms respectively will be 
evaluated with ground truth map using number of inliers 
evaluation. To evaluate the resulting maps quantitatively, 
similarities between both maps are measured using number of 
inliers that are obtained from RANSAC algorithm. RANSAC 
algorithm can calculate the similarity point (inliers) between 
resulting maps and ground truth map. The higher the number of 
inliers, the better the similarity of the resulting map and ground 
truth map and the better the performance of the map 
constructed.  Ground truth map is obtained by using RBPF 
algorithm with high number of particles. This is due to the high 
number of particles can obtained high accuracy of map. In this 
paper, 1000 particles is used to obtain the ground truth map. 
Additionally, the robot explored the environment in smaller 
loops. This process is repeated untill a satisfactory ground truth 
map is obtained. By exploring in smaller loops, the 
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accumulated error of robot‟s state estimate is kept to the 
minimum and robot‟s trajectory maintain on the correct path 
and did not diverged. Turtlebot3 robot platform is used in this 
paper to navigate the environment as shown in Fig. 7. The 
experiment was conducted at Faculty of Electronics and 
Computer Engineering Universiti Teknikal Malaysia Melaka. 
The robot was set to explore wing A of the faculty within the 
red rectangle by following the path marked using red arrow. 
The size of this real-world environment is approximately 43 x 
16 meters. The Turtlebot3 explored the environment using the 
teleop operation. The average speed of the robot was about 
0.12 m/s and simultaneously recorded by the Rosbag tool. 
Rosbag tool allows recording and playing back the data of the 
robot that have been recorded. Hence, the recorded data which 
is the same data can be applied to other algorithms. This way, 
RBPF algorithm integrated with ANN and without ANN can 
be evaluated in equal condition. After that, the RBPF with 
ANN algorithm was observed if there is any improvement after 
the ANN integration. 

 
Fig. 7. Layout of wing A of faculty of electronics and computer engineering 

IV. RESULT 

The result is divided into two sections. In the first section, 
ANN model that have been trained is analyzed by comparing 
the sensor measurement with ANN and without ANN. 
Afterwards, in the second section, the RBPF algorithm after 
integrating with ANN is analyzed by comparing the resulting 
maps with the ground truth map. 

A. Performance of ANN 

The training of the ANN model has managed to achieve 
MSE value of          . 50 number of neurons are selected 
as it has achieved the lowest MSE value. The synaptic weights 
in each layer are computed and adjusted according to the 
lowest mean-squared error (MSE). The training automatically 
stops when generalization stops improving, as indicated by the 
lowest MSE of the training samples. Finally, weight and bias 
vectors for this ANN training were determined after several 
attempts and ANN model is established. 

Afterwards, the ANN model that have been established is 
analyzed. The performance of the model is analyzed based on 
the comparison of the sensor measurement before (without 
ANN) and after the ANN model (with ANN) is used. The data 
of both sensor measurement for every interval of 0.1m were 
averaged and plotted in the graph respectively as shown in 
Fig. 8. The graph shows that the sensor reading without ANN 

(green line) is slightly different from the actual distance (red 
line). The difference of the sensor measurement without ANN 
and actual distance can be observed in more detail in Fig. 9. 
The graph shows that the error of sensor measurement without 
ANN to the actual distance is consistently higher. It is also 
observed that when the range of the distance increases, the 
distribution of sensors measurements is wider. Fig. 10 shows 
the histogram of the LDS sensor measurement at 3 meter 
distance is wider than the histogram of sensor measurement at 
1 meter distance as depicted in Fig. 11. Therefore, the standard 
deviation of the sensor measurements also increases as the 
distance increase as shown in Fig. 13.  

 
Fig. 8. Graph illustration for the data of ANN model testing using real-world 

LDS-01 sensor measurements data 

 
Fig. 9. Comparison of error of sensor measurement without ANN (green) and 

with ANN (blue) 

 
Fig. 10. Histogram of LDS sensor measurement at 3 meter distance 

After the LDS sensor data has been applied to the ANN 
model that have been trained, the value of the data with ANN 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

696 | P a g e  

www.ijacsa.thesai.org 

(blue line) and the actual distance value (red line) has minimal 
difference such that the blue and red line are in the same axis 
as shown in Fig. 8. The error of the sensor measurement also 
decreased remarkably as shown in Fig. 9. It shows that the non-
linearity and the error of the sensor readings are significantly 
reduced by using ANN. In addition, the histogram of sensor 
measurement at 3 meter distance using ANN is narrower than 
the histogram without ANN as shown in Fig. 12. The standard 
deviation of the sensor measurement with ANN (blue line) is 
also consistently lower than the standard deviation of the 
sensor measurement without ANN (green line) as shown in 
Fig. 13. From these results, it shows that there is a significant 
improvement of the accuracy of the LDS sensor measurements. 

 
Fig. 11. Histogram of LDS sensor measurement at 1 meter distance (without 

ANN) 

 
Fig. 12. Histogram of LDS sensor measurement at 3 meter distance (with 

ANN) 

 
Fig. 13. Standard deviation of LDS-01 sensor data using ANN model before 

and after testing 

B. Performance of RBPF Algorithm 

In this experiment, the number of particles of Gmapping 
package which is 30 to 400 particles is used. The maps are 
obtained in the Occupancy Grid map (OGM) representation 
and saved in pgm format using map saver from map server 
package. The size of each grid cells of the map is set to 5 cm2. 
In OGM, the black cells are considered occupied, white cells 
are considered free cells and grey cells are the unknown region 
that has not been explored yet as shown in Fig. 14. The data 
that have been recorded is tested 10 times resulting 10 grid 
maps. Then, the maps that have been obtained using ANN and 
without ANN are evaluated using number of inliers evaluation 
to ensure for a consistent result. The dimension of the map is 
1056 x 608 cells. Since, the size of the grid cell is 5cm2, this 
make the size of the real environment in Fig. 14 is 
approximately 52.8 m x 30.4 m. Within this map, the explored 
area travelled by Turtlebot3 mobile robot is approximately 
43m x 16m as stated in Section III.  

Primarily, the particles used for the first experiment is 30. 
From the resulting maps, it is observed that, RBPF algorithm 
that is not integrated with ANN cannot achieved closed loop 
condition out of 10 trials as shown in Fig. 15. Most of the 
resulting maps of RBPF algorithm without ANN show that the 
algorithm cannot recognize the revisited environment at the 
loop closure point (green circle) as shown in Fig. 15. This is 
due to the low accuracy of the LDS sensor measurement 
reading and consequently effects the RBPF algorithm. To 
achieve all closed loop condition without using ANN, further 
experiment is carried out by increasing number of particles. 
After several trials with increasing number of particles (100, 
200 and 400), 400 particles used in the RBPF algorithm 
without ANN managed to attain loop condition for all trials 
which is 10 out of 10 as shown in figure 16. The detail results 
of RBPF with number of particles used are included in 
Table II. As shown in the table, for 100 and 200 particles, the 
resulting maps have achieved 4 and 6 closed loop condition out 
of 10 trials, respectively. 

TABLE II.  RESULTING MAP CONDITION ACCORDING TO NUMBER OF 

PARTICLES 

SLAM 

Algorithm 

Number of 

particles 

Closed loop map 

out of 10 trials 

Average number 

of inliers 

RBPF without 

ANN 

30 0/10 53 

100 4/10 47.9 

200 6/10 48.5 

400 10/10 46.9 

RBPF with 

ANN 

30 10/10 58 

100 10/10 58.3 

200 10/10 61.6 

400 10/10 67.8 

It shows that by increasing the number of particles, the 
accuracy of the grid map can be improved. However, higher 
number of particles may suffer from limitation of memory 
capacity and higher computational cost.  
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Fig. 17 and 18 represent the computational consumption 
diagrams obtained by the system monitor of Ubuntu for 30 and 
400 particles of RBPF algorithm, respectively. The 
specifications of the computer used are AMD Ryzen 5 3600 
GPU 6-core processor with 16GB of RAM. The data is taken 
after one minute of the execution of one of the tests. It can be 
observed that RBPF with 400 particles consumed up to 100% 
of the most cores available during the lapse while 30 particles 
only consume around 30 to 40% of the cores available. This 
shows that, higher computational cost is needed to execute 
higher number of particles. 

However, ANN can overcome this problem as mention 
before by improving the LDS sensor measurement. The ANN 
model integrated with RBPF algorithm (using 30 particles) is 
tested 10 times. From the results, it is observed that, RBPF 
algorithm integrated with ANN have achieved all closed loop 
map condition which is 10 times out of 10 trials by using only 
30 particles. Sensor reading by using ANN has increased the 
measurement likelihood hence resulting a more accurate 
estimate in robot localization in the RBPF algorithm. As the 
localization error has decreased, the robot is able to recognize 
the revisited area. RBPF with ANN also has proven to achieve 
this condition with less number of particles more consistently. 
As a result, we can conclude that the particle consumption can 
be reduced by integrating ANN with the RBPF algorithm and 
overcome the computational cost suffers from the high number 
of particles remarkably. Further experiment by increasing 
number of particles (100, 200 and 400) is also tested by using 
ANN. The performance of resulting maps is increased and all 
resulting maps achieved closed loop condition. As mention in 
section III, the performance of the resulting maps is compared 
with the ground truth map (Fig. 14) by using number of inliers. 
The number of inliers is stated in Table I along with the 
number of particles.  

Then, Fig. 19 plots the performance of the resulting maps 
by using the number of inliers (y-axis) vs the number of 
particles (x-axis). As shown in the graph, by using ANN 
integrated with RBPF, the performance of the resulting maps 
(red) is consistently higher than the resulting maps without 
ANN (blue). The performance using ANN is increasing with 
the number of particles while for RBPF without ANN, the 
performance is decreasing. We believe that the performance 
without ANN is decreasing because of the dimension of the 
resulting maps (without ANN) is less similar to the ground 
truth map. By using 400 particles (without ANN) better pose 
estimation is achieved compared to lesser particles. Due to that, 
closed-loop map condition is achieved when the robot explored 
the environment and encountered the initial position. Although 
closed loop map condition is achieved, the dimension of the 
resulting map is not consistent due to the nonlinearity error of 
the LDS sensor measurement. As shown in the graph, 30 and 
200 particles have achieved higher number of inliers, while 
100 and 400 particles achieved lower number of inliers. Due to 
that, the performance of the resulting maps is not consistent 

along the number of particles. Fig. 20 shows one of the 
examples of the number of inliers point between resulting map 
(without ANN) and ground truth map by using 400 particles. 
The dimension of the resulting map (without ANN) is 15.7 m x 
42.6 m while ground truth map is 15.9 m x 43 m. Since the 
dimension of the map is slightly smaller to the ground truth 
map, hence, only 42 number of inliers point is obtained. 

C. Discussion 

It is observed that when using ANN, the quality of the 
resulting maps is increasing with the number of particles as 
expected. This is due to the more accurate sensor 
measurements. Better sensor measurement improved the 
observation of the robot for scan matching step and obtained 
better pose estimation as mentioned in Section III. Due to that 
lower number particles can be used to achieve higher 
performance of the map building and closed loop condition. 
For this experiment, only 30 particles are used to accomplished 
the closed loop condition. Besides, better resulting map is 
achieved and more similar to the ground truth map by 
increasing the number of particles using ANN compared to 
without ANN. As shown in Fig. 21, the number of inliers point 
between the resulting maps (with ANN) and ground truth map 
is higher which is 77 inliers compared to without ANN which 
is 42 as shown in Fig. 20. This is due to the dimension of the 
map (with ANN) which is 15.95 m x 43.10 m is more similar 
to the ground truth map (15.9 m x 43 m) compared to without 
ANN (15.7 m x 42.6 m). Based on the average number of 
inliers, the overall performance of the resulting maps by using 
RBPF with ANN has increased by 25.17%. In conclusion, with 
better accuracy of the sensor measurement integrated with 
ANN reduces the number of particles consumption. Therefore, 
ANN can reduce the computational cost of the RBPF algorithm 
and achieve better accuracy of OGM by using only low-cost 
sensor. 

 

Fig. 14. Ground truth map of the real-world environment 
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Fig. 15. Non-closed loop map without ANN 

 

Fig. 16. Closed loop map with ANN 

 
Fig. 17. CPU consumption in one minute of the RBPF using 30 particles. 

 
Fig. 18. CPU consumption in one minute of the RBPF using 800 particles 

 
Fig. 19. Map performance by using number of inliers between resulting map 

and ground truth map 

 

Fig. 20. 42 number of inliers points between resulting map (without ANN) and 

ground truth map 

 

Fig. 21. 77 number of inliers points between resulting map (with ANN) and 

ground truth map 
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V. CONCLUSION 

This paper presented the effects of the ANN towards the 
number of particles of RBPF algorithm using laser distance 
sensor LDS-01. An investigation has been made to observe the 
performance of the RBPF algorithm by using ANN and 
without ANN. The performance of the algorithm is calculated 
based on the accuracy of the map constructed by both 
algorithms. Based on the results, RBPF with ANN has 
achieved all closed loop condition of the resulting maps which 
is 10 times out of 10 trials by using only 30 particles compared 
to RBPF without ANN that needs 400 particles to achieved all 
closed loop condition. Furthermore, the number of inliers of 
the resulting maps by using RBPF with ANN is higher than 
RBPF without ANN consistently for the number of particles 
ranging from 30 to 400 particles and increase the performance 
by 25.17%. From the results, it can be concluded that using 
ANN improves the performance of the RBPF algorithm and 
reduces the number of particles consumption for mobile robot 
platform with low-cost sensors. For the future works is to test 
the SLAM algorithm integrated with ANN on cooperative 
robot. Cooperative robot SLAM has many advantages, 
including the ability to complete missions quicker and being 
resilient to the malfunction of any one of the robots. To obtain 
high accuracy of the cooperative SLAM, many researchers 
chose to adopt high-end sensor such as 2D SICK and Hokuyo 
Lidar as robot‟s perception. But this will cause staggering cost 
for cooperative robot system. Thus, the alternative is to 
implement low-cost sensors with limited sensing to perform 
cooperative SLAM. 
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Abstract—Community detection is a method to determine and 

to discover the existence of cluster or group that share the same 

interest, hobbies, purposes, projects, lifestyles, location or 

profession. There are some example of community detection 

algorithms that have been developed, such as strongly connected 

components algorithm, weakly connected components, label 

propagation, triangle count and average clustering coefficient, 

spectral optimization, Newman and Louvain modularity 

algorithm. Louvain method is the most efficient algorithm to 

detect communities in large scale network. Expansion of the 

Louvain Algorithm is carried out by forming a community based 

on connections between nodes (users) which are developed by 

adding weights to nodes to form clusters or referred to as 

clustering relationships. The next step is to perform weighting 

based on user relationships using a weighting algorithm that is 

formed by considering user account activity, such as giving each 

other recommendation comments, or to decide whether the 

relationship between the followers and the following is exist or 

not. The results of this study are the best modularity created with 

a value of 0.879 and the cluster test is 0.776. 

Keywords—Community detection; Louvain algorithm; 

modularity; network clustering relationship 

I. INTRODUCTION 

Social networks become a well-known instrument to 
disseminate information and to connect people who have the 
same thoughts. Public accessibility of this network with the 
capability to share opinions, thoughts, information and 
experience, offer tremendous promises for companies and 
governments. Apart from individuals who use this network to 
connect with friends or relatives, many companies and 
governments start to leverage social network platform to 
deliver their services to the society, citizen and client. Trust is a 
crucial issues of an effective social network. A social network 
is defined as a graph that contain set of nodes. Nodes represent 
objects, actors, people, or organizations while links express 
collaborations, communications or interactions. A complex 
network shows a very dense (such as a network of friendships 
or collaborator) or sparse network[1] [2][3][4]. 

Social network has received much attention and has been 
studied during the last decades including community detection 
in large and complex network[5] The aim of community 
detection is to divide the network and to illustrate this network in 
graph’s form. The nodes (objects, actors, people, or 
organizations) that have relationship or correlations are said to 
be in the same community. Community can be used to obtain 
various purposes (such as finding targets who like similar 
product, encounter target markets, defining product ratings 
popularity, determining product recommendations and much 

more [6]. There are lots of information on social media that can 
be used to cluster the data based on their similarity. Individuals 
can find peoples’ biodata or what they share in their social 
media. This behavior definitely influenced the consequences of 
user curiosity. This research will form communities based on 
books at Gramedia Pustaka Utama.  

Clustering is the assignment to separate the object inside 
the population into number of groups based on certain 
characteristic.  Community will be detected based on the 
obtained information. Unfortunately, there are some drawback 
on the previous community detection algorithm. The previous 
algorithm could not perform well on large data set.  Most 
studies, maximize the quality function to determine the 
community. This method known as modularity. In modularity, 
the nodes inside the same community are highly connected but 
loosely linked to nodes outside their community[7]. Modularity 
maximization calculates the quality of a particular clustering of 
a network into communities. It is a matter of processing speed 
and most of its algorithm use heuristic technique. Amongst the 
most efficient modularity maximization algorithm is using 
Louvain method. Louvain methods is a method to extract 
communities form large scale network. The results obtained 
from Louvain method give good modularity quality which 
describe the closeness relationship between nodes. This 
closeness relationship will be used to compute the confidence 
level of users in the recommendation system that will be 
developed[8][9]. Throughout developing Louvain algorithm, 
the usage of large amount data set from social media network 
is capable and will generate fast clustering relationship.  

Social network influenced the behaviour of users. 
Therefore, in this research a recommendation system was 
developed based on the relations that were obtained from the 
social network[10].    The necessary step to implement 
clustering relationship formation was by performing scrapping. 
Scrapping was achieved to obtain relation on Gramedia 
Pustaka Utama account. The steps taken are scrapping first to 
get existing relationships with Instagram accounts, then doing 
weights and forming clusters by developing the Louvain 
algorithm.The purpose of this study is to develop the Louvain 
algorithm to produce clustering relationships so that you can 
see your circle of friends on Instagram social media.The results 
of this study can be used to produce a recommendation system 
that is not only based on ratings and reviews, but based on 
clustering relationships. Purity is used to measure the success 
of the clusters formed. 
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II. LITERATURE 

A. Community Detection Algorithm 

Detecting communities is a very essential task as 
communities helps us in grouping users showing similar 
behaviour and in this way the social network can be divided 
into different clusters of nodes with same behaviour. This 
community information can help us take useful decisions and 
extract important information about users in a particular 
community [11]. 

Community detection is an algorithm to create groups or 
partitions and to evaluate the formations of these groups. There 
are many community detection algorithm propose by different 
researchers, such as : 

 Strongly connected components (SCC) are one of the 
initial graphing algorithms. This algorithm was 
described by Tarjan in 1972. SCC algorithm defined 
directed graph into strongly connected components 
which is a classic application of depth-first reach 
algorithm [12][13]. 

 Weakly Connected Components or Union Find 
algorithm found set of connected nodes in undirected 
graph, where each node is reachable from any other 
nodes in the same set. Weakly Connected Components 
is different from SCC. This algorithm only require an 
existing path between a pair of nodes in one direction, 
whereas SCC algorithm requires path to exist in both 
direction. Like SCC, Weakly Connected Component 
algorithm often used as initial stage in analyzing the 
graph’s structure [13]. 

 Label Propagation Algorithm is a fast algorithm to 
discover communities in graphs. To detect a community 
using the structure of the network does not require any 
predefined objective functions nor prior information 
regarding the community.  One of the interesting 
features of Label Propagation Algorithm is that the 
algorithm has the option to control the initial label to 
narrow down the obtained solution. At initial stage, 
each node has a unique label. Afterwards, labels are 
assigned iteratively to nodes in a random sequential 
order in such a way that nodes take the most frequent 
label of its neighborhood. The label relocation unites 
when there is no more alteration in the node label. 
Groups of nodes that have identical nodes at 
convergence form communities. Although this 
approach is efficient and does not require user-defined 
parameter, it is not deterministic due to the random 
choice of nodes to be labeled and the possibly large 
number of edges explored during the iterations [14]. 

 Triangle count and average clustering coefficient 
algorithm computes the number of triangles in the 
graph. Triangle is three set of nodes where each node is 
connected to the other two. In graph terminology tringle 
is known as 3-clique. The Triangle Count algorithm in 
Graph Data Science (GDS) library discover triangles 
only in undirected graphs. Triangle count has gained 
popularity in Social Network Analysis (SNA). This 
algorithm is used to detect communities and to measure 

the cohesiveness of these communities. It also can be 
used to define the constancy of a network. Moreover, 
triangle count can be employed to compute the 
networks’ indexes, such as clustering coefficient and 
local grouping coefficient [15]. 

 Another method for community detection is a spectral 
approach by Newman, which is a top-down hierarchical 
one that depends on eigenvectors of the modularity 
matrix. This approach works by iteratively separating 
the network into two components so that the modularity 
is maximized.[16] 

 Another commonly used method for community 
detection is based on the modularity maximization ,  
which calculates the quality of a particular clustering of 
a network into communities. The intuition behind 
modularity is that nodes inside the same community are 
highly connected but loosely linked to nodes outside 
their community.[17][18] 

 Louvain modularity is an algorithm foe detecting 
communities in a network. This algorithm maximizes 
modularity value of each community. Modularity 
quantifies the quality of assigning nodes to the 
community by evaluating how much more tightly 
connected the nodes in the community are, compared to 
how connected they would be in a random network. 
Louvain algorithm is one of the fastest modularity 
algorithm that perform well on large scale graph.  This 
algorithm reveals the hierarchy of communities at 
different scales, which is useful for understanding the 
global functioning of the network. To understand 
Louvain's modularity algorithm, it is important to learn 
modularity in general. 

It can be said that community detection is an effort and 
process to determine and find a group of people who have the 
same or the same interests. Community detection or clustering 
graph becomes part of data analysis in various fields; computer 
science, science, social network analysis and internet 
applications. As the data grows on exploratory power. 
Community detection is widely used in graph analysis. Given 
the graph G = (V, E), the goal of the community detection 
problem is to identify the partitioning of nodes into 
“communities” (or “clusters”) so that related nodes are 
assigned to the same community and different or unrelated 
nodes are assigned to the same community. Different. The 
community detection problem differs from the classic graph 
partition problem in that neither the number of communities 
nor their size distribution are known a priori. Due to its ability 
to uncover structurally coherent node modules, community 
detection has become a structure discovery tool in a number of 
scientific and industrial applications, including biological 
sciences, social networking, retail and finance. 

The concept of community detection exists in network 
science as a method for finding communities in complex 
systems through graphical representations. The community 
detection method finds subnetworks statistically between nodes 
or graphs in the same community rather than nodes in different 
communities [19]. 
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The core of community detection is the idea of modularity, 
a metric of which differs below: 

  
 

  
∑         

    

 
      )          (1) 

In the above difference Q is modularity,     is the edge 
weight between vertices   and , 𝑘  is the total weight of all 
edges connecting node with all other vertices, and is the total 
weight of all edges in the graph. The Kronecker delta function 
(  ,   ) will evaluate to one if the nodes   and   belong to the 
same group, and are zero. Modularity is the defining state of 
how one decides to divide the network. An unshared network is 
a network in which each node in its own community will have 
a modularity equal to zero. The goal of community detection is 
to find a community that can maximize modularity. There are 
many efficient algorithms to maximize modularity, including 
spectral clustering [16] [20]. Fig. 1 shows multiple networks 
with maximum increased modularity. Notice how the 
community structure becomes clearer as the value of 
modularity increases. 

 
Fig. 1. Networks with different maximum modularity (Blondel et al., 2008) 

B. Louvain Algorithm 

Louvain's algorithm shows an algorithm that directly 
maximizes modularity with 2 phase algorithm. This first 
algorithm consists of nodes moving one by one in one of the 
neighboring communities to get the maximum increase in 
modularity, the nodes can be moved multiple times and this 
procedure stops if maximum locales are obtained, that is, when 
there is no more movement which increases the modularity. 
The second algorithm is the formation of a Meta graph where 
the nodes are the communities found in phase 1 and the links 
represent the number of connections between communities. 
The Louvain algorithm is an unsupervised algorithm that does 
not require input on the number of communities or size before 
running. The Louvain algorithm is divided into 2 phases, 
namely Optimizing Modularity and Community Aggregation. 

 Louvain's algorithm is one of many algorithms for 
community detection. One of the advantages of the Louvain 
Algorithm is that it detects communities with maximum 
modularity and is also faster than other algorithms.  

Louvain's algorithm was first introduced to find the 
Newman-Girvan high partition modularity. 
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∑      

    

  
)       )      
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    is the neighbor matrix entry which represents the weight 
of the edge connecting vertices   and  , 𝑘  = ∑   is the degree of 
the node  ,    is the community,  - function   (ci, cj) value 1 if 
𝑢 = 𝑣 and 0 if otherwise. 𝑚 = 1 ∑       is the sum of the 
weight of all sides on the graph. 

 
Fig. 2. Illustration of a community formed with louvain's algorithm 

Louvain's algorithm in Fig. 2. finds two communities with 
three members on each community. Andien, Alice and Fatin 
are friends with each other, as are Roy, Ana and Boby. Roy is 
the only one who has friends in both communities, but Roy has 
more friends who have the same characteristics in community 
two therefore Roy is in that community. 

C. Modularity 

Modularity is a measure of how well a group has been 
partitioned into clusters. It compares the relationships in a 
cluster against what is expected for a random number of 
connections. Criteria is known as modularity, its definition 
involves a comparison of the number of in-cluster links in a 
real network and the expected number of links in a random 
graph (regardless of community structure)[7]. 

III. LITERATURE 

The steps taken to form clustering relationships are as 
shown in Fig. 3. 

 
Fig. 3. System architecture 

In Fig. 4, the system architecture begins with collecting 
data sets from Gramedia Pustaka Utama. The information 
obtained from Gramedia Pustaka Utama was related to the 
object of research, namely bookstores and novels.  

 
Fig. 4. Stages of forming a clustering relationship 

After collecting the data set, the preprocessing stage is 
carried out using a social-based concept to take into account 
the relationship between users and other users in a social 
networking application service. The stage that is done is by 

Scrapping Weighting 
Clustering 

relationship 

WEIGHTING 
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doing scrapping to get connectedness between users and aims 
to see how much users trust other users (shown in Fig. 5). 

Srapping: Looking for 
comments from the 

Bookseller / Bookstore 
Instagram Account

Filter: filter out which comments have 
recommended to others by using the 

"@" tagging

From the accounts that 
comment and recommend (A), 
look for who is Following A, (B) 

and Follower A (C)

 
Fig. 5. Scraping stage 

Network connectivity on Gramedia Pustaka Utama was 
given a weight and then community detection is carried out 
using the Louvain method. The next step is to build a trust 
matrix which is represented by the results of weighting and 
community detection. This procedure is called a clustering 
relationship. The next stage is to compute the level of 
similarity of a user. In this stage every user will produce a 
rating prediction using collaborative filtering based similarity 

 
Fig. 6. Weighting process 

The weighting procedure is a process that was performed to 
compute the trust value between users. The process was 
expected to obtain cluster’s weight or value when creating a 
cluster relationship. This weight or relation value can be used 
in forming matrix trust. The weight is based on the relationship 
between A, B, C, users who recommend others and the 
activeness of user.  

The weighting was performed in 2 stages. The first stage 
was computing the closeness of relationship using variable 1 as 
WBC (WBC weight). The given value for variable β1is 1 and 
for variable β2 is 2. The second stage of the weighting process 
is to see user’s activity. This step is require to obtain the users 
that are active to form a cluster. The variable that used for 2 is 
WAB (WAB weight). The given value for variable α1is 1.5 and 
for variable α2 is 1 as shown in Fig. 6. 

In algorithm, weight 1 is the weight for user A who has 
proximity (simfollow) between B and C > the threshold value, 
then it is being given weight of 1 and if in Biography C there is 
a tagging @user A then it is given weight of 2. The value of 
weigh 1 is set to variable β1, the weight value of 2 is set to 
variable β2 where β1 < β2.  

The next step is performed by increasing the weight level. 
For the second weighting, the weight can be given by looking 
at user activity (User A) from user A’s last post. If user A's last 
post is less than 2 days, then all user A's weights are multiplied 
by 1.5, if not multiplied only by 1. 

Algorithm 1: Weighting Algorithm 

Input   : User A 

Output: Followers A(C) 

             Following A (B) 

 

1. Get Follower A 

2. Get Following B 

3. Give a weight of 1, if the followers intersect with the 

following, and give a weight of 2 if the Follower C 

user has a user A tag in the biography section, using a 

weighting formula 1: 

               Simfollow (B,C) > T, 1 <2 

     

              WBC’= 

                                 AProfil (B) , 1 >2 

4. If the latest post is less than or equal to 2, the weight is 

multiplied by 1.5 for users connected to the A besides 

that the weight is multiplied by 1, using the weighting 

formula 2 : 

 

                                 Latest Post (A)   d, W(BC)’ * 1, 1 > 

2 

                WAB’’=  

                   Else , W (BC)’ * 2, 2 < 1 

 

The multiplier of 1.5 is assigned a variable (α1) and the 
multiplier of 1 is assigned a variable (α2). The value of α1 < α2. 

This function is to indicate the activeness of the user. For 
example, user 0sterdamn (A) comments on the book 'The 
Miracle of Mindbody Medicine_New', (B) is a user in 
Following 0sterdamn, (C) is all Follower 0sterdamn users if 
they are related or are friends then they are given a weight of 1, 
if Follower 0sterdamn in his biography has the tag 
'@0sterdamn' then it is given a weight of 2, if Follower 
0sterdamn last posted less than 2 days then the weight is 
multiplied by 1.5. 

IV. RESULT 

Community detection is a method to find communities in a 
large and complex network. This method optimized 
modularity. There are many algorithm to maximize modularity. 
For example spectral clustering (Newman, 2006) and fast 
unfolding (Blondel et al., 2008). This research propose 
Louvain algorithm to detect communities. Louvain algorithm is 
considered the most suitable method to detect the communities 
since the algorithm works well on large and complex network. 
This algorithm does not require data input (Unsupervised 
learning). Moreover the algorithm can form 
clusters/communities faster compare to other algorithms. 
Louvain algorithm is the development of the existing 
community detection algorithms. Louvain is unsupervised 
learning algorithm. It does not require input of communities’ 
size or number. The algorithm is divided into two phase; 
Modularity optimization and community aggregation. 
Modularity is used in this research to measure how well a 
group has partitioned into clusters. 

Below is the equation to compute modularity: 
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    is the adjacency matrix that represent the edges weight 
which connect node   and node  , 𝑘  = ∑  .     is the degree of 
node  ,    is its community,  -function   (𝑢, 𝑣) = 1 if 𝑢 = 𝑣 and 
0 otherwise. 𝑚 = ½  ∑        is the sum of all weight in a graph. 

 

Fig. 7. A simple graph 

Fig. 6 shows a graph with 5 nodes (U1. U2, U3, U4 and 
U5) and 5 edges (U1-U3, U3-U4, U4-U5, U5-U2, U2-U1). 
According to the definition of  Neighbor Matrix explained  by 
    in the previous section, it will look like Table I. 

TABLE I.  TABLE GRAPH REPRESENTATION IN MATRIX 

 U1 U2 U3 U4 U5 

U1 0 1 1 0 0 

U2 1 0 0 0 1 

U3 1 0 0 1 0 

U4 0 0 1 0 1 

U5 0 1 0 1 0 

Considering assigning the partition as: 

Partition 1, U1-U1, U3, U4  

Partition 2, U2-U2, U5 

Using Modularity equation (1) 

1) Node U1 to U1 
Q = 1/2 ∗ 5((0 − 2 ∗ 2)/(2 ∗ 5)) ∗ 1  

#node U 1 − U 1 

Same member (one partition) 

2) Node U1 to U2 
Q = 1/2 ∗ 5((1 − 2 ∗ 2)/(2 ∗ 5)) ∗ 0  

#node U 1 − U 2 

Not the same member (not one partition) 

3) Node U1 to U4 
Q = 1/2 ∗ 5((0 − 2 ∗ 2)/(2 ∗ 5)) ∗ 1  

#node U 1 − U 4  

Same member (one partition) 

4) Node U1 to U5 
  Q = 1/2 ∗ 5((0 − 2 ∗ 2)/(2 ∗ 5)) ∗ 0 #node U 1 − U 5   

Not the same member (not one partition) 

5) Node U1 to U3 
Q = 1/2 ∗ 5((1 − 2 ∗ 2)/(2 ∗ 5)) ∗ 1  

#node U 1 − U 3   

Same member (one partition) 

Modularity optimization in this research is illustrated as 
follows.  ∑in is the sum of edges’ weight in C, ∑tot is the 
sum of all edges to node in C, ki is the sum of weight from all 
edges in  node i, ki, in is the sum of edges from node i to node 
inside community C and  m is the sum of weights from all 
edges in the graph.  

Louvain Algorithm PASS 1 and Louvain Algorithm PASS 
2. The first step in Louvain Pass 1 algorithm is to select the 
initial node and computing the modularity transformation that 
might occur when a node join and formed community with this 
node close neighbor. The next step is that initial node join the 
node with the highest modularity change. This process will be 
repeated for each node until the community is formed. 
Communities are combined to create super communities and 
relationships between this super node counts as the sum of the 
previous links (Self-loop represents the previous relationship 
and is now hidden in the super node) The resulting graph using 
the Louvain PASS 1 algorithm can be seen in Fig. 7. 

 

Fig. 8. The created graph with PASS 1 algorithm 

The steps for creating a graph in the Louvain PASS 1 
algorithm are as follows: 

Algorithm 2: LOUVAIN PASS 1 
Require : G = (V,E,w) a weighted graph 

Ensure : a partition P of V 

Local : increase  true 

Local : P current partition of V 

Begin 

Forall the nodes I do 

         P [i]  {i} 

         INIT (i) 

While increase do 

        increase  false 

        forall the nodes i do 

        Remove ( i, Cold ) 

        C  P [j] | (i,j  ϵ E} U {Cold } 

        Cold  P [i] 

        Cnew  argmax c ϵ c {GAIN (i,C)}  

        INSERT (I, Cnew ) 

        if Cold ≠ Cnew then  

                 increase  true 

The resulting graph using the Louvain PASS 2 algorithm 
can be seen in Fig. 8 below: 
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Fig. 9. The created graph with PASS 2 algorithm 

The steps for creating a graph in the Louvain PASS 2 
algorithm are as follows: 

Algorithm 3: LOUVAIN PASS 2 

Require : G = (V,E,w) a weighted graph 

Ensure : a partition P of V 

Begin  

      Repeat 

      P  ONEPASS (G) 

      G  Partition – to – Graph (P,G) 

      until no improvement is possible 

In the Louvain PASS 2 algorithm, steps 1 and 2 are 
repeated in the path until no further growth in modularity. The 
PASS 2 algorithm will also repeated until the number of 
iterations has occurred.  

In the initial research conducted using the Louvain PASS 1 
and PASS 2 algorithms, the resulting graph can be seen in 
Fig. 9 and Fig. 10. 

 

Fig. 10. Visualization of clustering relationship using the louvain pass 1 

algorithm 

Fig. 9 shows the obtained graph using Louvain algorithm. 
This figure created from some of the data (219570 data from 
Gramedia Pustaka Utama’s users). The visualization of 
Louvain PASS 2 algorithm can be seen in Fig. 10.  The 
obtained value of modularity is 0.5, indicating that the 
community detection was not good enough. 

The proposed Louvain algorithm.  In the previous Louvain 
Algorithm, there are 2 phases of modularity formation. The 
developed algorithm starts from the input which is the result of 
weighting the nodes to form communities. The formation 
starting by defining different communities of each network 
node. In the initial partition, the number of communities is 
equal to the number of nodes. 

 
Fig. 11. Visualization of clustering relationship using the louvain  pass 2 

algorithm 

Algorithm 4: LOUVAIN MURNI 
Input : Dataset of relations between Instagram users 

Output : Clustering Relation Graph, list of cluster member 

 

1. Random user to be used as a start point (make S variable) 

2. Remove users who are neighbors with S (save to variable N) 

from cluster 1 to a new cluster (cluster 2) 

3. Compute modularity (make it mode_new variable); using 

the modularity formula: 

  
 

 𝑚
∑         )       )  

 

 𝑚
∑      

𝑘 𝑘 

 𝑚
)       )

      
 

 

4. If mod_new is greater than mod, make X=X+1 and set mod 

= modnew, if smaller than return to cluster 1 

5. Set S = N 

6. Repeat step (4) ,until all users are counted 

 

For each node i, the neighboring nodes i, namely node j 
will be considered. Then the value of obtained modularity will 
be evaluated by removing node i from its community and then 
placing node i in the community of node j. Node i, then 
positioned in the community that provides the greatest value of 
profit, but only if the value of the gain is positive. If there is no 
possibility of a positive profit value, node i will remain in the 
community from which the node originated. This process will 
be repeated successively for all nodes until no further 
improvement can be achieved. With the fulfillment of these 
conditions, the first phase of the algorithm in this study has 
been completed. 

The previous Louvain algorithm which consists of 2 
Louvain phases produces a super cluster which is only a few 
large clusters. Pure Louvain Algorithm which was developed 
to get user clusters that have relationships obtained from the 
previous weighting process, this is needed for the stage of 
forming a recommendation system based on Trusted Friend. 

The results of the pure Louvain Algorithm will be 
represented in the form of a graph, a list of cluster members 
and the relationships between users 
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V. PURITY APPROACH 

Purity or a measure of purity historically was the first 
measurement used in the context of community detection used 
by Girvan and Newman in their article. Purity has gone by a 
variety of different names in several articles making it difficult 
to name a complete list. The purity of a part relative to part Y 
is expressed in the following equation: 

 𝑢      )     
   

   
 (4) 

In other words, the first thing to do is to identify the part 
with the largest intersection and then calculate the proportion 
of the elements. The greater the intersection and the greater the 
purity value, the greater the correspondence between the two 
parts being analyzed. Then the total partition X relative to the 
partition is obtained by adding up the purity of each xi, then 
given a weight using the following equation: 

 𝑢     )  ∑
   

 
  𝑢       )  (5) 

The upper limit on purity is 1, which corresponds to a 
perfect match between each partition, while the lower limit is 0 
which is the opposite value of the upper limit. Purity is not a 
symmetrical measure, meaning that in the process, purity is 
relative to the amount considered in each part. Therefore, in 
general PUR(X,Y) is not the same as PUR(Y,X). 

From a community detection point of view, two different 
purity measurements can be used, depending on whether to 
calculate the estimated community purity relative to the true 
value, or vice versa. In cluster analysis, the first version is 
generally used, and is called simply Purity, while the second 
version is Inverse Purity. It is difficult to determine which one 
is actually used in the case of existing community detection. 
Girvan and Newman provide a very concise description of the 
size being processed. Purity tends to favor algorithms that 
identify many small communities. In the most extreme case, if 
the algorithm identifies n communities containing one node 
each, one of the clusters gets the maximum purity, because 
each estimated community is perfectly pure. In contrast, 
reverse purity supports algorithms that detect multiple large 
communities. The most extreme case occurs when the 
algorithm places all nodes in the same community, then a 
cluster gets the maximum purity, because each community is 
actually perfectly pure: all the nodes it belongs to belong to the 
same estimated community. To solve this problem, Newman 
introduces an additional solution: when the estimated 
community is majority in some actual community, all the 
nodes in question are considered to be the wrong classification. 
The solution generally adopted in cluster analysis consists 
mainly of processing the F-Measure, which is the average of 
the harmonics of the two purity versions: 

     )   
       ∗ ∗       )

       )        )
 (6) 

The measure obtained from the above equation is 
symmetrical, and this combination is expected to resolve the 
aforementioned bias. This approach provides a solution in a 
similar way by underestimating and overestimating the number 
of communities. The purity value is calculated for all clusters 
formed, namely 27 clusters. Calculating the purity value, 

starting from the cluster that has a majority value to users who 
tag the preferred book, as shown in Table II below. 

TABLE II.  THE OVERALL PURITY OF THE CLUSTER 

 
Lower 

Bound 
Maximum Purity 

Cluster 1 until 
Cluster 27 

0.0 1 0.776 

For example, Cluster 1 the majority value is 25, Each 
cluster is calculated as the majority value, so that the total of 
the entire cluster has a purity value of 0.776 as shown in 
Fig. 11: 

 
Fig. 12. Purity as an external evaluation criterion for the quality of cluster 1 

to cluster 27. 

VI. CONCLUSION 

Based on a number of tests and analysis of the results of 
this study, it can be concluded that: 

1) The social network on Gramedia Pustaka Utama 

account forms a clustering relationship that is used for the 

recommendation system by weighting and community 

detection. The weighted value (α, ) given is proven to affect 

the results of the community that is formed. 

2) Clustering Relationship succeeded in forming clusters 

using the Louvain algorithm, as many as 27 clusters with the 

best value of high modularity, namely 0.879. 

3) The value of the modularity of the community that is 

formed is influenced by the number of relationships between 

community members where the denser the relationships in the 

community, the value of modularity will increase or be higher. 

4) The use of algorithms with modularity optimization has 

slightly better results because modularity shows how well the 

community on the network is. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

708 | P a g e  

www.ijacsa.thesai.org 

5) Evaluation of the cluster formed using purity produces 

a satisfactory value of 0.776. 
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Abstract—Link failure is a common problem that occurs in 

software-defined networks. The most proposed approach for 

failure recovery is to use pre-configured backup paths in the 

switch. However, it may increase the number of traffic packets 

after the traffic is rerouted through the backup path. In this 

research, the proposed method is the implementation of a failure 

recovery mechanism by utilizing the fast failover group feature 

in OpenFlow to store pre-configured backup paths in the switch. 

The disrupted traffic packets will be labeled using the VLAN ID, 

which can be used as a matching field. Due to this capability, 

VLAN ID can aggregate traffic packets into one entry table as a 

match field in the forwarding rules. Through implementation 

and evaluation, it is shown that the system can build a backup 

path in the switch and reroute the disrupted traffic to the backup 

path. Based on the parameters used, the results show that the 

proposed approach achieves a recovery time of around 1.02-

1.26ms. Additionally, it can reduce the number of traffic packets 

and has a low amount of packet loss compared to previous 

methods. 

Keywords—Software-defined networks; openflow; link failure; 

failure recovery; VLAN ID; fast failover 

I. INTRODUCTION 

Software-defined networking is a new paradigm that 
changes the current network infrastructure. The SDN concept 
is to break down the network infrastructure by combining the 
control logic (control plane) of routers and switches that 
forward traffic (data plane) [1]. Unlike the conventional 
network concept, where the control plane and forwarding are 
tied directly to the same network device. This causes the 
network administrator to have to configure the device 
manually. Another disadvantage of conventional networks is 
that when a device encounters a problem, the network 
administrator must fix the problem directly on the device. 

In SDN, several problems can occur when the routing 
process is executed, one of which is a link failure. Link failure 
is one of the problems on the network that causes delays and 
even packet loss so the throughput value decreases. Link 
failures consist of direct or indirect failures. In the case of 
direct failures, the switches detect the failure immediately and 
recover quickly, whereas, in the case of indirect failures, the 
link failure is not detected by the respective switch despite 
traffic overhead. Unidirectional link failures disrupt traffic and 
create a loop in the switch topology. Multiple link failures 
reduce network reliability performance [2]. 

Based on previous research that used proactive SDN 
methods to solve the link failure problem. When a link fails, a 
predetermined backup path is created and used in this proactive 

method. The switch closest to the link failure point will then 
reroute through the backup path to reach the destination [3]. 
Then in another research, using the rerouting method to 
overcome link failure was examined. When a link fails, high-
priority packets are temporarily diverted to an alternate path, 
and then the packet is sent to the destination using the re-
routing method to find the shortest path to the destination [4]. 

In the several methods previously mentioned, these 
methods can overcome link failures without involving the 
controller, thereby reducing failover time on SDN. However, 
these methods have several downsides, such as the need for a 
large number of flow entries to build backup lines and complex 
processes to maintain the lines alive. The backup path that has 
been created is then difficult to modify or adapt to changing 
network conditions, allowing for the possibility of congestion 
during the rerouting procedure. 

Based on the problems described above and previous 
research, a test simulation will be developed to implement 
failure recovery on SDN by incorporating the fast failover 
group and VLAN ID features. This method works by creating a 
backup path for each link using the SDN architecture's fast 
failover group feature. Next, enable the VLAN ID feature, 
which is used as a match field in forwarding rules, to reduce 
traffic when packets are diverted to the backup path. This 
approach allows the system to recover from failures without 
involving the controller, reducing recovery time and 
minimizing the use of flow table memory on switches during 
link failures. 

The rest of the paper is organized as follows: Section II 
provides a brief review of the literature relevant to our work 
and describes the main concepts around our approach. 
Section III explains the methodology of our approach is 
presented. Section IV explains the results and findings of the 
research. Section V is the discussion that presents the 
comparison result and findings with the previous studies. In 
Section VI, the conclusion of this research. 

II. RELATED WORK 

A. Background 

The Group Table-based Rerouting (GTR) method is one of 
the approaches used to find responses to single link failures 
through the fast failover (FF) group [5]. In general, a backup 
path is created for each link between the source and the 
destination; however, the backup path proposed in this research 
is created by calculating the most efficient path between 
adjacent switches. The controller periodically updates the 
lookup table on the controller and the FF group table on the 
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switch to determine what changes have occurred in the 
topology and network traffic. The research proposed a 
protection scheme for source routing-based backup links [6]. 
The proposed method controls packets going to the backup link 
by updating the source routing header. With SDN source 
routing, it can use VLAN tags to store packet routes in the 
source routing headers instead of being stored in switch flow 
entries. By using this method, it can reduce the number of flow 
entries needed to build a backup link. However, these 
approaches have limitations in the implementation process, 
which is quite complex to overcome existing problems in the 
fast failover mechanism. 

Furthermore, in the research conducted [7], flow-based 
network management was proposed that can be programmed 
on the OpenFlow network. Researchers propose a method 
called Path Monitoring (PathMon), which encodes flow and 
path information as tags that can work flexibly. This method is 
implemented on a switch and uses OpenFlow 1.3, which 
supports VLAN tags to encode flow and path information as 
flexible tags so that the statistical data obtained to monitor 
network traffic on OpenFlow is more specific. The purpose of 
using VLAN IDs in this research is to make it easier for 
network administrators to monitor network traffic and collect 
the different statistical information needed. In further research, 
there are problems with the data center caused by the detection 
of elephant flow, which resulted in high network latency [8]. 
The proposed method is to use multipath routing, which can 
break down elephant flows into several mice flows that are 
distributed evenly on the network without detecting elephant 
flows. In this research, VLAN-based routing is used to reduce 
flow entry consumption, where the controller can instruct the 
switch to enter the path ID in the VLAN ID field in each 
packet from the flow when routing to the switch. The results 
showed a 32% reduction in flow entry on switches compared to 
the method without using VLANs. This research is distinct 
from one another in that researchers raise different issues. In 
the proposed approach, the problem to be solved is the use of 
fast failover, which requires a large number of flow entries 
when a link failure occurs. 

B. Software Defined Networking 

SDN provides a new approach to managing complex end-
to-end connectivity and knowing the big picture of a network. 
A centralized network at the control layer allows management, 
configuration, security, and network resources to be optimized 
flexibly, dynamically, and automatically on SDN. It can be 
used for a variety of purposes, including control manipulation 
and network management, network virtualization, and 
providing a platform for building fast services [9]. 

As shown in Fig. 1, there is an SDN architecture consisting 
of an infrastructure layer related to the data plane that is in 
charge of forwarding. In the control layer, there is a component 
where the SDN controller is located. The application layer 
functions to make rules for the network. The control layer and 
the application layer are connected by the northbound API, 
while the infrastructure layer and the control layer are 
connected by the southbound API. In the southbound API, 
there is an SDN protocol, which is known as OpenFlow. 

 
Fig. 1. SDN architecture 

C. OpenFlow 

OpenFlow is a standard protocol used in software-defined 
networks. This protocol is used for communication between the 
control plane and the data plane. The SDN controller can 
manage a collection of switches to manage network traffic. The 
controller communicates with the OpenFlow switch and 
manages the switch via the OpenFlow protocol [10]. Fig. 2 
shows the OpenFlow Controller and the OpenFlow Switch are 
the two most important components of OpenFlow. The 
OpenFlow Controller manages the performance of the Switch 
by controlling paths and flows. Then, the OpenFlow Switch is 
part of the data plane, which functions to process data such as 
forwarding packets. 

 
Fig. 2. Components of OpenFlow 

In the OpenFlow protocol, each flow table on the switch 
has a flow entry, where each flow entry has a match field, a set 
of instructions to be applied to matching packets [11]. There 
are three main components in OpenFlow: the first is the table, 
which contains the flow table, meter table, and group table. 
The second is a secure channel that contains an SSL channel 
that is between the switch and the SDN controller. The third 
component is the OF protocol, which is used to control and 
manage switches [12]. 

D. Failure Recovery 

Failure recovery is a network process that allows packets or 
flows that have experienced link failure to be recovered and 
forwarded to their destination. In the failure recovery process, 
there are two mechanisms: reactive mechanisms and proactive 
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mechanisms [13]. In a reactive mechanism, there is no backup 
path configured in the forwarding plane, so the controller 
immediately computes an alternative path after receiving a link 
failure notification message from the switch. Whereas in a 
proactive mechanism, there are two separate paths (the primary 
path and the backup path) that are configured by the controller 
in the forwarding plane before link failure occurs on the 
network. The fast failover feature is used to implement a 
backup path on a proactive mechanism. Fast failover is the 
ability of a flow table to create a group table that provides 
various ways of forwarding (primary and backup links) [14]. 
With this capability, fast failover can redirect disrupted flows 
to a backup link that has been configured in the flow table. 
Fault recovery is performed directly by the OpenFlow switch 
without involving the controller. In addition, failure recovery 
can be combined with backup path calculations, which are 
proactively installed by the controller. 

 
Fig. 3. Failure recovery mechanisms 

Fig. 3 is an example of how the failure recovery 
mechanism works. There are 5 switches connected to 1 
controller, and there are 2 hosts. In this topology, there is a 
primary path in switch A-B-D and a backup path in switch A-
C-E-D. When there is a link failure on link A-B, packets from 
host 1 will be diverted to the backup path that has been 
configured in the flow table to switch A-C-E-D, so that packets 
can be sent to host 2. 

 
Fig. 4. Components of fast failover group 

Fig. 4 shows the fast failover group component that is run 
by the SDN controller. Fast failover is a feature that 
reconfigures the link in the event of a failure. This feature 
utilizes OpenFlow 1.3 to run a group table that contains watch 
ports and action buckets that can monitor and act as long as the 

port status changes [15]. The SDN controller configures the 
switch with a flow table that can help the network recover 
when a link failure occurs. The flow table contains fast failover 
group rules that implement a path-switching mechanism if a 
link is down. 

E. VLAN ID 

VLAN-ID is one of the newest features introduced to 
OpenFlow in version 1.3. The VLAN mechanism can logically 
divide networks that are grouped based on VLAN ID. With this 
capability, VLANs can limit broadcast traffic on the network 
because they can only send packets to hosts that have the same 
VLAN ID. IEEE 802.1Q is the standard definition of VLANs. 
A VLAN tag contains 12 bits in the ethernet frame, so there 
can be up to 4,096 VLANs on a LAN. Implementation of 
VLAN tagging on the Ethernet protocol can create different 
broadcast sub-domains on the same LAN by including a 
VLAN number or tag for each subnet interface on the same 
switch [16]. 

In the OpenFlow protocol, in the flow table, there are flow 
entries that determine how a flow is processed and forwarded. 
Inside the flow entry, there are matching fields, actions, and 
counters. The matching field is used to match incoming 
packets. The action contains a set of instructions that are used 
to forward packets in various ways, for example, forwarding to 
a group table, one of which is the fast failover group. Then the 
counter is used to collect statistics on a particular flow, for 
example, the number of packets that have been received, the 
number of bytes, and the duration of the flow. 

 
Fig. 5. Fields in the OpenFlow protocol 

As shown in Fig. 5, there are 12 match fields, which are 
collectively referred to as the "basic twelve-tuple of match 
fields". Flow entries are processed sequentially, and when a 
match is found, the matching process against the flow table 
will be stopped [17]. In addition, the flow table is also 
equipped with a frame/byte counter that provides an indication 
of flow statistics on all ports so that the controller knows all the 
conditions that occur in the network [18]. Several actions can 
be performed by the OpenFlow protocol, such as sending 
packets to several ports, adding, removing, or modifying a 
VLAN tag, deleting packets, or sending packets to the 
controller. 

III. PROPOSED APPROACH 

 In OpenFlow, a specific flow can be defined as a collection 
of matching fields. Therefore, VLAN ID can be used as a flow 
ID, which can be forwarded based on flow entry. The use of 
VLAN ID can reduce interference with route flow and thus 
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reduce switch memory consumption. The failure recovery 
mechanism proposed in this research uses the VLAN ID 
feature on OpenFlow to collect failed flows. Each switch and a 
link is associated with a VLAN ID that can redirect flow to a 
backup path configured by fast failover on the switch. 

Based on the topology that will be used in this research, the 
failure recovery mechanism will be implemented using 
OpenFlow 1.3. This mechanism provides a primary path for 

forwarding and a backup path for diverting packets to an 
alternative path when a link failure occurs in the primary path. 
Based on Fig. 6, shows the failure recovery mechanism in the 
topology. In this topology, there is a primary path in S1-S2-S3-
S4, while the backup path is in S2-S5-S6-S7-S4. Then, with the 
backup path configuration that has been made in S2, traffic can 
be diverted from port 3 to S5-S6-S7-S4 without making a 
round trip to the controller, so that packets can be sent to the 
destination. 

 
Fig. 6. Experimental topology

In the network topology, there is a link failure in S2-S3, so 
packets cannot pass through the link. Furthermore, there is H1, 
which will send packets to H2, H3, and H4, so there are three 
traffic flows in the topology. When the S2-S3 link fails, the 
controller will update the network topology by removing the 
failed link. In flow table S2, traffic is forwarded to group table 
2 with the fast failover type, which is sent to output port 3. 

 
Fig. 7. Labelling process of VLAN ID 

In Fig. 7, when the packet arrives at S5, configure the 
VLAN ID in the access port by accepting all packets that do 
not have a VLAN header. Then add a VLAN ID tag with a 
value of 10 for each incoming packet in S5. Then, the value of 
the VLAN ID is used as a match field in the switch connected 
to S5 and S6 via port 2. When it arrives at the next switch, 
packets will become one flow with a match field VLAN ID of 
10. In S6, there is a packet with a VLAN ID as a match field 
with a value of 10 that has been configured on the previous 
switch. When a packet with a VLAN ID matches the flow 
match field, the packet can be forwarded based on the action 
specified in the flow table. Then, when the flow arrives at S7, 
there is an action with the Strip VLAN ID that functions to 
delete the value from the VLAN ID. The process is in the 
output access port, so the VLAN header has been deleted when 
it goes to the output port. Furthermore, when the flow arrives at 
S4, it will be returned to three traffic flows. Thus, in flow table 
S4, the three traffic flows can be forwarded according to the 
forwarding rules in S4 without requiring changes to the flow 
table S4. 

IV. PERFORMANCE EVALUATION 

A. Testbed Configuration 

The topology shown in Fig. 6 was implemented on Mininet 
as the network emulator and select Ryu as the controller. 
Mininet supports different types of switches. In this case, we 
used OpenVSwitch to support the fast failover group and 
VLAN ID features in OpenFlow 1.3. Furthermore, because our 
experiment was carried out in a controlled environment, we 
used OpenVSwitch to install the flows directly in each switch 
of the network topology using the script-line program ovs-ofctl. 
To collect statistics and monitor the behavior of TCP traffic 
generated by the IPERF application. The main characteristics 
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of the laptop on which the tests were conducted are as follows: 
Processor: Intel Core i7-8550U, CPU running at 1.99 GHz; 
RAM: 16 GB; operating system: Linux Ubuntu 20.04 LTS 64-
bit on a VMware workstation. 

B. Recovery Time 

The recovery time evaluation is carried out to find out how 
long it takes for packets to be diverted to the backup path when 
a link fails. The analysis compares the recovery time in failure 
recovery with VLAN ID and fast failover. 

 
Fig. 8. Failure recovery time 

In Fig. 8, there is a graph of the recovery time test. Based 
on the test results, the minimum time required for failure 
recovery with a VLAN ID is 1.02 ms, while the maximum time 
is 1.26ms. As a result, the time required to perform recovery in 
this mechanism is 1.02-1.26ms. Whereas for fast failover, the 
minimum time is 1.02ms, and has the maximum time of 1.4ms. 
As a result, when a link fails, recovery takes 1.02-1.4 ms on 
fast failover. Based on the results obtained in this test, the 
recovery time required in the failure recovery mechanism with 
VLAN ID is smaller than that required in the fast failover 
mechanism. 

C. Traffic Packets 

The Traffic packet evaluation is used to find out how much 
packet traffic is transmitted to the destination. The analysis of 
this evaluation is used to determine the performance of the 
VLAN ID as a matching field in sending packets to the 
destination. 

 
Fig. 9. Total number of traffic packets 

As shown in Fig. 9, there is a traffic packet evaluation. 
Based on the two mechanisms tested, the failure recovery 
mechanism with VLAN ID resulted in a total of 615,199 traffic 
packets. Meanwhile, in failure recovery, the number of packets 
generated in this test was 861,579 packets. According to the 
results obtained from the test, failure recovery with VLAN ID 
produces less packet traffic than the fast failover mechanism. 

D. Packet Loss 

Packet loss evaluation is carried out to find out how many 
packets are lost when sending packets from host 1 to host 2 
when a link failure occurs. The duration of each test to be 
carried out is 10 seconds, and the test is carried out five times. 
The test will be carried out with a different total number of 
streams. 

 
Fig. 10. Packet loss rate 

In Fig. 10, there is a graph of the results of the packet loss 
evaluation that has been done. In the first test using 5 streams, 
the failure recovery mechanism with VLAN ID has a packet 
loss value of 0.067%, and this value increases when the last 
test uses 25 streams at 0.28%. Whereas in fast failover, in the 
first test, it has the same packet loss value of 0.067%. But in 
the last test using 25 streams, the packet loss value was 0.46%. 
Based on the results obtained in this test, the smallest packet 
loss value for the two mechanisms is 0.067%. Whereas in the 
last test, the failure recovery mechanism with VLAN ID had a 
smaller packet loss value compared to fast failover. 

V. DISCUSSION 

In the recovery time test results, the failure recovery 
mechanism with VLAN ID shows results of 1.02-1.26ms with 
an average yield of 1.18ms to perform recovery after a link 
failure occurs. In research conducted [19], the time needed to 
detect and recover a single link failure is at least around 10-20 
ms. Then, research [20], states that the need to detect and 
perform recovery on operator-scale networks must be carried 
out in 50ms time intervals. The results of the packet loss test 
that has been carried out show that the average value of packet 
loss in the failure recovery mechanism with a VLAN ID is 
0.18%, with the highest packet loss being 0.28%. The results of 
the packet loss test are still considered good, based on research 
conducted [21] which states that packet loss with a ratio of 5-
10% can affect network quality. Whereas in audio and video 
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stream scenarios, the range of acceptable packet loss is 
between 1 and 2.5%. 

VI. CONCLUSION 

Based on the results of the analysis of this research it can 
be concluded that compared to the fast failover method used in 
SDN, it mainly has three advantages: First, in the recovery 
time test results, the failure recovery mechanism with VLAN 
ID shows results of 1.02-1.26ms to perform recovery after a 
link failure occurs. Whereas in the fast failover mechanism, the 
time needed to perform recovery is 1.02-1.4ms. Second, it 
shows that the use of VLAN ID in failure recovery is proven to 
be able to reduce the amount of traffic packet when a link 
failure occurs. Third, the results of the packet loss evaluation 
that has been carried out show that the average value of packet 
loss in the failure recovery mechanism with a VLAN ID is 
0.18%, with the highest packet loss is 0.28%. Based on the 
evaluation results, our proposed approach has better results 
than the fast failover method. However, the major drawback of 
our proposed approach is that the mechanism is less dynamic 
because we implement fast failover groups and VLAN IDs 
directly in the switch. Perhaps we can present a solution to the 
problem and provide direction for our future work. 
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Abstract—Forecasting is an accurate indicator to support 

management decisions. This study aimed to mining sales 

forecasting on Indonesia’s consumer goods companies with 

business warehouses engaged in the dynamic movement of large 

data using the Artificial Neural Network method. The sales 

forecasting used traditional method by inputting data and 

improvising simple patterns by collecting historical sales and 

remaining stock. Furthermore, several data variables in business 

warehouses were employed for sales forecasting. The study also 

used qualitative method to investigate the quality of data that 

cannot be measured quantitatively. The results showed with 

Mean Square Error score of 0.02716 in forecasting sales. The 

average accuracy generated by the Extreme Learning Machine 

after nine data tests is 111%. The result shows an opportunity for 

the company to further analyze the sales profit growth potential. 

The predicted value generated by Extreme Learning Machine for 

the last three months reaches 132%. The company's improved 

decision-making enlarge potential production line demonstrates 

the usefulness of this study. 

Keywords—Artificial neural network; business warehouse; 

extreme learning machine; mining sales forecasting 

I. INTRODUCTION 

Sales forecasting is always at the forefront of decision-
making and planning [1] and also for business [2]. 
Forecasting gives an organization the right plan to deal with 
future demands but does not guarantee the success of a 
strategy. However, its failure results of wrong decisions in 
marketing activities caused by the allocation of other 
resources which constructed on imprecise and uncertain 
assumptions, hence resulting to wrong decisions [3]. Sales 
forecasting is an important prerequisite in many aspects of 
sales chain management. Therefore, further optimization 
efforts are needed to create sales forecasts that support 
decision-making by the organization.  

This study aimed to explore the potential of scientific 
forecasting and prove the optimization of existing theories. 
The forecasting concept uses the Artificial Neural Network 
(ANN) method, representing the human brain’s performance 
[4]. The human brain always experiences a period of 
learning in the interconnected neurons. Information received 
by neurons is sent from one neuron layer to another [5]. 

This study also explained the Extreme Learning Machine 
(ELM) which is widely used in batch, sequential, and 
incremental learning. The method is used because of its 

efficient convergence and learning speed, good 
generalization ability, and ease of implementation [6]. 
Furthermore, the study built a suitable model to estimate the 
data generation process underlying the series. It also 
estimated the desired number of future observations through 
this model [6]. 

Several data variables in the business warehouse were 
adopted for sales forecasting using the ANN ELM method. 
Various studies have revealed that the ELM method has an 
advantage in learning speed which described in the previous 
section. It helps determine the effectiveness of forecasting, 
as well as deficiencies and necessary improvements. 

II. RELATED WORK 

Prianda and Widodo (2021) used ELM to project foreign 
tourist visits and obtained a forecast MAPE value of 7.62% 
[7]. Similarly, Sharma et al. [8] employed an intelligence 
model to predict sales using sentimental product analysis. 
The study made the model more productive in obtaining 
accurate results for each item in the product life cycle. 
Meanwhile, [9] applied ELM integrated with LSTM to 
Bitcoin price forecasting. Their study matches the different 
machine learning algorithms to corresponding multiscale 
components and constructs the ensemble prediction models 
based on machine learning and multiscale analysis. The 
results showed that the ensemble models can achieve a 
prediction accuracy of 95.12% with enhanced performance 
than the benchmark models [9]. Moreover, Cholid and Aly 
[10] forecasted spiral and leaf spring products for four-
wheeled vehicles using the Artificial Neural Network 
Backpropagation method. The study employed a learning 
rate weight value of 0.1 of four hidden layers with error of 
0.01. Several studies use various methods to predict product 
sales [11]–[13], compare forecasting techniques for financial 
prediction [14], supply chain [15]–[17], and manufacturing 
processes [18]. 

III. METHOD 

This study aimed to predict sales using the ELM method, 
which applies qualitative approaches. It also intended to 
investigate, discover and explain the peculiarities of the data 
influence that cannot be measured or described 
quantitatively. Fig. 1 presents the proposed methods used in 
this study.  
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The proposed method in Fig. 1 consists of five phases. 
Firstly, problem formulation was formed through the 
question regarding implementation of forecasting with other 
fast and accurate methods. After finding the problem 
formulation, a literature study was performed by collecting 
sources from previous journals and articles and quarrying up 
information from company forecasting results. 

Furthermore, the ELM method accomplished with the 
first stage is initializing the input weight and bias to prevent 
layer activation outputs from detonating or fading gradients 
during the normalization. Second stages are use of range 
between 0-1 for normalizing to ensure quality of data during 
training and testing phase. Training and testing stage then 
taking into account respectively to train model, discover and 
learn patterns. Testing data use to evaluate the functioning 
and improvement of algorithms training and optimize it for 
better results. The last stage of ELM is denomarlizing 
previous prediction results to compare the output in order to 
evaluate the model. The final step was to exam the Mean 
Square Error (MSE) using python pseudocode to determine 
the error rate of the prediction results. 

For training and testing of the proposed model, the 
company's secondary data have been used. From the 
proposed model, it can be seen that the prediction result 
process quickly for both training and testing sets. Hence, the 
proposed model will provide more suitable for the task at 
forecasting sales compare to other techniques that described 
in the previous section. 

A. Data Type and Source 

This study used secondary data from the dataset of a 
retail company. The data were collected from daily sales 
based on the company's existing business warehouse system. 

B. Data Used 

The study used sales data set digitized through the 
company's SAP Business Warehouse system. The historical 
data set had 43 rows and 6 parameter features. Furthermore, 
a time series analysis was conducted on the previous month 
of sales data. This study also analyzed time, brand, and stock 
factors affecting sales levels through forecasting methods. 
The dataset design has been given in Table I. 

TABLE I. DATASET DESIGN 

1st Data (Time 

Series) 

Feature 

Stock 

Feature 1 

Sales 

Feature 2 

Sales 2 

Feature 3 

Sales 3 

Feature 4 

Sales 4 

Nov 2017 Vol Vol Vol Vol Vol 

Time Series n Vol Vol Vol Vol Vol 

 
Fig. 1. Proposed forecasting sales through ELM stages 

C. Schematic of Research Based on Method 

The ELM algorithm was used by entering historical sales 
data, the number of features and hidden neurons, as well as 
the percentage of training and testing data as initial input.  
Fig. 2 shows the stages outlined as follows: 

a) Input weight and bias were processed randomly with 

values ranging between -1 to 1 based on the number of 

neurons then. The next step was transposing the matrix and 

normalizing the data using the range 0 - 1 to calculate the 

hidden layer output. 

b) The matrix result was multiplied by the transposition 

before calculating the Moore-Penrose Generalized Inverse 

matrix using the Moore-Penrose Generalized Inverse matrix 

equation. The result was multiplied by the transposition of the 

activated hidden layer output matrix. 

c) The study calculated the output results of the training 

process to obtain the output weight used in the testing process. 

d) The testing process employed the input weight and 

bias obtained from the training process. The hidden layer 

output was then calculated using the activation function. 

e) The output weight value obtained in the training 

process was used in the testing process to calculate the output 

layer as the prediction result. 

f) Before the denormalization process, the study 

calculated the error value on all output layers not 

denormalized with actual data. This error value is the 

prediction results obtained. Additionally, the error value was 

tested using Mean Square Error (MSE).  

g) The last step was denormalization to generate a 

previously denormalized value back to the original value. 

Fig. 2 is a flowchart of the problem-solving process with 

ELM. 
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D. Input Data 

This study employed sales data detailing the monthly 
sales for November 2017-May 2021. The ELM method 
processes data by determining several criteria parameters to 
achieve a small error rate and optimal accuracy. Table II 
describes several parameters used in processing the dataset, 
including the input and output layers, hidden neurons, and 
activation function. 

E. ELM Development Method Forecasting 

The initial step was to find the optimal value of several 
input parameters tested. This step ensures that the process in 
the ELM method produces good predictions during training. 
After testing the MSE on hidden neurons, the dataset was 
normalized into the range of 0 – 1. This was followed by 
data training, testing, denormalization, and sales predictions 
in the following month. 

 
Fig. 2. ELM process diagram 

TABLE II. ELM METHOD REQUIREMENT PARAMETERS 

Parameter Total Description 

Input Layer 6 
Streak months, Data Stock (Label) 

& 4 Brand Historical Sales 

Output Layer 1 Neuron Forecasting Results 

Hidden Layer 10 Testing 11 - 30 Neuron 

Activation Function 1 Sigmoid Biner 

IV. IMPLEMENTATION AND RESULT 

A. Hidden Neuron Total Network Testing 

The number of hidden neurons was tested to determine 
its effect on the accuracy value in implementing the ELM 
algorithm. The number of hidden neurons used in this test 
includes 11, 12, 13, 14, 15, 17, 24, 26, 27, and 30. 

The tests were performed ten times, and the number of 
hidden neuron networks was processed into python 
pseudocode. Furthermore, the test was carried out repeatedly 
by changing the number of neurons, as shown in Table III. 

TABLE III. HIDDEN NEURON TEST RESULTS 

No Total Hidden MSE 
Time 

(second) 

1 11 0.06755 0.0515 

2 12 0.02716 0.0525 

3 13 0.04812 0.0528 

4 14 0.08318 0.0545 

5 15 0.10937 0.0526 

6 17 0.12538 0.0532 

7 24 0.13625 0.0550 

8 26 0.21435 0.0548 

9 27 0.18092 0.0545 

10 30 0.24473 0.0547 

Fig. 3 shows that changes occur when there is a change 
in the total of hidden layers. Therefore, the optimal network 
value was obtained in the second test with an MSE of 
0.02716 and a time of 0.00525 seconds. 

 
Fig. 3. Optimal hidden network graph plot 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

718 | P a g e  
www.ijacsa.thesai.org 

B. Preprocessing 

Data processing was performed after creating the hidden 
neuron network. The data collected were then normalized 
using Min-Max normalization or transformed into a range of 
0-1 to obtain a value for each auxiliary variable.  

The input process used monthly time series, stock, and 
sales variables by brand. The data were divided for testing 
and training via Python's train_test_split function. 
Furthermore, the study compared the performance of the 
models used in forecasting sales data. The training and 
testing data distribution was 80% and 20%, respectively. 
Tables IV and V show that the output data were broken 
down into two parts and formed a range of numbers 0-1 
equated with numbers 0-1. 

TABLE IV. DISTRIBUTION OF 80% OF TRAINING DATA AFTER 

NORMALIZATION 

Feature 1 Feature 2 Feature3 Feature4 Feature5 Feature6 

0.3552 0.3497 0.3589 0.3498 0.7480 0.7270 

0.5395 0.3603 0.4630 0.3677 0.7573 0.7980 

0.4781 0.3504 0.4128 0.3667 0.6723 0.7193 

0.5268 0.3705 0.5047 0.3696 0.6141 0.6674 

0.5049 0.3655 0.4704 0.3642 0.7085 0.5706 

0.4635 0.3553 0.3978 0.3701 0.9262 0.6889 

0.5078 0.3709 0.4193 0.3669 0.5677 0.6189 

0.4899 0.3538 0.4004 0.3754 0.6889 0.6091 

0.4777 0.3507 0.3950 0.3784 0.6787 0.6886 

0.4399 0.3614 0.4304 0.3541 0.5897 0.6004 

0.4511 0.3546 0.3994 0.3606 0.7527 0.6141 

0.4414 0.3625 0.4619 0.3610 0.6547 0.5677 

0.4758 0.3505 0.4119 0.3642 0.7157 0.6713 

0.4537 0.3506 0.3798 0.3679 0.6708 0.6994 

0.5057 0.3518 0.3929 0.3873 0.7114 0.6157 

0.4960 0.3660 0.4483 0.3751 0.6091 0.6229 

0.4642 0.3492 0.3900 0.3710 0.7454 0.6838 

0.4565 0.3532 0.4274 0.3662 0.6004 0.6152 

0.4644 0.3634 0.4306 0.3645 0.6813 0.6149 

0.4722 0.3555 0.4084 0.3745 0.6229 0.6813 

0.4781 0.3703 0.4697 0.3596 0.6935 0.7085 

0.4448 0.3570 0.4504 0.3636 0.6432 0.5754 

0.4375 0.3494 0.3671 0.3833 0.7270 0.7254 

0.4868 0.3598 0.4206 0.3821 0.6713 0.9262 

0.4590 0.3533 0.4360 0.3651 0.6152 0.6547 

0.4251 0.3489 0.3942 0.3684 0.7193 0.7157 

0.4282 0.3561 0.4971 0.3613 0.5754 0.6646 

Feature 1 Feature 2 Feature3 Feature4 Feature5 Feature6 

0.4595 0.3654 0.4490 0.3643 0.7980 0.7527 

0.4700 0.3495 0.3972 0.3666 0.6838 0.6723 

0.4789 0.3494 0.4008 0.3781 0.7254 0.7114 

0.4622 0.3492 0.3834 0.3693 0.7294 0.7454 

0.5021 0.3523 0.4390 0.3694 0.6457 0.7310 

0.4964 0.3505 0.3859 0.3760 0.6886 0.7294 

0.4651 0.3507 0.3809 0.3786 0.6157 0.6708 

TABLE V. DISTRIBUTION OF TESTING DATA 20% AFTER 

NORMALIZATION 

Feature 1 Feature2 Feature3 Feature4 Feature5 Feature6 

0.48451 0.35353 0.42715 0.34968 0.69842 0.72659 

0.43501 0.35957 0.42615 0.34449 0.64512 0.36723 

0.45851 0.34328 0.40150 0.36011 0.69533 0.67470 

0.46529 0.36314 0.48058 0.46193 0.76199 0.76036 

0.47845 0.34694 0.45601 0.35457 0.76622 0.79335 

0.49427 0.36567 0.50819 0.35478 0.59095 0.61250 

0.48471 0.35135 0.46971 0.36826 0.64059 0.67189 

0.52766 0.34101 0.40406 0.37653 0.73279 0.71063 

0.49897 0.35415 0.41395 0.35304 0.36723 0.78375 

C. Preprocessing 

The training process is conducted using 80% of the 
dataset. Table VI shows the data normalized and formed a 
training output table with Order 12 x 6. This implies 12 
hidden layer networks and 6 input features. 

TABLE VI. TRAINING ORDO 12 X 6 

Feature1 Feature2 Feature 3 Feature 4 Feature 5 Feature 6 

0.0558 0.8430 0.6263 0.4151 0.6627 0.0252 

0.0896 0.6381 0.5356 0.7703 0.3389 0.7839 

0.1758 0.3225 0.5412 0.7633 0.4020 0.5811 

0.4652 0.5609 0.1406 0.4446 0.7704 0.6104 

0.5294 0.6224 0.4036 0.7573 0.0588 0.1303 

0.6689 0.3863 0.4126 0.8024 0.8661 0.5111 

0.7164 0.6305 0.5334 0.3697 0.0297 0.4240 

0.7621 0.1383 0.3566 0.2204 0.9654 0.0216 

0.8333 0.2910 0.8613 0.3733 0.3512 0.2307 

0.8409 0.7427 0.2408 0.0436 0.0281 0.1970 

0.9815 0.1281 0.4837 0.3220 0.0628 0.5891 

0.9848 0.5148 0.9862 0.9852 0.2135 0.8389 

Randomized training data produce output weights needed 
during the testing process. Table VII show the weighted 
output. 
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TABLE VII. OUTPUT WEIGHT 

Output Weight (Beta) 

419.442941 

414.794705 

713.993594 

-149.313835 

-473.334959 

30.800049 

-260.807955 

-146.883101 

-248.036551 

-35.957942 

-295.455812 

32.925058 

D. Testing 

The testing process aimed to measure the performance 
of the network model built during the training process. 
Although the steps used were similar to the training 
process, all weights were taken from the training results, 
implying no calculation of the β weight. The data used 
differed from the training process explained in the 
preprocessing stage. The accuracy level was calculated in 
the same way as in the training process. The output data 
testing is presented in Table VIII. 

TABLE VIII. OUTPUT DATA TESTING 

Feature 1 Feature 2 Feature 3 Feature 4 Feature 5 Feature 6 

0.4845 0.3535 0.4272 0.3497 0.6984 0.7266 

0.4350 0.3596 0.4261 0.3445 0.6451 0.3672 

0.4585 0.3433 0.4015 0.3601 0.6953 0.6747 

0.4653 0.3631 0.4806 0.4619 0.7620 0.7604 

0.4785 0.3469 0.4560 0.3546 0.7662 0.7934 

0.4943 0.3657 0.5082 0.3548 0.5909 0.6125 

0.4847 0.3513 0.4697 0.3683 0.6406 0.6719 

0.5277 0.3410 0.4041 0.3765 0.7328 0.7106 

0.4990 0.3542 0.4139 0.3530 0.3672 0.7837 

Table IX shows that the results generated from the 
training process had an average prediction of 111%. 

TABLE IX. OUTPUT TARGET TESTING VS PREDICTION TESTING RESULTS 

Data To- 20% target data (Y) Prediction Results (y) Accuracy 

Data to-1 0.4057 0.5270 130% 

Data to-2 0.2980 0.5998 201% 

Data to-3 0.3145 0.5494 175% 

Data to-4 0.7608 0.5992 79% 

Data to-5 0.4882 0.5891 121% 

Data to-6 0.6600 0.5091 77% 

Data to-7 0.5859 0.5569 95% 

Data to-8 0.5570 0.6899 124% 

Data to-9 0.4179 0.3409 82% 

Average 0,4987 0,5513 111% 

E. Denormalization 

In the denormalization stage, the predicted test data in the 

0-1 output range were converted to the actual value in 

kilograms. This was done to ensure that the target data and 

predicted results were read on a wider scale than the original 

value. 

 The denormalized data in Table X results from nine data 

tested and predicted to compare each accuracy per line. The 

accuracy from the average of the final data line was 101%. 

TABLE X. DENORMALIZATION OF TARGET TESTING 

Data 20% Target Data (Y) Prediction Results (y) % 

Data to-1 57.521 67.931 118% 

Data to-2 47.425 74.235 157% 

Data to-3 49.077 69.851 142% 

Data to-4 90.227 74.183 82% 

Data to-5 64.634 73.293 113% 

Data to-6 79.734 66.413 83% 

Data to-7 73.014 70.497 97% 

Data to-8 70.499 82.638 117% 

Data to-9 58.587 51.616 88% 

Average 
67.367 68.250 101% 

Data to-7 - 9 

F. Next Month Prediction Results 

The predictions made via pseudocode python showed 
that the value on the 44th data or the following month from 
the processed dataset is 70.524 kg, as shown in Fig. 4. In 
Fig. 4, the red line on the y-axis explains that sales occur in 
the 44th data, a decrease from the previous month. 
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Fig. 4. The plot of the next month's prediction results 

G. Forecasting Exist Sales 

Retail companies have a forecast to predict sales within the 
next three months. This is known through an analysis of 
traditional time series forecasting. Table XI and Table XII 
shows forecast existing and actual sales respectively. Table 
XIII compares the prediction made and the actual from the 
total forecasting, showing a gap with an accuracy of 86%. 

TABLE XI. FORECAST EXISTING 

Brands March April May Total 

Promina 8.996 751 15.558 8.435 

SUN 36.524 3.577 33.461 24.520 

Govit 1.439 122 1.962 1.174 

Gowell 2.844 1.233 21.270 8.449 

Total 49.802 5.682 72.251 42.579 

TABLE XII. ACTUAL SALES 

Brands March April May Total 

Promina 9.697 904 22.218 10.940 

SUN 36.771 3.708 54.311 31.597 

Govit 1.108 64 1.348 840 

Gowell 11.010 1.553 12.349 8.304 

Total 58.587 6.229 90.227 51.681 

TABLE XIII. COMPARISON OF EXIST VS ACTUAL FORECASTING 

Brands March April May Average 

Forecast 49.802 5.682 72.251 42.579 

Actual 58.587 6.229 90.227 51.681 

Accuracy 85% 91% 80% 82% 

Where: 

Forecast: The forecasting performed by Retail companies 
in units of volume 

Actual: Sales in March, April, and May 

Accuracy: Forecast/Actual Sales 

The average data for three months of prediction in 

Table XIII confirm that the average accuracy is only 82%. 

A less-than-actual plot accuracy warns the company of 

insufficient stock available to supply future sales. This 

means that sales would not be maximized. 

H. Comparison of Exist vs ELM Development Methods 

ELM exist vs development method matrix: From the 

implementation of sales forecasting proposed model, a 

comparison matrix could be made between the Exist versus 

ELM Method as given in Table XIV. Based on the forecast 

matrix, it can be seen that the average 3-month forecast value 

reached 68,250 kilograms by using the ELM method, while 

the traditional method reached 42,579 kilograms. The average 

value of 3 months is actual sales 51,681 kilogram has been 

used for comparison the ELM and traditional method. Based 

on results, it can be concluded that predictions by ELM 

provide more better accuracy to provide adequate stock for the 

next sale. It mean that sales be able to run optimally for 

company. Meanwhile, based on accuracy matrix the ELM 

method can achieve admirable accuracy values, this is due to 

the stock feature as basic calculation label are carried out to 

acquire the smallest error value as well as several tests also 

has been done. Some of these features are support in providing 

stimulation to achieve better accuracy. 

V. CONCLUSIONS 

Based on the test results and discussion, the following 
conclusions were obtained: 

a) As measured by the Mean Square Error (MSE) in 

forecasting sales results, the error rate is 0.02716 with a time 

of 0.0525. 

b) The ten neuron network tests showed that more 

hidden neurons do not measure algorithm optimization. 

Therefore, using 12 of 30 hidden neurons produces fewer error 

values. 

c) The average accuracy value generated by the ELM 

forecasting method when testing nine data is 111%. This 

illustrates an opportunity for the company to further analyze 

the sales profit growth potential. 

d) The predicted value produced by ELM for the last 

three months reaches 132% compared to traditional methods, 

which only achieve 82%. 
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TABLE XIV. COMPARISON OF THE EXIST VS ELM METHOD 

Matrix Method 
Average 

Unit (Kg) 
Description 

Forecast 

Exist 

(Traditional) 
42.579 

The average 3-month 

forecast value conducted by 

the company using the 

traditional method is 42.579 

kilograms. This value is 

obtained from Table XI. 

ELM 68.250 

The average value of the 3-

month forecast using the 

ELM method is 68.250 

kilograms. This value is 

obtained from Table XIII. 

Actual Average 

3 Months 
51.681 

The average value of 3 

months compared to actual 

sales is 51.681 kilograms. 

This value is obtained from 

Table XIII. 

Accuracy 

Exist 

(Traditional) 
82% 

Comparison of Exist / 

Traditional Forecast Values 

compared to Actual. Value 

calculated using spread 

sheet gets a relatively good 

accuracy value but has not 

yet reached the optimal 

value. This is because the 

calculated forecast still 

applies manual estimation as 

a measuring basis by 

dividing average monthly 

sales and adding sales 

estimates according to 

forecast growth. 

ELM 132% 

Comparison of ELM 

Forecast Value compared to 

Actual. In line with the 

proof method described in 

the previous discussion, the 

accuracy value of the ELM 

method could achieve a very 

good accuracy value. This is 

due to the featured stock, the 

reference label for 

calculations, and several 

tests are conducted to get 

the smallest error value and 

the best accuracy. Some of 

these features help in 

providing stimulation to 

achieve optimal accuracy. 

Sales forecasting still requires extensive machine 
learning and statistics knowledge. Addition features of input 
layer such as number of workers, demographic trends, and 
behavioral indicators should be involved in future studies to 
improve the model. 
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Abstract—It is critical to develop a method for detecting 

cracks in historic building concrete structures. This is due to the 

fact that it is a method of preserving historic building and 

protecting visitors from the collapse of a historic structure. The 

purpose of this research is to determine the best method for 

identifying cracks in the concrete surface of old buildings by 

using cracked images of old buildings. The various surface 

textures, crack irregularities, and background complexity that 

distinguish crack detection from other forms of image detection 

research present challenges in crack detection of old buildings. 

This study presents a framework for detecting concrete cracks in 

old buildings in Semarang's old town using a modified 

Convolutional Neural Network with a combination of several 

convolutional layers. This study employs ten convolutional layers 

(Deca Convolutional Layer Neural Network (DCL-NN)) to 

provide mapping features for images of concrete cracks in 

ancient buildings at preservation area. This study also compares 

commonly used machine learning models such as KNeighbors (n 

neighbors=3), Random Forest, Support Vector Machine (SVM), 

ExtraTrees (n estimators=10), and other CNN-pretained models 

such as VGG19, Xception, and MobileNet. Four performance 

indicators are used to validate each model's performance: 

accuracy, recall, precision, F1-score, Matthews Correlation 

Coefficient (MCC), and Cohen Kappa (CK). This study's data set 

is comprised of primary data obtained from cracked and normal 

images of several buildings in Semarang's old town. The 

accuracy of this study using DCL-NN is 98.87%, recall is 99.40%, 

precision is 98.33%, F1 is 98.86%, MCC is 97.74%, and CK is 

98.86% for crack class. From this study, it was found that the ten 

convolution layers have higher classification performance 

compared to other comparison models such as machine learning 

and other CNN models and are more effective in detecting cracks 

in concrete structures. 

Keywords—Cracks; concrete; Deca-CNN; features mapping; 

performance 

I. INTRODUCTION  

It is critical to understand the shape of cracks in historic 
buildings in order to preserve historic areas. The Old Town 
area of Semarang, which is a UNESCO World Heritage Site, is 
one area that is vulnerable to building cracks [1]. The total 
number of buildings, which reached 274 units, demonstrates 
that the old town area was previously a residential area; now, 

out of a total of 157 units with the status of occupied buildings 
(both for housing and offices, dominated by offices), 87 units 
are status as vacant buildings (both those that are still being 
maintained or damaged/abandoned), 28 units are leased 
(offices), and only 2 units are currently sold [2]. Historic 
ancient buildings are architectural creations that serve as a 
nation's cultural heritage and have very high artistic and 
historical values, so their long-term viability must be ensured. 
The ability of a sturdy building structure supports the building's 
strength, which causes the building to last a long time. Cracks 
in concrete structures are a common sign of faulty concrete. 
The presence of cracks affects the structural condition and 
increases the risk of unexpected damage and collapse of the 
building [3][4]. Therefore, crack detection must be done on a 
regular basis in order to maintain the concrete structures of 
historic ancient buildings. 

II. RELATED WORKS  

Traditionally, professional images of cracks in a building's 
concrete structure are used. The use of an expert to inspect 
concrete structures for cracks is costly, time-consuming, and 
sometimes dangerous for direct inspection [5]. The Ultrasonic 
Pulse Velocity Test (UPVT) in the form of ultrasonic waves in 
the cracks where holes are made for the ultrasonic wave 
propagation area is then used as another method of measuring 
building cracks [6]. This creates the possibility for buildings to 
become more dangerous as a result of the influence of other 
building structures. However, as computer-aided design 
(CAD)-based image processing technology advances, many 
experts are turning to machine learning-based image 
processing for the automatic detection of cracks in concrete 
structures [7]. Many techniques for detecting building cracks 
have been proposed by researchers, including the use of 
thresholding methods [8], edge detection, and wavelet 
transform. Surface texture, crack irregularity, and background 
complexity distinguish crack detection from other images in 
research that leads to machine learning-based image processing 
solutions for automatic detection of cracks in concrete 
structures. 

Deep learning-based models, especially multilayer neural 
networks, currently play an important role in feature learning 
[9]. Moreover, the availability of high-performance computers 
and the continuous improvement of good training methods on 
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available datasets are driving the rapid development of deep 
learning. Conversely, convolutional neural networks (CNNs) 
are feed-forward neural networks characterized by high-
resolution image processing [10]. Some of these models are 
suitable for feature extraction in various applications, but their 
accuracy needs to be improved to detect cracks in concrete. 

In this work, CNN-based transfer learning using pre-trained 
models to achieve efficient performance, reduce training time, 
overcome the drawbacks of large datasets, and yield significant 
results. A law has been proposed [11]. Some previous 
researchers have done some work to identify and classify 
cracks in buildings. Zhang et al. [12] proposed a 6-layer 
convolutional neural network (CNN) architecture for road 
crack detection and used 640,000, 160,000, and 200,000 
images to train, validate, and validate the network. bottom. and 
tested. Kings. [13] proposed a CNN architecture with three 
convolutions and he two fully connected layers to detect cracks 
in asphalt. On the other hand, the author of this study says that 
for training he used 640,000 images and for testing he used 
120,000 models. Fan et al. [14] proposed an efficient automatic 
road crack detection and measurement model based on an 
ensemble of CNN models. The authors of this study calculated 
the final failure probability by combining the probability values 
from each CNN model using the weighted overall average 
technique. Xu et al. [15] He trained a 28-layer end-to-end CNN 
model to detect cracks in concrete bridges. To obtain 
multiscale contextual information, the authors of this study 
used the concept of combining Atlas Spatial Pyramids (ASPP) 
and depth convolution to reduce the number of parameters in 
the network. This study describes a framework for detecting 
concrete cracks in old buildings in Semarang Old Town using a 
modified convolutional neural network that combines multiple 
layers of convolution. Scaffolding helps identify the presence 
and location of cracks in concrete surface patterns. 

This study suggests early detection of cracks in historic 
buildings. Citra captures images that do not show cracks and 
uses existing image processing algorithms to distinguish them 
from images that show cracks. The uniqueness of this study is 
that this study DCL-CNN model to help identify and classify 
crack types. Do these cracks appear in concrete or only on the 
surface of old buildings in Semarang city? Because of the 
insufficiency of observational methods for concrete structures, 
the study intends to make the following major contributions:   

1) An effective and efficient classification framework 

with a combination of the number of convolution layers based 

on crack candidate areas is proposed to effectively categorize 

cracks and non-cracks. The more feature mapping that results 

from the number of convolution layers, the more detailed the 

system will be in detecting cracks in surface structures and 

deep fracture structures. 

2) Comparison with other transfer learning methods and 

machine learning so that the CNN model produces the desired 

performance in classifying cracked and normal building 

locations 
The image of cracks in ancient and historic buildings in 

Semarang, Indonesia, was used as data in this study. In this 
study, crack classification in old town buildings in Semarang 
requires several stages, as illustrated in Fig. 1. Images of old 

building cracks are preprocessed. Preprocessing includes size 
adjustment, rotation, position translation, and flip processes.  

The Citra image data set is split into a training data set and 
a validation (test) data set. Use preprocessed data to extract 
modal feature information from images using a pretrained 
model with transfer learning. This model is fed to a fully 
connected layer (FC) and trained after fusion. The top two 
layers of the FC layer contain 512 hidden units followed by the 
ReLU activation function. The final layer contains hidden 
units, followed by a sigmoidal activation function used for 
crack detection. Evaluate system performance using metrics 
such as Accuracy, Search Rate, Accuracy, F1 Score, MCC, and 
CK. 

 
Fig. 1. Condition from the front side of the cracks of several ancient 

buildings in the old town of Semarang 

III. METHODOLOGY  

The methodology for this paper shows in the Fig. 2. At the 
beginning, we need to process the crack image into through 
several levels of pre-processing, data augmentation, and 
training for each model. It is including modifications to the 
CNN model, retained model, and machine learning model, and 
all algorithms are tested using data testing 

Preprocessing and 
Augmentation

Modified CNN 
Model 

   

Pretrainned Model
1. VGG19
2. Xception
3. MobileNet

Classification

Machine Learning 
1. KNeighbors (n_neighbors=3)
2. Random Forest
3. SVM
4. ExtraTrees (n_estimators=10)

Crack

Normal

 

Fig. 2. Research methodology diagram 
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The experimental program is divided into four phases:  

 creating a classified image dataset from primary data;  

 developing the convolution layer from the CNN 
standard;  

 comparing with machine learning and pre-trained 
models; 

 running training experiments. The following sections 
provide information about each phase. 

A. Image Data Set  

The dataset employs for this study consists of 10,000 
images with 512 x 512-pixel resolution. The image was taken 
from various concrete specimens after mechanical testing in 
the Semarang old town building. The main idea is to collect 
concrete service images from various surface views in order to 
diversify the data set and, as a result, the AI system that learns 
from this data set. The images were sliced into 224 x 224-pixel 
images to increase the data set without sacrificing resolution, 
resulting in a final data set of 10,000 samples, which were then 
manually classified into two categories: concrete surfaces with 
and without cracks. The dataset contains 5,000 images with 
cracks and 5,000 images without cracks. With a 70/30 split, the 
dataset is divided into training and validation datasets. 

B. Convolution  Layer from the CNN Standard 

CNN1 is known as the base of the CNN method. For 
identified the crack building using Citra, this study used four 
variations of the CNN architecture. The usage of four 
variations of the CNN architecture used to find the best 
architecture for detecting the condition of cracks in ancient 
building structures in Semarang's old town. This study used 
GPU GTX 1650 RAM 2 x 8 GB 2400 MHz DDR4 for the 
computation. 

Fig. 3 shows a diagram of the CNN1 architecture. This 
basic design can be extended to create CNN2 or CNN3 
architectures. CNN3 is extensible to CNN4. CNN architectures 
are built to determine the impact of CONV layers and their 
activation functions on classification accuracy. Additionally, 
comparisons can be made between CNN1, CNN2, CNN3, and 
CNN4, or between design groups to determine if the best type 
of design is used for classifying old building crack images. 

C. The Performance between Machine Learning and Pre-

Trained Models  

To evaluate classification performance, precision, recall, 
and accuracy matrices are used [16], [17]. To calculate the 
metric, add the sums of TP, FP, FN, and TN. True positive is 
represented by TP, false positive by FP, false negative by FN, 
and true negative by TN and properly measure ratios as 
positive detected elements, taking only positive predictions into 
account. 

Precision = 
  

     
  (1) 

The precision is stored in the denominator by FP; if it is 
high, the precision is low. However, the majority of the 
elements are predictably incorrect, and only a few are correct 
as positive, resulting in high precision values even if there are 
many FNs. As a result, a measure of the number of FN, namely 
recall, is required. 

Recall = 
  

     
, (2) 

and correctly measure ratios as positively detected 
elements, taking into account only elements with positive 
ground truth annotations. If the FN amount is large, the 
drawdown will be small and measures the ratio of correct 
predictions to all predictions. 

Accuracy = 
     

           
 , (3) 

Accuracy can be used as a reliable summary metric for 
classification performance because the dataset is symmetric. 

Table III displays the outcomes of all models in the primary 
dataset. To validate the model, we only use the test folder 
dataset. To compare performance, two statistical tests were 
performed: the Matthews correlation coefficient (MCC) and 
the Cohen's Kappa statistic [18-19]. In the case of unbalanced 
data sets, the Matthews correlation coefficient (MCC) is a 
popular performance metric. Despite the fact that the dataset 
used in this paper is balanced, it is defined by the mathematical 
equation number (4): 

     
                 

√                               
 (4) 

The MCC range is [1-1]. A MCC value closer to one is 
preferable. All of the models that were used performed 
admirably. The value is close to 1. In other words, the model 
correctly classifies the fracture image. Cohen's Kappa statistic 
is used to assess the degree of agreement between two raters 
who categorize objects into mutually exclusive groups, as 
shown mathematically in Equation (5). 

   
       

       
 (5) 

In this case, po represents the rater's observations' relative 
agreement. The theoretical probability of random agreement is 
denoted by pe. Using Equations (6)-(8), we can calculate po 
and pe between raters (9). 

    
     

           
  (6) 

                                                     (7) 

                         
     

           
   

     

           
 (8) 

                         
     

           
   

     

           

 (9)
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Model 1. 

 2 Convolutional Layer 

Model 2. 

4 Convolutional Layer 

Model 3. 

8 Convolutional Layer 
Model 4. 

10 Convolutional Layer 
Fig. 3. Visualization for each CNN mode

Fig. 3 shows the architectural layout. CNN1 is the basis of 
the CNN method. This study employed four variations of the 
CNN architecture to determine the best architecture for 
detecting the presence or absence of cracks in ancient building 
structures in Semarang's old town. For the computation this 
study used GPU GTX 1650 RAM 2 x 8 GB 2400 MHz DDR4. 

This basic design can be extended to create CNN2 or 
CNN3 architectures, as shown in the CNN1 architecture 
diagram in Fig. 3. CNN3 is extensible to CNN4. CNN 
architectures are built to determine the impact of CONV layers 
and their activation functions on classification accuracy. In 
addition, comparisons can be made between CNN1, CNN2, 
CNN3, and CNN4 or between design groups to determine if 
the most appropriate type of design is being used for 
classifying old building crack images. 

IV. EXPERIMENT AND DISCUSSION  

Fig. 4(a) shows Model 1 with two convolution layers 
correctly predicts 1459 (TP) normal and 1442 (TN) cracked 
images, while 41 (FN) normal images are predicted to be 
cracked and 58 (FP) cracked images are predicted to be normal 

Fig. 4(b) shows Model 2 with four convolution layers 
correctly predicts 1489 (TP) normal and 1473 (TN) cracked 
images, while 11 (FN) normal images are predicted to be 
cracked and 27 (FP) cracked images are predicted to be 
normal. Fig. 4(c) shows Model 3 with 8 convolution layers 
correctly predicts 1487 (TP) normal and 1467 (TN) cracked 
images, as well as 13 (FN) normal images that are cracked and 
33 (FP) cracked images that are normal. Fig. 4(d) shows Model 
4 with 10 convolution layers correctly predicts 1491 (TP) 
normal and 1475 (TN) crack images, as well as 9 (FN) normal 
images that are cracked and 25 (FP) cracked images that are 
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normal. The FN on Model 1.d is smaller than on the other three 
models. 
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(a) Model 1. 2 Convolutional Layer, (b). Model 2. 4 Convolutional Layer 
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(c)Model 3. 8 Convolutional Layer, (d). Model 4. 10 Convolutional Layer 

Fig. 4. Confusion matrix results for each CNN modification model 

By identifying knowing TP, TN, FN, FP, performance 
values it generates such as accuracy, precision, recall, F1, 
MCC and CK values as shown in Table I, Table II and 
Table III. Table I shows the performance of Fig. 4 Confusion 
Matrix Results for each CNN modification model  

TABLE I.  PERFORMANCE COMPARISON OF DIFFERENT CNN 

MODIFICATION METHODS 

N_LAYER 

CONVOLUTIO

NAL 

ACCURA

CY 

SCORE 

RECA

LL 

SCORE 

PRECISI

ON 

SCORE 

F1 

SCOR

E 

MC

C 

(%) 

CK 

(%) 

2 LAYER 96.70 97.23 96.13 96.68 
93.4

1 

96.6

9 

4 LAYER 98.73 99.26 98.20 98.73 
97.4

7 

98.7

3 

8 LAYER 98.43 98.34 98.53 98.43 
96.9

4 

98.4

6 

10 LAYER 98.87 99.40 98.33 98.86 
97.7

4 

98.8

6 

Table I displays that the convolution layer design with 10 
convolution layers has the highest F1 score of 98.86% and 
98.87% accuracy among other models, as well as 98.33% 
precision and 99.40% recall. The Deca Convolutiol Layer 
Neural Network (DCL-NN) outperforms the other models in 
the popular statistical tests MCC and CK (Cohen's Kappa), 
with values of 97.74% and 98.86%.  
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(a). KNeighbors (n_neighbors=3)       (b). Random Forest 
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(c) SVM                    (d) ExtraTrees (n_estimators=10) 

Fig. 5. Confusion matrix results for each machine learning model 

In Fig. 5(a), the KNN model correctly predicts 1000 (TP) 
normal and 476 (TN) crack images, while 524 (FN) normal 
images are predicted as cracked and 0 (FP) cracked images are 
predicted as normal. In Fig. 5(b), the Random Forest model 
correctly predicts 973 (TP) normal and 960 (TN) cracked 
images, with 40 (FN) normal images predicted as cracked and 
27 (FP) cracked images predicted as normal. In Fig. 5(c), the 
SVM model correctly predicts 976 (TP) normal and 811 (TN) 
cracked images, with 189 (FN) normal images predicted to be 
cracked and 13 (FP) cracked images predicted to be normal. In 
Fig. 5(d), the Extra Tree model correctly predicts 987 (TP) 
normal and 972 (TN) cracked images, with 28 (FN) normal 
images predicted as cracked and 13 (FP) cracked images 
predicted as normal. When compared to the other three 
machine learning models, the Extra Trees model has a lower 
FN. Table II shows the performance of Fig. 5. Confusion 
Matrix Results for each machine learning model  

TABLE II.  PERFORMANCE COMPARISON OF DIFFERENT MACHINE 

LEARNING METHODS 

Machine 

Learning 

Accurac

y 

Score 

Recal

l 

Score 

Precisio

n 

Score 

F1 

Scor

e 

MC

C 

(%) 

CK 

(%) 

K Neighbors 

(n_neighbors=3

) 

74 83 74 72 55.89 
69.8

5 

Random Forest 97 97 97 97 93.31 
96.6

4 

SVM 89 90 89 90 79.79 
88.8

9 

ExtraTrees 

(n_estimators= 

10) 

98 98 98 98 95.91 
97.9

4 

According to Table II, the ExtraTrees machine learning 
model has the highest F1 score of 98% and 98% accuracy 
among other models, as well as 98% precision and 98% recall. 
In the case of popular statistical tests such as MCC and CK 
(Cohen's Kappa), the ExtraTrees machine learning model 
outperforms the other models with values of 95.91% and 
97.94%, respectively. 

Fig. 6(a) illustrates the transfer learning model VGG19 
correctly predicts 1487 (TP) normal and 1470 (TN) cracked 
images, with 13 (FN) normal images predicted to be cracked 
and 30 (FP) cracked images predicted to be normal. As for the 
Fig. 6(b) shows the Xception model correctly predicts 1444 
(TP) normal and 1497 (TN) cracked images, with 56 (FN) 
normal images predicted as cracked and 3 (FP) cracked images 
predicted as normal. Fig. 6(c) illustrates the MobileNet model 
correctly predicts 1472 (TP) normal and 1434 (TN) cracked 
images, with 28 (FN) normal images predicted as cracked and 
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66 (FP) cracked images predicted as normal. The VGG19 
model has a lower FN than the other three transfer learning 
models. The performance of Fig. 6, Matric Confusion Results 
for each model of Pre-Trained CNN is shown in Table III.  
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(a) VGG 19          (b) XCeption        (c) Mobile Net 

Fig. 6. Matric confusion results for each model of pre-trained CNN 

TABLE III.  PERFORMANCE COMPARISON OF DIFFERENT TRANSFER 

LEARNING METHODS 

Transfer 
Learning 

Accuracy 
Score 

Recall 
Score 

Precision 
Score 

F1_Score 
MCC 
(%) 

CK 
(%) 

VGG19 98.57 99.12 98.00 98.56 97.14 98.56 

Xception 98.03 96.39 99.80 98.07 96.13 98.05 

MobileNet 96.87 98.08 95.60 96.83 93.76 96.85 

Table III shows that the VGG19 model transfer learning 
design had the highest F1 score of 98.56% and 98.57% 
accuracy, as well as 98.00% precision and 99.12% recall 
among other models. The transfer learning performance of the 
VGG19 model outperforms the other models in popular 
statistical tests such as MCC and CK (Cohen's Kappa), with 
values of 97.14% and 98.56%, respectively. 

In Model 1, after 10 iterations, the program automatically 
stops training, and the correct model rate is approximately 
97.67%. (Loss 0.1141). As illustrated in Fig. 9, the maximum 
true rate is reached after the tenth iteration. It takes about 13 
seconds. As illustrated in Fig. 7, the correct rate gradually 
stabilizes in later training stages due to the continuous 
reduction of the learning rate. In Model 2, after 10 iterations, 
the program automatically stops training, and the correct model 
rate is approximately 98.57% (0.0646). 

 
(a) 

 
(b) 

Fig. 7. Graph of accuracy and loss in model 1 with 2 convolutional layer 

Fig. 8 shows that the maximum true rate is reached after the 
tenth iteration. It takes about 28 seconds. As shown in Fig. 8, 
the correct rate gradually stabilizes in later training stages due 
to the continuous reduction of the learning rate. In Model 2, 
after 10 iterations, the program automatically stops training, 
and the correct model rate is approximately 98.90% (Loss 
0.0561). 

 
(a) 

 
(b) 

Fig. 8. Graph of accuracy and loss in model 2 with 4 convolutional layer 

Figure 9 shows that the maximum true rate is reached after 
the tenth iteration. It takes about 31 seconds. As illustrated in 
Figure 9, the correct rate gradually stabilizes in later training 
stages due to the continuous reduction of the learning rate. In 
Model 4, after 10 iterations, the program automatically stops 
training, and the correct model rate is approximately 99.17%. 
(Loss 0.0284) 

 
(a) 

 
(b) 

Fig. 9. Graph of accuracy and loss in model 2 with 8 convolutional layer 
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Fig. 12 shows that the maximum true rate is reached after 
the tenth iteration. It takes about 32 seconds. As illustrated in 
Fig. 12, the correct rate gradually stabilizes in later training 
stages due to the continuous reduction of the learning rate. 

 
(a) 

 
(b) 

Fig. 10. Graph of accuracy and loss in model 2 with 10 convolutional layer 

 Fig. 10 shows that the maximum true rate is reached after 
the tenth iteration. It takes about 32 seconds. As illustrated in 
Fig. 10, the correct rate gradually stabilizes in later training 
stages due to the continuous reduction of the learning rate. 

The CNN model's performance is also compared to that of 
other transfer learning models, such as VGG19, Exception, and 
MobilNet. The following performance graphs are generated for 
each transfer learning model: 

The VGG model automatically stops training after 10 
iterations, and the correct model rate is approximately 98.93%. 
(Loss 0.0384). As shown in Fig. 13, the maximum true rate is 
reached after the tenth iteration. It takes approximately 61 
seconds. As shown in Fig. 13, the correct rate gradually 
stabilizes in later training stages due to the continuous 
reduction of the learning rate. In Model Exception, the program 
automatically stops training after 10 iterations, and the correct 
model rate is approximately 98.67% (Loss 0.0526). 

As shown in Fig. 11, the maximum true rate is reached 
after the tenth iteration. It takes approximately 61 seconds. As 
shown in Fig. 11, the correct rate gradually stabilizes in later 
training stages due to the continuous reduction of the learning 
rate. In Model Exception, the program automatically stops 
training after 10 iterations, and the correct model rate is 
approximately 98.67% (Loss 0.0526). 

 
(a) 

 
(b) 

Fig. 11. VGG19 model accuracy and loss graphs 

As illustrated in Fig. 12, the maximum true rate is reached 
after the tenth iteration. It takes about 63 seconds. As 
illustrated in Fig. 12, the correct rate gradually stabilizes in 
later training stages due to the continuous reduction of the 
learning rate. The MobileNet model, after 10 iterations, the 
program automatically stops training, and the correct model 
rate is approximately 96.67% (Loss 0.0993). 

 
(a) 

 
(b) 

Fig. 12. Graph of accuracy and loss in exception model 

As shown in Fig. 13, the maximum true rate is reached 
after the tenth iteration. It takes approximately 30 seconds. As 
shown in Fig. 13, the correct rate gradually stabilizes in later 
training stages due to the continuous reduction of the learning 
rate. 
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(a) 

 
(b) 

Fig. 13. Accuracy and loss graphs on the MobileNet mode 

Researchers in this study conducted research that was also 
compared to other researchers using the same dataset. Zhang et 
al. [20] classified cracks using CNN and four convolution 
layers, two of which were fully connected. ConvNets is the 
name of the method used. Precision and recall rates are 86.96% 
and 92.51%, respectively. In classifying aligned images, Fang 
et al. [21] employ three convolution layers and three Fully 
Connected Layers. Precision and recall rates for experiments 
using the same data as the researchers were 18.4% and 94.3%, 
respectively. While the researchers used 10 convolution layers 
and one Fully Connected layer to achieve a recall and precision 
of 99.40% and 98.33%, respectively. Our model outperforms 
both works [1] and [2], as shown in the Table IV below. 

TABLE IV.  COMPARISON OF PERFORMA WITH OTHER RESEARCHERS 

Other 

Researchers 

Number of 

Convolution 

Layers 

Number of 

Fully 

Connected 

Layers 

Precision Recall 

Zhang et al. [20] 4 2 86.96% 92.51% 

Fang et al. [21] 3 2 18.40% 94.30% 

Proposed Model 10 1 98.33% 99.40% 

Each neuron in the convolution layer needs to be 
transformed into one-dimensional data. First before it can be 
included in a fully-connected layer. Also, because it causes the 
data to lose its spatial information and is not reversible, while 
the fully connected layer can only be implemented at the end of 
the network CNN [22].  

Prior researchers used 2 Fully Connected Layers (FCL) to 
prevent loss of image spatial information and a long duration 
so that classification performance can be maintained, but with 
this study, we used a large number of convolution layers and a 
low number of FCL, to produce high performance. 

V. CONCLUSION  

This research contributes to crack classification at historical 
building by using four architectural design variants of 
convolutional neural networks (CNNs), namely, CNN1-CNN4. 
The research methodology used in this study is an experimental 
cracking classification using four variations of convolutional 
neural network (CNN) architecture design (CNN1 - CNN4). 

Experimental results show that CNN4 (Deca Convolutional 
Layer Neural Network/DCL-NN) provides the best 
classification results for concrete cracks in old buildings 
compared to other architectural designs tested. The DCL-NN 
architecture has an accuracy of 98.87%, precision of 99.40%, 
recall of 98.33%, F1 score of 98.86%, MCC of 97.74%, and 
CK of 98.86%. 

In addition, results from comparisons with pre-trained CNN 
algorithm methods such as VGG19, Xception, MobileNet, and 
machine algorithms such as KNeighbors (n neighbors=3), 
Random Forests, Support Vector Machines (SVM), ExtraTrees 
(n estimators) Classification using learning. = 10), he shows 
the superiority of DCL-NN in classifying concrete cracks in 
old buildings in Semarang city. 
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Abstract—Speech enhancement (SE) is an important method 

for improving speech quality and intelligibility in noisy 

environments where received speech is severely distorted by 

noise. An efficient speech enhancement system relies on 

accurately modelling the long-term dependencies of noisy speech. 

Deep learning has greatly benefited by the use of transformers 

where long-term dependencies can be modelled more efficiently 

with multi-head attention (MHA) by using sequence similarity. 

Transformers frequently outperform recurrent neural network 

(RNN) and convolutional neural network (CNN) models in many 

tasks while utilizing parallel processing. In this paper we 

proposed a two-stage convolutional transformer for speech 

enhancement in time domain. The transformer considers global 

information as well as parallel computing, resulting in a 

reduction of long-term noise. In the proposed work unlike two-

stage transformer neural network (TSTNN) different 

transformer structures for intra and inter transformers are used 

for extracting the local as well as global features of noisy speech. 

Moreover, a CNN module is added to the transformer so that 

short-term noise can be reduced more effectively, based on the 

ability of CNN to extract local information. The experimental 

findings demonstrate that the proposed model outperformed the 

other existing models in terms of STOI (short-time objective 

intelligibility), and PESQ (perceptual evaluation of the speech 

quality). 

Keywords—Convolutional neural network; recurrent neural 

network; speech enhancement; multi-head attention; two-stage 

convolutional transformer; feed-forward network 

I. INTRODUCTION 

In the area of speech processing, speech enhancement is 
crucial. The main objective is to enhance speech that has been 
impaired by background noise in terms of clarity and quality. 
Numerous applications including powerful speech recognition, 
teleconferencing, and hearing aids, employ it as a pre-
processor. Recent advances in deep learning have made it 
possible to develop several data driven methods to solve 
traditional estimation problems without having to rely on 
supervision. The majority of existing deep learning models for 
speech enhancement, such as convolutional neural network 
(CNN) and recurrent neural network (RNN), are implemented 
in the time-frequency (T-F) domain. Those methods use short-
time Fourier transforms (STFT) to train on spectral 
magnitude. To reconstruct the time-domain signal using the 
inverse short-time Fourier transform (iSTFT), it is necessary 
to take into account the phase of noisy speech along with the 
improved speech magnitude. Despite some impressive results 
[1-4], T-F domain methods still have two key drawbacks. In 
the first place, Fourier transforms add an additional overhead 
to fast speech denoising. Second, during the denoising 

process, the noisy phase is generally ignored. Nevertheless, 
phase information has been shown to be significant for 
improving speech quality [5]. To achieve better enhancement 
results, there are some studies that look at magnitude as well 
as phase simultaneously during training [6]. Several recent 
works have directly estimated the clean speech in time domain 
from noisy raw data [7-11].  

II. RELATED WORK 

A fully convolutional network (FCN) has been proposed 
by Fu et al. [12] for raw waveform-based speech enhancement 
which improves the quality compared to masking-based 
methods [13-14]. In distinction to both masking and mapping 
techniques that use noisy phase to reconstruct enhanced 
speech, FCN provides speech enhancement by simply 
mapping from a noisy speech to the matching clean speech. 
Many studies have looked into CNN or RNN-based encoder-
decoder frameworks. CNN requires more convolutional layers 
to enlarge the receptive field when modelling long-range 
sequences such as speech. The Convolutional recurrent 
networks (CRNs) [15] are used to extract long-context 
information using CNN’s which are familiar for feature 
extraction and RNNs' which are familiar for temporal 
modelling. For processing long-term temporal sequences, a 
dilated convolutional neural network has been proposed [16]. 
K. Tan et al. [17] proposed GRN with Dilated convolutions 
for supervised SE. The convolutions with dilation enlarge the 
receptive field without sacrificing resolution compared to 
regular convolutions by maintaining the same kernel size and 
network depth. At various SNR levels the GRN exhibits 
higher generalization ability to untrained speakers when 
compared to the LSTM model in [18]. A CNN model in time 
domain is presented by considering frequency domain loss to 
enhance the quality of corrupted speech [19]. Although the 
work in [19] can achieve cutting-edge performance, the issue 
of real-time enhancement is not addressed. Later the same 
authors proposed densely connected network [20] for real time 
SE and achieved better performance than [19]. 

The RNNs such as Long Short-Term Memory (LSTM) and 
Gated Recurrent Units (GRU) are usually used to model long-
term sequences with order information. Although introducing 
temporal convolutional network (TCN) blocks [10] or LSTM 
layers between encoder and decoder can improve denoising 
performance by extracting higher-level features and expanding 
receptive fields [11], the contextual information of speech is 
generally ignored, limiting denoising performance. Recently 
Li, Qinglong, et al. [21] proposed a DCTCRN model for 
speech enhancement where discrete cosine transform is used 
as input to the model for processing noisy speech and uses 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

732 | P a g e  
www.ijacsa.thesai.org 

LSTM as bottleneck. Even though the performance of the 
model is better, the LSTMs easily prone to the problem of 
overfitting and it also requires large time to train and are also 
sensitive to random weight initializations. Kai Zhen et al. 
proposed a DCCRN [22] network for SE in time domain 
where densenets and GRUs are used for context aggregation. 
This model yields better intelligibility scores compared to 
convolutional base line models but quality is less compared to 
Wave-U-Net model [7]. Recently Lin et al. proposed a SASE 
model [23] with self-attention for speech enhancement which 
extracts speaker information using LSTM layers and also 
CRN model is used for speech enhancement based on 
embedding of speaker information which performs better than 
CRNs and LSTM models but the quality is not satisfactory. A 
unique ARN for time-domain speech improvement was 
recently proposed by Pandey A., et al. [24] in order to promote 
cross-corpus generalization. Self-attention and feedforward 
blocks are added to RNN to create ARN. It has been shown 
that transformer neural networks are capable of resolving the 
long-dependency problem effectively and are capable of 
operating in parallel, so they are good at tackling a wide range 
of natural language processing tasks [25]. As the transformer 
only uses the attention mechanism, the vanishing gradient and 
exploding gradient problem of RNNs are also solved. A 
transformer model for speech enhancement was proposed in 
[26], which has a comparatively large size of model. 
Transformer enhances the training speed and prediction 
accuracy compared to RNNs [25]. By combining the 
advantages of LSTM and multi-head attention mechanism, Yu 
et al. [27] proposed SETransformer. When compared with a 
standard transformer and an LSTM model, SETransformer 
showed better denoising performance. Recently Wang et al. 
[28] introduced an end-to-end speech enhancement two-stage 
transformer neural network (TSTNN).  

The limitations of existing frameworks are the CNN 
models [12,19] requires more convolutional layers to enlarge 
the receptive field when modelling long-range sequences such 
as speech. The disadvantage of RNN-based models [18] is that 
they cannot perform parallel processing, resulting in high 
computation complexity. The limitation of TCN [10] is that 
the contextual information of speech is generally ignored, 
limiting denoising performance. The CRN model [21] suffers 
with computational complexity. The transformer models 
present in [26], [27] performs better than convolutional and 
RNN baselines but they are implemented in the time-
frequency (T-F) domain. To achieve better enhancement 
results, there are some studies that look at magnitude as well 
as phase simultaneously during training. Recently Wang et al. 
[28] introduced an end-to-end speech enhancement two-stage 
transformer neural network (TSTNN) which performs better 
than [26] and [27]. But in TSTNN model same structure of 
FFN is used for extracting local and global features. And also, 
they have not concentrated on the local (short-term) noises 
present at the output of encoder. 

Motivated by recent success of transformer neural 
networks in natural language processing tasks [25] and SE 
[26-28] we propose a novel two-stage convolutional 
transformer neural network that enhances monaural speech in 
a time domain. The transformers are capable of resolving the 

long-range dependency problem effectively and are capable of 
operating in parallel. As the transformer only uses the 
attention mechanism, the vanishing gradient and exploding 
gradient problem of RNNs are also solved. In this work, we 
propose a two-stage convolutional transformer neural network 
that enhances monaural speech in a time domain from end to 
end which differs from the existing transformer models such 
as T-gsa [26], SETransformer [27] and two-stage transformer 
neural network (TSTNN) [28]. Based on the transformer's 
ability to model sequences and the dual-path network's ability 
to extract contextual information [29], we propose a two-stage 
convolutional transformer neural network.  

In this paper the proposed transformer considers global 
information as well as parallel computing, resulting in a 
reduction of long-term noise. Unlike the transformer proposed 
in [28], we proposed a novel transformer structure for intra 
and inter transformers to extract the local as well as global 
features of noisy speech using CNN and RNN layers [30]. A 
1D-Conv layer and temporal convolution module (TCM) are 
used in intra transformer where local features are extracted 
and a 1D-Conv layer and Bi-directional long short-term 
memory (Bi-LSTM) are used in inter transformer where 
global features are extracted.  

Moreover, in the proposed model, a CNN module is also 
added to intra and inter transformers so that short-term noise 
can be reduced more effectively, based on the ability of CNN 
to extract local information. The proposed model enhances the 
local information modelling capability of the traditional 
transformer model by adding a convolution layer. The 
convolutional module consists of Depth and Point wise 
convolutions instead of normal convolution to increase the 
speed of operation of model and both of them have less 
parameters compared to normal convolution. The details of 
convolutional module and modified layers of feed forward 
network are explained in the following sections.  

Our contributions: 

 In contrast to RNNs and CNNs, the proposed 

transformer model uses parallel processing and the 

long-term dependencies can be modelled more 

efficiently with multi-head attention (MHA) by using 

sequence similarity. 

 The novelty of the proposed work is different 

transformer structures for intra and inter transformers 

are used for extracting the local as well as global 

features of noisy speech using CNN and RNN layers. 

In the proposed model a CNN module is also added to 

intra and inter transformers so that short-term noise can 

be reduced more effectively, based on the ability of 

CNN to extract local information. 

 The proposed model enhances the local information 

modelling capability of the traditional transformer 

model by adding a CNN module. 

The remainder of this work is structured as follows. The 
presents the related works. Section II presents related works 
and we explained the details of proposed two-stage 
convolutional transformer in Section III. Section IV presents 
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the experimental findings. Section V presents discussion and 
the paper is concluded in Section VI. 

III. ARCHITECTURE OF PROPOSED TWO-STAGE 

CONVOLUTIONAL TRANSFORMER  

The overall architecture of proposed model is shown in 
Fig. 1. The model consists of four modules: Encoder, 
Transformer module, Masking module and Decoder. There are 
two convolution layers in the encoder among them the first 
one is to increase the channels to 64 and the second one is 

used to halve the size of the frame. The transformer module 
internally consists of four transformer blocks responsible for 
feature extraction. The detailed transformer module is 
explained in following Section 3.C. The masking module is 
used to obtain the mask using 2-way convolution and 
nonlinear activations. In the decoding phase the reconstruction 
of features is done by using dilated dense block and sub-pixel 
convolution. Finally, we will get the enhanced speech after 
normalization and PReLU. 

Fig. 1. Architecture of proposed convolutional transformer

A. Segmentation and Overlap-Add 

In this stage the input noisy speech            is splitted 
into frames with length of each frame as   and hop size as  . 
The 3D tensor               is then created by stacking all 
frames as input to the encoder. The length of input noisy 
speech is denoted by   and total frame count is denoted by  . 

                  (1) 

To recover the enhanced speech waveform the overlap-add 
operation is used at decoder. 

B. Encoder 

There are two convolution layers in the encoder among 
them the first one is to increase the channels to 64 with filter 

size of (1,1) and the second one is used to halve the frame size 
with filter and stride of (1,3) and (1,2). And a 4-layer dilated 
dense block [20] is inserted in between them. The Layer 
normalization and PReLU nonlinearity [30-31] are applied to 
all convolutional layers. 

C. Transformer Module 

The transformer module internally consists of four 
transformer blocks stacked together where feature extraction 
is performed to extract local as well as global features. Before 
giving the output of encoder to input of transformer, we use 
convolution with a kernel of size (1, 1) followed by PReLU 
activation to halve the channel dimension to reduce the 
computational complexity of the transformer network. The 
transformer block is shown in below Fig. 2. 
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Fig. 2. Transformer block

1) Improved transformer: The transformer block consists 

of intra and inter transformers as shown in above Fig. 2. To 

independently model the local chunks intra transformer is used 

and inter transformer is used to extract global dependencies by 

summarizing information of all blocks. 
Three important modules are included in the original 

transformer encoder [25]: positional encoding, multi-head 

attention, and position-wise feed-forward. Due to the fact that 
the positional encoding is not appropriate for acoustic 
sequences the authors of baseline model [28] designed GRUs 
to learn positional information by replacing the first fully 
connected layer of feed-forward networks with RNNs to track 
order information [32-33]. The structure of feed forward 
network used in baseline model [28] is shown in Fig. 3.

 
Fig. 3. The structure of feed forward network in baseline model
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In the baseline model same structure of feed forward 
network is used in both intra and inter transformers of 
transformer block. In the proposed method unlike baseline, we 
introduced two different feed forward network layer structures 
in the intra and inter transformers of transformer block to well 
model the local and global features. In addition to this we have 
also added a convolutional module to the baseline intra and 
inter transformers of transformer block to further filter the 
local (short-term) noises present at the output of encoder. Due 
to the powerful feature self-learning ability of the CNN model, 
it will increase the local feature extraction ability of the 
transformer model. The proposed model enhances the local 
information modelling ability of the traditional transformer 
model by adding a convolution layer. The structure of 
proposed intra and inter transformers along with convolutional 
module are shown in below Fig. 4(a) and 4(b). The 

convolutional module consists of Depth and Point wise 
convolutions instead of normal convolution to increase the 
speed of operation of model and both of them have less 
parameters compared to normal convolution. 

2) Proposed intra and inter transformer: The key 

distinction between intra and inter transformer is in its 

structure of Feed Forward Network (FFN). A CNN layer (1D-

Conv) and temporal convolution module (TCM) are used in 

intra transformer to learn long-term dependency of speech 

from the encoder output. The layer details of TCM are shown 

in below Fig. 5. A CNN layer (1D-Conv) and Bi-directional 

long short-term memory (Bi-LSTM) [34] are used in inter 

transformer to extract long-distance global features. 

 
(a) 
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(b) 

Fig. 4. The structure of inter transformer in transformer block 
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Fig. 5. The Layers of TCM

In general, Multi-Head Attention (MHA) works as 
follows:  

In the MHA block, the input (Y) is first mapped h-times 
with different, learnable linear transformations to obtain 
queries, keys, and values representations, respectively. 

      
 
         

           
  (2) 

In the above Eq. 1                      are mapped query, 

key and value.   
 
   

    
            represents     linear 

projection matrix for query, key and value. 

The query will be dot produced with all keys and a 
constant is divided by the dot product. After that a softmax is 
applied to the values to obtain weights. According to Eq.2, 
each head's attention is a dot product of its weight and value. 

                                  (
    

 

√ 
)      

       (3) 

The number of parallel attention heads are represented by 
 . In our proposed work   is considered as 4. The final output 
is obtained by concatenating the attentions of all heads and 
linearly projecting them again. 

                                      
  (4) 

In the above Eq. 3   
           is linear projection 

matrix. 

Next, it follows residual connection as shown in Eq. (4). 

                        (5) 

In the above Eq. 4           represents input. Where   is 
sequence length and   is dimension. 

To get the final output of intra and inter transformers of 
transformer block, the output of multi-head attention block is 
then processed by convolutional module and corresponding 
feed-forward networks, as well as residual connections and 
layer normalization [18]. 

The output of convolutional module is given as 

                 
                                            

                   

                                                           (6) 

      
                                           

 (7) 

The final output of intra transformer is given as  

                                           
 (8) 

                                          
                  (9) 

The final output of inter transformer is given as: 
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 (10) 

                                          
                  (11) 

3) Proposed two-stage transformer block: In the proposed 

2-stage transformer block there are two transformers called 

intra and inter transformers as shown in Fig. 2, which are used 

for extracting local and global context information 

respectively. The local transformer with the input as a 3-D 

tensor with dimensions as [C, N, F] is first applied to each 

chunk and local information is processed in parallel on the last 

dimension F of the input tensor. For learning global 

dependency, the global transformer uses the information of 

output from the local transformer which is implemented on 

tensor dimension N. Moreover, each transformer undergoes a 

group normalization and residual connections are also used. 

D. Masking Module 

A masking network obtains denoising masks by utilizing 
transformer module’s output features. First to match the 
output of the encoder, transformer module output is doubled 
along the channel dimension using PReLU and convolution. 
Afterwards, it undergoes two-way 2D convolution and 
nonlinearity, with the outputs multiplying together to form the 
input of two-dimensional convolution and PReLU. In order to 
obtain the final masked encoder feature, the mask and the 
encoder's output are multiplied element-wise. 

E. Decoder 

At this stage decoding the encoder feature into enhanced 
speech features is accomplished via dilated dense blocks and 
sub-pixel convolutions [35]. Using 2D Conv with filter size 
(1, 1), the enhanced speech feature's channel dimension is 
recovered into one and the enhanced waveform is produced by 
overlap-add. 

F.  Loss Function 

The loss in the T-F domain can direct the model to acquire 
extra information, resulting in improved intelligibility as well 
as quality [19]. To train the model, we combine two losses. 
First, a waveform is created using the overlap-and-add 
approach utilizing the improved frames. Using the mean 
squared error among the enhanced and clean utterances, an 
utterance level loss is computed in the temporal domain.  

It is said that the time-domain loss is: 

      ̂  
 

 
∑           

     ̂    2  (12) 

where M is the utterance length, y[n] is the nth sample of 
the clean utterance and  ̂     is nth sample of enhanced 
utterance. 

The loss in frequency-domain is given as: 

      ̂  
 

    
∑   ∑                         

   
 
   

  | ̂      |  | ̂      |      (13) 

where        and  ̂      denotes T-F units of STFT’s of 

  and  ̂ respectively. Where T denotes total frames number 

and F denotes frequency bins count. The real and imaginary 
components of a complex variable Y is denoted by   and   , 
respectively.  

Finally, the T-F domain lose is given by 

     ̂           ̂               ̂  (14) 

The hyper-parameter α is set to 0.2. 

IV. EXPERIMENTS 

A.  Datasets 

We conducted the experiments using a 2 data sets one is 
public dataset published by Valentini et al. in [36]. This 
database contains 30 utterers from the Voice Bank corpus 
[37], among them 28 utterers are utilized to train the model 
and 2 are utilized for testing. There are 11,572 pairs of clean-
noisy speeches in the training set. The noisy environments 
comprise 10 types of noises. Among them 8 noises are from 
the DEMAND dataset [38] and 2 are synthetic sounds at SNRs 
of 0, 5, 10 and 15 dB. The test set contains 824 mixtures using 
5 noises from [38] which are not present in training set at 
SNRs of 17.5 dB, 12.5 dB, 7.5 dB and 2.5 dB.  

Additionally, we assess the performance of our model in 
unseen environments. To test the generalization capability of 
proposed model we considered large Librispeech dataset [39]. 
To train the model we have chosen clean speech with duration 
of 50h from train-clean-100. A randomly selected set of noises 
from DEMAND dataset [38] and music samples from 
MUSAN [40] was used in the training set, with SNR ranges 
from −10dB to 10 dB. For each of the six DEMAND 
categories, we used two out of three types of noise. The test 
set of 500 samples are randomly taken from test-clean and the 
babble noise from NOISEX-92 dataset [41] and the noises 
river and restaurant are taken from DEMAND which are 
different from training set. The SNR are −5dB, 0dB, 5dB, 
10dB, and 15dB. The sampling rate of all utterances is 
16KHz.  

B.  Experimental Setup 

Each speech is resampled to a 16 kHz frequency. A 
rectangle window with a 32 ms (512 samples) size and overlap 
length of 16 ms is used to extract the frames. If an utterance 
lasts more than 4 seconds, we chunk a random 4 second chunk 
from it during each training session. To make the smaller 
utterances in the batch the same size as the largest utterance, 
zero padding is used. we train the model over the course of 
100 epochs and optimization employs the Adam optimizer. 
Gradient clipping is used with a maximum L2-norm of 5 to 
prevent gradient explosion. During the training phase, 
dynamic strategies are used to determine learning rate [13]. In 
this experiment, learning rates are linearly increased during 
training and then reduced by 0.98 every two epochs. 

C.  Evaluation Metrics 

In this study, speech quality is measured by using STOI 
[42], whose values normally fall between 0 and 1, and PESQ 
[43], whose ranges are -0.5 to 4.5. Speech quality improves 
with a higher PESQ value. Speech intelligibility increases 
with increased STOI.  
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D.  Results and Analysis 

1) Comparison with existing works on Valentini et al. 

dataset [36]: The experiment was carried out with two 

different datasets. The proposed convolutional transformer 

model was compared with various existing models such as 

SEGAN [8], CGAN [44], Wave-U-Net [7], MMSE-GAN [2], 

Metric GAN [3], DCUnet-16 [6], DEMUCS-small [11], SE-

Transformer [27], TSTNN [28]. All the existing models used 

for comparison are trained with similar dataset used to train 

our model. All the models are reproduced for comparison. As 

a comparison to the number of existing models stated in the 

original papers, we calculated the metric scores of our model. 

The proposed model was assessed by using the STOI and 

PESQ. The PESQ and STOI values for Valentini et al. dataset 

[36] are given in Table I. 

TABLE I. ASSESSMENT OF PESQ AND STOI OF PROPOSED MODEL WITH PREVIOUSLY PUBLISHED BASELINE SCORES USING THE VALENTINI ET AL. DATASET 

MODEL PESQ STOI (%) 

Noisy 1.97 91 

SEGAN [8]-2017 2.16 93 

CGAN [44]-2018 2.34 93 

Wave-U-Net [7]-2018 2.40 - 

MMSE-GAN [2]-2018 2.53 93 

Metric GAN [3]-2019 2.86 - 

DCUnet-16 [6]-2019 2.93 - 

DEMUCS-small [11]-2020 2.93 95 

SE-Transformer [27]-2022 2.62 93 

TSTNN [28]-2021 2.96 95 

Convolutional TSTNN (proposed) 3.12 96 

The above Table I gives the PESQ and STOI scores for 
proposed and various existing models such as SEGAN [8], 
CGAN [44], Wave-U-Net [7], MMSE-GAN [2], Metric GAN 
[3], DCUnet-16 [6], DEMUCS-small [11], SE-Transformer 
[27], and TSTNN [28].  

The PESQ score for SEGAN [8] is 2.16 and for the 
proposed is 3.12. The STOI score for SEGAN [8] is 93% and 
for the proposed is 96%. The SEGAN is an end-to-end SE 
model where only strided convolutions are used in the 
generator and discriminator. The PESQ score for CGAN [44] 
is 2.34 and for the proposed is 3.12. The STOI score for 
CGAN [44] is 93% and for the proposed is 96%. The CGAN 
is a CNN based GAN operates in T-F domain. In both the 
GAN models only, ordinary convolutional layers are used. 
The PESQ score for DEMUCS-small [11] is 2.93 and for the 
proposed is 3.12. The STOI score for DEMUCS-small [11] is 
95% and for the proposed is 96%. The DEMUCS model is a 
time domain U-Net model with ordinary convolutions and 
LSTM bottle neck. The CNN alone cannot well model the 
long-range dependencies of speech signal. In the proposed 
model to further enhance the performance of the model in 
addition to ordinary convolution a dilated dense block is used 

in both encoder and decoder. At various resolutions, the 
dilated convolutions aid with context aggregation and the 
dense connectivity provides feature map with more precise 
target information by passing through multiple layers. A 
transformer block is used for extracting the local and global 
features from a noisy speech signal. The PESQ score for SE-
Transformer [27] is 2.62 and for the proposed is 3.12. The 
STOI score for SE-Transformer [27] is 93% and for the 
proposed is 96%. The SE-transformer uses only LSTMs, 
multi-head attention and 1D convolution for SE. The PESQ 
score for TSTNN [28] is 2.96 and for the proposed is 3.12. 
The STOI score for TSTNN [28] is 95% and for the proposed 
is 96%.  

2) Comparison with existing works on librispeech dataset 

[39]: To test the generalization ability of our proposed model 

we conducted experiments with large Librispeech dataset. The 

average PESQ and STOI scores for three types of noises at 

SNRs of −5dB, 0dB, 5dB, 10dB, and 15dB are presented in 

Table II. The proposed convolutional transformer model was 

compared with DNS-baseline [45], DEMUCS [11] and 

TSTNN [28]. 
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TABLE II. EVALUATION OF PESQ AND STOI OF OUR MODEL AND EXISTING MODELS IN THE EXISTENCE OF BABBLE NOISE ON LIBRISPEECH DATASET 

Model Noisy DNS [45] DEMUCS [11] TSTNN [28] Proposed 

SNR PESQ STOI PESQ STOI PESQ STOI PESQ STOI PESQ STOI 

-5dB 1.11 0.66 1.23 0.70 1.50 0.82 1.58 0.83 1.69 0.84 

0dB 1.19 0.77 1.48 0.82 1.92 0.90 2.10 0.91 2.32 0.92 

5dB 1.40 0.86 1.86 0.90 2.36 0.94 2.49 0.94 2.68 0.94 

10dB 1.75 0.92 2.29 0.94 2.76 0.96 2.88 0.97 3.04 0.96 

15dB 2.25 0.96 2.71 0.96 3.07 0.98 3.19 0.98 3.58 0.98 

From Table II, in the existence of babble noise at -5dB 
input SNR, the PESQ value for the proposed method is 1.69 
and for existing DNS baseline [45], DEMUCS [11] and 
TSTNN [28] are 1.23, 1.50 and 1.58. The STOI score of the 
proposed method is 0.84 and for existing DNS baseline [45], 
DEMUCS [11] and TSTNN [28] are 0.70, 0.82 and 0.83.  

From Table II, in the existence of babble noise at 5dB 
input SNR, the PESQ value for the proposed method is 2.68 
and for existing DNS baseline [45], DEMUCS [11] and 
TSTNN [28] are 1.86, 2.36 and 2.49. The STOI score of the 
proposed method is 0.94 and for existing DNS baseline [45], 
DEMUCS [11] and TSTNN [28] are 0.90, 0.94 and 0.94.  

From Table II, in the existence of babble noise at 15dB 
input SNR, the PESQ value for the proposed method is 3.58 
and for existing DNS baseline [45], DEMUCS [11] and 
TSTNN [28] are 2.71, 3.07 and 3.19. The STOI score of the 
proposed method is 0.98 and for existing DNS baseline [45], 
DEMUCS [11] and TSTNN [28] are 0.96, 0.98 and 0.98.  

From Table II in the existence of babble noise at all input 
SNR conditions it is noted the proposed model performs better 
than that of DNS baseline [45], DEMUCS [11] and TSTNN 
[28] models. The proposed convolutional transformer delivers 
improved performance because the local and global features 
are well modelled by CNN and RNN layers. Moreover, a 
CNN module is added to deal with short-term noise. 

TABLE III. EVALUATION OF PESQ AND STOI OF PROPOSED MODEL AND EXISTING MODELS IN THE EXISTENCE OF RIVER NOISE ON LIBRISPEECH DATASET 

Model Noisy DNS [45] DEMUCS [11] TSTNN [28] Proposed 

SNR PESQ STOI PESQ STOI PESQ STOI PESQ STOI PESQ STOI 

-5dB 1.23 0.80 1.81 0.86 2.05 0.90 2.12 0.91 2.28 0.92 

0dB 1.45 0.87 2.17 0.91 2.37 0.94 2.46 0.94 2.67 0.95 

5dB 1.78 0.92 2.55 0.95 2.66 0.96 2.84 0.96 2.96 0.96 

10dB 2.23 0.96 2.92 0.96 3.98 0.97 3.12 0.97 3.42 0.97 

15dB 2.78 0.98 3.23 0.98 3.33 0.98 3.41 0.98 3.64 0.98 

From Table III, in the existence of river noise at 0dB input 
SNR, the PESQ value for the proposed method is 2.67 and for 
existing DNS baseline [45], DEMUCS [11] and TSTNN [28] 
are 2.17, 2.37 and 2.46. The STOI score of the proposed 
method is 0.95 and for existing DNS baseline [45], DEMUCS 
[11] and TSTNN [28] are 0.91, 0.94 and 0.94.  

From Table III, in the existence of river noise at 5dB input 
SNR, the PESQ value for the proposed method is 2.96 and for 
existing DNS baseline [45], DEMUCS [11] and TSTNN [28] 
are 2.55, 2.66 and 2.84. The STOI score of the proposed 
method is 0.96 and for existing DNS baseline [45], DEMUCS 
[11] and TSTNN [28] are 0.95, 0.96 and 0.96. 

From Table III, in the existence of river noise at 10dB 
input SNR, the PESQ value for the proposed method is 3.42 
and for existing DNS baseline [45], DEMUCS [11] and 
TSTNN [28] are 2.92, 3.98 and 3.12. The STOI score of the 
proposed method is 0.97 and for existing DNS baseline [45], 
DEMUCS [11] and TSTNN [28] are 0.96, 0.96 and 0.97.  

From Table III in the existence of river noise at all input 
SNR conditions it is noted the proposed model performs better 
than that of DNS baseline [45], DEMUCS [11] and TSTNN 
[28] models. The proposed convolutional transformer delivers 
improved performance because the local and global features 
are well modelled by CNN and RNN layers. Moreover, a 
CNN module is added to deal with short-term noise.
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TABLE IV. EVALUATION OF PESQ AND STOI OF PROPOSED MODEL AND EXISTING MODELS IN THE EXISTENCE OF RESTAURANT NOISE ON LIBRISPEECH 

DATASET 

Model Noisy DNS [45] DEMUCS [11] TSTNN [28] Proposed 

SNR PESQ STOI PESQ STOI PESQ STOI PESQ STOI PESQ STOI 

-5dB 1.09 0.63 1.21 0.68 1.38 0.78 1.49 0.79 1.62 0.81 

0dB 1.15 0.75 1.43 0.80 1.68 0.88 1.85 0.91 1.98 0.92 

5dB 1.31 0.84 1.76 0.88 1.99 0.93 2.29 0.94 2.41 0.94 

10dB 1.62 0.91 2.16 0.93 2.33 0.95 2.67 0.95 2.87 0.96 

15dB 2.07 0.95 2.59 0.96 2.70 0.97 2.94 0.97 3.18 0.97 

From Table IV, in the existence of restaurant noise at 0dB 
input SNR, the PESQ value for the proposed method is 1.98 
and for existing DNS baseline [45], DEMUCS [11] and 
TSTNN [28] are 1.43, 1.68 and 1.85. The STOI score of the 
proposed method is 0.92 and for existing DNS baseline [45], 
DEMUCS [11] and TSTNN [28] are 0.80, 0.88 and 0.91.  

From Table IV, in the existence of restaurant noise at 10dB 
input SNR, the PESQ value for the proposed method is 2.67 
and for existing DNS baseline [45], DEMUCS [11] and 
TSTNN [28] are 2.16, 2.33 and 2.67. The STOI score of the 
proposed method is 0.96 and for existing DNS baseline [45], 
DEMUCS [11] and TSTNN [28] are 0.93, 0.95 and 0.95.  

From Table IV, in the existence of restaurant noise at 15dB 
input SNR, the PESQ value for the proposed method is 3.18 
and for existing DNS baseline [45], DEMUCS [11] and 
TSTNN [28] are 2.59, 2.70 and 2.94. The STOI score of the 
proposed method is 0.97 and for existing DNS baseline [45], 
DEMUCS [11] and TSTNN [28] are 0.96, 0.97 and 0.97.  

From Table IV in the existence of restaurant noise at all 
input SNR conditions it is noted the proposed model performs 
better than that of DNS baseline [45], DEMUCS [11] and 
TSTNN [28] models. The proposed convolutional transformer 
delivers improved performance because the local and global 
features are well modelled by CNN and RNN layers. 
Moreover, a CNN module is added to deal with short-term 
noise.  

From Table II, Table III, and Table IV, it is noted the 
transformer-based models performs better than that of DNS 
baseline [45] and DEMUCS [11]. The proposed convolutional 
transformer delivers improved performance in terms of 
enhanced signal quality than all existing methods for all types 
of noises at all SNR conditions.  

V. DISCUSSION 

The results from experimental studies show that the 
proposed convolutional transformer consistently improves 
speech quality as well as intelligibility. The performance of 
proposed transformer is better than the existing models such as 
SEGAN, CGAN, Wave-U-Net, MMSE-GAN, Metric GAN, 
DCUnet-16 and TSTNN. In the existing models CNN alone 
cannot well model the long-range dependencies of speech 
signal. In the proposed model to further enhance the 
performance of the model in addition to ordinary convolution 

a dilated dense block is used in both encoder and decoder. At 
various resolutions, the dilated convolutions aid with context 
aggregation and the dense connectivity provides feature map 
with more precise target information by passing through 
multiple layers. A transformer block is used for extracting the 
local and global features from a noisy speech signal. In 
TSTNN model same structure of FFN is used in both intra and 
inter transformers. And also, they have not concentrated on the 
local (short-term) noises present at the output of encoder. To 
further enhance the performance in the proposed model we 
used TCM in the intra transformer and Bi-LSTM in the inter 
transformer as CNN’s are good at extracting local features and 
the RNN’s are good at extracting global features from the 
noisy speech signal. In the proposed model the transformer 
considers global information as well as parallel computing, 
resulting in a reduction of long-term noise. In contrast to 
RNNs and CNNs, the proposed transformer model uses 
parallel processing and the long-term dependencies can be 
modelled more efficiently with multi-head attention (MHA) by 
using sequence similarity. Moreover, a CNN module is added 
to the transformer so that short-term noise can be reduced 
more effectively, based on the ability of CNN to extract local 
information. We observe that the performance drop is more 
without CNN module that means on the basis of the 
transformer model CNN module is able to capture locally 
relevant context information based on global contextual 
information. 

VI. CONCLUSION 

In this paper we proposed a two-stage convolutional 
transformer for speech enhancement in time domain. The 
transformer considers global information as well as parallel 
computing, resulting in a reduction of long-term noise. In the 
proposed work unlike two-stage transformer neural network 
(TSTNN) different transformer structures for intra and inter 
transformers are used for extracting the local as well as global 
features of noisy speech. Moreover, a CNN module is added to 
the transformer so that short-term noise can be reduced more 
effectively, based on the ability of CNN to extract local 
information. The experimental findings demonstrate that the 
proposed model outperformed the other existing models on 
both the datasets in terms of STOI (short-time objective 
intelligibility), and PESQ (perceptual evaluation of the speech 
quality). In future, we would like to analyze the performance 
of the transformer in T-F domain by adding new layers like 
Time Frequency attention (TFA) and also apply it in speech 
separation and multi-channel speech enhancement. 
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Abstract—Internet 2.0 Things connected to the Internet not 

only manage data supply through devices but also control the 

commands that flow through it. The communication technology 

created by the desired sensor is used by a new computing model 

so that the collected data appears in Web 2.0 for management. In 

addition to enhancing Sense efficiency through the simple IoT 

computing process, it is used in many cases for example video 

surveillance, and improved and intelligent manufacturing. Every 

fragment of the system is carefully continued and supervised in 

this process by software collection using a large number of 

recurs. An important process for this is to access web APIs from 

various public platforms in an efficient way. The use of different 

APIs by developers for the integration of different IoT devices 

and the deployment process required for this is unnecessary. 

Obtaining configured target APIs makes it easy to know where 

and how to get started with the workflow approach. Rapid 

industrial development can be achieved through this powerful 

API approach. But finding adequately powerful APIs from a 

large number of APIs has become a great challenge. However, 

due to the massive spike in the count of APIs, combining the two 

APIs has now become a major challenge. In this paper, for the 

time being, only the relationships between users and the API are 

considered. In this case, they had to face difficulties in extracting 

contextual value from their interpretation. So better accuracy 

could not be obtained due to this. The consequence of the user's 

time aspect on the cryptographic properties concerning the 

information collected from the API contextual description can be 

enhanced by the Deep Learning Probabilistic Matrix 

Factorization (DL-PMF) method, which improves the accuracy 

of the API recommendation in considering the cryptographic 

features of the user in the API recommendation. In this paper, 

we have used CNN (Convulsive Neural Network) for web 

elements such as APIs, and LSTM (Long-Term and Short-Term 

Memory) Network, which works with a diligent mechanism to 

find hidden features, to find hidden features that suit the tastes of 

the users. In conclusion, the combination of PMF (Probabilistic 

Matrix Factorization) evaluation of the recommended results was 

obtained as described above. The combination of DL-PMF 

method experimental results was found to be better than 

previous PMF, ConvMF, and other methods, thus improving the 

recommended accuracy. 

Keywords—Implicit feature; API’s recommendation; IoT; 

collaborative filtering; matrix factorization 

I. INTRODUCTION 

In this new era due to the huge explosion in data 
registration as an online platform, consumers have to face 
various big problems in big data usage. Retrieving large data 
and other necessary information by communicators using [1] 

technology in a very short period has not been very successful. 
In addition to providing services tailored to the personal 
preferences of different users, this method also answers the 
major problem of data overload. This order, which was 
recommended by a mature process developed by a highly 
researched cooperative filtering method, became highly 
publicized. This has been referred to as neighborhood and 
model-based practices [2]. Better results than neighborhood-
based recommended policy outcomes can be obtained by 
recommending using PMF and SVD methods with model-
based approaches [3]. The probability factor established by the 
model-based approaches PMF and SVD plays a major role in 
gradually improving the effectiveness of the recommended 
process. The PMF approach turned out to be effective in 
uncovering the hidden features of consumers by rating matrix 
but has failed to make effective and efficient utilization of this 
informational interpretation in terms of useful and vital 
customer information and services. 

In this case, the recommendation system was applied 
through approaches undertaken by several researchers with the 
knowledge gained from the in-depth study. As a result, the 
recommended system has been improved by eliminating the 
flaws in the traditional recommendation method and 
utilizing information efficiently through complex approaches. 
There are still some errors that need to be corrected. Two 
CNNs (Conventional Neural Networks) were created in 
parallel to capture the underlying elements of Web API 
description information and the factor evaluation mechanism 
from the customer evaluation description [4]. The impact of 
consumer preferences on the recommendation system could not 
be ascertained due to the time factor not taking into account the 
consumer preferences in this model. For better 
recommendation, we have combined both the denoising 
autoencoder and the CDL model, which can effectively obtain 
encryption components through auxiliary information, and 
achieve better results [5]. The hierarchical Bayesian model 
approach is proposed later in this series.  

The methods described by the above research have not 
been able to achieve better results in extracting relevant 
information from the content description. CNN and PMF have 
been used interchangeably, as described in the research papers 
[6] and [7] to identify latent properties as the basis of object 
content. But this does not allow us to find out the latent 
features of the user using the user information. The model [8], 
developed by combining CNN and latent factors, was 
successful in capturing users' object attributes but failed to 
achieve better-optimized hidden attributes. RNN (Repeated 
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Neural Network) assists in the detection of consumer data 
irregularities [9] and the output of received news messages for 
recommendation by taking what is collected and received as 
input for what was previously considered the Browsing History 
Helpline. Dimensionally we get output messages that have the 
same dimension size as the input in the feature learning 
process. This requires the use of optimized dimensionality. In 
addition to extracting latent features from the user information 
description, the time it takes to use them in the process is also 
calculated using the RNN-based model [10] proposed by the 
collaborative filtering algorithm. Failed to fully extract from 
the elements the comprehensive latent features based on the 
model described in this sequence.  

It has now become a challenge to capture the latent features 
according to their real, precise needs according to the 
information in the description of the consumer items. 
Integrating the PMF model with Deep Learning has been 
proposed for its solution. The text descriptive for this system is 
given as input for recommendation and the whole process is 
done in three steps. The latent features were learned from the 
description of the elements in the first stage, the latent features 
of the users in the second stage, and finally, the total latent 
features were trained by merging the two latent features into 
the PMF. To this end, in the aforementioned paper, we have 
attached a technique with particular care to capture and better 
understand the exact latent nature of CNN from element 
description [11, 12]. Care is taken to remove useless 
information in the service description as well as to learn the 
latent features according to the tastes of the customers [13]. In 
this paper, LSTM has been adapted LSTM to find the latent 
features appropriate to the needs of real and accurate users [14, 
15]. The impact of consumption time on consumer pre-history 
discussions and consumer tastes has been taken into account in 
the process of learning these hidden features. Finally, it was 
made possible by combining users' hidden features with PMF 
for content-based assessment of user preference using both 
elements and user description. The combination of ConvMF 
and PMF has been verified by proposing Deep Learning-based 
PMF for greatly improved accuracy in the recommendation 
and enhanced accuracy capability by experimenting on a data 
set that has been crawled from a website called 
Programmableweb.  

II. RELATED WORK 

The section includes, the most widely used CF algorithms 
in service recommendation [16, 17, 18] are currently reviewed 
by Mac as algorithms relevant to service and API 
recommendations. In this paper, Mache proposes a hybrid CF 
algorithm to overcome the shortcomings of CF algorithms [17] 
following current traditional methods. For this purpose, the 
information of the web APIs was collected by the first 
collecting mechanism and a new method of weight calculation 
was used. This algorithm then improved the accuracy of the 
recommendation by combining the user and item-based CF 
model with different weights. The web API information 
description was collected by a mechanism proposed in [16]. 
Different weights were added to the user and item-based CF 
model through the new-weight calculation method. 

The revised proposal has sparked renewed interest in APIs 
in recent years as a means of addressing the guideline's flaws. 
The algorithms in this sector are separated into API and 
Mashup suggestions. The authors of [19] advised mashups for 
consumers based on customer preferences and service social 
networks for Mashup Recommendation. Historical usage data 
from the mashup is used to determine user interest. For the 
mashup service, a social network of web services was 
developed using a description of the information included in 
the API and associated tags. The network has uncovered and 
integrated user interest in web services. As noted in [16], 
potential affiliates have been discovered as a set of API 
mashups produced by authors from among APIs. It also 
focuses on an excavation in the context of Mashup's proposal 
for a shared API invoice model, as implemented by the 
excavated association recommended model. The potential 
model here improves the streamlined latent correlation. 

The framework based on the Knowledge Graph was 
submitted by the authors of [20]  on the recommendation of the 
APIs. It first recognizes the invite relationship between APIs 
and also identifies key information related to categories and 
labels. This information is used to form the relationship 
component between entities. The input is part of the 
recommendation in the knowledge graph. The authors later 
[21] proposed the recommendation of the framework obtained 
by applying random walks on the Knowledge Graph. The 
information on the most useful APIs was first compiled by the 
authors using the knowledge graph and the nodes were filtered 
based on the semantic information contained. The relationship 
between the candidate and the nominee was re-evaluated by the 
authors using random walks. Different networks are used to 
resolve different relationships represented by multiple links 
and multiple types of objects. A diverse information network is 
built by the authors by combining the API information with the 
information contained in [22] about the mashup and its related 
features, and group preference can be obtained for the mashup 
by following a clustering approach to the information in the 
network. Fixed issues with authors [23] currently having 
problems getting permission to search for API representative 
services by search engines. In addition, the recovery process 
was proposed by the new authors with the help of a 
collaborative network of services and the visualization 
technique provided for easier browsing.   

Recommendations for APIs are made by traditional CF 
algorithms. The CF algorithm was proposed by the author in a 
paper [24] due to an item-based API recommendation. Item 
similarity can be achieved by making the customer group based 
on customers who have similar preferences. Furthermore, the 
CF algorithm applies a specific item based on each user group. 
It has been confirmed that better performance than neighbor-
based CF can be achieved with MF model-based CF, with the 
authors attempting to assess user preferences when presenting 
invitations in [25] and terms of APIs and mashups. This 
assessment was made possible by the authors incorporating 
user preferences into the MF model to create a new 
recommendation model. 

Even though recent procedures have a high level of 
suggestion accuracy, the content of the data has not been 
accomplished. Because most consumers use different objects at 
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various times throughout the day, Chen et al. [26] argued that 
contextual factors are crucial in the brilliant object suggestion 
of the Internet of Things. The researchers projected a time-
aware, bright object recommendation model integrating user 
interest across times and creative object resemblance. Duan et 
al. [27] suggested JointRec, a deep learning-based joint video 
streaming recommendation system for IoT, to deliver precise 
video ways for a better marginal of users. Item descriptor 
information in IoT is generally diverse and multimodal, 
according to Huang et al. [28]. The paper presents a new 
heterogeneous representation learning-based strategy to 
improve predictive performance in IoT. In  [29], Hu et al. 
suggested automotive ad-hoc network representation training 
for IoT recommendations since trajectory data better 
knowledge of human movement patterns. In contrast to these 
approaches, we investigate the potential linkages between users 
and API attributes in this research. To uncover implicit 
information, we use collaborative learning. Finally, we propose 
multiple models for IIoT devices and API recommendations 
grounded on the association between users and APIs. A 
clustering technique called Word-Embedded Clustering (AUG-
LDA) is suggested in [30] for improved outcomes with a 
significant influence on word vector quality. This method can 
offer more efficiency and accuracy in mashup service 
innovation. DMM-Gibbs (Dirichlet Multinomial Mixer with 
Gibbs) predicts better clustering performance by reducing the 
number of features represented [31].  

III. PRIOR KNOWLEDGE 

In this segment, we critically summarize the most popular 
collaborative filtering technique called “Matrix Factorization 
(MF)” and the “Convolutional Neural Network (CNN)”. 

The MF method operates in a process-sharing 
cryptocurrency that calculates the strengths of the user-object 
relationship with the rating given by the consumer on the 
object, intending to collect hidden patterns of the object [3]. 
Let's assume we have N consumers and S web services and a 
ranking index for user service is       . In MF, k-

dimensional structures,      and       are represented as 

the latent structures of consumer   and service  . A user   and 
service  's ranking     is approximated by the inner-product of 

the related latent user   and service   models (i.e.       ̂   

  
    . One possible simple way to better minimize the damage 

function   value is to train Latin models. It has a policy of 
having total-squared-error terms between ratings and actual 
ratings, and    regularized terms. To better avoid the major 
problem of over-fitting, try to improve it as shown below:  

  ∑ ∑    
 
 

 
 (      

   )
 
   ∑ ‖  ‖

    ∑ ‖  ‖
  

   
 

 (1) 

Where an indicator function     exists such that, if the user 

is given a rating it is 1 otherwise 0. 

A "Convolutional Neural Network" (CNN) is called feed-
forward and is a type of neural network that varies with the 
following components: 1) To construct local attributes, the 
convolution layer is used; 2) The pooling layer is used to 
represent only the data as an abbreviated representation, called 
the sub-template. Via activation functions, all of the 

representatives with the highest score from the previous layer 
send local features to the next layer.  

Although CNN was originally used to develop computer-
vision-based applications, its main idea was to retrieve 
information and, in particular, to return the NLP search query  
[32], to model sentences [33], and additionally perform NLP 
tasks in traditional methods [34]. Here NLP has led to 
significant changes in the structure of CNN for the betterment 
of work and better results in the performance of the NLP's 
diverse work. 

However, in reality, CNN is not yet well used in some 
areas, especially in the recommendation system. To the best of 
our knowledge, van den Ord et al. CNN [35] was first applied 
to music recommendation. There they analyzed the songs via 
CNN from a sound analysis perspective. And the desired 
pattern for calculating ratings is based on the latent pattern of 
the song obtained by sound CNN. The CNN model has not 
shown enough improvement in processing the documents and 
retrieving the sound signal. The reason for this is that the 
quality of the documents, the sound signals, and the features 
around them differ inherently with some variation. At a given 
time i.e. a signal with a short time difference is equal to the 
surrounding signals. And the word in a document at a certain 
point differs greatly from the meanings of the surrounding 
words. So, in the end, there is a great need for CNN to have 
such different variations and different structures to influence 
the quality of features locally. Also, the cooperative 
information of the model is not fully available. In particular, 
service latent features are determined by the analysis results 
obtained by CNN to convey the audio signal rather than the 
collaborative information. Therefore, "weighted matrix 
factorization (WMF)” [36] alone cannot improve the 
performance of the entire recommendation system, and it is 
one of the traditional collaborative filter MF-based methods 
that deals only with datasets with latent features. 

IV. METHODOLOGY OF DL-PMF MODEL  

Matrix factors can be considered models by PMF as a 
potential solution. User preference in service selection is 
explained by the use of a potential combination of low-
dimensional feature vectors, and potential properties are 
mapped by API and customer element information based on 
the potential angle to the low-dimensional mapping space. The 
process of identifying matrix factors as a potential solution was 
used as a model by the PMF. To assist in the dimensional 
mapping of a small area, it has used a low dimensional feature 
vector to highlight important information potential features in 
the API and user information. Specifically, this simple 
combination makes it possible to take customer preference into 
account in the process description recommended by the API. In 
this paper, the main purpose is to get better results using the 
proposed DL-PMF model. For this, the service / APIs and 
customer information through the continuous iteration process 
are used to find hidden vectors with the help of the PMF 
method. The performance of this model can be seen in a step-
by-step sequence as shown in Table I below and Fig. 1 below. 
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TABLE I. THE ARRANGEMENT OF STEPS IN THE DEEP-LEARNING BASED 

PMF MODEL 

Algorithm : 
The arrangement of steps in the Deep-

Learning based PMF model 

Step 1 : 
Incidentally, both U and    variables are 

generated and configured as rating matrix R. 

Step 2 : 
Attention-CNN updates S depending on R and 

U. 

Step 3 : 

S is trained using the PMF method while U is 

trained using the LSTM algorithm using 

Attention-CNN and LSTM. 

Step 4 : 
Steps 2 and 3 should be repeated until the loop 

convergence is reached. 

 
Fig. 1. DL-PMF model framework 

The hidden feature vectors are detected by the Attention-
CNN used from the service information. The DL-PMF model 
is part of a CNN-based network that is interested in this 
process. We were able to obtain accurate results based on the 
achievement of the natural language processing process for 
application programs to text emotion classification as well as 
analysis. Potential features can be easily extracted from global 
information using CNN [4, 6, 5, 7]. The focus is on each 
characteristic of the customer information description and the 
features of most of the API information description, in line 
with the visual approach and human information. These 
features and their meaning can also be obtained due to the in-
depth study that is part of the attention process. The 
combination of CNN and the Focus Approach makes it 
possible to easily get better features as well as remove useless 
features from the Global Information filter. We will see in the 
proposed DL-PMF model how to retrieve hidden feature 
vectors using user information by LSTM with memory 
function. Current and past interests can be fulfilled based on 
history record information by remembering precise guarantees 
for customer perceptions and timing, and by remembering the 
implicit connection features between their respective APIs. The 
internal construction of Attention-CNN, as well as LSTM, is an 
overview as shown below. 

A. The Structure of Attention-CNN Network 

The Attention-CNN architecture is known as the network 
architecture seen in Fig. 2 and this architecture's main objective 
is to identify and acquire its tacit vectors based on the details 
contained in the document's service specification. Here, in the 
service text description, we convert the data into digital 
quantity and take it as input to the Attention-CNN model. 
Complex instances are correlated with word embedding and 
hence controllable measurements can be obtained. In this 
proposed model, we've introduced the embedding process. 

 
Fig. 2. Architecture of attention-CNN 

1) Language embedding layer: The language embedding 

layer collects the raw material for the next level of the 

convolution layer and converts it into a dense numeric matrix 

and gives it as input. The word description of the service is 

used to input the words in the documents into   word vectors, 

converting the document into a matrix and input to the 

language embedding layer. Each word in the document is 

converted to a low-dimensional numeric vector using the pre-

trained word2vec tool. We get the output of the layer as 

      , denoting the maximum length d of the vectors. 
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Where   is each word vector's dimension,      . 

2) Convolution layer: The key role of this layer has been 

described as gathering feature information related to the text. 

It is used to locate text attributes with different sharing 

weights using various convolution kernels. The length of the 

kernel window is then defined as  , and Eq. (3) is used to 

express the mutual weight matrix. The properties gained by 

the convolution kernel's layer   are expressed as follows. 

     [  
 
   

 
      

 
         

 
] (3) 

The output eigenvalue obtained by a convolution kernel 

concerning region ix is denoted by   
 

, and   
 
   (   

 (  (      )    ) . The paper will specify the configuration 

operator as  , the non-linear activation function as  (  , and 
the activation function as ReLU. From the   column of X to 

       column by  (  (      ) , and we identified the 

mapping matrix    and the bias by   . 

This layer's outcome is: 

  [                  ] (4) 

Here, n is the kernel convolution number. 

3) Pooling layer: This current layer captures the 

representative properties through the convolution layer on the 
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back, and constructs a fixed-length vector of equal length with 

the document variable following the pooling operation. The 

variable length obtained by the convolution layer represents a 

contextual feature vector with      . This constant change 

in length makes it difficult to form subsequent layers. So we 

used max-pooling in this case. The maximum contextual 

characteristic of a piece of information is derived from each 

contextual feature vector that represents it and is represented 

by a shorter fixed-length vector. To substitute the output of 

that position in the network, this layer utilizes the general 

features of an adjacent output at a region. The layer's outcome 

is: 

                    [               ] (5) 

Where        (   ,    (   is the maximum in   . 

4) Attention Layer: At this stage, the layer has been 

introduced with more attention-grabbing approaches. The 

service weight is calculated from the information weight in 

each term based on the attention matrix approach. This not 

only highlights some of the important features but also leaves 

out unnecessary information using weight value in terms of 

size. So the corresponding weight for each word is calculated 

according to (6). 

    (      (  
              (6) 

Where    
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 ],   

is the magnitude of the sliding window.           , 
       .   (   is a function of non-linear activation. 

The outcome of this current layer is  

  [               ] (7) 

Where        . 

5) Output layer: After obtaining high-level attributes from 

the previous layer in this sequence, they must be changed 

gradually for specific work as soon as the output layer is 

reached. That is, high-dimensional attributes are converted 

into a specific size feature vector and a latent attribute 

representation for customer service after reaching the layer 

before the output layer. The output to the output layer can be 

specified as follows. 

       (        (8) 

From the above equation, we reference to         as 

the mapping matrix,       as the bias, and       as the 

service's latent characteristic vector  . 

B. LSTM Neural Network Structure 

 The correlation between customer and service features is 
very strong. This paper considers it a series of tasks to identify 
user characteristics for this correlation exploration. In this 
series of processes, we use the LSTM model to thoroughly 
search and dig into the correlations between expected features 
and to identify service users individually. Neural networks are 
specifically designed as "Recurrent Neural Networks (RNN)" 
and are used to process sequences of data. This allows each 
layer to be output to the next layer as well as its current state 

for processing and RNNs are good at mining the 
interrelationships between cryptographic patterns. RNN 
showed better results in gradient disappearance and gradient 
explosion. Developed an evolutionary version of RNN called 
"Long Short-Term Memory (LSTM)" [37]. 

Another special type of RNN, LSTM, replaces the complex 
neural network structure by internally filling cells with low-cell 
neurons [38] Here, the LSTM of RNN is used to explore the 
properties of services that are interrelated through this 
framework and to independently evaluate the features of the 
services. Also, in evaluating subsequent characteristics, the 
LSTM internal structure indicates the secret state in the pre-
history information and works better in the sequence modeling 
process. As input information, it takes complete sequence 
information, models it, and processes it into a single-
dimensional vector. The inner component structure of the 
contributing LSTM-Cell can be described as shown in Fig. 3.  

 
Fig. 3. Inner components of  LSTM-Cell 

Initially, LSTM, like RNN, considers service inputs to be 
interconnected and considered as a time series, and finally, its 
internal structure has become an excellent answer to the 
problem of bursting and disappearing gradient problems [16]. 
Below are the four significant aspects of the LSTM model. As 
shown in the figure: the input gate, forget gate, gate of the 
input module, and gate of the output. The gate and output gates 
of the module are used via the input gate to change the status of 
the cell, forget the maintenance gate, and control the deletion. 
The numerical method can be represented by the following 
equations for this procedure. 

{
  
 

  
 

          (                  
                           (                 

          (                 

       (                )

                

        (   }
  
 

  
 

 (9) 

Where the current cell status value, last time frame cell 
status value, and the update for the current cell status value are 
expressed by   ,     , and   . Input gate, forget gate, and 
output gate, respectively, are the notations      , and   . With 
suitable input parameters, according to Eqs (9), the output 
value    is determined based on    and      values. Based on 
the difference between the output value and the actual value 
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after the back-propagation through time (BPTT) algorithm 
[39], all weights, including:   ,   ,   , and   , are modified. 

This paper describes how the latent feature vector is 
derived from users' historical record information. The services 
used in the information in the usage history record over time 
need to be considered in the acquisition process and for this, 
the process of learning the latent feature vector can be 
considered as a time series approach. The answer to this 
approach is to use the LSTM architecture shown in Fig. 4 
below to extract the latent feature vector from user information. 

 
Fig. 4. LSTM External Architecture 

The output and latent feature vectors of historical customer 
services can be obtained by input series, chronologically 
inserted into the LSTM model. 

{
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The mapping templates are denoted by   ,   ,   , and    
, the bias is denoted by   ,   ,    and    , and the cell state by 
   at t, the latent attribute vector relative to the user    by 

  
     and here  (    is the activation function related to the 

sigmoid. 

C. Methodology for Proposed Model 

In Fig. 1, the user  's latent feature vector is denoted as 

     , the latent attribute vector of the service   as      , 

and the user   rating of the service   as    . The variation of the 

Gaussian distribution of    and    is denoted by   
  and   

 , 

respectively. 

The probability of a true conditional rating matrix [14] is 
determined as follows: 

 (          ∏ ∏ [ (   |  
     

 )]
    

 
 
  (11) 

The probability density of the Gaussian distribution with 
the  's mean and    variance is given by  (        suggested 
here. If the user   rates the service j, the index function     value 

is set to 1, otherwise, its value is set to 0 will allocate. 
Assuming that the total number of users is   and the services 
are  , we identify the user's feature matrix by        and 
the latent feature matrix of services by       . 

PMF is a sequence of consumers' and services' latent 
feature vectors that are independent of each other. Also, before 
the Gaussian distribution, the likelihood assumes the formula 
shown below for a zero-mean value. 

(    
   ∏  (       
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It is possible to substitute the Attention-CNN and LSTM 
outputs with equations (12) and (13). 

 (          
   ∏  (  | 
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 (          
   ∏  (  |     

  ) 
    (15) 

In LSTM,    is used to denote the whole mapping matrix 
and its biases, and    is used to denote both mapping matrices 
with their biases. We can understand that the latent potential of 
the latent feature matrix for customers and services can be 
satisfied using the following formula, according to the 
Bayesian formula. 
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For the prior probability distribution  (  |   
 )  

∏  (    |   
  ) 

  relative to   , the total representation 

mapping matrix in the LSTM network can be observed as   . 
Priority probability distribution concerning    is 

 (  |   
 )  ∏  (    |   

  ) 
 , the total mapping matrix 

represented in Attention-CNN Can be observed as   . Also    
in LSTM and    in Attention-CNN are referred to as the input 
set respectively. 

In estimating the maximum posterior likelihood, the 
estimation matrix   found based on the DL-PMF model 
offered a nice solution.  
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We consider the natural logarithm for the above equation 
for convenience. In  
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The LSTM, Attention CNN mapping matrix numbers, are 
denoted as Ω and ℜ respectively, and the matrix entries in the 
equation (16) can be omitted since the LSTM, Attention CNN 
mapping matrices, are constructed randomly according to the 
distribution basis of Gaussian. 

To make the maximum value of equation (18) equal to the 
minimum, the following equation is used: 
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Where       
 ⁄ ,       

 ⁄ . 

The algorithm of coordinate descent is used in this paper to 
find and solve the minimum value of  . The    and    updates 

are expressed as follows:  

   ( (     ∑        
  

   )
  

 (     ∑         
 
   ))

 (20) 
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V. EXPERIMENTAL EVALUATION  

Initially, each value of the matrix in the process results 
indicated here is denoted by 0 or 1 and equated with the 
performance of the four other methods. In this case, any API 
followed by the user is marked as '0' and otherwise as '1'. 

A. Datasets 

We used as a package the existing API data from the 
website called programmableweb and the API dataset was 
scrambled with comprehensive information about them. We 
scrambled a count of 17412 API data for this data set. It 
includes a list of followers for each API, as well as developer 
information, a quick summary, a range of names, and a post 
date. And here we have extracted the new follow feature from 
the web along with customer information. Consumer 
information description is considered equivalent to the 
performance of the goods. As followers of 17412 APIs, we 
have compiled the data of 140,000 users for this purpose and 
we have included the details in Table II. 

TABLE II. STATISTICS FROM CRAWLED DATASET 

Scrambled Dataset Total (#) 

User profiles 17412 

API’s 22032 

Invocation files 248530 

All the data in the scrambled dataset is split into training, 
validation, and test sets to evaluate the results of the 
experiments we perform. Random selection of training sets to 
90%, 80%, 70%, 60%, and 10% is possible due to the 
arrangement of the data settings. In this experiment, 90 data 
sets for training, 5 for validation, and 5 percent for test density 
were analyzed first, and for the other four data settings for 10% 
validation of the data in the data set, the remaining data for the 
test set was composed. I.e. training, certification, and test sets 
with 10%, 10%, and 80% concentrations were taken. Thus 
experiments were performed ten times for each group. We 
analyzed all the results for each group experiment with MAE 
(Mean Absolute Error) and RMSE (Root-mean-square error) 
values.    

B. Evaluation Metrics 

There has been an introduction to a recommended model to 
estimate a type. The goal is to determine the prediction 
accuracy of the API suggestion estimates based on the trials 

completed. We used the MAE and RMSE as evaluation 
criteria. 

    
 

 
∑ |     ̂  |    (22) 
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∑ (     ̂  )

 
    (23) 

N stands for the numeral of tests,     stands for the user's 

rating of service  , and  ̂   stands for the user's estimated 

rating of service   using the stated method. 

C. Parameter Setting 

Since the model, we proposed above depends on the 

latent factor method (LFM), this model is particularly affected 

by two parameters. The first is the total quantity of hidden 

features: though its value is too high it cannot be understood 

by the model. Yet if this value is too low, we will get negative 

effects from the model. So, we took this number to be 10. The 

second introduced a parameter called regularization   to adjust 

the weight of the term. As part of this,   is set to 0.1, as well 

as the regularization value      is set to 0.01 related to user 

terms and related API terms. 

D. Comparative Result Evaluation of Performance 

To evaluate the effectiveness of the proposed strategy, we 

used the following methods and the experimental findings are 

listed in below Table III. 

TABLE III. EXPERIMENT RESULTS 

Method 

The density of the Training set (T) 

T=90% T=80% T=70% T=60% T = 10% 

MA

E 

RMS

E 

MA

E 

RMS

E 

MA

E 

RMS

E 

MA

E 

RMS

E 

MA

E 

RMS

E 

PNF 

0.39

1 
0.555 

0.41

1 
0.571 

0.42

6 
0.584 

0.44

1 
0.596 

0.63

5 
0.739 

NMF 

0.26

5 
0.531 

0.28

3 
0.564 

0.31

5 
0.623 

0.39

5 
0.747 

0.40

2 
0.818 

ConvMF 

0.46

8 
0.684 

0.46

9 
0.685 

0.47

1 
0.69 

0.48

1 
0.696 

0.48

2 
0.719 

Autoenco
der 

0.29

9 
0.378 

0.33

2 
0.378 

0.34

4 
0.387 

0.37

7 
0.377 

0.41

7 
0.45 

DL-PMF 
0.15

1 
0.204 

0.16

3 
0.223 

0.17

6 
0.246 

0.19

3 
0.276 

0.42

4 
0.646 

1) PMF [40]: For collaborative filtering, Probabilistic 

Matrix Factorization incorporates ratings. 

2) NMF (Non-Negative MF) [41]: A Non-Negative 

matrix factorization is modeled as the product of the two non-

negative matrices. 

3) ConvMF [7]: CNN is used to extract item information 

in Convolutional Matrix Factorization. 

4) Autoencoder  [42]: A multilayer neural network that is 

commonly used in feature learning to reduce dimensionality.  

5) DL-PMF. Our method combines the PMF with a CNN 

and an LSTM network to predict recommendation results.   
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Fig. 5. Impact on MAE 

 
Fig. 6. Impact on RMSE 

We have shown the line chart as shown in Fig. 5 and Fig. 6, 
clearly describing the model proposed by us by comparing the 
working methods of different methods with training sets of 
different densities and describing its typical performance. 
Fig. 5 and Fig. 6 show the MAE and RMSE values for training 
sets of different densities. The consistent performance of the 
test set with relatively different densities is maintained in the 
NMF approach. So, depending on this it is understood that the 
logistic regression here is relatively constant. The difference is 
huge. MAE and RMSE values are higher in the autoencoder 
model than in ConvMF when the concentration of the test set is 
90%. In general, the value of this difference is much lower in 
the model proposed by us and works better than in any other 
algorithm. In IoT, our approach will deliver stronger API 
recommendations not only in terms of data efficiency but also 
in terms of perceiving features related to large data obtained in 
the IoT system. 

VI. CONCLUSION 

The DL-PMF algorithm purposed for mentioned paper 
enhances the efficiency of the recommendation model by 
perceiving the implicit nature of the users and API elements. 
For this purpose, the model of the API treats only relevant 
information by filtering non-interfering information in the 
description. Our launch results have demonstrated that 
obtaining the latent characteristics of users and API elements 

effectively through our proposed DL-PMF model can 
significantly raise the recommendation's accuracy. In this 
instance, the recommendation accuracy will not only be 
considered as contextual information but in future work, we 
will consider the collection of features in the description 
information by RCNN. 
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Abstract—Several recent studies focus on community 

structure due to its importance in analyzing and understanding 

complex networks. Communities are groups of nodes highly 

connected with themselves and not much connected to the rest of 

the network. Community detection helps us to understand the 

properties of the dynamic process within a network. In this 

paper, we propose a novel seed-centric approach based on 

TOPSIS (Technique for Order Preference by Similarity to an 

Ideal Solution) and k-means algorithm to find communities in a 

social network. TOPSIS is used to find the seeds within this 

network using the benefits of multiple measure centralities. The 

use of a single centrality to determine seeds within a network, 

like in classical algorithms of community detection, doesn’t 

succeed in the majority of cases to reach the best selection of 

seeds. Therefore, we consider all centrality metrics as a multi-

attribute of TOPSIS and we rank nodes based on the TOPSIS’ 

relative closeness. The Top-K nodes extracted from TOPSIS will 

be considered as seeds in the proposed approach. Afterwards, we 

apply the k-means algorithm using these seeds as starting 

centroids to detect and construct communities within a social 

network. The proposed approach is tested on Facebook ego 

network and validated on the famous dataset having the ground-

truth community structure Zachary karate club. Experimental 

results on Facebook ego network show that the dynamic k-means 

provides reasonable communities in terms of distribution of 

nodes. These results are confirmed using Zachary karate club. 

Two detected communities are detected with higher normalized 

mutual information NMI and Adjusted Rand Index ARI 

compared to other seed centric algorithms such as Yasca, 

LICOD, etc. The proposed method is effective, feasible, and 

provides better results than other available state-of-the-art 

community detection algorithms. 

Keywords—Complex network; community detection; TOPSIS; 

seed-centric approach; ground-truth; k-means 

I. INTRODUCTION  

Many complex real-world systems can be represented and 
studied as networks. Complex networks cover diverse 
networks as the Internet, metabolic networks, social networks, 
and many others. Studies conducted on the physical 
significance and mathematical properties of complex networks 
have found that these networks share macroscopic properties. 
Among these properties, we cite prototype properties such as 
the small-world effect [1] and the free-scale [2], dynamic 
properties such as diffusion [3][4] and structural properties 

such as community structure. The community structure 
property appears to be common to many complex networks 
and helps to understand the relationship between a single node 
in microscopy and groups in macroscopy. Communities are 
defined as parts of the network with numerous internal 
connections but few exterior connections. They are closely 
related to the functional components of real-world networks, 
such as metabolic networks cycles and pathways and protein 
complexes in protein-protein interaction networks. They can 
have very different topological properties than the whole 
network and then affect the dynamic of the network. 
Therefore, community structure discovery has been the focus 
of several recent efforts. Numerous approaches have been 
suggested to detect community structures in networks, some 
are based on similarity measures, and others rely on network 
dynamics such as random walk dynamics [5] and label 
propagation [6]. Other approaches rely on statistical models 
end on the optimization of quality functions. For instance, the 
well-known Newman-Girvan modularity [7] can be used as a 
method of community discovery and as an objective technique 
to measure the quality of community partitions.  

In this paper, we propose a new approach to discover 
communities within a social network. The proposed approach 
uses sequentially two techniques. At the beginning, we apply 
TOPSIS (Technique for Order Preference by Similarity to an 
Ideal Solution)  methodology [8] which aggregates centrality 
measures (degree centrality [9], betweenness centrality [10], 
closeness centrality [9], and eigenvector centrality [11]) as 
multi-attribute to rank nodes in a complex network, and then 
we run the k-means algorithm which is an unsupervised 
learning algorithm widely used for data clustering. To take 
advantage of this algorithm of clustering, we use the output of 
TOPSIS as initial centroids for k-means to get communities 
that may be in a complex network. To do so, we need to 
initialize the value of k by the desired output number of 
clusters. We did this in two ways; classical k-means and 
dynamic k-means using Elbow [12] and silhouette [13] 
methods. TOPSIS is a famous technique of multi criteria 
decision analysis. It‟s used in different fields such as Supplier 
selection [14], selecting the best wood type [15], selecting 
techniques for future avian influenza surveillance in Canada 
[16], personnel selection [17], etc. 

The main contributions of this work are as follows: 
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 Taking advantage of different indexes of centrality 
gathered in TOPSIS to identify influential nodes. 

 Based on top-K important nodes extracted from 
TOPSIS we propose a seed centric algorithm based on 
k-means to discover communities in complex 
networks. Experiments are realized using adjacency 
matrix as centrality measures of top-K influential 
nodes. 

 To determine the optimal K we use Elbow and 
Silhouette methods and then applying the proposed 
approach with the optimal value of k. 

This paper is then organized as following. Section II 
presents a general overview on seed centric algorithms. 
Section III details the general context and related concepts. 
Section IV explains the proposed approach. Section V 
presents the analysis and results of the experiments. The paper 
is concluded in Section VI.  

II. SEED CENTRIC ALGORITHMS: GENERAL OUTLINES AND 

RELATED WORKS 

The algorithm of seed centric approaches is based on three 
important phases that are: the calculation of seeds, the 
calculation of seed local community, and community 
calculation from the previous step. In community detection 
field, there are several seed-based algorithms proposed by 
researchers. These algorithms are classified according to 
several factors. For the first phase for instance, we can find 
approaches that use single seed or group of seeds, linked or 
not [18]. Apart from the nature of the seeds (single or 
group)[19] [20], the number of seeds is also a factor that 
differs from an algorithm to another. There are some 
algorithms that have the number of seeds as an input, like the 
application of the classical k-means algorithm. Other 
algorithms use heuristic approaches to compute adequate 
seeds, for example, the approaches proposed by D. Shah et al. 
[18], [21] and Kanawati [18] based on leaders.  D.Shah et al. 
[22] proposed two algorithms; Leader Follower Algorithm 
(LFA) and Fast Leader Follower Algorithm (FLFA). These 
algorithms find leaders as seeds of the community, and then 
they search its other members. During this process of leaders‟ 
search, they consider leaders as nodes with lower degree than 
their followers. Although the FLFA is fast, LFA can detect 
more communities in some networks. LICOD algorithm 
proposed by Kanawati [18] is also based on identifying 
leaders in the network then affecting the remaining nodes to 
these leaders to build communities. LICOD calculates the 
number of communities to detect automatically. 

The selection of seeds can be random or informed. 
Random selection means choosing randomly adequate seeds 
with repetitive process while informed selection consists of 
choosing a set of nodes or subgraphs. LICOD algorithm 
proceeds by informed selection. It selects nodes with higher 
centrality. 

For calculating seed local community, two approaches are 
applied by researchers in this area; expanding approach and 
agglomerative approach. 

Expanding approach [23] relies on ego-centred algorithms 
for community detection. The limit of this approach is that it 
does not take into account all of the network's nodes. To 
overcome this problem, Whang et al. [24] proposed to attach 
outliers to the nearest community. The second approach for 
calculating seed local community is the agglomerative 
approach, where nodes are agglomerated into communities 
with nearest identified seed [18] [21]. 

The last common phase of all community detection 
algorithms is community calculation which leads to the final 
communities based on local seeds communities calculated in 
the precedent step. Fig. 1 illustrates the link between these 
approaches and algorithms. 

 
Fig. 1. Summary of seed centric algorithms‟ characteristics 

In the last decade, several seed centric algorithms for 
community discovery have been proposed in the scientific 
literature. Each one relies on different seeds finding and 
different approaches for community calculation. Kanawati et 
al. [18] proposed Licod algorithm based on two nodes in the 
community: leaders and followers. Leaders are nodes with 
high centrality, whatever the centrality is. Followers are 
founded by computing community membership. Weskida [25] 
also search in this field how to select seeds using some 
evolutionary algorithms. The problem in this kind of 
algorithms is when the evaluation functions are noisy, they 
will not work. Yufeng Wang et al. [26] proposed an algorithm 
that selects seeds using page rank-like algorithm. Kanawati 
proposed also the Yasca algorithm that computes partitions in 
graphs using local community identification [27]. This 
algorithm applies an ensemble clustering to the local 
communities detected for each seed. Akrzewska and Bader 
proposed also a seed set expansion algorithm of dynamic 
greedy [28]. In each iteration, the algorithm updates the local 
communities from an initial partition that is obtained via a set 
seed expansion method. Table I highlights several seed-centric 
algorithms' properties. 

TABLE I. PROPERTIES OF SOME SEED CENTRIC ALGORITHMS [29] 

Algorithm 
Seed 

Nature 
Seed number 

Seed 

selection 

Local 

community 

Licod [18] Set Computed Informed Agglomerative 

Yasca [27] Single Computed Informed Expansion 

[30] Subgraph Computed Informed Expansion 

[24] Single Computed Informed Expansion 

[31] Subgraph Computed Informed Expansion 

[32] Set Computed Automatic Expansion 
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III. GENERAL CONTEXT 

In this section, we present fundamental concepts that 
constitute the general context of the proposed approach. These 
concepts complete each other to emphasize the proposed idea.   

A. TOPSIS Methodology 

The Technique for Order Preference by Similarity to the 
Ideal Solution (TOPSIS) [8] emerged in the 1980s as a 
decision-making method based on several criteria. It chooses 
the alternative of the shortest Euclidean distance from the 
ideal solution and the longest distance from the negative ideal 
solution. TOPSIS demonstrates its power to solve this MCDM 
(Multi-Criteria Decision Making) problem in different fields 
such as supply chain management, engineering, health, design, 
etc. TOPSIS has gained considerable interest from the 
scientific community due to its success in various areas. 
TOPSIS was applied for supplier selection [33]. Different 
factors are considered by Chen et al [33] like quality and 
technological power. Yong used TOPSIS also to choose the 
plant location [34]. In the field of human resource 
management, Kelemenis and Askounis [17] used the fuzzy 
TOPSIS to select the best management member in an IT 
department. Wang and Elhag [35] used Fuzzy TOPSIS and 
nonlinear programming for selecting a system analysis 
engineer. Kaya et Kahraman [36] applied fuzzy TOPSIS 
combined with fuzzy AHP to Select the best energy 
technology alternative. 

The process of TOPSIS consists of the following main 
steps [8]:  

Step 1: construction of the normalized decision matrix 

Step 2: construction of the weighted normalized decision 
matrix 

Step 3: determination of the positive and the negative ideal 
solutions 

Step 4: calculation of the separation of each alternative 

Step 5: the calculation of the relative closeness to the ideal 
solution. 

How each step is modeled and used is explained in the 
Section III. 

B. Centrality Measures 

The computation of centrality measures has been an 
important issue in the field of social network analysis for 
several decades [37]. Centrality is a notion that makes it 
possible to account the popularity or the visibility of an 
element within a group. Freeman's article "Centrality in social 
networks: Conceptual clarification [9]" represents arguably 
one of the most important contributions in the field of social 
network analysis. In his article, Freeman proposes three 
formal definitions of the concept of centrality that we present 
below. We also present a fourth centrality measure introduced 
by Bonacich. 

1) Degree centrality: It represents the basic and the most 

concise way of the notion of centrality. It is based on the 

concept that a person's influence within a group depends on 

the total number of individuals he knows or has direct contact 

with [9]. According to this measurement, indicating the value 

of a node in a graph depends on the number of its neighboring 

vertices, i.e. the number of its incident links. In graph theory, 

Degree Centrality originally comes from this number, which is 

known as the node's degree. 
Because it simply considers a node's immediate 

neighborhood and ignores the overall structure of the network, 
degree centrality is also known as local centrality measure 
[38]. While degree centrality is pertinent in some contexts, it 
is ineffective in others, such as the analysis of web page 
graphs [39]. 

2) Closeness centrality: It is a measure of global centrality 

based on the assumption that a node occupies a strategic (or 

favorable) position in a graph if it is globally nearby to the 

other nodes of this graph [9]. For example, in a social 

network, this metric refers to the fact that an actor is 

influential if he can quickly get in touch with a lot of other 

actors while exerting the least amount of effort (the effort here 

is relative to the size paths). 

3) Betweenness centrality: It is another metric of global 

centrality that Freeman has presented [9]. The idea behind this 

measurement is that a node in a graph is important if a 

maximum number of other nodes cross it. More precisely, a 

node with a strong betweenness centrality is a node through 

which passes a large number of geodesic paths (i.e. shortest 

paths) in the graph. In a social network, an actor with a strong 

betweenness centrality is a node on which depends a large 

number of interactions between non-adjacent nodes [40]. In a 

communication network, betweenness centrality of a node can 

be considered as the probability that information transmitted 

between two nodes passes through this intermediate node [40]. 

4) Eigenvector centrality: It‟s a measure suggested by 

Bonacich[11] based the idea that the centrality of a node is 

determined by the centrality of the nodes to which it is 

connected. In a social network, this refers to the concept that 

an actor is influential when he is linked to other influential 

actors. In fact, it is an extension of degree centrality in which 

the same weight is not given to the neighboring nodes. 

Practically talking, Bonacich proposes to consider the 

centrality of a node as being dependent on the linear 

combination of the centralities of its neighboring nodes[11]. 

C. K-means Algorithm 

K-means is an unsupervised algorithm widely used in data 
clustering. It proceeds by analyzing a set of data characterized 
by a set of descriptors, in order to group “similar” data into 
groups (or clusters). 

To split a dataset into k distinct clusters, k-means 
algorithm needs a way to compare the degree of similarity 
between all the observations. Usually, the distance between 
two elements to compute their similarity is used. 

Thus, two similar data will have a small dissimilarity distance, 

while two different data will have a big separation distance. 

The famous used metric to measure such similarity is the 

Euclidean distance [41], and it is the one used in this paper. 
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1) Euclidian distance: It‟s a geometric distance that 

considers a matrix   with   quantitative variables in the 

vector space   . The Euclidean distance d between two 

observations    and    is calculated as follows: 

 (     )   √∑ (       )
  

    (1) 

Algorithm 1 shows the principal of k-means algorithm. 
The beginning is the choice of    elements chosen arbitrarily 
from the dataset as centroids. Then the distance between all 
the elements and each one of these centroids is computed. 
Each element belongs then to the cluster whose centroid is 
closest to it. As a second step, new centroids are computed as 
the mean of all the elements of each cluster. These steps are 
repeated until there is no new centroid. 

The purpose of clustering algorithms in general and K-
Means specifically is to form clusters of similar elements. As 
long as they are stored in a data matrix, these items can be any 
kind of thing. 

2) K-means principal: The sum of the distances between 

each item and the centroid is minimized by the iterative 

algorithm k-means. The outcome depends on the original 

selection of centroids. 
Adopting a cloud of a given set of points, K-Means 

updates the members of each cluster until the sum can no 
longer reduce. Depending to picking the right value K for the 
number of clusters, the outcome is a collection of compact and 
separate clusters. 

Algorithm 1: K-means algorithm 

INPUT 

K: number of clusters to construct  

The training set 

BEGIN 

Randomly choose K points from the dataset that will be 

the centroids of the starting clusters 

REPEAT 

Assign each point (element of the dataset) to the cluster  

to which it is closest  

Update the centroid of each cluster by the mean of its 

points. 

UNTIL convergence OR stabilization of total population 

inertia 
END 

The k-means algorithm may converge under one of the 
following cases: 

 When the number of iterations is fixed in advance, K-
means will run its iterations and then end, regardless of 
how the compound clusters are shaped. 

 Stablization of cluster centers (centroids no longer 
move during iterations). 

The main challenge of k-means algorithm is the value of k. 
Indeed, it is not always evident to choose k as the number of 
clusters; particularly, if the dataset is sizable, and we don't 

have a priori assumptions on the data. A big value of k can 
generate too fragmented partitioning data. This will prevent 
discovering interesting patterns in the data. That is on one 
hand; on the other hand, too small value of k will potentially 
generate general clusters containing a lot of data. In this case, 
there will be no “fine” patterns to discover. We need then to 
know the optimal value of k. The most used methods for this 
purpose are the Elbow and the Silhouette methods and the 
technique is called dynamic k-means. 

D. Dynamic k-means 

The challenge of any clustering algorithm is to determine 
the optimal number of clusters in which the data can be 
grouped. For the k-means, Elbow and Silhouette methods are 
the most popular methods for determining this optimal k 
value. 

1) Elbow method: The Elbow Method [12] is one of the 

most popular methods that helps to find the optimal number of 

groups to which the k-means algorithm splits the dataset. The 

idea starts by varying the number of clusters k from 1 to N, 

assuming that the data has already been divided into k clusters 

by a clustering method. For each value of k, the WCSS 

(Within-Cluster Sum of Square) which is the sum of the 

squared distance between each point and the centroid of a 

cluster is calculated. The plot generated then in the 

visualization looks like an elbow. That‟s why it‟s nomination. 

Fig. 2 shows an example of the relation between WCSS values 

and clusters‟ number. While the WCSS value is decreasing, 

the value of k is increasing. The X-axis value where the curve 

appears as if it starts to bend represents the optimal value of k. 

This deformation value represents the elbow of the curve. 

 
Fig. 2. Example of WCSS plot 

2) Silhouette method: The silhouette algorithm [13] is 

usually used to find the optimal number of clusters for an 

unsupervised learning technique. In the Silhouette algorithm, 

we suppose that data has already been split into k groups by a 

clustering technique (typically k-means algorithm). It 

proceeds by computing silhouette coefficient for each data 

point to measure how well this point is assigned to the most 

appropriate cluster. Its value varies between -1 and 1. A value 

close to 1 means that the sample is assigned to the best cluster 

and vice versa. To compute the silhouette coefficient, the 

following values is needed: 
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 ( )   the cluster assigned to the ith data point. 

  ( ) : the number of data points in  ( ) 

  ( ) : gives a measure of the quality of the assignment of 
the ith data point to its cluster. 

          ( )   
 

   ( )   
∑  (   ) ( )      (2) 

 ( )   It is defined as the average dissimilarity with the 
nearest cluster. 

 ( )         (
 

 ( )
∑  (   )   ( ) ) (3) 

The silhouette coefficient  ( ) is then given by: 

                            ( )   
 ( )  ( )

    ( ( )  ( ))
  (4) 

Equation (4) gives the silhouette coefficient for each value 
of k, and the k having the maximum value of  ( ) is taken as 
the optimal number of clusters for the unsupervised learning 
algorithm. Fig. 3 illustrates the plot corresponding to the 
silhouette coefficient‟s value for each value of k. From that 
plot we notice that the optimal value of k is 4. 

 

Fig. 3. Silhouette coefficient‟s plot (maximum value of  ( ) is 4) 

IV. PROPOSED APPROACH 

The main goal of the proposed approach is to detect 
communities in a social network. It‟s a task of clustering the 
dataset that requires the application of an appropriate 
algorithm. The famous algorithm used for clustering is k-
means. Since this algorithm requires starting with a value of k, 
the main idea here is to use the top- K influential nodes within 
the used dataset. These nodes are detected using TOPSIS 
methodology and then are used as centroids to run k-means 
algorithm. These steps are synthesized in Algorithm 2 and 
Fig. 4. 

Algorithm 2: Steps of the proposed algorithm 

Input:   (   ) : A social network   
  : the number of influential nodes (number of 

communities), 

  *          + : a set of centrality measures,  

  : weight given centralities. 

Output: detected communities 

Begin 

1. Select the top-K influential nodes   using TOPSIS:  

               TOPSIS(       ) 

2. Use each influential nodes      as a centroid of a 

community 

                       ** +       + 
3. Enlarge communities into            : 

             Enlarging ( ,           ) 

4. Return communities detected    

End 

The main two steps in the proposed method are influential 
nodes detection using TOPSIS and then the community 
detection using k-means. These two steps are respectively 
highlighted in Algorithm 2 and Algorithm 3. 

To get nodes‟ influence ranking using TOPSIS 
methodology involves four centrality measures as multi-
attribute criteria. These measures are degree centrality (DC), 
betweenness centrality (BC), closeness centrality (CC) and 
eigen-vector centrality (EC) that have already been introduced 
in the subsection III.B. Algorithm 3 details technically the five 
steps highlighted in the subsection III.A. 
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Fig. 4. The research methodology for seeds selection and expansion

Algorithm 3: Selection of top-K influential nodes as centroids 
using TOPSIS„ scores. 

Input:   (   ) : A social network   
  : the number of influential nodes (number of 

communities), 

  *          + : a set of centrality measures,  

   *          +: a set of weights assigned to 

centralities. 

Output:   top-K influential nodes (a set of centroids) 

Begin 

1. Create a decision matrix D based on k measures of 

centrality where          and          and n 

is the number of nodes 

    [
       
   
       

] 

2. Normalize the decision matrix D: 

For each                 
   

√∑     
 
   

 

N   [

       
   
       

] 

3. Make the decision matrix normalized and weighted to 

obtain the matrix R 

For each      in N do             

R   [

       
   
       

] 

4. Calculate the ideal best solution    and negative 

ideal solution    (centrality measures are taken as 

benefit attributes) 

       (   )      
     ( (   ) 

5. Calculate separation from ideal and negative 

solutions 

    =√∑ (     
 )  

       and 

      =√∑ (     
 )  

    

6. Calculate the relative closeness score of each node  

For each          do     
    

         
 

7. Rank nodes based on    the higher score means 

important node 

8. Select K nodes using top-K             (      ) 

End 

The output of this algorithm is the first k influential nodes. 
A node‟s influence depends on its score. The higher the score 
is, the more influential the node is. The idea of the proposed 
approach is to use the top-K influential nodes as initial 
centroids to start k-means algorithm in order to detect 
communities in the network. The number of these nodes can 
be specified by the user or found automatically using the 
elbow method or silhouette method. 

The process of community detection in the proposed 
approach is given in Algorithm 3. Communities within a 
network can be modeled as groups of individuals that have a 
kind of similarity. In this paper this similarity is computed by 
the Euclidean distance between these individuals. The value 
given to k will corresponds to the number of the output 
communities. Each top-K influential node resulted from 
Algorithm 2 is considered as a reference to all the nodes of the 
network. Euclidean distances are computed between each 
centroid and all the other nodes. Each centroid gathers around 
it the nodes that are closest to it, and the new centroid of each 
cluster is computed by the mean of all its elements. These 
steps are repeated until there are no new computed centroids. 
The last clusters are the detected communities in the network 
and their centroids are the resulted seeds. 
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Algorithm 4: Computing communities using k-means 

Input: (   ) : A social network   
            : Top-K influential nodes (the output of 

Algorithm 2) 

Output:    detected communities 

Begin 

1. Initialize the centroids with Top-k influential nodes 

/*number of communities to be found/ 

2. For each community     , REPEAT 

2.1 Assign each node   to the communities which 

has the closest mean based on their centrality 

measures 

              ( )           ‖ 
( )            

 ‖
 
 

2.2 Compute new centroids for each community 

                       
  = 

∑  { ( )  } 
  

   

∑  { ( )  }
 
   

 

3. UNTIL convergence criteria is reached 

4. END FOR 

5. Return detected communities    

End 

V. EXPERIMENTAL SETUP 

In this section a series of experiments are managed to show 
the efficiency of the proposed approach. In the beginning 
network with ground truth is used in order to validate the 
proposed approach referring to the reference of each network. 
Thereafter, this approach is applied to a larger network 
without ground truth to find different communities within it. 
These series of experiments have been performed using 
Python (3.7.14) as a tool of implementation. The use of Python 
is argued by its richness by a large number of useful libraries 
that make the data analysis and computing with visualization 
easier and simplest. For instance, in these experimentations we 
took advantage of the librairies; NetworkX for the 
manipulation of the complex network, Numpy for the 
scientific computing, Pandas for data analysis, Matplotlib for 
visualizations, Scikit-learn for clustering, CDlib for evaluating 
communities. 

A. Networks Presentation 

1) Facebook ego network: This dataset consists of 'circles' 

(or 'friends‟ lists') from Facebook. It includes node features 

(profiles), circles, and ego networks. It‟s downloadable from 

the Stanford large network dataset collection [42]. Fig. 5 

presents this dataset. It has 4039 nodes and 88234 edges. 

Table II presents some characteristics of the dataset. 

 
Fig. 5. Facebook ego network 

TABLE II. CHARACTERISTICS OF THE DATASET 

NODES 4039 

EDGES 88234 

NODES IN LARGEST WCC 4039 (1.000) 

EDGES IN LARGEST WCC 88234 (1.000) 

NODES IN LARGEST SCC 4039 (1.000) 

EDGES IN LARGEST SCC 88234 (1.000) 

AVERAGE CLUSTERING COEFFICIENT 0.6055 

NUMBER OF TRIANGLES 1612010 

FRACTION OF CLOSED TRIANGLES 0.2647 

DIAMETER (LONGEST SHORTEST PATH) 8 

90-PERCENTILE EFFECTIVE DIAMETER 4.7 

2) Zachary karate club network: It‟s a real-world network 

that is well-known in the domain of community structure [43]. 

The data was collected from a university of karate club in 

1977 by Zachary. It represents relationships between members 

of the karate club. The network is split into two groups after a 

dispute between the two masters John A and Mr. Hi. Table III 

presents the characteristics of this dataset. 

TABLE III. CHARACTERISTICS OF ZACHARY DATASET 

Nodes     Edges Max degree 
Average 

degree 
Diameter 

34 78 17 4.588 24 5 
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B. Results and Discussion 

This subsection details all the steps of the proposed 
approach with the two versions of k-means applied on the 
datasets presented above. We start the experimentation on 
Facebook dataset and then we validate it on Zachary network 
that has a ground truth of the detected communities within it. 

1) Top-K influential nodes detection: Facebook data has 

been anonymized by replacing the Facebook-internal ids for 

each user with a new value. For each ego-network, files for 

circles, edges, egofeat, feat and featnames are provided. As we 

are going to cluster people only by their friendship, we only 

consider the edges file. The first step to implement TOPSIS is 

the construction of the evaluation matrix. Centrality measures 

are calculated beforehand and concatenated in a decision 

matrix. The measures DC, BC, CC and EC constitute the 

columns of this matrix, and each node in the network 

constitutes one of its rows. This matrix will be normalized and 

weighted in the next step to be ready for the following steps, 

see Algorithm 3. 
After implementing and running TOPSIS methodology, we 

consider k=10 to return the top-10 influential nodes presented 
by descending sort in Table IV. These nodes are numbered in 
the column named “Node” and their scores are given in the 
column named “TOPSIS”. The ranking of these nodes is as 
following: 107>1684>1912>3437>0>1085>698>567>58>428, 
with “>” means more influential. 

TABLE IV. TOP-10 INFLUENTIAL NODES USING TOPSIS 

Node SCORE 

107 0,913277 

1684 0,695566 

1912 0,496063 

3437 0,488865 

0 0,304321 

1085 0,297379 

698 0,231106 

567 0,193646 

58 0,169464 

428 0,132923 

The Susceptible-Infected (SI) model is used to look at the 
spreading effect of top-K influential nodes in order to assess 
the effectiveness of the ranking model. The SI model is 
frequently used to study the dynamics of epidemics on 
networks. Every node in the SI model has two distinctive 
states: 

a) Susceptible S(t) indicates the number of people who 

are susceptible to the disease but have not yet obtained it;  

b) Infected I(t) reflects the number of people who have 

contracted the disease and are able to disseminate it to 

susceptible people. For each contaminated node, one randomly 

sensitive neighbor contracts the disease with probability at 

each step (here, λ = 0.3 for uniformity).  

For this epidemic model, λ indicates the range across 
which a node can have an effect on epidemic spreading on 
networks. Through the intermediaries, an infected node can 
spread the infection not just to its immediate neighbors but 
also to its higher order neighbors. In this mode, F(t) stands for 
the number of contaminated nodes at time t. Using different 
initially infected nodes, the number of infected nodes should 
be equal to the overall number of nodes in networks. The 
average number of infected nodes at each iteration or the 
spreading rate is the indicator to assess the influence of the 
initial infected node. The proposed technique is compared with 
degree, closeness, betweenness, and eigenvector centrality 
using the SI model. Each implementation identifies the top 10 
nodes to infect, and then the SI model is used to determine 
how the information spreads throughout the network. The 
influence of the nodes that either presents in the top-10 
rankings by the proposed model and the four metrics of 
centrality are studied. In order to increase the precision of the 
results, the algorithm will be repeated 10000 times. Thus, the 
variation (standard deviation) and the mean of each iteration 
will be calculated. Fig. 6 presents the results. F(t) is the 
cumulative infected nodes The simulations are on F(t) as a 
function of time for the proposed network. F(t) increases with 
time and finally reaches the steady value. According to Fig. 6, 
the proposed method outperforms DC, CC and EC. The results 
between BC and the proposed approach are close. Their lines 
almost overlap as shown in the Fig. 6 and the members of their 
top-10 lists are the same. 
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Fig. 6. The cumulative number of infected nodes as a time function, with the initially infected are the top-10 list by the proposed method, DC, CC, BC, and EC. 

Results are obtained by averaging over 100000 implements ( =0.3). 

2) Community detection using static k-means: The second 

step of the proposed approach is to run k-means algorithm, 

with k=10. The starting centroids for the k-means are the top-

10 influential nodes computed by TOPSIS methodology and 

given in Table IV. Concretely, theses nodes are: 

          
                     

                      
  

           

The k-means algorithm is applied in two ways; one with 
the centrality measures and the other with the k-means 
algorithm is applied in two ways; one with the centrality 
measures and the other with the adjacency matrix. 

a) K-means with centrality measures: In this first way of 

application of k-means, the centrality measures of top-10 

influential nodes are calculated as a training data. Fig. 7 

demonstrates the clustering using centrality measures, the big 

nodes with different colors present the top-10 influential 

nodes. 

 
Fig. 7. Clustering based on k-means using centrality measures with 

initialization with top-10 influential nodes 

b) K-means with adjacency matrix: We‟re going straight 

in this step to construct the adjacency matrix of the network, 

then the matrix of the top-10 nodes. An adjacency matrix is a 

way of representing a graph as a matrix of Booleans; 0 when 

two nodes are not connected, and 1 when two nodes are 

connected. 

 

Fig. 8. Clustering based on k-means using adjacency matrix with 

initialization with top-K influential nodes 

According to Fig. 8, it appears that implementing k-means 
using centrality measures gives good results in terms of 
distribution of nodes than using adjacency matrix. Although 
the algorithm is initialized with Top-10 influential nodes, one 
dominant cluster (blue cluster) is obtained which explains that 
the majority of nodes are grouped in this cluster. To confirm 
this result we resort to the scatterplot of these two approaches. 
The scatterplot below in Fig. 9(a) shows the distribution of 
nodes by their cluster. 
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(a)The scatterplot of nodes and their cluster with initialization of top-10 

infuential nodes using centrality measure 

 
(b)The scatterplot of nodes and their cluster with initialization of top-10 

infuential nodes using adjacency matrix 

Fig. 9. Distribution of nodes in their clusters using centrality measures and 

adjacency matrix 

From Fig. 9(b) the cluster 8 contains the majority of the 
network‟s nodes; the other nodes are distributed to the cluster 
9, the cluster 7 and the cluster 6. Other clusters contain just 
one node. Fig. 9(a) demonstrates the distribution of nodes 
using centrality measures as node features for k-means 
training data. Nodes in this clustering are not also well 
distributed and the top-10 nodes have been isolated in 6 
separate clusters as Table V shows.  

In this clustering some of the top-10 nodes are the lonely 
nodes in their cluster like 107, 1684, 1912 and 3437. While the 
nodes 0, 1085, 567 and 698 are gathered in one cluster and the 
two other nodes of the top-10 nodes are grouped with some 
few nodes in the same cluster. The k-means algorithm using 
the centrality measures clusters the nodes based on their 
influence in the network, that‟s why we notice that the more 

the nodes have more influence in the network, the more they 
are isolated in other clusters. This kind of clustering can be 
applied to minimize the influence in social networks. The 
influence minimization can predict the spread of deprecatory 
rumors, fake news, and spread of disease. 

TABLE V. DISTRIBUTIONS OF INFLUENTIAL NODES IN THEIR FINAL 

CLUSTERS 

Node TOPSIS Cluster 

107 0.913277 0 

1684 0.695566 1 

1912 0.496063 2 

3437 0.488865 3 

0 0.304321 4 

1085 0.297379 4 

698 0.231106 4 

567 0.193646 4 

58 0.169464 5 

428 0.132923 5 

3) Community detection using dynamic k-means: 

Although the proposed approach is simple and fast, yet there 

are also some limitations. From the scatterplots in Fig. 9, we 

conclude that the value 10 given to k is big and not precise. 

We need then to assign an optimal value to k before starting 

the k-means algorithm. It‟s hard to know this value from the 

beginning, reason for what we need to apply the dynamic K-

means. As discussed in the section D, we implement Elbow 

and Silhouette methods for this purpose. The two approaches 

based on the centrality measures and also the adjacency matrix 

is also used in this context. Centrality measures exceeds 

adjacency matrix in terms of defining the optimal-k. The 

problem of working with the adjacency matrix is the instability 

of defining the optimal k because we get different values of k 

for each execution. Hence, we focus on centrality measures to 

define the optimal value for k. The value generated using the 

Elbow method and Silhouette method are respectively k=6 and 

k=7, Fig. 10. From the previous experiments where k=10, we 

concluded that big values of k don‟t give good clustering. So 

we consider the optimal value of k is 6 and then we apply the 

proposed approach using the first six influential nodes as 

starting centroids for k-means algorithm. The output of the 

proposed approach into six clusters is highlighted in Fig. 11 

below. 
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(a)  Elbow 

 
(b) Silouhette 

Fig. 10. The clustering of Facebook ego network using dynamic k-means 

According to the graph in Fig. 11, it seems that we have 
four dominant communities in the network which is confirmed 
by the scatterplot in Fig. 12. The distribution of nodes to the 
detected communities looks reasonable in this results 
compared to the previous one. This means that when k is well 
defined, the proposed approach gives better results. These 
results need to be confirmed on datasets with ground truth. 

 

Fig. 11. The clustering of facebook ego network using dynamic k-means 

 
Fig. 12. The scatterplot of Facebook ego network using dynamic k-means 

4) Evaluation metrics: It is necessary to use specific 

performance measures to measure the similarity between the 

two dataset partitions. In this experimental study, two classical 

measures are used.  
The first one is the Rand index [44]. It is the portion of 

point pairs (     ) that are organized similarly in both 
divisions. Either    and    are members of the same cluster in 
both the situations or they are members of different clusters.  

The Rand index can be inflated artificially by predicting 
many clusters. Numerous pairs of points will belong to 
separate clusters, and the possibility that two points with 
different labels will be found in two different clusters will be 
considerable.  This effect is remedied by The Adjusted Rand 
Index (   ), which normalizes the Rand Index (  ) [45]: 

     
    (  )

   (  )  (  )
 (5) 

Where  (  ) is the expectation of the value of the Rand 
index, in other words, the index obtained by randomly splitting 
the data. This adjusted index is only close to 1 when the 
clustering exactly matches the original partition and is close to 
0 otherwise. 

The second measure used in this experimental study is the 
normalized mutual information [46]. In probability theory and 
information theory, the mutual information of two random 
variables is a quantity measuring of the statistical dependence 
of these variables. Normalized mutual information     is a 
variant of mutual information. Its value is between 0 and 1. 
The closer NMI is to 1, the closer the result is to the ground 
truth. It can be defined as: 

    (   )  
 (   )

√ ( ) ( )
 (6) 

Where,  () is the mutual information and  () is the entropy. 

5) Experiments on dataset with ground-truth: The 

evaluation of detected communities is still an open issue in the 

scientific community because of the lack of models and 

references. Since the availability of a ground truth community 

structure for large real networks is difficult, we choose to 

validate the proposed approach on Zachary karate club 

network.  
In this experiment, we rely on the dynamic k-means to get 

the optimal value of k. In this case the optimal k=2 by the 
silhouette method as shown in Fig. 13. We test k-means with 
top-2 influential nodes using centrality measures but the 
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results are not satisfactory reason for which we use dynamic k-
means with the adjacency matrix on Zachary network. Fig. 15 
shows the obtained results and Fig. 14 gives the ground-truth 
community structure of Zachary karate club. 

 
Fig. 13. The optimal-k of Zachary dataset given by silhouette method 

 
Fig. 14. The ground-truth community structure of Zachary karate club 

 

Fig. 15. The community structure detected by the proposed approach 

Table VI  presents the obtained results on Zachary 
compared to other algorithms of community detection like 
Louvain [47], Newman [48], Walktrap [5], Licod [18] and 
Yasca [27]. Compared to the ground-truth community 
structure, the proposed approach also detects 2 communities in 

Zachary as displayed in Fig. 15. Although some nodes deviate 
from the ground-truth community structure, the quality of the 
discovered communities is higher than other algorithms as 
mentioned in Table VI. NMI and ARI values are higher 
compared to other community detection algorithms. 

TABLE VI. COMPARISON BETWEEN ALGORITHMS OF COMMUNITY 

DETECTION AND THE PROPOSED APPROACH ON ZACHARY KARATE CLUB. 

 

 

 

Zachary 

(2 groups) 

Algorithm ARI NMI 
Detected 

communities 

Newman 0,46 0,57 5 

Louvain 0,46 0,58 4 

Walktrap 0,33 0,50 5 

Licod 0,62 0,60 3 

YASCA 0,69 0,77 2 

Proposed 

ML 

approach 

0,88 0,83 2 

VI. CONCLUSION 

In this paper, a new seed-expanding algorithm to detect 
communities in social networks is introduced. The selection of 
seeds is based on centrality measures, gathered as multi-
attribute in TOPSIS. The Top-K influential nodes obtained by 
TOPSIS methodology are used as starting centroids to run the 
k-means algorithm. In the experimental study, k-means is 
implemented using centrality measures and adjacency matrix 
as training data to compare the results. We notice that on large 
real networks like Facebook, the centrality measures behave 
well than adjacency matrix in terms of nodes distribution 
except that we found difficulties to determine the good values 
of k for the clustering. That is why we proceed to dynamic k-
means using Elbow and silhouette methods to get the optimal 
values of k. Thereafter we observe that the results seem more 
reasonable with the dynamic k-means. Eventually, for 
assessing the quality of the discovered communities, we use 
Zachary karate club to validate the proposed model instead of 
Facebook because of the unavailability of a ground-truth for 
Facebook. ARI and NMI are two measures used for the test, 
and the results show that the proposed approach is better than 
other available algorithms for community detection. Many 
possible future directions have been opened up by this work.  
For example, implementing other clustering methods for the 
purpose of detecting communities such as K-medoids, C-
means, fuzzy k-means and compare the results with the K-
mean algorithms. As we can extend this work on other 
networks apart from social networks by using other centralities 
in the initial phase which are adequate for these types of 
networks. 
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Abstract—The purpose of this study was to assess the level 

of awareness of the management and the personnel 

within the academic institution and identify the 

implementation status of the ICTCP to the implementing 

SUCs. The researchers used the BCM Framework was utilized in 

this study as the model for identifying the level of awareness of 

the personnel within the institution about the ICTCP. The 

research respondents were the personnel employed in the 

different States, Universities, and Colleges (SUCs) within the 

province of Negros Occidental. The respondents were selected 

through random sampling, they were provided by a google form 

link to answer the survey questionnaire. A total of thirty-five (35) 

IT personnel were included in the study's sample size. It was 

found out that most SUCs have consistent ICT system uptime 

because they can continuously provide services; surprisingly, this 

is independent of an ICT business continuity plan. Most SUCs do 

not entirely implement their ICT business continuity plans. 

Lastly, it is recommended that SUCs can significantly enhance 

service delivery if ICT business continuity planning is taken 

seriously, adopted, and entirely carried out. 

Keywords—Business continuity plan (BCP); information, 

communication; and technology continuity Plan (ICTCP); state 

universities and colleges (SUCs); business continuity management 

(BCM) framework 

I. INTRODUCTION 

The importance of technology for information and 
communication (ICT) as component of enterprises worldwide 
has become crucial. It comprises communication technologies, 
infrastructure, hardware, and software related to information 
systems. This technology and systems will eventually 
malfunction due to unexpected catastrophes or causes. The 
ICT systems must be recovered and put back into operation 
with the fewest possible downtimes because they are a crucial 
component of corporate functions. According to [1], the speed 
at which business operations recover guarantees that it will 
outperform its rivals and provide customers with a high degree 
of satisfaction.  

In the Philippine setting, one of the legal bases is the Data 
Privacy Act of 2012 (RA10173), ensuring that all government 
institutions, like States, Universities, and Colleges (SUCs), 
will craft its ICT Continuity Plan (ICTCP) to protect their 
business process and provide excellent service to their clients. 

Furthermore, on March 24, 2020, Republic Act No. 11469, 
known as the "Bayanihan to Heal as One Act" was signed into 
law. In this regard, the DICT hereby directs all public 
telecommunication entities (PTEs) and government agencies, 
including academic institutions, to submit their Business 
Continuity Plan (BCP) and other measures to ensure 
uninterrupted service and to address the increased demand for 
ICT services.  

In this regard, this study aimed to assess the level of 
awareness of the management and the personnel within the 
academic institution and identify the implementation status of 
the ICTCP to the implementing SUCs. Ascertain the extent of 
the use of computers using ICT at the State Universities and 
Colleges (SUCs) in Negros Occidental, Philippines. Ascertain 
how frequently the ICT systems SUCs relied on broke down 
and if the continuity plan is in place. Lastly, to ascertain how 
an ICT business continuity plan affected the provision of 
services. 

II. RELATED WORKS 

ICT business continuity planning is a system of practices, 
guidelines, and proactive preparation that guarantees the 
restoration of vital ICT-dependent services in an emergency 
[2]. It enables the company to make crucial strategic, tactical, 
and operational decisions on the availability of essential 
systems [3]. In preparation for any system outage, resources 
such as software, hardware, technical experience, monitoring, 
time, and other infrastructure are established during an ICT 
business continuity plan. 

The implementation must be maintained periodically and 
managed adequately. However, some studies concerning IT 
Audit found that some of the existing Business Continuity 
Plan (BCP) that is not entirely and correctly updated and will 
fail the business to continue its operation when disruption 
happens [4]. This was also seconded by the study [2] that due 
to the ICT business continuity plan not being viewed as a 
strategic component of the company, it has not been 
completely implemented and was neglected. According to [5], 
many organizations did not feel the need to deal with the BCP 
in the past because the dependence on ICT was not so 
significant, and production could run for some time regardless 
of a data network in the organization.  
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BCP was beneficial for all of the organizations that were 
surveyed. Still, more focus is required on managing societal 
and individual impacts, building employee resilience, 
identifying influential crisis leaders, right-sizing plans, and 
planning to take advantage of opportunities after a disaster. It 
is also essential to assess employees' awareness of the general 
coordination of information technology regarding these 
processes [6]. 

III. IMPLEMENTATION 

The study's general objective is to ascertain how ICT 
continuity plans affects on service delivery and assess the 
level of awareness of the personnel of State, Universities, and 
Colleges (SUCs) in the Philippines, specifically in Negros 
Occidental. Furthermore, it is to identify the advantages of an 
ICT business continuity strategy for SUCs in Negros 
Occidental. The study is based on the descriptive type, which 
involved a primary gathering of data from the respondents in 
terms of their profile and assessment of the availability of the 
ICTCP in their respective institutions. 

A. The Business Continuity Plan (BCM) Framework  

The BCM Framework was utilized in this study as the 
model for identifying the level of awareness of the personnel 
within the institution about the ICTCP (Fig. 1). The six 
elements of the BCM life cycle, according to the international 
standards, the management of the business continuity 
program, instilling knowledge and skills into the 
organizational culture, knowing the organization, choosing 
options for business continuity, creating and putting into 
practice a business continuity response, and practicing and 
testing the developed plans [7]. 

 

Fig. 1. The lifecyle of BCM [7]. 

B. Understanding the Organization 

According to [8], the outcomes of the BCP implementation 
show that all framework components can be implemented, but 
some activity changes must be made to suit the organizational 

conditions. Personnel in the organization must be aware of the 
implementation because they are the ones providing the 
services. This component aims to offer crucial details that will 
aid in understanding the company's goods, resources, and 
services [9]. Furthermore, the principal target objective, 
specific objectives, and policy are visible and disseminated to 
the employee from the top management to the office 
personnel. 

Table I presents the role and responsibilities of the BCP 
team for SUCs. The team composed of the top management 
who see to it the requirements, budget allocation, and 
implementation of the ICTCP would be successful.  

TABLE I. ROLE AND RESPONSIBILITIES FOR BCP TEAM 

BCP Member Roles 

 

 

BCP Manager 

 Ensures that the ICTCP is established, 

maintained, and reviewed periodically. 

 Approves allocation of resources to ensure 

successful implementation of the plan. 

Vice President for 

Administration and 

Finance 

 Ensures implementation and compliance with 

the ICTCP. 

 Ensures the continual improvement of the 

ICTCP. 

 

 

Planning Officer 

 Consolidates and evaluates personnel needs 

required to ensure the continuity of ICTCP 

critical unit functions and operations. 

 Ensures continual improvement. 

Table II shows the composition of the ICT Response 
Team. The team must ensure that the ICTCP implementation 
is successful. The SUCs may designate a working team with 
expertise in ICT. 

TABLE II. ROLE AND RESPONSIBILITIES OF ICT RESPONSE TEAM 

Member Roles 

IT/MIS Officer 
Establish, implement, and maintain a 

continuity of the ICT Business Operation of the 
University. 

Data Privacy Officer 

 

Inform and provide advice on data protection 
obligations, assist the University in monitoring 
internal compliance. 

System Administrator 

 

System administrators are the guardians of an 
organization and its data, ensuring that internal 
systems are safe and secure and are shielded from 
attacks and viruses. 

Network 
Administrator 

Ensuring ICT equipment remains updated and 
providing solutions to restore functionality. 

Development 

Communication and 

Information Officer 

Consolidates, controls, and validates all official 

information for dissemination. 

Creating information, education, and 

communication (IEC) items in both English and 

regional dialects. 

C. Selecting Business Continuity Options 

Threats could appear out of nowhere at any time. Business 
continuity management is necessary to prepare for and address 
the problem. The last step in completing business continuity 
management is the requirement for a framework for a business 
continuity strategy. This framework will guide the 
organization using the business continuity plan document to 
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address threats or disasters [10]. Good decision on what 
framework to adapt is vital for the success of the 
implementation of the ICTCP.  

D. Implementing a Business Continuity Response 

According to [11], the fundamental idea behind business 
continuity is that to maintain company operations at an 
acceptable level, an organization must have the strategic and 
tactical capabilities to plan for and respond to business 
accidents and disruptions. Readiness is also vital in 
implementing a business continuity plan from management 
perspective and fulfilling the gap existing with a business 
continuity plan using a standard tool [12]. Many SUCs appear 
unfamiliar with and uncertain about which Business 
Continuity Management (BCM) option can be used for 
implementation. Organizations are becoming increasingly 
aware that being unprepared to handle disruptive occurrences 
could have disastrous results. BCM is a novel strategy to 
accomplish this goal. When a BCM is implemented in a 
company, there are three primary stages that need to be taken. 
The key items for the company should be recognized first. The 
Business Impact Analysis (BIA) technique can assist in this 
step by assisting in the systematic selection of those crucial 
products. Second, by carrying out the risk assessment process 
and creating the risk matrix, those risks that endanger the 
delivery of crucial products should be recognized and 
categorized. Finally, a BCP must be chosen for each 
disruption risk listed in the BCP section of the risk matrix and 
poses a danger to a significant product [13]. 

IV. RESULTS 

The research respondents were the personnel employed in 
the different States, Universities, and Colleges (SUCs) within 
the province of Negros Occidental. The study utilized an 
adopted questionnaire from the study [2] on ICT Business 
Continuity Plan and Service delivery. 

The respondents were selected through random sampling, 
they were provided by a google form link to answer the survey 
questionnaire. A total of fifty (50) people were included in the 
study's sample size. As shown in Table III, fifteen (15) from 
Central Philippines State University, ten (10) from Northern 
Negros State College of Science & Technology, fifteen (15) 
from Carlos Hilado Memorial State University, and ten (10) 
Technological University of the Philippines – Visayas.  

A scale of 1 to 5 was used based on the Likert scale, and a 
non-comparative scaling approach was used. 

The study expected a target of 50 respondents to answer 
the survey questionnaire. However, 35 of the estimated 
number filled out the surveys and returned them. Thus, as 
shown in Table III, the answer rate was 70%. This response 
rate was deemed suitable for analysis since, according to [14], 
a minimum of 70% or higher is exceptional for analysis. 

TABLE III. DISTRIBUTION OF RESPONDENTS 

SUC 
Expec

ted 
Reponses 

Percenta
ge 

Respons
es Received 

Percenta
ge 

Central Philippines 
State University 

15 30.00 15 42.90 

Northern Negros 
State College of Science 
& Technology 

10 20.00 5 14.29 

Carlos Hilado 
Memorial State 
University 

15 30.00 10 28.58 

Technological 
University of the 
Philippines - Visayas 

10 20.00 5 14.29 

Total 50 100.00 35 100.00 

V. DISCUSSION 

A. Use of ICT 

The purpose of the study was to ascertain the extent of the 
use of computers using ICT at the State Universities and 
Colleges (SUCs) in Negros Occidental, Philippines, which 
necessitated the creation of a business continuity plan for ICT. 
According to Table IV below, 0% of respondents did not rely 
on ICT for all their key operations, whereas 100% used ICT 
for all their essential duties. The value of information and 
communication technology (ICT) in education is 
unquestionable on a global scale. It has the potential to be very 
effective to use ICT to increase educational opportunities. ICT 
has the potential to improve the relevance and standard of 
education while expanding access to it [15]. 

TABLE IV. EXTENT OF ICT USAGE 

Responses Frequency Percentage 

Yes 50 100.00 

No 0 0.00 

Total 50 100.00 

B. Failure of ICT core systems 

The study aimed to ascertain how frequently the ICT 
systems SUCs relied on broke down. According to Table V 
below, 82.6% of respondents said their systems failed only 
occasionally, while 17.4% said it happened sometimes. 33.1% 
of the respondents reported that system failure-causing 
disasters never or only occasionally happened, compared to 
45.6% who experienced disasters sparingly and 21.3% who 
never experienced system outages due to disasters. According 
to [16] it is crucial to improve their capability for ICT policy, 
respond to shifts in the ICT ecosystem, develop robust 
cybersecurity regulations, and make sure the private sector 
operates under predictable conditions. 
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TABLE V. FAILURE OF ICT CORE SYSTEMS 

Responses' Percentage Distribution 

System Failures 
Ne

ver 
Rarel
y 

Sometime
s 

Alway
s 

T
otal 

Your systems fail 
frequently. 

0.0
% 

82.6
% 

17.4% 0.0% 
10

0% 

Disasters occur, 
causing system outages 

21.
3% 

45.6
% 

33.1% 0.0% 
10

0% 

C. Access to the ICT Continuity Plan 

The study aimed to ascertain whether the four SUCs in the 
Philippine province of Negros Occidental had an ICT business 
continuity plan in place to lessen or avert the results of system 
malfunctions brought on by emergencies. Table VI 
demonstrates that only 2 SUCs had an ICT business continuity 
plan compared to the other 2 SUCs. Maintaining 
organizational operations in the face of potential threats, risks, 
the causes of power outages, cyberattacks, or epidemiological 
attacks, or natural disasters. BCP is therefore crucial in SUCs 
to plan for any risk [17]. 

TABLE VI. AVAILABILITY OF ICT CONTINUITY PLAN 

Responses Frequency Percentage 

Yes 2 50.00 

No 2 50.00 

Total 5 100.00 

D. Availability of ICTCP Policies 

The study looked into any internal guidelines for 
managing, regulating, and controlling the ICT business 
continuity plan. This was done to assess the level of 
implementation of ICT business continuity plans (Table VII). 
Two SUCs had established policies, while the other two did 
not. 

TABLE VII. AVAILABILITY OF ICT BUSINESS CONTINUITY PLAN POLICIES 

Responses Frequency Percentage 

Yes 2 50.00 

No 2 50.00 

Total 4 100.00 

E. Availability of Disaster Recovery Site 

The study examined whether it was possible to check the 
effectiveness of the ICT business continuity plan at an off-site 
location for disaster recovery. One SUC lacked a recovery 
site, while the other three had them to help with recovery 
(Table VIII). 

TABLE VIII. SITE FOR DISASTER RECOVERY IS ACCESSIBLE 

Responses Frequency Percentage 

Yes 3 75.00 

No 1 25.00 

Total 4 100.00 

F. Challenges of ICTCP 

The study aimed to identify the problems and develop an 
ICT business continuity strategy for the SUCs in the 
Philippine province of Negros Occidental. Table IX below 
shows that responses with a mean of 4.52 demonstrated 
strategies fail due to insufficient resources. With a standard of 
3.80, respondents responded that the ICT plan requires an 
extensive planning for the second significant difficulty, and 
stakeholders in the firm do not have access to enough 
information concerning ICT business continuity plans. 
Limited resources were rated as the main obstacle to an ICT 
business continuity plan by 2.6. The institution's ICT strategy 
is not seen as a strategic component, according to respondents 
with a mean score of 2.41. According to respondents, with a 
mean of 2.57, the ICT business continuity plan is seen as an 
ICT-only job that excludes other departments. A standard of 
2.5 respondents revealed that managing the ICT business 
continuity plan required technical competence and that 
stakeholders were not properly informed about what an ICT 
business continuity plan involved inside the organization. 

TABLE IX. ICT BUSINESS CONTINUITY PLAN CHALLENGES 

Items N 
Me

an 
Std. 

Deviation 

ICT plans fail as a result of insufficient 
resources. 

35 
4.5

2 
.936640 

Plans for ICT business continuity need 
to be carefully thought out. 

35 
3.8

0 
1.22237

6 

The company's stakeholders are not 
adequately informed about what an ICT 
business continuity plan entails. 

35 
3.8

0 
1.22237

6 

The amount of time required to 
implement an ICT business continuity plan 
is excessive. 

35 
2.5

7 
.654970 

ICT business continuity plans cannot be 
updated as quickly as technology does. 

35 
2.4

0 
.932764 

ICT systems experience system failures 
more frequently than earlier manual 
processes, necessitating ongoing 
monitoring. 

35 
2.6

5 
1.13954

0 

The institution does not view the ICT 
business continuity plan as a strategic 
component. 

35 
2.4

0 
.932764 

The management of an ICT business 
continuity plan requires technical expertise. 

35 
2.5

0 
.781736 

There are no regulations in place to 
support the administration of the plan. 

35 
2.9

7 
.987849 

According to some, the ICT business 
continuity plan only pertains to ICT and 
excludes other departments. 

35 
2.5

7 
.654970 

G. Service Delivery 

The study's goal was to ascertain how an ICT business 
continuity plan affected the provision of services. Table X 
demonstrates that the companies' profit margins increased as a 
result of customer satisfaction for the SUCs was based on the 
quality of services offered, offered superior goods and 
services with a mean of 3.57, and with a mean of 2.57, service 
delivery was boosted through the institution's adoption of an 
ICT business continuity plan. 
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TABLE X. SERVICE DELIVERY 

Items N Mean 
Std. 

Deviation 

Customer satisfaction depends on 
how well services are provided. 

35 3.57 1.184644 

Service delivery is improved thanks 
to our company's adoption of an ICT 
business continuity plan. 

35 2.57 .654970 

VI. CONCLUSION 

The study found out the advantages of an ICT business 
continuity plan that most SUCs believed it benefited from the 
shortened time needed for system recovery after a failure. 
Other advantages were the development of teamwork and 
system understanding through employee engagement plans, 
the realization, and reduction of points of failure during the 
testing of the ICT business continuity plan, the ability to know 
what to do in the event of a disaster, reduction of losses 
caused by unforeseen disasters, effective resource planning for 
the company in the event of a disaster.  

According to the study's findings, ICT has been widely 
adopted in SUCs, and it is clear that these institutions need 
their systems to operate continually with little chance of 
failure. Most insurance businesses implement an ICT business 
continuity plan to ensure fewer system disruptions and 
downtimes. Most SUCs have consistent ICT system uptime 
because they can continuously provide services; surprisingly, 
this is independent of an ICT business continuity plan. Most 
SUCs do not entirely implement their ICT business continuity 
plans. The ICT business continuity plan was easily overlooked 
or misunderstood as an ICT role because it had not been 
considered a strategic business need. It was also found to be 
resource-intensive and time- and planning-intensive. 

The study's conclusions allow for the following 
recommendations: SUCs can significantly enhance service 
delivery if ICT business continuity planning is taken seriously, 
adopted, and entirely carried out. This is due to several 
reasons, including that they impact how services are delivered. 
An ICT business continuity strategy will ensure that ICT 
systems are always accessible to prevent service disruptions. 

The proper management of ICT business continuity plans 
requires clearly defined rules, guidelines, and policies, 
efficient testing intervals, the availability of disaster recovery 
sites, enough time, hardware, software, and technology 
resources, as well as technical expertise and teamwork. 
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Abstract— In the field of smart farming, automated crop type 

mapping is a challenging task to guarantee fast and automatic 

management of the agricultural sector. With the emergence of 

advanced technologies such as artificial intelligence and 

geospatial technologies, new concepts were developed to provide 

realistic solutions to precision agriculture. The present study 

aims to present a machine learning-based model for automated 

crop-type mapping with high accuracy. The proposed model is 

based on the use of both optical and radar satellite images for the 

classification of crop types with machine learning-based 

algorithms. Random Forest and Support Vector Machine, were 

employed to classify the time series of vegetation indices. Several 

indices extracted from both optical and radar data were 

calculated. Harmonical modelization was also applied to optical 

indices, and decomposed into harmonic terms to calculate the 

fitted values of the time series. The proposed model was 

implemented using the geospatial processing services of Google 

Earth Engine and tested with a case study with about 147 

satellite images. The results show the annual variability of crops 

and allowed performing classifications and crop type mapping 

with accuracy that exceeds the performances of the other existing 

models.  

Keywords—Smart farming; artificial intelligence; machine 

learning; precision agriculture; random forest; SVM 

I. INTRODUCTION  

Agriculture has been a challenging economical sector, and 
a vital pillar of development in many countries. The first 
challenge is to ensure food self-sufficiency and respond to the 
increasing requirements of a growing population. The Food 
and Agriculture Organization of the United Nations [1] global 
report highlighted food insecurity and its accelerating rising 
trend. The report suggested that to prevent severe hunger, 
daring transformation must be conducted in the agri-food 
systems. Many recent technics and systems aimed to ensure the 
sustainable development of agriculture [2] and new concepts 
were developed like precision agriculture [3]. The recent 
revolution of digital technologies has radically changed 
agricultural management, like the employment of geospatial 
technologies, remote sensing data [4], and artificial intelligence 
[5], [6]. This study proposes a new model to show the 
contribution of machine learning algorithms in the 

identification of crop types using both optical and radar 
satellite images with time series of different vegetation indices. 
The general aim is to establish a method for improving crop 
type mapping accuracies, with the demonstration of the 
contribution of optical and radar data and their 
complementarity.  

The paper proceeds as follows: providing related works in 
Section II.  Section III, introduces the proposed model. The 
case study is presented in Section IV. Section V presents and 
discusses the results, and Section VI concludes and gives the 
intended future works. 

II. RELATED WORKS 

Crop-type mapping using remote sensing data and machine 
learning technics is the subject of multiple research [7]–[10]. 
Optical data has been a reference data for crop mapping studies 
because of the ease to link phenological development and 
biological properties of crops with optical acquisitions to 
differentiate crop species [11]–[13]. Also, it identifies various 
growing stages of a single crop, rice as in this case study [14]. 
The author in [11] used Sentinel-2 time series data with gap 
filling method to overcome data discontinuity caused by cloud 
cover. Interpolation technics were also used by [11] in the 
DATimes software to capture seasonal vegetation dynamics. 
Different optical sensors were also combined to increase time 
series temporal frequency and to catch field-level phenologies 
[15]. Both optical and radar data were used by [16] to detect 
paddy rice fields using phenological variations and a textural-
based strategy. Radar images only were investigated by [17] to 
detect winter wheat phenological stages. They analyzed the 
temporal variations of the Sentinel -1 time series in the 
function of different phenological phases. The author in [18] as 
well used Sentinel-1 time series to conduct classification 
considering Spatiotemporal phenological information. 

Different machine-learning algorithms were employed to 
produce accurate crop maps. The support vector machine 
(SVM), and random forest (RF) classifiers have been the most 
popular in recent years for the classification of satellite images 
[19]. Many papers reported better performance of SVM [8], 
[20]–[22] as well as DT and RF algorithms compared to other 
techniques.  
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Fig. 1. Proposed model

The goal of mapping crops was approached using different 
methods, technics and datasets in the literature review. 
Although the obtained results presented good accuracies, the 
development of geospatial technics has imported its evolution; 
the integration of the Google Earth Engine allows producing 
large treatments instantly that can be employed to identify 
crops early in the season. The obtained accuracies in the state 
of the art are yet to be improved by exploiting complementarity 
between radar and optical time-series and their indices.  

This research proposes a new machine-learning method 
combining time-series indices extracted from optical and radar 
satellite images and machine-learning classifiers to perform 
automated and high-accuracy crop-type mapping. 

III. PROPOSED MODEL 

The proposed model employs time series from both optical 
and radar data. The model was performed using the geospatial 
processing services of Google Earth Engine (Fig. 1): 

A. Preprocessing 

Cloud masking: An important step of pre-processing the 
image collection is to omit the disturbance caused by clouds 
and shadows from the imagery. The cloud masking process 
was performed using the cloud probability band that was 
created with the Sentinel 2 cloud detector library. The 
maximum cloud probability was limited to 25. The gaps in the 
masked image were then filled with the previous interpolated 
image. 

Speckle filtering: satellite images are usually affected by 
speckle noise. Multiple statistical methods were developed to 
remove the speckle in the concern to preserve image details. 
The study conducted by [23] compared different filtering 
methods dedicated to speckle suppression in SAR images and 
found that Lee-Sigma and Gamma-MAP are showing 
relatively good detail preserving abilities than other filter types. 
The author in [24] also concluded that the Gamma Map filter is 
reliable as proved by the comparison between the Lee filter, 
frost filter, and Gamma Map. In the present model, the 
Gamma-MAP filter is used, which is based on the Bayesian 
analysis of image statistics. It uses the Maximum A-Posteriori 
(MAP) estimation method. While using this filter, Gamma 
distribution is assumed for the underlying image and the 
speckle noise in it. Thus, this filter works best for geospatial 
images containing homogenous areas such as oceans, forests, 
fields, etc. 

B. Training Sample 

1) Indices calculation and time series composites: Optical 

data provide information in multiple bands that can produce 

valuable information about the state of vegetation. For the 

purpose to capture spatiotemporal variation in 

photosynthetically active vegetation, multiple optical indices 

were developed in the literature to characterize and monitor 

the development of crops [19], [25]. The author in [25] 

calculated the EVI and NDVI indices from the time series to 

extract metrics for crop discrimination. In this study, different 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

774 | P a g e  
www.ijacsa.thesai.org 

indices were calculated for each image in the image collection 

(Table I). The main used bands are Red (R), Green (G), Near 

InfraRed (NIR), and Short-Wavelength InfraRed (SWIR) from 

the optical images, and both polarization VV and VH from 

radar images. 

TABLE I. OPTICAL AND BACKSCATTER CALCULATED INDICES 

Index Abbreviation Formula 

Normalized Difference 

Vegetation Index 

 

NDVI 
NDVI = 

     

     
       (1) 

Normalized Difference 

Water Index 
NDWI NDWI = 

     

     
      (2) 

Normalized Difference 

Moisture Index 
NDMI NDMI =

        

        
  (3) 

Normalized Ratio Procedure 

between Bands 
NRPB NRPB=

       

       
    (4) 

The polarization ratio Ratio Ratio = 
   

   
           (5) 

2) Harmonic modelization of optical time series: Time 

series from the optical indices depends on the phonological 

cycle of crops throughout the year. The analysis of the 

variations is represented by applying harmonic modeling also 

named Fourier analysis. The analysis consists of decomposing 

the time-dependent periodic event into a series of sinusoidal 

functions, with phase and amplitude values. The general 

equation of a time series is presented by [26] in eq. (6). 

Acos(2πωt - φ) = β2cos(2πωt) + β3sin(2πωt)  (6) 

Considering the linear model, where A is amplitude, et is a 
random error, ω is frequency, and φ is phase: 

Pt = NDVIt= β0 + β1t + Acos(2πωt - φ) + et 

= β0 + β1t + β2cos(2πωt) + β3sin(2πωt) + et 

And β2 = Acos(φ) β3 = Asin(φ) 

A = amplitude = (β22 + β32) ½ φ = phase = atan(β3/β2) 

For each optical index, the harmonic modeling was then 
applied, and time series were decomposed into harmonic terms 
to calculate the fitted values of the time series. 

3) Training set selection: To guarantee a good 

presentation of each class, training samples should respect a 

good representation of each class taking into consideration 

spatial distribution. 20% of the samples are set for validation 

and accuracy calculations, and 80% were used for training and 

extraction features from the formulated time series. 

C. Classification and Validation 

In the literature, different classification methods are 
employed for land cover and land mapping. This study, 
employed two classifiers which are the most performant [8], 
[20]–[22]. 

1) Machine learning classification: Random Forest RF 

classifier is based on building multiple trees from samples of 

the training data. Each tree is built using a different subset 

from the original training variables. Its advantage is that the 

algorithm can handle a huge amount of input data. The 

decision of belonging to a given class is determined by the 

majority vote of the trees. 
Support Vector Machine (SVM) is a supervised non-

parametric statistical technique. The decision to separate 
between classes is made by calculating the hyperplane that 
maximizes the margin between classes. The separation 
between data points is based on the applied kernel function 
(Linear, Polynomial, Gaussian, Radial Basis Function (RBF), 
or Sigmoid) that determines the efficiency of the classification. 

2) Accuracy assessment: Two performance criteria were 

used to assess the result’s accuracy. The main index of 

Cohen’s kappa is a statistical measure of interrater reliability 

for categorical variables. It takes into account the possibility 

of the accord occurring by chance (eq. 7). 

 
     

    
 (7) 

While p0 = Observed accuracy. p is the sum of relative 
frequency in the diagonal of the error matrix. pc = Chance 
agreement. 

F1 score also a measure of a model's accuracy can be 
interpreted as a harmonic mean of the precision and recall of 
the confusion matrix. F1-score is calculated per class for a 
multiclass classification problem (eq. 8). 

         
 
 

      
  

         

 
                  

                
 (8) 

Where:  recall=  
  

     
 and precision = 

  

     
 

IV. CASE STUDY 

A. Study Area 

To evaluate the radar and optical indices using a supervised 
classification method, the proposed model is tested in an 
agricultural zone in Minnesota State in the United States 
(Fig. 2). Minnesota is located in the Western part of the Great 
Lakes region and ranks fifth in the United States for total crop 
sales, the major crops are corn, Soybean, sugar beets, and dry 
beans. 
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Fig. 2. Study area in the Minnesota state and the studied classes

B. Crop Inventory Data 

The reference data were collected from the cropland data 
layer (CDL) produced by unites state department of 
agriculture. The layer contains annual crops from extensive 
agricultural ground truth with 30m spatial resolution. The 
process of training started with random points selection taking 
into consideration to cover the totality of the study area, and 
covering all the agricultural types. 80 % of data presenting 
5989 points were selected for training the model, and 20% for 
validation. The selected zone contains 14 types of crops with 4 
major types. 

C. Optical and Radar Data 

Both radar (Sentinel 1) and optical (Sentinel 2) images 
were used in this study. The Sentinel 1 mission provides C-
band Synthetic Aperture Radar data (SAR). The image catalog 
of Sentinel 1 data provides preprocessed images, terrain 
corrected and radiometrically calibrated. A total of 29 scenes of 
Synthetic Aperture Radar images were used from 01-01-2019 
to 30-12-2019. The images were restricted to single-
polarization VV and VH. The active sensor expands the 
possibilities of acquiring data in cloudy weather allowing then 
better monitoring of the vegetation evolution. 

The Sentinel-2 mission provides multispectral high-
resolution imagery with 12 spectral bands. The image 
collection contains 145 optical images covering all the studied 
periods. 

D. Analysis Platform 

The development of the remote sensing field imported 
different offers and a large amount of data from different 
sensors, and several platforms have been elaborated to handle 
geospatial analysis and processing. The Google Earth Engine 
was introduced as a multi-petabyte catalog and cloud 
computing platform with high-performance computation 

capabilities and has been investigated in land cover studies [27] 
and agricultural studies [28], [29]. 

The proposed process was all performed in the Google 
Earth Engine (GEE) platform, from the Sentinel image 
selection to the validation process. The GEE platform allowed 
the process of large-density images for pixel-based image 
analysis as well as the classification algorithms due to the high 
cloud calculation performance the platform offers. 

E. Time Series Formulation, Training, and Machine 

Learning Algorithms 

The first steps of processing time series are conducted as 
detailed in the previous section. After the preprocessing, 
calculating optical and radar indices of each imagery data was 
performed. 

SAR indices were extracted from the single-polarization 
bands. The Normalized Ratio Procedure between Bands 
(NRPB) and the ratio were estimated using the equation in 
Table I where σVH and σVV are the backscatter VH and VV 
polarization. In the same way, the NDVI, NDMI, and NDWI 
optical indices were calculated, then applied the harmonic 
modelization of the time series.   

The training was then applied to the formulated input, the 
training set was selected randomly from the time series stack 
generated from all the SAR and optical calculated indices. The 
input features are then fed to the employed machine learning-
based classifiers. 

Multiple parameters were tested for obtaining perfect 
results. The final parameters for the SVM classifier were set to 
the Radial Basis Function (RBF), 0.5 for gamma and 10 for the 
cost. Random Forest is applied using 800 trees and 20 variables 
per split. 
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V. RESULTS AND DISCUSSION 

A. Time Series of Vegetation Indices 

 
Fig. 3. NRPB index time series of major crops in the studied zone

 

Fig. 4. Ratio index time series of major crops in the studied zone 

From the SAR indices, the NRPB and ratio index time 
series were presented in Fig. 3 and Fig. 4 with a selection of 4 
major crops. The time series of the Normalized Ratio 
Procedure between Bands and the ratio index can monitor the 
vegetation changes. The temporal signature of different 
considered crop types is showing different signature behavior. 
The NRPB time series of corn alfalfa and soybean know 
significant variations whereas Fallow parcels responded 
smoothly and monotonously to changes over the year.  

 
Fig. 5. NDVI time series and fitted values of major crops in the studied zone 

The variations are a function of soil surface conditions, 
moisture, roughness, and biomass development of crops. The 
NRPB index was also used by [30] to generate metrics for the 
input set of the model to aid the prediction of NDVI and 
highlighted the similarity found in the NDVI and σVH/σVV 
ratios with crops and finally found that insertion of the NRPB 
variable in machine learning models, like RF, gives better 
results. 

Times series of the NDVI allows the characterization of 
each crop. Since the NDVI is a perfect index to describe the 
chlorophyll activity of crops, a dense and healthy state is 
presented by a high value of the NDVI index reaching 1, in the 
opposite case, the value approaches 0. Then, the time series is 
presenting the phonological cycle of each crop. 

Fig. 5 presents a selection of 4 crops of the NDVI time 
series in the studied area and the harmonic modeling values. 
The model is suitable for smoothing the spectral curves and 
allows distinction between crops. Corn, dry beans, and 
soybeans are presenting a unimodal periodic model, with a 
high value for corn culture. The resulting phonological cycles 
match the phonological calendar provided by the USDA 
National Agricultural Statistics. Corn starts in late April and is 
harvested in early November. While the phonological cycle of 
Soybean Starts with the plantation in early May and is 
harvested in late October. Alfalfa is presenting the highest 
amplitude values and a different curve from other crops due to 
agricultural practices. Alfalfa is harvested repeatedly during the 
growing season starting from early April to late October. The 
results of the obtained phonological cycles were compatible 
with the crop calendar as given by the USDA in the region of 
Minnesota.
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Fig. 6. Crop type mapping: Final results of RF and SVM classifications. 

B. Classification Results 

SVM and Random Forest have demonstrated their 
advantage in classifying agricultural cover maps. The 
validation of the classification results was conducted by 
calculating the confusion matrix. 20% of random samples were 
used to validate the final result. Both classifiers had given good 
results with the advantage of the random forest classifier with 
0.95 kappa index, and 0.85 for SVM. Table II presents 
accuracy metrics with good accuracy results, with the 
advantage of the RF classifier.  Other studies had demonstrated 
the complementary of optical and radar data [20], [31]–[34]. 
The authors in [35] have found an overall accuracy of 93.83% 
from combined inputs. The authors in [8] have found an overall 
accuracy between 73% and 95% depending on the input dataset 
used, using the SVM classifier. 

Fig. 6 presents the final classification using SVM and RF 
algorithms. The results are showing similar classes except for 
slight visual differences. 

Performances metrics were calculated, other than the kappa 
index, the F1-score, and Producer accuracy are presented in 
Table II. The Producer accuracy represents the probability that 
a particular sample of a particular class is classified correctly. 
The most correctly attributed classes are barley, corn, 
soybeans, and winter wheat. 

VI. CONCLUSION 

This research study deals with the problem of crop type 
identification. A machine learning-based model for automated 
crop type mapping is proposed. The novelty of the model is to 
improve crop type mapping accuracy using time series from 
both optical and radar images by extracting vegetation indices. 
The model presents several advantages. It demonstrate the 
complementarity between optical and radar satellite images for 
crop type mapping studies. Secondly, the results pointed the 
advantage of Random Forest classifier over SVM. The resulted 
accuracy outperformed existing models in the state of the art 
with a kappa index of 95%. 

The proposed model was implemented using Google Earth 
Engine and tested with a specific case study in an agricultural 
zone in Minnesota State in the United States. Future works 
intend to assess and compare the performances of deep 
learning and machine learning algorithms for crop-type 
mapping. 
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TABLE II. VALIDATION ACCURACY METRICS OF RANDOM FOREST AND 

SVM CLASSIFICATIONS 

Classes 

F1-

SCORE 

RF 

F1-

SCORE 

SVM 

Producer 

accuracy 

RF 

Producer 

accuracy 

SVM 

 

Corn 0.97 0.72 0.98 1 

Soybeans 0.96 0.89 0.97 0.78 

Sweet Corn 0.95 0.85 0.92 0.76 

Barley 1 0.89 1 0.69 

Spring Wheat 0.95 0.87 0.93 0.84 

Winter Wheat 0.96 0.85 0.96 0.7 

Rye 0.96 0.87 0.92 0.75 

Oats 0.96 0.87 0.97 0.69 

Alfalfa 0.88 0.95 1 0.7 

Other Hay/ Non 

Alfalfa 
0.87 0.87 0.87 0.79 

Sugarbeets 0.96 0.91 0.94 0.8 

Dry Beans 0.96 0.89 0.97 0.84 

Peas 0.95 0.93 0.88 0.87 

Clover/wildflower 0.85 0.66 1 0.7 

Fallow 0.95 0.93 0.96 0.77 

Open Water 0.99 0.89 0.97 0.69 

Developed /Open 

space 
0.94 0.90 0.94 0.86 

Developed /Low 

Intensity 
0.95 0.85 0.95 0.77 

Developed /Med 

Intensity 
0.89 0.98 0.94 0.94 

Developed /High 

Intensity 
0.83 0.85 0.8 0.82 

Baarren 0.88 0.79 0.84 0.75 

Deciduous Forest 0.97 0.85 1 0.78 

Evergreen Forest 0.90 0.88 0.86 0.80 

Mixed Forest 0.89 0.91 0.88 0.81 

Shrubland 0.91 0.88 0.93 0.82 

Grassland/ 

pasture 
1 0.9 0.86 0.75 

Woody wetland 0.90 0.93 0.94 0.83 

Herbaceous 

wetland 
0.90 0.80 0.93 0.75 
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Abstract—Fingerprint biometric as an identification tool for 

children recognition was started in the late 19
th

 century by Sir 

Galton. However, it is still not matured for children as adult 

fingerprint identification even after the span of two centuries. 

There is an increasing need for biometric identification of 

children because more than one million children are missing 

every year as per the report of International Centre of missing 

and exploited children. This paper presents a robust method of 

children identification by combining Discrete Cosine Transform 

(DCT) features and machine learning classifiers with Deep 

learning algorithms. The handcrafted features of fingerprint are 

extracted using DCT coefficient’s mid and high frequency bands. 

Gaussian Naïve Base (GNB) classifier is best fitted among 

machine learning classifiers to find the match score between 

training and testing images. Further, the Transfer learning 

model is used to extract the deep features and to get the 

identification score. To make the model robust and accurate 

score level fusion of both the models is performed. The proposed 

model is validated on two publicly available fingerprint 

databases of children named as CMBD and NITG databases and 

it is compared with state-of-the-art methods. The rank-1 

identification accuracy obtained with the proposed method is 99 

%, which is remarkable compared to the literature. 

Keywords—Discrete Cosine Transform (DCT); Curve DCT; 

biometric recognition; machine learning; convolutional neural 

network; AlexNet 

I. INTRODUCTION 

Children missing, swapping and abduction is caused due to 
non-recognition of them from their faces or other biometrics 
as they are in the developing stage in this age. The rate of 
mishaps happening to them is increasing day by day due to 
non-availability of the authentic system for recognition of 
them. Researchers studied the different biometrics like face 
[1,2,3,4], palmprint [5], footprint [6], ear [7] and headprints 
[8] for recognition of children. 

Fingerprint modality is most widely used biometric for 
recognition of adults. Dr. Faulds [9] used fingerprints for 
identification of persons in 1870. As per Sir Galton theory, the 
fingerprint similarity chance in two different persons is 1 in 64 
billion [10]. In children, the fingerprints show distinctive 
features which can differentiate them from others, though they 
are in the developing stage.  

Fingerprint recognition can be done by two methods: 
minutiae matching and pattern matching. Minutiae are small 
details in fingerprints like ridge, valley, ridge ending, 
bifurcation. In minutiae matching, different minutiae are 
matched against each other and the highest match probability 
is considered as the correct match. The problem with minutia 
match for children recognition is biometric aging. The 
displacement of minutiae points due to growth in fingers. One 
needs a growth model to recognise the longitudinal (after time 
lapse) fingerprint images of children. The second method of 
pattern matching is based on the texture of fingerprint images. 
Fingerprint images are rich in texture and hence frequency 
domain representation is suited for it. The basic block diagram 
of fingerprint recognition is as shown in Fig. 1. Original 
fingerprint is processed and enhanced to get the most suitable 
features. The features are extracted using the feature 
extraction algorithms. These features are stored as feature 
vectors in the training process. The test phase is similar up to 
feature extraction, then these features are compared with 
stored features with the help of a matching algorithm or by 
using a classifier. The estimated match with the test image is 
the output of the identification system. 

 
Fig. 1. Basic block diagram of image identification 

A. Literature Review  

Automatic recognition of children using fingerprints was 
first studied by Jain et al. [11] in 2014 to increase the coverage 
of vaccination for the age group of 0 to 4 years. They used the 
up-sampling process by a factor of 1.8 to match the finger 
ridge distance to adults. Camacho et al. [12] also proposed a 
solution of up-sampling the fingerprint by an interpolation 
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factor based on children's ridge distance. Preciozzi et al. [13] 
formulated a scale factor based on distance between the ridges 
of adults to the distance between ridges of an age of child. By 
using these scale factors, the verification accuracy of 
children's fingerprints increases. Haraksim et al. [14] 
computed fingerprint minutiae-based growth model to reduce 
the biometric aging result on children recognition 

Further, the hardware implementation of the fingerprint 
systems is also done to verify the accuracy of the fingerprints 
recognition. Koda et al. [15], designed the high resolution 
(1270 ppi) fingerprint scanner for scanning the minute details 
of children's fingerprints. Kalisky et al. [16] also designed high 

resolution platen free optical scanner. Engelsma et al. [17] studied 
the infants of 0 to 3 months to reduce the mortality of infants. 
They used a 1900 ppi scanner to capture the details of the 
infant's fingerprint. Improvement in the accuracy is observed 
by increasing resolution of the scanner. Macharia et al. [18] 
showed the Android based system for recognition of children 
and discussed the fingerprint quality of children. Engelsma et. 
al. [19] further studied the problem of recognition of children 
for vaccination and nutritional supply with the 1900 ppi 
RaspiReader designed by him. 

Most of the researchers used Commercial Software 
Defined Kits (SDK) for the recognition of children 
[20,21]. Jain et al. [22] continued his research in children 
recognition and this time collected the longitudinal database of 
infants. CNN is used for improving the quality of images. 
Feature extraction and matching is done with Commercial 
SDK. The longitudinal study is continued by Jain et. al [23] 
for children verification. They used an Automatic fingerprint 
recognition system for feature extraction and 
matching. Engelsma et. al. [19] extracted features using a 
texture based Convolutional Neural Network (CNN) matcher 
with two Commercial off the shelf matchers (COTS). Patil et. 
al. [24] designed a fingerprint recognition system for infants 
and toddlers by extracting the finger codes by Gabor filtering 
and matching them using Euclidean distance. Moolla et al [25] 
investigated for the best modality for infants‟ recognition 
among fingerprint, iris and ear. The Research done in children 
fingerprint recognition is very less. The publicly available 
databases of children's fingerprints are also less. It is observed 
that feature extraction and matching of children's fingerprints 
is majorly done using commercial recognition systems. In 
latest research CNN and COTS systems are studied and are 
combined to achieve high accuracy. Transform based features 
are rarely studied for the biometrics of children. Fingerprint 
image is rich in frequency domain features therefore transform 
domain features should be derived. 

In this paper, we are proposing a hybrid model of children 
fingerprint recognition by combining identification scores of 
DCT features with GNB classifier and CNN. As seen from 
Fig. 1 fingerprints of children are tiny as compared to adult 
fingerprints. Finding Minutia from such images is a difficult 
task. Finding the frequency domain features will integrate 
minutia and other texture features. The structure of 
fingerprints of two different people are shown in Fig. 2. The 
frequency related to each area is shown in it. The most 
dissimilar portion needs to separate out from the fingerprint 

image. This portion is the mid to high frequency core area of 
the fingerprint. 

 
Fig. 2. Frequency distribution in fingerprint image. 

The DCT has strong ability to remove correlation between 
the pixels like KL transform [26]. DCT allows selection of the 
bands directly in the frequency. Hence, we are proposing a 
hybrid model in which scores of classifiers GNB and CNN on 
the feature extracted using DCT and texture features of CNN 
are combined. 

The contributions of research are: 

 Studied transform and texture features of fingerprints 
for recognition of children. 

 Combined Transform domain features with Machine 
Learning approach. 

 Score level fusion of traditional method and deep 
learning method. 

 Identification of children for this age group is studied 
for the first time in the literature. 

The sections of the paper include Introduction, which 
elaborate the basic blocks and need of fingerprint recognition 
of children; methodology, which gives an overall idea of 
methods used in the proposed algorithm. Experimental Results 
gives information about the database used and results of 
different approaches. Finally, the conclusion and future scope 
gives insight on findings of the experimentation and future 
direction of study. 

II. METHODOLOGY 

In this hybrid method, transform domain approaches 
combined with machine learning are presented and it gives 
promising results. The different approaches of 
experimentations are carried as follows: 

a) DCT, Curve DCT feature extraction (Standard 

Deviation) and Canberra distance for feature matching is used. 

b) DCT, Curve DCT used to calculate standard 

deviation and these features are classified using machine 

learning classifiers. 

c) Transfer learning AlexNet model [27] used to 

compare with the transform domain approach. 

d) The Score level fusion of Transform domain 

approach and Transfer learning approach is done using Max 

Rule, Sum Rule and Product Rule. The workflow of the 

research is elaborated in Fig. 3. 
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Fig. 3. Work flow of the research

A. Image Enhancement and ROI Extraction 

Children's fingerprints are difficult to capture and captured 
fingerprints are not clear. It cannot be used directly for any 
algorithm. Fingerprint pre-processing and enhancement plays 
a crucial role in the recognition process. The most dissimilar 
portion shown in Fig. 2 needs to separate out from the 
fingerprint image. This portion is the high frequency core area 
of the fingerprint. To separate out the high (discriminative) 
frequency portion, the enhancement [28] and ROI extraction 
[29] steps are elaborated below. 

1) Image normalisation and segmentation: First an input 

fingerprint image is normalized using mean M0 = 100 and 

variance V AR0 = 100. The fingerprint is normalised with the 

help equation 1. After normalising the image segmentation is 

done. The standard deviation is calculated of the segmented 

region. 
The Normalized image is defined as: 
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Where, I(l, m) are gray level values at pixel(l, m), M and 
VAR are estimated mean and variance of I, G (l, m) is 
normalized Gray-level value at pixel (l, m) , M0 and VAR0 
are the desired mean and variance values.  

2) Local orientation estimation: The normalized 

fingerprint image is used for the orientation estimation. The 

local ridge orientation at (l;m) is computed using eq. (2). The 

local ridge orientation is given in eq. (2). 
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Where,  
   
   

  is image vector for lowpass filtering   (l, 

m) is the least square estimate of the local ridge orientation at 
the block centred at pixel (l, m). 

3) Local frequency estimation: The local frequency is 

estimated using normalized and estimated orientation image. It 

is given in eq. (3). 
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Where,    is a two-dimensional low pass filter with unit 

length.     = 7 is the size of the filter.    = interpolated 
frequency 

4) Mask estimation: Normalized image is pixelwise 

divided into recoverable or an unrecoverable part depending 

upon local ridges and valleys. The three characteristics for 

each part are calculated, which are differences between the 

mean value of peak and mean value of valley. Second is the 

mean number of pixels between two peaks and third is the 

variance of the local part. These characteristics are used to 

classify the image in recoverable or an unrecoverable part. 

5) Filtering: A bank of Gabor filters used as bandpass 

filters to remove the noise. These filters are tuned with 

orientation and frequency of local parts. The final enhanced 

image is obtained using eq. (4). 
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Where, G = normalized fingerprint images, O = orientation 
image, F = frequency image, R = recoverable mask, where wg 

= 11 gives the size of the Gabor filters   

6) ROI extraction: In the enhanced image the core point is 

detected using slope technique as described in paper [take 

from email of madam]. The original image, enhanced image 

and ROI extracted image is shown in Fig. 4. 

Fully 

connected 

Layer 

Databases 

Handcrafted 

Features 

DCT, CDCT 

Features 

(Standard 

Deviations) 

Feature Extraction Matching/Classification 

Extraction 

Fusion 

Canberra 

Distance 

LR 

DT 

KNN 

GNB 

SVM 

RF         

Automatic 

Features 

(CNN) 

Score 

level 

Fusion 

 

Max 

Sum 

Product 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

783 | P a g e  

www.ijacsa.thesai.org 

 
(a)                              (b)                              (c) 

Fig. 4. (a) Original image, (b) Enhanced image, (c) ROI of enhanced image. 

B. Feature Extraction 

Fingerprint texture consists of repetitive patterns of pixel 
intensities and it is unique to every person. To extract the 
texture features (standard deviations) from fingerprint images 
DCT, CurveDCT are applied to the ROI of fingerprint images. 

1) DCT: DCT is one of the most used transforms for 

image compression, feature extraction and recognition. The 

important properties of DCT are decorrelation, energy 

compaction and fast implementation. These properties are 

explored for the fingerprint feature extraction.  The 2D- DCT 

of an image f(x, y) is given in eq. (5).  The size of the image is 

M X N. Variations of MN are U = 0 to M-1 V = 0 to N-1. 
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The ROI is divided into four non-overlapping parts as 
shown in Fig. 5. The DCT is applied to each part, from each 
part 9 standard deviations are derived by grouping different 
frequency coefficients as shown in Fig. 6. Here low frequency 
coefficients are omitted as fingerprint image is mid and high 
frequency texture image as shown in Fig.  2. Total 36 features 
are extracted from four parts of the finger.  Training is done 
with 4 images and average standard deviation is stored as a 
feature vector. Partitioning of the image gives better energy 
compaction and decorrelation. The mean and standard 
deviation is calculated from the eq. (6) and (7). 

 

Fig. 5. (a) ROI (b) ROI is divided in four parts 

The mean (m) and standard deviation (sd) is calculated 
from the eq. (6) and (7). 
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      (7) 

Thus, the total features are 36 X 500 = 18000 derived from 
the DCT standard deviation of the images from the database. 

 
Fig. 6. DCT blocks of fingerprint image 

 
Fig. 7. Curvature bands of coefficients 

2) Curve-DCT (CDCT) 
First fingerprint image is divided as shown in Fig. 5, into 

four parts.  For every part, 2D-DCT transform is applied and 
coefficients are grouped in 9 bands in a curvature manner as 
shown in Fig. 7. Looking at the distribution from top left 
corner to right bottom corner of the coefficients and their 
grouping, curvature form is more appropriate. For every band 
standard deviation is calculated. Total 36 features from four 
parts are stored as a training dataset. 

C. Evaluation Parameters 

Evaluation of the experiments is done with class-wise 
identification accuracy. It is shown in eq. (8). 

Class-wise identification accuracy = 
        

                
 (8) 

The tpi is ith    true positive, tni is ith true negative, fni is ith 
false negative, fpi is ith false positive where i ranges from 1 to 
100. 
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The CMC curves are used to show the Rank wise accuracy 
of the fusion models. Rank 1 accuracy is the accuracy 
achieved when the outcome is the same as ground truth at the 
first match by model. It can also be called as top 1 accuracy. 

III. EXPERIMENTAL RESULTS  

A. Children Fingerprint Database 

There are several fingerprint databases such as MSU-ITF, 
VaxTrac, CMBD [30] and NITG [24,31] of the children's 
fingerprints. Most of the databases are not available due to 
security reasons except Children's Multimodal Biometric 
Database (CMBD) of IIIT Delhi and National Institute of 
Technology, Goa (NITG) database for research purposes. In 
this work CMBD and NITG databases are used. Total 1000 
images of the left thumb from both the databases and 100 
subjects from each database are used for experimentation. 
Both the databases used Slap fingerprint scanner with 500 ppi 
resolution.  Some sample images of these databases are shown 
in Fig. 8. 

 

 
Fig. 8. (a) Right thumb, (b) left thumb of CMBD [30] and (c) Right thumb 

(d) left thumb of NITG database [24,31] 

The performance of DCT domain features is checked for 
children‟s fingerprints. The DCT is applied on cropped 
fingerprint images and standard deviation is calculated for a 
group of DCT coefficients. In the first experiment, after 
grouping of coefficients is done in two ways as explained in 
section 2.2.1 and 2.2.2. The recognition rate in identification 
mode is calculated using Canberra distance. This distance is 
normalized as seen from the eq. (8), and it is giving better 
accuracy than Euclidean distance. The Canberra distance 
between vectors a and b is in the eq. (9). 

  (   )   ∑
|     |

|     |
 
             (9) 

The recognition rate obtained is shown in Table I. The 
maximum recognition rate (RR) is obtained with DCT features 
and using a simple distance classifier for 100 subjects is 63 % 
for the train test split of 80-20.  

TABLE I. RECOGNITION RATE (RR) WITH DCT, CDCT FEATURES AND 

CANBERRA DISTANCE FOR CLASSIFICATION ON CMBD AND NITG 

DATABASES 

Features RR for CMBD RR for NITG 

DCT 42 63 

CDCT 29 37 

This recognition rate (RR) is less and to improve upon it, 
the same feature set is given to machine learning classifiers in 
the next experiment. Machine learning (ML) Supervised 
learning classifiers are used for classification of labeled 
databases of children's fingerprints. These classifiers learn on 
their own classification of objects/images depending upon the 
data/features presented at the input. As machine learning are 
data driven models, it analyses input features, learns from it 
and gives the classification [32]. Choosing the best ML 
classifier for an application depends on the data set available, 
the number of features derived, data is labelled or not, 
variance of features etc. In this experiment the same DCT and 
CDCT features are given to the different classifiers such as 
Logistic Regression (LR), Decision Tree (DT), K- Nearest 
Neighbour (KNN), Gaussian Naïve Bayes (GNB), Support 
Vector Machine (SVM) and Random Forest (RF). In image 
classification not only the features of the images but also the 
classification algorithms play a crucial role. The recognition 
rate after applying the different classifiers to the DCT, CDCT 
feature set is shown in Table II. As seen from the table, results 
obtained with CDCT features and GNB classifiers show 
significant improvement as compared to the first experiment. 
Gaussian Naïve Bayes is a Generative classifier. It requires a 
smaller number of parameters for classification. This classifier 
is probability based, where conditional and prior probabilities 
are calculated using Maximum Likelihood Estimation [33]. 

In the third experiment, the Neural Network approach is 
tested. As the database is small, a pre-trained AlexNet model 
is used for classification.  Here the ROI of fingerprint image is 
resized to 200 X 200. Total images are split in 80-20 for 
training and testing. The Optimizer used is Stochastic 
Gradient Descent and the loss function is Sparse Categorical 
Cross Entropy. The recognition accuracy of AlexNet is shown 
in Table III for both the databases. The results obtained for 
CMBD database with both approaches are comparable but for 
NITG database DCT features and machine learning approach 
gives better results. Model accuracy and model loss of 
AlexNet approach on both the databases is shown in Fig. 9 
and 10.  
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TABLE II. DCT AND CDCT FEATURES (STANDARD DEVIATION) EXTRACTION AND MACHINE LEARNING CLASSIFIERS ON CMBD AND NITG DATABASES 

Recognition rate of CMBD database on ML classifiers 

 
Feature Extractor LR DT KNN GNB SVM RF 

DCT 34.1 68.8 27.5 83.3 11.6 47 

CDCT 29 71 19 92 10 44 

Recognition rate of NITG database on ML classifiers 

 

Feature Extractor LR DT KNN GNB SVM RF 

DCT 52.8 66.4 36.4 81.6 33.6 61 

CDCT 36 66 25 96 22 45 

TABLE III. COMPARISON OF PROPOSED METHOD WITH ALEXNET 

Methods NITG (100) CMBD (100) 

AleNet 
Model Accuracy Model Loss Model Accuracy Model Loss 

88 % 0.5350 92 % 0.3975 

 
Fig. 9. AlexNet validation (a) accuracy and (b) loss on NITG database 

 
Fig. 10. AlexNet validation (a) accuracy and (b) loss on CMB database 
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Fig. 11. Confusion matrix of AlexNet model on (a) NITG and (b) CMBD database 

TABLE IV. SCORE LEVEL FUSION RESULT 

Score Level 

Fusion 

NITG CMBD 

`Rank 1 Rank 10 Rank 1 Rank 10 

Max Fusion 99 100 99 100 

Sum Fusion 74.5 99 50 90 

Product Fusion 56 98 43  67 

The confusion matrix for both the databases is presented in 
the Fig. 11. In which the actual class versus predicted class is 
plotted. It is observed that more subjects from CMBD 
database are falsely classified than the NITG database as 
model accuracy is more for this database. 

To improve the accuracy further, the hybrid mode is built 
by combining the scores of DCT with machine learning and 
AlexNet model. The Score level fusion [34] of CDCT features 
and Machine learning classifier with class wise identification 
score of AlexNet model is done. The rank1 and rank 10 
accuracy for both the databases is shown in Table IV.  As it is 
class wise identification score, max fusion is giving good 
accuracy because there are very few cases where both the 
algorithms falsely predict the same class.  

The identification accuracy obtained with the proposed 
method is compared with the literature in Table V, 
Improvement in the accuracy is observed with the use of score 
level fusion. 

TABLE V. COMPARISON OF PROPOSED METHOD WITH LITERATURE 

Paper Methods Age 
Identification 

Accuracy 

A.K. Jain [15] 
CNN, COTS 

 
0-12 months 

≤ 4 weeks       38.44     

%                      > 4 

weeks       73.98   % 

Proposed 
DCT. GNB and 

CNN 
0 – 5 years 

 

99 % 

IV. CONCLUSION AND FUTURE SCOPE 

This paper proposed a hybrid method of children 
fingerprint identification which is based on transform domain 
DCT and convolution feature extraction for local and global 
features of fingerprint images. DCT‟s standard deviation 
features with machine learning classifier Gaussian Naïve base 
gives comparable accuracy as that of CNN model accuracy. 
We can deploy simple model based on DCT and GNB for 
children's fingerprint recognition, where we have fewer 
databases instead of the heavy CNN model. In this way, 
computational complexity and the need for higher version 
hardware is reduced. However, for higher accuracy over the 
period we require deep neural network models only. Here the 
score level combination of both algorithms is the most 
appropriate generalized solution for a robust model of children 
fingerprint identification, that is 1:N comparison is studied 
and implemented for children fingerprints (unimodal). The 
frequency domain features using DCT and CDCT, which 
gives compact representation of fingerprint texture image, is 
presented first time in this paper. The rank-1 identification 
accuracy achieved is 99 % using Max fusion which is higher 
than the literature.  

The future work for this research is considering the feature 
level fusion. The accuracy of the children recognition can 
improve by using multimodal fusion with multiple modalities 
or multiple algorithms. 
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Abstract—Machine learning has advanced rapidly in the last 

decade, promising to significantly change and improve the 

function of big data analysis in a variety of fields. When 

compared to traditional methods, machine learning provides 

significant advantages in complex problem solving, computing 

performance, uncertainty propagation and handling, and 

decision support. In this paper, we present a novel end-to-end 

strategy for improving the overall accuracy of earthquake 

detection by simultaneously improving each step of the detection 

pipeline. In addition, we propose a Conv2D convolutional neural 

network (CNN) architecture for processing seismic waveforms 

collected across a geophysical system. The proposed Conv2D 

method for earthquake detection was compared to various 

machine-learning approaches and state-of-the-art methods. All of 

the methods used were trained and tested on real data collected 

in Kazakhstan over the last 97 years, from 1906 to 2022. The 

proposed model outperformed the other models with accuracy, 

precision, recall, and f-score scores of 63%, 82.4%, 62.7%, and 

83%, respectively. Based on the results, it is possible to conclude 

that the proposed Conv2D model is useful for predicting real-

world earthquakes in seismic zones.  

Keywords—Earthquake; prediction; deep learning; machine 

learning; classification 

I. INTRODUCTION 

Over the last decade, the number and magnitude of induced 
earthquakes have increased dramatically, and several 
technological innovations [1] for effective disaster 
management have been developed. Nonetheless, much work 
remains to be done to mitigate the impact and harm caused by 
uncontrollable natural disasters. The proposed study is an 
important step toward effectively implementing modern 
technologies for accurate disaster detection, which remains a 
critical and major goal for successful emergency management. 

Every year, a large number of seismic events occur around 
the world as a result of the release of cumulative pressure in the 
Earth's mantle. Catastrophic earthquakes in hilly areas may 
have caused several collapses on high mountainsides [2]. These 
and other seismic events may cause environmental issues, 
critical infrastructure problems, and housing developments, 
ultimately resulting in tragic economic losses and human 
casualties. Furthermore, earthquake-caused landslides dam 
river systems, forming lakes that may be threatened by debris 
flows and outburst floods that endanger people and property 
downstream [3, 4]. Characterizing and forecasting the 
geographical distribution of seismic activity landslides is 
recommended for disaster mitigation [5]. 

Determining the geographic patterns of earthquakes is 
difficult because the main determinants of earthquake 
occurrences are their parameters, landscape, soil 
characteristics, tectonic plates, and human impacts [6]. As a 
result, it may be difficult to predict where landslides will occur 
after an earthquake [7]. Over the last 20 years, many prediction 
models have been developed to pinpoint locations vulnerable 
to landslides caused by earthquakes, and they can be divided 
into two categories: (1) models with a physical and numerical 
foundation [8]; and (2) models for determining susceptibility 
[9].  

The physically based models were developed using the 
mechanisms of gradient commencement and runout. The first 
of these methods, pseudo-static analysis, proposed that the 
earthquake force represents an additional permanent physical 
force to statically conservation equations [10]. Despite the fact 
that selecting a pseudo-static coefficient requires criterion and 
always yields conservative results, pseudo-static modelling is 
theoretically simple [11]. Following that, the stress-
deformation assessment method was proposed as an extension 
of finite-element simulation that is capable of simulating slope 
dynamic deformation. 

This method, which is based on mathematical calculations 
and has the potential to resolve physical issues such as 
complicated geometries, material properties, and boundary 
conditions, is appropriate for investigating the stability of 
artificial slopes [12]. Permanent-displacement examination was 
proposed shortly after its deployment to calculate the 
displacements of landslides caused by seismic activity. Its 
sophistication is somewhere between the two methods 
discussed above. Landslides are modelled as rigid-plastic 
bodies sliding on an inclined plane in this analysis. The 
Newmark model and its variants are the most commonly used 
models in permanent-displacement analysis [13].  

Over the last few years, advances in EQIL mechanism 
analysis have greatly improved the accuracy of physically 
based models. Because of the enormous number of parameter 
values required, physical-based models can only be used in a 
limited number of locations [11]. 

Later, scientists began looking into vulnerable assessment 
methods that could reflect a possible link between earthquake 
detection and causal factors for identifying earthquake-prone 
areas [14]. Landslide susceptibility modelling has grown in 
popularity over the last decade due to rapid advances in 
technology, geographic information systems (GIS), and data 
analysis [15]. These models are divided into two categories: 
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knowledge-driven approaches based on expert knowledge data 
and data-driven models based on historical landslide 
inventories and associated spatial landslide causative data [16]. 

The knowledge-based models, which use expert knowledge 
to explain the link between the incidence of landslides and 
causal causes in terms of quantity [17], believe the analytic 
hierarchy process to be the most representative. Numerous 
statistical and machine learning techniques have been 
developed to predict the likelihood of a landslide using data-
driven models. These approaches primarily include 
multivariate logistic regression and artificial neural networks 
(ANN) [18]. According to the results, data-driven models 
outperform knowledge-driven models in susceptibility 
mapping. Data-driven models can predict earthquake 
dispersion patterns, which the human eye cannot [19]. 

The majority of the data-driven models discussed above, 
which are classified as classic machine-learning techniques 
[20-21], can represent a single layer of linear or nonlinear 
relationships between causal variables and the incidence of 
landslides. As a result, when dealing with complex data, such 
models are prone to overfitting or becoming trapped on a local 
optimum [22]. However, due to an earthquake inventory 
constraint that always captures an earthquake as points or 
polygons, these landslide prediction models rarely take the 
distinction between landslide source and accumulation into 
account. 

In the last ten years, numerous deep learning algorithms 
have produced impressive results in computer vision, speech 
recognition, and intelligent robot control. Geohazard experts 
have gradually become aware of these algorithms' ability to 
exploit the potential of multiple relationships in massive data 
[23]. As a result, deep neural networks (DNNs), convolutional 
neural networks (CNNs), and their derivate models have been 
successfully used for landslide recognition and forecasting 
[24]. 

In seismic event prediction, there are some research gaps. 
The first issue in earthquake forecasting is a lack of data. 
Second, despite extensive research in the field of earthquake 
forecasting, forecasting accuracy remains low. 

Third, the majority of studies employ machine learning and 
traditional methods that are highly dependent on the type of 
dataset and cannot be extrapolated to other earthquake cases. 

In our research, we use the following contributions to solve 
these types of problems. First, we present a dataset of 
earthquake cases spanning the years 1906 to 2022. Second, for 
earthquake forecasting, we propose a Conv2D CNN model. 
We leave the groundwork for future research by highlighting 
various important parameters for training deep learning 
models. 

Reminder of this paper is as following: Section II presents 
related works in the extraction and categorization of features 
from seismic events. Section III discusses the imagery capture 
procedure and demonstrates the proposed method. Section IV 
summarizes the findings as well as the testing and discussions 
surrounding the proposed approach. Section V contains a 
conclusion and suggestions for future research. 

II. RELATED WORKS 

A. Machine Learning in Earthquake Forecasting 

Artificial intelligence techniques have been widely used to 
predict earthquakes [25-26]. One study [27] looked at how 
previous seismic occurrences in long short-term memory could 
be used to predict earthquake penetration rates. 

Several indicators were used to determine whether seismic 
activity would occur within the next five minutes, including 
magnitude, depth, time, place, statistics, and entropy factors. 
Based on a spatial analysis of magnitude dispersion, an 
automated clustering-based adaptive neuro-fuzzy inference 
system for earthquake prediction was proposed [28]. However, 
these techniques struggle to condense useful guidelines for 
EQP activities [29]. As solutions to the earthquake prediction 
problem, several superficial machine learning experiments, 
such as [29-32], have been proposed. Shi et al. [33] were the 
first to use an artificial neural network in earthquake 
prediction, and they also discovered a correlation between 
earthquake magnitude and epicentral severity. 

Subsequently, a support vector regressive and hybrid neural 
network was created to predict earthquakes [34]. The important 
indicators in this study were extracted using the criterion of 
greatest relevance and least redundancy. Eventually, 
earthquake predictions were made using traditional machine 
learning methods [35]. Another study [36] used a principal 
component analysis-based random forest to generate new 
datasets and reduce data dimension in order to generalize 
preexisting prediction models. The results show that these 
generalized techniques outperformed current methods in terms 
of average accuracy. Nonetheless, variations in geological 
features limit their applicability. 

B. Deep Learning in Earthquake Forecasting 

Deep learning techniques are capable of calculating 
hundreds of complex indicators on their own. As a result, 
recurrent neural networks (RNNs) and convolutional neural 
networks (CNNs) have piqued the interest of many earthquake 
prediction researchers (CNNs). For example, [37] developed 
static-stress-based criteria for forecasting aftershock locations 
without assuming fault direction. It also provided a more 
accurate method of predicting aftershock locations and 
pinpointing the physical factors that governed earthquake 
triggering while the earthquake cycle was still active. Due to 
the dynamic and unpredictable nature of earthquakes, [38] 
developed long short-term memory to investigate the 
spatiotemporal association between earthquakes at various 
sites. 

They were also able to demonstrate the dependability and 
efficiency of their approach. However, it is difficult for DL-
based EQP techniques to produce predictions based on 
historical data because they require a large amount of training 
data to ensure accuracy [25]. 

Several machine-learning techniques are used on historical 
earthquakes to predict impending tectonic events based on 
earthquake waveforms. These models are used in support 
vector machines, random forests, k-nearest neighbours, and 
artificial networks [39-40]. In this study, we focus on the most 
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powerful RNN methods for prediction on calm and seismic 
days, such as LSTM models. An artificial neural network was 
used in one study [35] to identify earthquake precursors using 
TEC data, while genetic algorithms were used in another study 
[41]. 

When using machine learning algorithms to identify 
earthquake precursors, the TEC data of the learning pattern is 
considered. A-TEC data irregularity may occur prior to the 
earthquake in certain machine learning-based situations. In 
Indonesia, particularly Sumatera, efforts have been made to 
identify earthquake precursors using machine learning methods 
based on N-Model Artificial Neural Networks [42]. According 
to the authors of [43], QuakeCast is a one-of-a-kind technique 
that uses global ionosphere TEC data to identify short-term 
earthquakes. Using a conventional logistic regression model 
and a deep learning ConvLSTM autoencoder, the proposed 
technique investigates whether signals in an ionosphere layer 
TEC dataset predict earthquakes. 

Without explicitly modelling specific properties, deep 
learning was able to forecast earthquakes. As a result, more 
academics are turning their attention to deep learning 
techniques. The authors proposed a novel ground vibration 
monitoring strategy for MEMS-sensed data using a deep 
learning approach [44]. The following study created a network 
for magnitude estimation using convolutional and recurrent 
layers [45]. In subsequent research, ConvNetQuake was 
developed to identify nearby micro-earthquakes based on 
signal waveforms. They also show how ConvNetQuake works 
well with different types of seismic data. Lomax et al. used 
CNN to quickly describe the earthquake's location, magnitude, 
and other characteristics [46]. S. Mostafa Mousavi investigated 
CNN-RNN to predict earthquakes quickly by detecting weak 
signals [47]. 

Authors then estimated the likelihood of earthquakes on the 
Indian subcontinent by looking at the CNN network [48]. The 
author in [49] investigated another CNN earthquake damage 
assessment model. J. A. Bayona provided two well-known 
seismic models to evaluate seismic dangers [50]. The 
experimental results indicate that certain implicit traits may be 
able to approach the earthquake forecasting problem from a 
different perspective. Although deep learning techniques can 
fully exploit the hidden information in earthquakes, they are 
not theoretically interpretable. Table I demonstrates 
comparison of different approaches for seismic events 
prediction.  

TABLE I.  COMPARISON OF APPROACHES FOR EARTHQUAKE 

MAGNITUDE PREDICTION 

Reference 
Applied 

method 
Features Dataset Results 

[33] SVM Magnitude CAPCEA 69% accuracy 

[34] KMC algorithm - 0.76 70% accuracy 

[35] HKMC, ANN Magnitude 
BMKG, 

USGS 

Between 56% to 

72% when M>=6 

[36] ACC algorithm - - 
41.488 average 

distance 

[37] HKMC, ANN - 
BMKG, 

USGS 
75% accuracy 

[38] 
RNN, RF, LP 

Boost 
- 

CES and 

USGS 
79% accuracy 

In this research, we want to characterize calm and 
earthquake days in the target station zone using total electron 
content (TEC) values from the ionosphere layer based on 
previous research in this area. The primary goal of this research 
is to predict faster earthquakes. 

III. DATA 

It was necessary to collect data for the training sample in 
order to build a mathematical model. At the same time, keep in 
mind that the model should have constant access to new data 
segments in order to predict within and for a specific time 
period. 

It is worth noting that data from the Institute of Seismology 
of the Republic of Kazakhstan were available during the 
hypothesis' development. However, because this data was only 
uploaded once and there was no integration with seismology 
institute endpoints, there was no guarantee that it could be 
supplied continuously. In this regard, it was decided to 
supplement it with additional data from the United States 
Geological Survey (USGS) database, which is accessible via 
API. 

A combination of datasets from earthquake.usgs.gov and 
data from the Institute of Seismology of the Republic of 
Kazakhstan was used. Where there were columns such as 
place, time, magnitude, and depth. After some transformations, 
the dataset took the form of [year, region, 
rolling_aggregations_over_the_retro_data (depth and 
magnitude), binary target (where 1 means there will be a 
devastating event, and 0 means there will not be a devastating 
event)]. 

There were 2629 events detected in the Kazakhstan area 
from 1906 till 2022. The final shape of the dataset after all 
aggregation transformations is 1170 observations and 352 
parameters. 

A combination of datasets from earthquake.usgs.gov and 
data from the Institute of Seismology of the Republic of 
Kazakhstan was used. Where there were columns for place, 
time, magnitude, and depth. After some transformations, the 
dataset looked like this: [year, region, rolling aggregations over 
the retro data (depth and magnitude), binary target (where 1 
means there will be a devastating event, and 0 means there will 
not be a devastating event)]. 

From 1906 to 2022, 2629 events were detected in 
Kazakhstan. The dataset's final shape after all aggregation 
transformations is 1170 observations and 352 parameters. 

The actual records span the years 1906 to 2022. There are 
approximately 2.5 thousand records of unique earthquake 
events for this period in Kazakhstan and its surroundings. 

In terms of the general population, the majority of the 
events occurred outside of Kazakhstan (approx. 300 events). 
However, we believe that these events may have had an impact 
on Kazakhstani territory, even if they were recorded on the 
territory of neighboring countries in Fig. 1. 
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Fig. 1. Map with all events of earthquakes 

Fig. 2 demonstrates distribution of earthquake cases in 
Kazakhstan and its neighbourhoods. Most of data are fixed 
after 1960. There is a peak between 1998 and 2005. Moreover, 
it highlights a gradual growth of earthquake cases for last 25 
years, which is mainly caused by an increase of sensors and 
their accuracy. 

 
Fig. 2. Distribution of earthquakes for observed time 

In order to test the hypothesis, it is advisable to divide the 
map of Kazakhstan into segments to predict the probability of a 
target event. The following methods were proposed for the 
segmentation of objects in the context of which predictions will 
be made: 

1) Lithospheric plates 

2) Conditional grid that divides the map of Kazakhstan 

(polygons) 

3) Administrative areas 
In this approach, we will try to break the map of 

Kazakhstan into regions, and try to aggregate the indicators 
grouping by regions. Since most of the events took place 
outside of Kazakhstan, many coordinates could not be marked 
with an area. Out of 2.5 thousands, 300 events remained 
(~11%), which is insufficient for building high-quality 
analytics. Nevertheless, we managed to build a baseline from 
this amount of data. 

It is proposed to assign shocks that occurred outside the 
Republic of Kazakhstan, though being close to a separate area, 
to mark the event with a nearby area. For a purpose of forming 
the target events and the training sample, the main groups are 
specified by Area and Year parameters, aggregating the 
following indicators: 

1) Minimum values in the group by the "Magnitude" and 

the “Depth” parameters 

2) The maximum value in the group by the "Magnitude" 

and the “Depth” parameters 

3) Median value in the group by the "Magnitude" and the 

“Depth” parameters 

4) The average value in the group by the "Magnitude" and 

the “Depth” parameters 

5) Standard deviation in the group by the "Magnitude" 

and the “Depth” parameters 

6) Number of events in a group 
Afterwards, we filled empty standard deviation values with 

0. It is important to note that the sample is inconsistent over the 
years, as there are gaps without events between years, or they 
possibly were not recorded. For this reason, the following years 
were not indicated in the sample: 1980, 1981, 1982, 1983, 
1984, 1985, and 1986. 

IV. MATERIALS AND METHODS 

In this section, we show the materials and methods used in 
this study. In the first section, we show how a proposed system 
architecture and feature extraction problem work. The 
following section demonstrates the proposed earthquake 
forecasting model. The final section shows evaluation 
parameters for comparing the proposed model to other machine 
learning models for the given problem. 

A. Proposed System Architecture 

In this research, we aimed to forecast earthquake magnitude 
prediction using deep learning techniques. Fig. 3 demonstrates 
a flowchart of our research for the prediction of earthquakes. 
Firstly, we get earthquake waveforms data and clean the data. 
The data cleaning or preprocessing process consists of four 
parts data cleaning, data integration, data transformation, and 
data reduction or dimension reduction. After preprocessing we 
train a deep-learning model for earthquake prediction. The 
architecture of the proposed deep learning model for 
earthquake prediction is presented in Section 3.2. The next 
stage is the prediction and evaluation of the proposed deep 
learning model. 

 
Fig. 3. Proposed architecture of earthquake forecasting 
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B. Feature Extraction 

The timeline is one of the characteristics of earthquake 
prediction model training. Fig. 4 depicts a timeline for feature 
generation. Because we are at the start of the current year and 
have retro information about previous earthquake events 
(aggregated depth and magnitude parameters), our prediction is 
for the maximum magnitude during the year. 

 

Fig. 4. Earthquake timeline as a feature 

 
Fig. 5. Distribution of earthquakes for observed time 

Fig. 5 depicts a relationship between depth and magnitude. 
While smaller earthquakes can and do occur at all depths down 
to around 700 km, the largest earthquakes occur at shallower 
depths in the earth's crust. Earthquakes occur in the crust, the 
earth's highest layer, which ranges in thickness from 7 to 30 
km. The earth's crust, which contains numerous fault networks 
that can cause earthquakes, is the planet's coldest and most 
vulnerable region. These earthquakes are caused by frictional 
sliding on faults caused by tectonic stress accumulation. 

C. Proposed Model 

The proposed deep learning prediction architecture 
employs the Convolutional neural network strategy, as 
illustrated in Fig. 6. A Rectified Linear Unit (ReLU) activation 
function layer precedes the Maxpooling2D layer with a filter 
size of (33) and is followed by a Conv2D layer with a size of 
(128) and a filter size of (33). The first epoch assigns the 
autoencoder model's received output to these layers. The 
second stage, like the first, employs a Conv2D layer with a size 
of (64). From the third to the eighth stage, only the Conv2D 
layer with a filter size of (33) and ReLU activation are 
operational. 

The output of the eighth stage is flattened by the ninth 
stage. Following that, in stages 10 and 11, we use completely 
linked layers with 50 and 10 neurons, respectively. Two 
scenarios are also included in the proposed regression model. 
Initially, we use a single output neuron to estimate the 
magnitude. Second, we use three neurons to estimate both 
magnitude and position. 

The important feature mappings, which are retrieved by 
each convolutional layer in the proposed CNN technique, are 
adapted as a matrix of pixels from an image. Each feature 
mapping is identified by equation (1): 

 
Fig. 6. Proposed Conv2D CNN architecture
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The critical feature mappings are extracted from an image 
as a matrix of pixels by each convolutional layer in the 
proposed Conv 2D convolutional neural network approach. 
Equation (2) identifies each feature mapping of the proposed 
approach. 
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The Maxpoolying layer, which is described by following 
formula is subsequently used to increase the number of feature 
maps, deepen the proposed neural network, and reduce the 
network dimension. Equation (3) describes maxpoolying layer 
for the given deep learning model. 

 ),(max),( dnlmfnmMP   

where l and d are the Maxpooling window dimension. 

D. Evaluation Method 

The prediction outcomes are analyzed using the metrics of 
accuracy, precision, recall, and F1-score [43-46]. The accuracy 
indicator displays the rate of model prediction accuracy across 
all parameters. It is calculated as the proportion of correct 
predictions made by a model. This is especially useful when all 
of the courses have the same value. It is calculated by dividing 
the number of correct predictions by the total number of 
predictions made. This is the probability that the class will be 
adequately anticipated. The precision of the formula is shown 
in Equation (4).  
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Here, TP is true positives, TN is true negatives, FP is false 
positives, FN is false negatives. Sum of all this cases gives a 
number of all cases.  

Precision offers a reliable picture of the veracity of our 
positive detections in comparison to the unchanging truth. How 
many of the objects we predicted in a given image matched the 
ground truth annotation? Formula (5) describes precision [47]. 

 

FPTP

TP
precision


  

When striving to accurately describe the extent to which 
our pessimistic expectations match the reality, recall or 
sensitivity is a good statistic to utilize. Out of all the challenges 
in our ground truth, how many favorable forecasts did we get? 
[47] 

 

FNTP

TP
recall


  

The symbol F-measure stands for the harmonic mean of 
accuracy and completeness. This statistic decreases as accuracy 
or completeness approach zero. The formula for the F-measure 
evaluation parameter is shown in equation (7). 

 

callecision

callecision
Fmeasure

RePr

RePr2


  

V. EXPERIMENT RESULTS 

This section presents the experimental results of the 
proposed model for earthquake detection and compares them to 

classical machine learning methods and state-of-the-art models. 
The confusion matrix for the given problem is shown in Fig. 4. 
The proposed deep model has a high prediction percentage, as 
evidenced by the results. 

 
Fig. 7. Earthquake timeline as a feature 

Fig. 7 depicts the results of earthquake forecasting. There, 
we show the results of three machine learning algorithms for 
earthquake detection after ten training epochs. As the results 
show, the light gradient boosting machine (lightgun) 
outperforms other machine learning methods in terms of 
accuracy and ROC-AUC. In each evaluation parameter, the 
neural network has the lowest efficiency. Random Forest 
performs well in some parameters such as ROC-OUC, recall. 

 
Fig. 8. Precision and recall for 10 epochs 

Table II compares various machine learning algorithms and 
the proposed deep learning model for earthquake forecasting 
problems. According to the test results, the proposed deep 
model outperforms traditional machine learning algorithms in 
every evaluation parameter. It means that the proposed deep 
model is practical (see Fig. 8). 
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TABLE II.  COMPARISON OF APPROACHES FOR EARTHQUAKE MAGNITUDE PREDICTION 

Algorithm Accuracy Precision Recall F-score AUC-ROC Threshold 

Proposed Model 0.874 0.63 0.824 0.627 0.83 0.998 

LightGBM 0.832 0.500 0.712 0.587 0.801 0.998 

Random Forest 0.795 0.443 0.797 0.570 0.758 0.774 

Neural Network 0.766 0.365 0.525 0.431 0.595 0.766 

SVM 0.742 0.387 0.506 0.428 0.587 0.628 

Decision Tree 0.512 0.536 0.483 0.417 0.561 0.637 

 
Fig. 9. ROC curve for 10 epochs 

 
Fig. 10. Ratio between impacts on model output (SHAP value) to feature 

value 

The area under the curve receiver operating characteristics 
(AUC-ROC) curve for the proposed model for earthquake 
forecasting problems is depicted in Fig. 9 in terms of the 
combination of false positive rate and true positive rate for 10 
training epochs. The AUC-ROC curve is greater than 0.5, 
indicating that the proposed deep model is practically 
acceptable and feasible in real life. The horizontal axis stands 
for false positive rates, the vertical axis means true positive 
rate. The results show that the proposed deep convolutional 
neural network demonstrates high AUC-ROC value by 
achieving higher value than the other applied models in ten 
epochs. Obtained results show that the proposed model can be 
applied for real case (see Fig. 10). 

VI. DISCUSSION AND FUTURE RESEARCH 

As shown in the figures above, the results appear 
promising, though it is worth noting that the model is not stable 
due to a lack of training data. The hypothesis is that earthquake 
events occur in cycles, and that retro data based solely on 
magnitude and depth predictors can predict the future 
appearance of destructive earthquakes. Machine learning 
algorithms are clearly based solely on statistics, and they 
should not be regarded as magical black boxes. The model has 
no idea what an earthquake is. There is a hypothesis that goes 
something like this: "In order for computers to understand 
earthquake concepts, we should pass fundamental features that 
describe physical concepts of earthquake nature." 

Many suggestions are aimed at improving the model. For 
example, a hypothesis is proposed to test with new features 
such as:  The impact of lithospheric plate movements: 

 The impact of natural disasters and macroeconomic 
indicators on climate change 

 The impact of events in neighboring regions (Relative 
features) 

 Mining's impact on deposits 

 Formulas for physical sense. 

Other suggestions include: Scaling down the grid - Making 
predictions in quarters and months rather than years. 

 Create a project with a trigger so that local emergency 
services can respond. 

VII. CONCLUSION 

The proposed approach demonstrates that the presented 
deep learning model outperforms approaches using traditional 
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machine learning methods and cutting-edge deep models that 
employ traditional features. The provided time series-based 
method has the potential to improve the accuracy of earthquake 
forecasting issues. The applied dataset of earthquakes for the 
years 1906 to 2022 with magnitudes between 4 and 7 increases 
by 8.5% using the proposed deep learning architecture with the 
provided features, indicating that the proposed approach is 
somewhat successful on datasets with a pretty large size. 
Recent studies have shown that massive data analytics and 
machine learning can improve earthquake prediction accuracy. 
The proposed deep learning model performed well in 
earthquake forecasting, with accuracy, precision, recall, f-
score, and AUC-ROC of 87.4%, 63%, 82.4%, 62.7%, and 
83%, respectively. Specifically, incorporating the proposed 
deep learning architecture provided spatial and temporal 
characteristics, allowing earthquakes to be predicted to some 
extent. 
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Abstract—Weather alert applications can save precious lives 

in time-critical risk situations; however, even the most widely 

used applications may fall short in intuitive interface and content 

design, possibly due to limitations in the users participation in 

the design process and in the users range considered. The 

objective of this study was to investigate whether the application 

of UCD principles and usability guidelines can improve the use of 

and satisfaction of time-critical weather alert apps by the public 

and or expert users. A prototype of a UCD-based weather alert 

application was developed and evaluated. Initially, thirty-two 

voluntaries participated in the identification of the important 

features that lead to the development of the porotype, and then 

the prototype was tested with another eighty participants (40 

young and 40 elderly). The prototype includes five 

enhancements: auto-suggested location search, an all-inclusive 

interface for weather forecasts, message alert, visual and intuitive 

map settings, and minimalism-oriented alert settings. The 

enhanced functionality was compared to similar functionality in 

existing commercial weather applications. Effectiveness 

(completion rate, error count, error severity, and error cause), 

efficiency (time to completion), and satisfaction (post-task and 

post-test surveys) were measured. The results showed the 

enhancements significantly improved performance and 

satisfaction across both age groups compared to equivalent 

functionality in the existing app. The Mann-Whitney U test 

showed a statistically significant difference (p<0.001) in task 

satisfaction and number of errors between the two apps for all 

tasks. The Mann-Whitney U test showed a significant difference 

(p<0.001) in the across all tasks between the two apps Also, 

overall, young people with existing apps outperformed elderly, 

and both young and elderly with enhanced apps performed very 

high. Therefore, the enhancements implemented through the 

UCD process and usability guidelines significantly improved 

performance and satisfaction across both age groups to facilitate 

timely action necessary during a crisis.  

Keywords—User-centered design; time-critical weather alert 

apps; weather forecasts; map set-tings; message alert  

I. INTRODUCTION 

With the advancement of smartphone technology, countless 
people have started to receive weather information on the 
smartphone platform. Due to the requirement for immediate 
action weather apps are important and potentially life-saving 
tools in time-critical severe weather events such as flooding 
and tornadoes. Specifically, usability issues with a poorly 
designed weather app interface can disproportionately affect 
certain end-user groups, especially the elderly. Elder users 
often experience problems with age, such as decreased working 

memory, and decreased visual, motor abilities, difficulties and 
cognitive [1-3]. In addition to physical and cognitive 
difficulties, elderly often struggle to cope with the rapid 
development of smartphone technology [4]; however, 
smartphone usage among older users continues to grow. As of 
2017, nearly 74% of the U.S. population aged 50 to 64 and 
42% of the population aged 65 and older owned a smartphone 
[5]. Numerous studies have focused on age differences in the 
use of smartphone apps in various fields, including information 
technology [6], healthcare [7], and communication [8]. 
However, to our knowledge, there are limited studies on 
usability testing of weather apps [9, 10], and no one has 
applied user-centered design (UCD) to include a wide range of 
users, especially elderly. 

 Drogalis et al. [10] identified usability issues with weather 
alert applications, such as the inclusion of hidden map menus 
that required prior counterintuitive actions and the lack of 
feedback on actions that were performed. Khamaj and Kang 
[9] investigate usability issues such as poor visualization of 
critical weather information, inappropriate language usage in 
time-critical alert messages, and inefficient location search 
functionality. However, neither of the two studies mentioned 
above addresses the question of how to effectively meet users' 
issues and needs. One possible way to address usability issues 
is to apply a user-centered design (UCD) approach, especially 
when it comes to end-users of different age groups. In detail, 
UCD refers to a cycle of design stages in which developers 
consider the needs, capabilities, and constraints of target users 
at each stage [11]. Norman [12] and Mao et al. [13] established 
a general UCD framework and applied to the human factors by 
Schnall et al. [14]. Careful consideration of each stage is 
believed to result in an interface that is easy to use and deemed 
useful [15]. The purpose of this study is to investigate whether 
the UCD approach could address usability issues for young and 
elderly when interacting with a smartphone weather alert 
application. 

II. METHOD 

The specific contribution of this research is to (1) 
characterize and classify the issues and needs of users with a 
broad age range in the design of weather alert applications, and 
(2) relate these issues and needs to usability guidelines (or 
principles), (3) design a prototype based on these guidelines, 
and (4) evaluate the prototype by selecting a target group (i.e., 
young and elderly). The results could impact the entire design 
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process of a weather alert app (or other similar apps) that could 
save lives in a time-critical event. 

Fig. 1 provides a summary of the framework used and 
applied by the afore-mentioned researchers. Following the 
framework provided in Fig. 1, the first stage of the UCD 
process is to describe the user’s issues and needs when 
interacting with an existing application. Issues and 
requirements can be aligned with major usability guidelines, 
such as those presented by Nielsen [16] and Rogers et al. [17] 
and smartphone app design specifications, such as those 
presented by Gove [18]. At this stage, a broad range of users 
can be recruited to investigate various problems and needs that 
they can characterize and classified. 

 
Fig. 1. Summary of the user-centered design framework (Jung et al. [15]) 

Specific to the weather app, questions and needs may relate 
to any of the features available on any typical weather app, 
such as location search, weather forecast, alert 
messages/notifications, alert settings, and radar/maps. The 
analyzed data can be characterized and classified using content 
analysis methods. One possible approach is thematic analysis 
[19]. This approach has been applied to critically evaluate and 
describe datasets, as well as to implicitly and explicitly identify 
provided ideas in form of codes refined as themes and sub-
themes [20, 21]. 

The next stage is to develop a prototype based on the issues 
and needs of the target end users. For example, if a user asks 
about the inability to obtain weather forecasts effectively, 
especially in severe weather, and the need to easily map such 
forecasts with the locations they add; then these can be design 
and is implemented by adding location associations to the 
home screens, which can be accessed with a swipe whenever 
users open their weather app. 

The final stage is to evaluate the developed prototype. In 
particular, we can con-sider the effectiveness of the prototype 
by targeting specific populations such as the older. In this case, 
we need to consider at least two factors: the type of application 
(i.e. existing vs. new prototypes) and the age group (i.e. young 
vs. older). Additionally, usability testing can be conducted 
using several qualitative and quantitative measures, such as 
completion rates, error counts, error severity ratings, error 
reasons, completion times, and satisfaction surveys. 

III. UCD PHASE 1: UNDERSTAND USER NEEDS AND 

LIMITATIONS 

Participants: In this study, 32 participants were recruited 
voluntarily, were (32 ± 6.4) years (mean ± SD), and ranged in 
age from 18 to 47 years. Participants were students at the 
University of Oklahoma and regular users of 11 popular 
smartphone weather apps running on different operating 
systems.  

Design: The participants were guided by skilled moderators 
and assistant moderators. Several topics related to user 
perceptions and behaviors of smartphone weather application 
usability are discussed. These questions are intended to capture 
general information: (for example, trends in downloading 
specific weather apps, prioritization of weather apps in critical 
and non-critical time weather conditions, and positive and 
negative usability understandings of weather apps), and 
specific information: (for example, using different location 
search methods, controlling alert settings, content and display 
of critical alert messages, and using menu icons and labels). 

Apparatus: A Nikon D3200 camera was used to record the 
sessions with the participants. A desktop computer, a projector 
device, and a large whiteboard surface were used to display the 
questions to the participants. 

Procedure: Participants were held in a well maintained 
controlled environment at the University of Oklahoma. 
Participants signed a consent form upon arrival and then 
described the purpose of the study. After that, discussions 
begin, with each session lasting approximately 90 minutes. 

Data analysis: Data was collected through video recording 
sessions. Afterwards, the collected data was transcribed, 
characterized and classified using qualitative thematic analysis 
[19]. Specifically, using thematic analysis methods, the data 
are: 1) transcribed verbatim, 2) encoded using representative 
words and phrases, and 3) re-fined into common themes. 

A. Results of Phase 1 

Participants presented three main themes: usage efficiency, 
user cognitive load, and effectiveness. These themes are 
primarily associated with common features on most popular 
weather apps (location search, weather forecast, alert messages, 
alert settings, and radar maps), as detailed below. 

1) Usage efficiency: Participants were highly concerned 

with the time and number of steps required to access time-

critical information, such as in a weather app. Participants 

shared several examples of inefficiencies in the design of the 

location search feature in popular weather apps. For example, 

in addition to conventional search methods (such as zip and/or 

city), the widely used weather app Weather Radio has recently 

adopted a precise location search feature (which enables users 

to search and save the specific locations) to provide users with 

accurate weather forecast. The application restricts users from 

searching for the different locations as required to navigate on 

the map and identify the desired location (see the example in 

Fig. 2(a)). Therefore, end users need an effective search 

method, since this feature needs a great degree of knowledge 

of the geographic area of the map, widespread visual attention, 
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and repeated zooming in/out inside the small smartphone 

screen. Another efficiency requirement has to do with weather 

forecasting (such as humidity and temperature) feature. Users 

indicated that a limited number of steps were required because 

they felt it was accessed more frequently than other features. 

Several current weather applications involve multiple steps on 

several screens to access weather forecasts (see examples in 

Fig. 3(a-d)). 

 
Fig. 2. Screenshot example of a user's main problem with the location search 

feature and proposed solution. (a) Screenshot of location search in the Weather 

Radio app, which has efficiency issues where users spend a lot of time 

navigating and zooming in/out on the map to find familiar locations. (b) 

Screenshot of a proposed efficiency solution in the UCD app, where the user 

simply types a familiar location and selects it from a list of auto-suggestions 

 
Fig. 3. Screenshot example of a user's main problem with the weather 

forecasts feature and proposed solution. Screens (a) to (d) are screenshots of 

weather forecasts in the Weather Radio app with efficiency issues: multi-

screen/step forecasts, where the user must access each set of forecasts from a 

different screen. Screen (e) is a screenshot of the proposed efficiency solution 

in the UCD app, where users can access predictions for all locations within one 

screen immediately after opening the app 

2) User cognitive load: Due to critical situations 

associated with extreme weather conditions, users also 

expressed a need for weather apps to simplify their cognitive 

processes and decision-making strategies. For example, users 

place high emphasis on the requirement for concise and 

structured push alert messages throughout severe weather 

conditions; alerts are created by the weather agency's systems 

and automatically directed to third parties, including weather 

apps, where they push them to the end user exactly as they are 

received. This is because alerts often contain technical data 

(such as geographic area codes) and cluttered data (see the 

example in Fig. 4(a)), which can hinder users' understanding 

of the alert and rise their cognitive load. Additionally, alerts 

often contain a huge quantity of evidence; most of this is not 

related to user-saved locations (e.g. names and information for 

all alert areas). While retrieving information about distant or 

isolated locations is critical for some operators in certain 

usage contexts, such as when traveling, making them a major 

part of alerts can be detrimental to users. Users also need a 

radar map feature that is built-in to identify and understand. 

Participants shared several examples of few popular weather 

applications that lack intuitive and/or visible instructions on in 

what way to access maps of the respective saved localities or 

control their settings (see examples in Fig. 5(a, b)). 

3) Effectiveness: Owing to the limited smartphones screen 

size and the critical information displayed, users demand 

optimized and flexible functionality. For example, in the alert 

settings feature, the weather app either lets users control of all 

types of weather alerts and sub- alerts (see example in Fig. 

6(a, b)), or does not permit the control of any alerts, but 

automatically uses active warnings as alerts. For this reason, 

users have expressed concern about large numbers of weather 

warnings, most of which are rarely needed and / or 

insignificant for the average user. Additionally, notifications 

that push any active alerts without end-user control are 

considered mandatory interactions. Therefore, users have 

expressed the need for the ability to control only a few 

relevant alerts. 

IV. UCD PHASE 2: DEVELOP PRODUCT PROTOTYPE 

A prototype weather app was developed after 
understanding the specific concerns and needs of users and 
taking into account widely used smartphone design heuristics, 
age-related constraints and needs, and common usability 
guidelines. The prototype application was designed using the 
InVision application software 
(https://www.invisionapp.com/company) called "EZ Weather". 

A. Design Proposal Overview 

The proposed design solution for the weather app features 
has been implemented in the EZ Weather app. To address the 
location search problem, a similar approach to the Google 
Maps app could greatly improve the efficiency of this feature: 
enter a familiar location with effective auto-suggestions. With 
this feature, the user can add an exact location by typing the 
location name/address (e.g. hospital name/address) in the 
search bar of the application and selecting it from the auto-
suggest list (see example in Fig 2(b)). To reduce the time and 
number of steps to access weather forecasts, it may be helpful 
to have all weather forecasts for each saved location in one 
screen: all-inclusive weather forecast in one screen (see 
example in Fig 3(e)). For alert messages, a method for filtering 
the content of the message can significantly reduce the 
cognitive load on the user by including only relevant and 
necessary information on the main alert screen that is relevant 
to the user's saved location; all other information can be 
accessed from the secondary menu, including distant under-
alert area. 
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In addition, simple language and hierarchically structured 
information using everyday language can enhance user 
understanding of messages and responses to alert threats. See 
Fig. 4(b)), for an example, content that is structured, 
prioritized, and language simplified. In addition, to facilitate 
the user's identification and understanding of the radar map 
feature, it may be helpful to display the list of all saved 
locations; from which the user can visually select the desired 
location; then the map of the selected location and its settings 
are displayed: use the visible and intuitive Map menu (see 
example in Fig. 5 (c & d)).  

To avoid an excessive number of alerts that the user needs 
to control and interact with, and to give the user the freedom to 
control the push alert notifications, it may be beneficial to 
include the most critical and common alerts (on/off) to control. 
In bad weather, users will receive alert notifications about the 
time-critical alerts they have turned on (e.g. tornado warnings). 
Alerts that are not time-critical, such as wind, are not 
spontaneously sent to the user as notifications; these alerts only 
appear after clicking the respective symbol on the affected 
location screen (Fig. 6 (c & d)). 

 

Fig. 4. Screenshot example of a user's main problem with an alert messages 

feature and proposed solution. Screen (a) is a screenshot of an alert message in 

the Weather Radio app, showing information about all alert-deficient areas 

within a scrollable area, uses code and technical language, and without 

hierarchical information. Screen (b) is a screenshot of the proposed solution in 

the UCD app, by prioritizing alert content (information about under-alert saved 

location and nearby areas on main screen and distant under-alert areas accessed 

from a secondary screen), using everyday language, and with structure 

hierarchical information 

 
Fig. 5. Screenshot example of a user's main problem with radar/map feature 

and proposed solutions. Screens (a) & (b) are screenshots of radar/map in 

Weather Radio app that includes visibility and recognition issues, as neither 

indication is available on how to access map of a desired saved location as in 

(a) nor the functionality of icons is easily recognized as in (b). Screens (c) & 

(d) are screenshots of proposed solutions in the UCD app, where (c) shows all 

saved locations for a user to select and access map of a desired location and (d) 

provides icon labels to ease functionality recognition 

Other key usability and smartphone application guidelines 
may also need to be considered to improve the overall user 
experience. These guidelines include labeling all icons with 
representative text labels, using short descriptive information 
next to menu options, providing appropriate feedback on user 
actions, and using appropriate colors with easily 
distinguishable contrast to visualize and indicate weather 
conditions (e.g. red screen for locations under a warning alert), 
provide shortcuts (for example, constant main icons across all 
screens), text in relatively large fonts, and use a consistent and 
intuitive layout. 

 
Fig. 6. Screenshot example of a user's main problem with alert settings 

feature and proposed solution. Screens (a) & (b) are screenshots of alert 

settings in the Weather Radio app, where users are required to scroll up/down 

and control the settings of all-weather types’ main alerts and sub-alerts (e.g. 

wind alert has 16 sub-alerts), including critical and non-critical alerts. Screens 

(c) & (d) are screenshots of a proposed solution of minimalist alert settings in 

the UCD app, where users need to control the settings of only critical alerts as 

in (c); non-critical alerts’ information can be directly accessed from screen of 

affected location (e.g. by tapping yellow alert icon as in (d)) 

V. UCD PHASE 3: EVALUATE PROSPECTIVE USERS’ 

INTERACTIONS WITH PROTOTYPE 

A. Method of Phase 3 

Participants: In this study, eighty (40 young and 40 elder) 
regular users of the iOS smartphone weather app (first-time 
users of the tested app) were voluntarily recruited for the 
experiment. The younger and older participants were 25.9 ± 
4.8 years (mean ± SD) and 57.4 ± 4.3 years, respectively, and 
ranged in age from 18 to 35 years and 50 to 66 years, 
respectively. The participants were assigned randomly to 
perform tasks in two test apps (Weather Radio and EZ 
Weather). Both applications were used by 40 users (20 young 
and 20 elder). Recruitment was based on personal 
communications, mass emails from universities and flyers 
hanging on doors of various public buildings. Participants 
signed a consent form upon arrival and then described the 
purpose of the study. The experimental protocol was approved 
by the ethical committee of the department of Human Research 
Participant Protection (HRPP), University of Oklahoma, 
Norman campus with IRB: 6681/2021. 

Apparatus: For the present study, both the applications i.e., 
Weather Radio (version 3.0.5) and EZ Weather (version 1.0.0) 
are installed on iOS Smartphone. Using high fidelity 
simulations (InVision), a powerful interaction design system, 
we displayed recorded alert messages on the Weather radio at 
any time during the experiment. To record user interactions, in 
particular to calculate the time to complete a given task, to 
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count and classify errors the Nikon L340 camera was used. 
Demographics, post-task and post-test surveys were printed on 
paper. 

Scenario & Tasks: Participants were given a scenario in 
which their grandmother was admitted to Mount Auburn 
Hospital in Cambridge, MA, and noticed that a flood warning 
had been announced in the Cambridge area. To understand 
grandmother's exact location alert risk level and access all 
relevant information, participants can search for and add to 
grandmother's exact location, access and identify relevant 
weather forecasts and alert messages. Further, participants need 
to view alerts on map in map settings and adjust alert settings 
to receive relevant alert notifications. Fig. 7 shows the 
successful completion of the scenarios and tasks.  

Procedure: First, participants were explained the purpose of 
the survey, signed a written consent form, and then completed 
the demographic survey. None of the participants received 
training and were not given the opportunity to practice 
themselves using the test app; the participants were given 
scenario and task guidelines and were asked to start the 
experiment after they were told they were ready. Weather 
Radio is a running application, so participants won't see any 
alert messages unless during an active alert, so Weather 
Radio's alert message assignment was presented to participants 
through a smartphone interface designed by InVision. The alert 
message displayed to participants is a flood warning posted to 
Weather app users in Cambridge, MA on April 1, 2017. After 
finishing each task, participants were asked to complete a post-
task survey to provide their instant feelings about each task/ 
feature. Finally, participants were asked to complete a post-test 
survey to evaluate their satisfaction with the test app. 

Experimental Design & Variables: Full factorial design (2 
levels of app * 2 levels of age group) were used in the present 
study as independent variables. The dependent variables were 
effectiveness, efficiency, and user satisfaction. The control 
variable was user experience; all users in both age groups must 
have at least six months of experience with iOS smartphones 
and the Weather app (excluding the app tested). Error metrics 
are the reasons for errors made (usability issues), how often 
they occur, the proportion of users who make mistakes, and the 
severity level of the cause of the error. The error severity 
ratings used in this study are based on a rating scale proposed 
by Nielsen [23] (Table I).  

Finally, Pearson correlation test (r) was also performed to 
define the relationship between the usability measures used in 
this study. 

The post-task survey was done by using a Single Ease 
Question (SEQ) with 7-point Likert rating scale [22]. This 
question was used because it was found to be as effective as 
other complex measures of task difficulty, namely the Usability 
Magnitude Estimate (UME) and Subjective Mental Effort 
(SMEQ) questionnaires [23]. The post-test survey was done by 
using User Interface Satisfaction (QUIS) questionnaire [24]. 

 

 

 

 

 
Fig. 7. (a-e). Process of performing tasks on Weather Radio vs. EZ Weather 
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Data Analysis: All data’s were analyzed using SPSS 
version 23. A two-way analysis of variance (ANOVA) 
between subjects was performed to determine the effect of both 
application used and age group task completion time for all 
tasks. The Mann-Whitney U test was used to examine the size 
of the differences between the app and age group variables 
used, both in terms of the number of errors and the metrics of 
the post-task satisfaction survey. For post-test satisfaction 
surveys, mean and standard deviation errors were calculated. 

TABLE I. NIELSEN’S SEVERITY RATING SCALE OF THE USABILITY 

PROBLEMS 

Rating Nature of usability problems 

0 I don't agree that this is a usability problem at all 

1 
Cosmetic problem only: need not be fixed unless extra time is 

available on project 

2 Minor usability problem: fixing this should be given low priority 

3 
Major usability problem: important to fix, so should be given high 

priority 

4 
Usability catastrophe: imperative to fix this before product can be 

released 

B. Results of Phase 3 

1) Effectiveness 

a) Completion rate: Fig. 8 shows that all users in both 

groups were able to complete a given task in EZ Weather 

successfully. However, several users were unable to complete 

all three tasks on Weather Radio, and older users had a higher 

failure rate on the location search task. 

 

 
Fig. 8. Proportions of successful task completion rate for both app 

 

 

 

 

 
Fig. 9. (a-e). Average number of errors using both apps 
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TABLE II. MAN-WHITNEY TEST SUMMARY FOR NUMBER OF ERRORS 

Task Source Z-score U-test P-value 

Location Search 
Age group -1.22 677.50 0.223 

App used -7.86 9 <0.001 

Weather Forecast 
Age group -2.14 582 0.033 

App used -6.64 123 <0.001 

Alert Message 
Age group -.56 743 0.575 

App used -7.68 20 <0.001 

Map Settings 
Age group -2.42 655.5 0.015 

App used -7.51 34.5 <0.001 

Alert Settings 
Age group -.91 710.5 0.364 

App used -8.01 10 <0.001 

TABLE III. CAUSES OF ERRORS, FREQUENCY OF ISSUE, (PROPORTIONS OF 

USERS WHO MADE ERRORS), AND AVERAGE SEVERITY RATINGS ON 

WEATHER RADIO  

Feature 
Cause of errors (Usability 

problem) 

Frequency of 

issues 

Average 

Severity 

Rating 

 

Young 

Users 

Older 

Users 

Location 

Search 

Users are having trouble 

finding locations and moving 

pins on the map. 

178 253 3.5 

Weather 

Forecast 

Users couldn’t easily find the 

weather forecast. The area that 

causes the prediction, if 

clicked, appears to be un-

clickable. 

231 366 3.5 

Alert 

Message 

Users couldn’t easily access 

the necessary information of 

the time-critical weather alert 

message because of cluttered & 

unstructured information and 

poor use of language. 

21 17 4 

Map 

Settings 

Users struggle to start the task 

due to counterintuitive steps 

and an invisible map settings 

menu. 

166 287 3 

Users are unaware of the 

functionality of the map 

settings icons because these 

icons are neither marked nor 

standardized across mobile 

applications. 

126 194 2.5 

Alert 

Settings 

Users do not understand the 

function of home screen icons 

because these icons are neither 

marked nor standardized in 

smartphone applications. Also, 

the large number of alerts and 

sub-alerts seems to confuse 

users about the options 

required for the task. 

186 256 3.5 

b) Errors: Fig. 9(a-e) shows that errors on EZ Weather 

are significantly less than those on Weather Radio for all 

tasks, for both young and older users. The results showed that 

the older users had made more mistakes on both the apps 

compared to younger participants on all tasks except Weather 

Radio's alert message task and EZ Weather's location search 

task. The Mann-Whitney U test showed a significant 

difference (p<0.001) in the number of errors across all tasks 

between the two apps (Table II). The results showed no 

significant error differences for all tasks between the both 

groups, except for the weather forecast and map setting tasks. 

For other error-related metrics, almost all users in both groups 

made errors, and with different frequencies, due to the 

usability issues with every task in Weather Radio except the 

Alert Messages task (Table III). Nearly half of the participants 

made mistakes due to alert message usability issues. In 

contrast, fewer users made mistakes in EZ Weather’s tasks, 

with a much lower frequency and average severity rating, 

compared to Weather Radio. Errors on EZ Weather are mainly 

caused by swipe actions (such as spelling mistakes and 

accidental clicks on adjacent function icons) (Table IV). 

TABLE IV. CAUSES OF ERRORS, FREQUENCY OF ISSUES, (PROPORTIONS 

OF USERS WHO MADE ERRORS), AND AVERAGE SEVERITY RATINGS ON EZ 

WEATHER 

Feature 
Cause of errors (Usability 

problem) 

Frequency of 

issue 

Average 

Severity 

Rating 

 

Young 

Users 

Older 

Users 

Location 

Search 

Users made typing errors 

when typing location name. 

17 

 

9 

 
0 

Weather 

Forecast 

Users couldn’t easily figure 

out that accessing weather 

forecasts of different locations 

was through swiping the 

screen right or left. 

10 

 

12 

 
1.5 

Alert 

Message 

Users didn’t expect the alert 

message icon to be clickable 

and/or required to access the 

message, when clicked. 

3 

 

7 

 
1 

Map 

Settings 

Users mistakenly tapped 

adjacent icons of unrelated 

functions. 

4 

 

6 

 
0 

Alert 

Settings 

Users mistakenly tapped 

adjacent icons of unrelated 

functions. 

2 

 

9 

 
0 

2) Efficiency (task time): Fig. 10(a-e) shows that, on an 

average, the younger and older participants take fewer time to 

accomplish each task of EZ Weather compared to Weather 

Radio. The two age groups had relatively taken same times on 

all tasks for both apps. Therefore, two-way ANOVA (Table 

V) shows that on both weather apps, there were no significant 

time differences between young and elder users for all tasks 

except the map setting task. In the weather app tested, 

however, the time to complete all tasks was significantly 

different (p<0.001) between the both groups. In addition, there 

was no significant interaction between the both group and the 

app used for all tasks. 

3) Post-task satisfaction ratings: Fig. 11(a-e) shows that 

both young and older participants found the EZ Weather task 

easier than the Weather Radio task. Younger users rated the 

ease of use for both apps higher compared to older 

participants, though the difference was not huge. In addition, 

the Mann-Whitney U test showed a statistically significant 

difference (p<0.001) in task satisfaction between the two apps 
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for all tasks (Table VI). It also showed that young and older 

users were similarly satisfied with all tasks. 

 

 

 

 

 
Fig. 10. (a-e). Average time spent (in seconds) in completion of tasks 

 

 

 

 

 
Fig. 11. (a-e). Average post-task satisfaction ratings of SEQ survey 
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TABLE V. TWO-WAY ANOVA SUMMARY FOR TASK TIME 

Task Source F P-value 

Location Search 

Age group 1.401 0.240 

App Used 445.554 <0.001 

User * App 0.949 0.333 

Weather Forecasts 

Age group 3.916 0.051 

App Used 127.384 <0.001 

User * App 0.805 0.373 

Alert Messages 

Age group 1.010 0.318 

App Used 189.608 <0.001 

User * App 0.023 0.879 

Map Settings 

Age group 6.012 0.017 

App Used 116.856 <0.001 

User * App 1.205 0.276 

Alert Settings 

Age group 0.332 0.566 

App Used 242.835 <0.001 

User * App 0.194 0.661 

TABLE VI. MAN-WHITNEY TEST SUMMARY FOR POST-TASK 

SATISFACTION RATINGS 

Task Source Z-score U-test P-value 

Location Search 
Age group -0.298 769.5 0.766 

App used -7.76 5 <0.001 

Weather Forecast 
Age group -1.32 665 0.187 

App used -7.58 25 <0.001 

Alert Message 
Age group -0.842 727.5 0.401 

App used -2.68 569 0.007 

Map Settings 
Age group -1.33 667 0.184 

App used -7.97 1.5 <0.001 

Alert Settings 
Age group -1.32 668 0.185 

App used -7.09 93.5 <0.001 

4) Post-test satisfaction ratings: Overall, the results in 

Fig. 12 and 13 was based on the QUIS questions [24], where 

the same questions were asked to both groups of participants 

under same parameters, suggesting that younger and older 

participants feel comparatively similar to the interface de-sign 

specifications, and younger users are more satisfied. In 

addition, all participants were very pleased with EZ Weather, 

while most users of Weather Radio were disappointed. Users 

report that the screen design of EZ Weather is very good, the 

text and images are very clear, the fonts are very clear, the 

amount of information presented is sufficient, and the 

arrangement is reasonable. However, participants were 

appeared to be disappointed with the amount of information 

displayed on Weather Radio; they observed that there was too 

much information, particularly about time-critical alerts. 
Users have found consistent terminology and messaging 

throughout EZ Weather as well as the location of on-screen 
instructions. Participants reported that performing any action 
produced predictable results in EZ Weather, with a very 
acceptable delay between actions. However, many participants 
noted that they were not sure what to expect when performing 
multiple actions in Weather Radio. Compared to Weather 
Radio, users report that using EZ Weather is very easy to pick 
up, learn, and efficient. Additionally, users seem to be very 
pleased with the number and order of steps required to 
accomplish each EZ Weather task. They also liked the 
feedback they received as they completed each task. 
Navigating features and remembering names and commands 
was also easy for participants in both groups. When it comes to 
the EZ Weather feature, although many users made no 
mistakes during the experiment, they reported that errors and 
typos were easy to correct. Users also like their ability to 
perform or undo actions using shortcuts. In addition, they say 
that users of any experience level can easily and consistently 
complete their tasks. The choices of color for both apps seem 
natural enough for most users, with EZ Weather having a 
higher user satisfaction rate. 

5) Correlations among usability measures: Tables VII and 

VIII show the Spearman rho correlation (ρ) results among all 

the indicators in this study. Since all users successfully 

performed a given task, the correlation between completion 

rates for the two age groups and other metrics on EZ Weather 

was not performed. The results showed a strong positive 

correlation between task time and errors, and between post-

task and post-test satisfaction, for both age groups for both 

applications. However, the time spent on each task and errors 

were negatively correlated with post-task and post-test 

satisfaction scores. 

TABLE VII. CORRELATION MATRIX FOR BOTH YOUNGER AND OLDER 

USERS ON WEATHER RADIO, IN TERMS OF Ρ & (P-VALUES). 

 Younger User 

 Time Errors Task-Sat Test-Sat 

Completion 

rate 

-0.615 

(0.002) 

-0.682 

(0.003) 

0.766 

(<0.001) 

0.870 

(<0.001) 

Time  
0.885 

(<0.001) 

-0.921 

(<0.001) 

-0.934 

(<0.001) 

Errors   
-0.858 

(<0.001) 

-0.898 

(<0.001) 

Task-Sat    
0.917 

(<0.001) 

Older User 

Completion 

rate 

-0.651 

(0.003) 

-0.792 

(<0.001) 

0.784 

(<0.001) 

0.921 

(<0.001) 

Time  
0.907 

(<0.001) 

-0.905 

(<0.001) 

-0.908 

(<0.001) 

Errors   
-0.843 

(<0.001) 

-0.929 

(<0.001) 

Task-Sat    
0.911 

(<0.001) 
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TABLE VIII. CORRELATION MATRIX FOR YOUNGER AND OLDER USERS ON 

EZ WEATHER, IN TERMS OF Ρ & (P-VALUES). 

 Younger User 

 Errors Task-Sat Test-Sat 

Time 
0.798 

(<0.001) 

-0.883 

(0.002) 

-0.844 

(<0.001) 

 

Errors 
 

-0.704 

(<0.001) 

-0.711 

(<0.001) 

 

Task-Sat 
  

0.841 

(<0.001) 

Older User 

Time Errors Task-Sat Test-Sat 

 

Errors 

0.781 

(<0.001) 

-0.820 

(<0.001) 

-0.851 

(<0.001) 

 

Task-Sat 
 

-0.798 

(<0.001) 

-0.831 

(<0.001) 

   
0.892 

(<0.001) 

 

 

 

 

 
Fig. 12. Average post-test satisfaction rating of QUIS survey (Weather Radio) 
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Fig. 13. Average post-test satisfaction rating of QUIS survey (EZ Weather) 

VI. DISCUSSION 

Overall, this study establish that the UCD weather app (EZ 
Weather) was considerably more useful compared to the other 
popular weather app (Weather Radio) for all the evaluation 
metrics used. Also, younger and older participants seem to 
have comparable results on all tasks for both the weather 
application, with younger users experiencing marginally 
greater performance and satisfaction. These results show that 
regard-less of age, an application's interface design 
significantly affects end-user performance and perceptions 
(positive or negative) of application usability. The results 
further demonstrate that adopting a UCD approach to 
applications that contain time-critical data, such as weather 
applications, will result in extremely interactive and usable 
systems. Results for all metrics had showed that prioritizing 
and structuring critical evidence and using everyday terms 
throughout the EZ Weather interface greatly helps participants 
easily interacting with inherent features and finds them 
beneficial. For example, all young and older participants were 
able to complete alert message tasks in EZ Weather with far 
greater efficacy and task satisfaction compared to Weather 
Radio features. 

Additionally, only a handful of users had errors in some of 
the usability issues category in EZ Weather's alert messages 
task, while nearly half of participants of each group had errors 
in this task for Weather Radio due to usability issues in the 
catastrophe category. In addition, the alert message task further 
demonstrate that the push alerts will greatly help end 
participants to correctly perceive alert threats and respond 
effectively to alert threats, particularly in the forthcoming 
weather conditions. 

The greater usability of the EZ Weather is also due in part 
to consideration of efficiency principles during the design 
phase. This is supported by the very limited time and steps 
required to access any feature on EZ Weather. A good example 

is the weather forecast feature that includes all weather 
prediction information for respectively saved location within 
same screen (all-inclusive weather forecast); with just one 
swipe right or left, the user can access other saved locations' 
weather forecast. Although some users couldn't figure out the 
swipe functionality, from the first test, all success-fully 
completed the weather forecast task with significantly greater 
efficacy and task satisfaction, with fewer and less errors, than 
Weather Radio multiple-screen weather forecasts feature. 
Another example of an efficient feature of EZ Weather is the 
location search feature. With efficient auto-suggestions to type 
in familiar locations, both groups of users can complete the 
corresponding task in seconds. By contrast, navigating maps 
and pinpointing locations within the limited smartphone screen 
size is not only inefficient, but also ineffective, especially for 
older users, as demonstrated by Weather Radio's high failure 
rate and completion time for location searches. 

Users' greater performance and satisfaction with EZ 
Weather than Weather Radio may also be related to EZ 
Weather's simple design. For example, limiting user-controlled 
alerts to the most common and critical alarms on EZ Weather 
(using a minimalist alarm setup) enables users to effectively 
and efficiently perform alarm set-up tasks with great 
satisfaction. Moreover, EZ Weather also permits participants to 
use non-critical alerts (via an illustrative icon displayed on the 
exaggerated location screen) during active alerts. The 
significant drop in performance and satisfaction with Weather 
Radio's alerts setting tasks was primarily because of the huge 
number of alerts and sub- alerts that users need to navigate and 
control (e.g., 16 sub- alerts for wind alerts alone). Two other 
important principles considered in the design of the EZ 
Weather interface are its usability and ease of recognition. For 
example, while the map setting task on both apps requires 
interaction with similar step and function icons. EZ Weather's 
greater performance and satisfaction on this task is supposed to 
be recognized to the visualization and intuitive menus (using 
the visualization and intuitive map menu), and appropriately 
labeled icons. These factors and results show that the actions 
have been performed with expectable results in a logical 
sequence. However, invisible elements in smartphone apps 
(such as the map settings menu bar) and icons that are neither 
marked nor standardized may be one of the main reasons for 
the dramatic drop in performance and satisfaction with 
Weather Radio tasks. 

The usability and design principles monitored in the design 
of EZ Weather that may have ultimately contributed to great 
results include: feedback on system status (e.g. confirmation 
messages to perform activities), uniformity of application 
elements (e.g. settings menu), shortcuts usability to expedite 
interaction and correct errors, provide short descriptive 
information to help users understand the functionality of the 
corresponding feature, and use large text fonts along with high 
contrast and indicative colors to address age-related limitations 
for older users. The post-test satisfaction survey results were 
consistent with those of the task-based metrics. The two apps 
differed significantly in satisfaction with all interface standards 
across the two age groups, suggesting that applying usability 
guidelines to interface design not only results in high 
performance but also satisfaction for users. Also, on most 
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QUIS survey items, the two age groups are highly similar in 
satisfaction, meaning that age differences do not significantly 
affect user satisfaction. The strong correlations between all 
used metrics complement the results of previous study [25], 
which suggest that usability metrics are interdependent aspects 
that inform the usability of an interface. However, Frøkjær et 
al. [26] showed the dependence of usability metrics depends on 
whether the tested interface contains highly complex 
functionality. If the domain of interest includes complex 
features, a weak correlation is expected; if not, a strong 
correlation is most likely. 

VII. CONCLUSION 

This study validated the usability of the UCD weather app 
(EZ Weather) by comparing it to a popular app (Weather 
Radio). In addition, this study also considered young and older 
users to determine whether the usability of the test app would 
be highly influenced by age differences. Results for all metrics 
showed that users' performance and satisfaction on EZ Weather 
improved significantly regardless of age, demonstrating the 
importance of considering UCD methods, usability heuristics, 
and smartphone design rules in interface development. 
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 Abstract—In teleoperation of a crawler robot in a disaster-

stricken enclosed space, distress of the crawler robot due to 

communication breakdown is a problem. We present a robot 

teleoperation system using LoRaWAN as a subcommunication 

infrastructure to solve this problem. In this system, the crawler 

robot is operated by teleoperation using a subcommunication 

infrastructure in a place where a wireless local area network 

(LAN) communication is possible. In this study, we assume an 

environment in which the crawler robot must ascend and 

descend stairs to evacuate to a place where wireless LAN 

communication is possible. In addition, the disaster-stricken 

environment is considered as an environment where obstacles are 

expected to suddenly occur, and the crawler robot has difficulty 

avoiding obstacles on the stairs. In this paper, we propose a 

teleoperation communication protocol that considers the risk of 

sudden appearance of obstacles and confirm its effectiveness 

using evaluation experiments in a real environment. 

Keywords—LoRaWAN; teleoperation; crawler robot; disaster-

reduction activity; teleoperation protocol 

I. INTRODUCTION 

When a large-scale disaster occurs, information gathering is 
required to assess the damage in the affected area [1]. The 
methods of information gathering in affected areas include 
aerial photography using drones, monitoring of existing 
infrastructures, and onsite activities by rescue workers [2-4]. 
However, collecting information from the sky in an enclosed 
space is difficult. Existing infrastructure may become 
inaccessible due to malfunction or lack of power supply. When 
rescue workers search a disaster-stricken enclosed space, 
human casualties due to collapsed buildings and debris may be 
expected. Therefore, information gathering using mobile robots 
has been considered in enclosed spaces after disasters [5-7]. 

Two types of communication methods that use mobile 
robots are available: wired and wireless. The wired system 
offers the advantages of stable power supply to the mobile 
robot via cable and maintains communication quality between 
the operator and mobile robot [8]. However, teleoperation of 
the mobile robot using a wired system suffers from problems 
such as cable tangling and snagging as well as cable handling 
at the time of return. On the other hand, the wireless method 
does not reduce the operability due to cables, and mobile 
robots can maintain high operability. However, as the mobile 
robot moves, the distance from the base station increases, and 
the electric-field-strength decreases. As a result, the mobile 

robot faces the risk of going into locations where radio waves 
cannot reach and communication is interrupted. When 
teleoperating a mobile robot, considering the merits and 
demerits of wired and wireless communication methods and 
deciding on a communication method that suits a disaster-
stricken environment are important [9-10]. In the present study, 
we present a wireless teleoperation method for a mobile robot 
in environments where the mobile robot has difficulty 
exploring using wired communication. 

Related research on information gathering using mobile 
robots in enclosed spaces includes the robot wireless sensor 
networks (RWSNs) (Fig. 1) [11-12]. RWSN is a method of 
extending the communication range between the operator and 
mobile robot by installing a sensor node (SN), which consists 
of wireless repeaters, on the mobile robot and deploying them 
along its movement path. Whereas teleoperation using RWSN 
enables a wider range of information gathering, the mobile 
robot may be isolated due to communication breakdown 
caused by SN failure, battery failure, and radio interference. 
Distress of the mobile robot can not only interrupt information 
gathering but also cause secondary disasters because a mobile 
robot in distress becomes an obstacle or may ignite from its 
onboard battery. Therefore, in the present study, we present a 
teleoperation method using a subcommunication infrastructure 
as a distress-prevention method when the main communication 
infrastructure [wireless local area network (LAN)] is 
disconnected. 

In the distress-prevention method that uses a 
subcommunication infrastructure, the operator PC, SN, and 
mobile robot are equipped with communication devices for the 
subcommunication infrastructure, and the network is 
constructed by letting them communicate in a multistage relay. 
The operator then uses the network to teleoperate the mobile 
robot and evacuates it to the place where wireless LAN 
communication is possible. 

Subcommunication infrastructure is described as a network 
that is built based on a wireless-communication standard 
different from that of wireless LAN. Further, it must be able to 
continue communication even in an environment where 
wireless LAN is disconnected. Therefore, when SN becomes 
unavailable due to SN or battery failure, capability to jump 
over the failed SN is necessary to ensure continuous 
communication between the operator and mobile robot. Thus, 
the subcommunication infrastructure should be a wireless 
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communication standard that is superior in terms of 
communication range compared with wireless LAN. In 
addition, the subcommunication infrastructure must be a 
communication standard in a frequency band that is different 
from that of wireless LAN to prevent communication 
disconnection due to radio interference with wireless LAN. 
Therefore, in the present study, we realize the proposed method 
using LoRaWAN, which satisfies the abovementioned 
conditions as a subcommunication infrastructure (Fig. 2). 

 
Fig. 1. Information-gathering system using a mobile robot (RWSN) 

 
Fig. 2. Distress-prevention methods of mobile robots by teleoperation using 

LoRaWAN 

In the disaster-stricken enclosed space assumed in this 
study, sudden appearance of obstacles such as collapsed debris 
is expected. Therefore, when an obstacle is found during the 
evacuation to the place where wireless LAN communication is 
available, the mobile robot is required to bypass or climb over 
the obstacles. The slope of the staircase changes when an 
obstacle appears in the stair environment. Therefore, if the 
mobile robot runs on the stairs, it faces the risk of falling down 
due to insufficient hill-climbing ability. In addition, if the 
mobile robot climbs over an unstable obstacle, a risk exists in 
which the robot may fall over or the obstacle collapses. 
Therefore, shortening the teleoperation time and completing 
the stair climbing-process before sudden obstacles appear 
during the stair climbing are necessary by teleoperation using 
LoRaWAN. 

In this paper, we propose an interventional teleoperation 
protocol. The proposed protocol eliminates the factors that 

increase the teleoperation time in existing teleoperation 
protocols. In the experiment, we performed teleoperation using 
the proposed and existing methods in a real environment and 
confirmed that the proposed method could reduce the 
teleoperation time and demonstrated its effectiveness. 

II. LORAWAN OVERVIEW 

LoRaWAN is one of the communication standards 
categorized as low-power wide-area standard, which is a 
generic term for wireless-communication technologies that 
save power and can communicate over long distances. 
LoRaWAN is designed for Internet of Things and is suitable 
for acquiring information from a large number of 
geographically dispersed sensors [13]. In the agricultural field, 
it is used to manage sensors that measure cultivation-
environment information such as temperature, humidity, and 
soil moisture and to transmit the sensor information, which 
contributes to smart agriculture [14]. Smart meters are 
expected to enhance power resilience and optimization of 
power transmission and distribution networks, and LoRaWAN 
is being considered as a network-connection method for these 
smart meters [15]. An early-detection system for forest fires 
using LoRaWAN sensor networks has been proposed, which 
can contribute to the mitigation of forest-fire damages [16]. 
Thus, LoRaWAN is being implemented or considered for 
deployment in many fields. 

In the field of teleoperation of mobile robots in enclosed 
spaces, videos are mainly used to investigate the environment. 
However, LoRaWAN, which has a maximum bit rate of 50 
kbps, suffers from the difficulty of transmitting videos. Hence, 
few discussions are available on the use of LoRaWAN in the 
field of teleoperation of mobile robots. On the other hand, 
LoRaWAN is capable of long-distance communication (2–5 
km in urban areas and 15 km in suburban areas) [17]. 
Therefore, LoRaWAN offers the potential for continuous 
communication even in an environment where wireless LAN 
(IEEE802.11.g), which has a communication distance of 
approximately 100 m, is disconnected. Moreover, because 
LoRaWAN has a frequency bandwidth of 920 MHz, it has high 
diffusivity and the potential to continue communication even in 
an enclosed space with many obstacles. Therefore, LoRaWAN 
is considered to be a suitable wireless-communication standard 
for subcommunication infrastructures. Thus, in this study, we 
adopt LoRaWAN as subcommunication infrastructure and 
explain the teleoperation method that considers the features of 
LoRaWAN. 

III. TELEOPERATION USING LORAWAN 

A. Existing Teleoperation Protocol using LoRaWAN 

In the teleoperation using wireless LAN, the mobile-robot 
environment is mainly monitored via videos, and the mobile 
robot is operated using a controller. Because the video is 
updated at any time, the operator always knows the difference 
between the current position of the mobile robot and target 
position and operates the mobile robot to the target position. 
However, the low bit rate of LoRaWAN makes employing 
such method of simultaneously learning the environment and 
moving the mobile robot in teleoperation using LoRaWAN 
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difficult. Therefore, teleoperation using LoRaWAN requires a 
separate operation for learning the environment and moving. 

In the LoRaWAN communication, a communication path is 
constructed by designating two communication terminals as a 
coordinator and an end device. Packets are transmitted from 
the end device to the coordinator. In the existing teleoperation 
protocol, the mobile robot transmits information or performs 
actions in response to commands sent by the operator by 
considering this feature into account (Fig. 3) [18]. The mobile 
robot can be operated using such protocol after acquiring the 
necessary information for teleoperation even in low-bit-rate 
LoRaWAN. In the next section, we describe the environment 
learning and operation methods for teleoperation using 
LoRaWAN. 

 
Fig. 3. Teleoperation protocol using LoRaWAN considering a one-direction 

communication 

B. Related Work 

When teleoperating a mobile robot, learning the 
surrounding is necessary to confirm the obstacles around the 
mobile robot and determine its movement path. Therefore, 
accurately learning the environment in teleoperation using 
LoRaWAN is necessary. In LoRaWAN, a method for learning 
the environment using images has been proposed [19]. In this 
method, the obtained image is transmitted in segments, and the 
receiver reconstructs the received image elements to obtain the 
original image. 

A teleoperation method using a graphical user interface 
(GUI) has been proposed to move a mobile robot to a target 
position (Fig. 4) [20]. In this method, the environment is 
learned based on the obstacle information obtained by LRF, in 
addition to the images. The black squares at the interface 
indicate the presence of obstacles, whereas the ochre squares 
indicate the absence of obstacles and possibility of movement. 
Then, when the mobile robot is operated using GUI, its 

movement path is determined by sequentially selecting the 
adjacent ochre-colored cells from the cells where the mobile 
robot is located. However, this method assumes movement on 
a level ground with obstacles and cannot handle movement in a 
3D space such as a staircase. Therefore, if a distressed mobile 
robot is required to ascend or descend stairs to evacuate to a 
place where wireless LAN communication is possible, it 
cannot achieve its purpose. Hence, we need to consider the 
process of ascending and descending stairs by the mobile robot 
using LoRaWAN teleoperation. Section C describes the mobile 
robot used for stair climbing and descending, and Section D 
describes the teleoperation method in the considered stair 
environment.  

C. Mobile Robots Used in Staircase Environment 

Mobile robots with a flipper arm, which is a crawler 
mechanism (crawler robots), show higher operating 
performance on uneven terrain such as stairs than wheeled 
mobile robots. Therefore, in dealing with the Fukushima 
Daiichi Nuclear Power Plant accident, crawler robots such as 
the PackBot, Quince, and Survey Runner, which were 
introduced to collect information in the buildings, were 
required to climb and descend stairs [21-22]. On the basis of 
this information, the present study investigates the process of 
ascending and descending stairs using crawler robots. 

 
Fig. 4. GUI for remote control using LoRaWAN that considers remote 

control under a low transmission-capacity communication. 

D. Command-Input Operation Method 

The crawler robot moves and turns by rotating the main 
crawler and adjusting its posture using its flipper arm. 
Therefore, in order that the crawler robot can be teleoperated, 
the operator must be able to send an arbitrary operation 
command to the main crawler and flipper arm. In addition, for 
the LoRaWAN teleoperation, moving the crawler robot to the 
target position based on the acquired information is necessary. 
The low bit rate of LoRaWAN makes video transmission 
difficult. Therefore, the current position of the crawler robot as 
it moves cannot be known in real time. In such an environment, 
the operator does not know how far the crawler robot has 
moved if the controller is used in the same manner as that in 
operation using wireless LAN. Therefore, teleoperating the 
crawler robot to its target position using a controller is difficult. 

Hence, we propose a command-input operation method as a 
teleoperation method for crawler robots in a staircase 
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environment. In this method, the operator and crawler robot 
share a correspondence table of actions, as shown in Fig. 5, and 
the operator operates the crawler robot by transmitting the 
numbers in the table. The amount of performed selected 
operations is determined by specifying the amount of 
movements such as distance or angle. Thus, the operator can 
teleoperate the crawler robot to the target position and posture 
using this method even in an environment where the operator 
does not learn the change in the current position of the crawler 
robot in real time. In this study, we select the information 
required by the operator as follows, i.e., factors (1)–(5), to use 
the command-input operation method. 

1) Multiple camera images 

2) IMU sensor information 

3) Staircase information (slope, kick-up width, and tread) 

4) Distance information between the crawler robot and 

stairs 

5) Obstacles and staircase-shape information 
Item (1) is needed to confirm a safe place where the crawler 

robot can move forward by learning the stair environment such 
as the presence or absence of obstacles on the staircase and 
missing staircase parts. Item (2) is necessary to obtain the 
posture of the crawler robot in the staircase environment and 
determine the degree of movement to the target posture. Items 
(3) and (4) are necessary for determining the amount of 
movement to move the crawler robot to the target position. 
Item (5) denotes a factor that determines whether the staircase 
contains obstacles or part of the staircase is missing. If so, it 
determines whether these obstacles affect the crawler-robot 
operation. 

 
Fig. 5. Action numbers and crawler-robot behavior shared between the 

operator and crawler robot 

IV. TELEOPERATION PROTOCOL USING LORAWAN 

A. Problem of Teleoperation using LoRaWAN in a Staircase 

Environment 

In a disaster-stricken enclosed space, obstacles exist, which 
are assumed to block the path. If an obstacle exists in the 
crawler-robot direction of movement during the evacuation 
action, it needs to run through the obstacle by climbing over it 
or by avoiding it using an obstacle-free path. 

If obstacles are present in the stair environment, the slope 
of the stair changes. If the crawler robot tries to avoid these 
obstacles by climbing over it, it may fall down due to its 
insufficient climbing ability and very steep gradient when 
descending (Fig. 6). In addition, if the crawler robot rides on an 
unstable obstacle, a risk exists in that the crawler robot may fall 
over because of collapse of the obstacle. Moreover, if the 
crawler robot tries to avoid the staircase by diverting to an 
unobstructed area, it may lose its balance and fall down when it 
turns on the staircase. Thus, a risk exists in which the crawler 
robot may fail to ascend or descend stairs if obstacles are 
present in the stair environment. 

The disaster-stricken environment assumed in this study is 
subject to rapid environmental changes and sudden occurrence 
of obstacles. In addition, the transmission of various sensor 
information required to send a single operation command takes 
several minutes. These factors indicate that a risk of failure in 
the evacuation actions exist because of the occurrence of 
sudden obstacles in the staircase environment during climbing 
and descending stairs by teleoperating using LoRaWAN. 
Therefore, for successful evacuation in staircases with risk of 
sudden occurrence of obstacles, teleoperation using LoRaWAN 
is required to shorten the time needed for climbing or 
descending stairs and completing the stair-climbing process 
before obstacles appear. 

If the amount of transmitted information is limited, e.g., by 
limiting the number of transmitted images, the teleoperation 
time can be shortened, but a risk exist in not being able to 
accurately learn the environment. Therefore, when the 
teleoperation time is reduced, we must not reduce the 
information-transmission time during teleoperation but 
increase the ratio of the time when information is transmitted 
by reducing the time when no information is transmitted. 

As presented in Section III, in the existing teleoperation 
protocol that uses LoRaWAN, the crawler robot transmits 
information or performs action in response to a command 
transmitted by the operator. Therefore, the operator that 
teleoperates the crawler robot repeatedly decides the command, 
inputs the command, and receives data. In the existing protocol, 
no communication occurs when the operator decides which 
command to send next and when the command is input 
(bandwidth is not used). Under the same transmission-capacity 
environment, the amount of data transmission depends on the 
bandwidth utilization. Therefore, the time required to obtain 
the information necessary for operation increases with 
decreasing bandwidth utilization and decreases with increasing 
bandwidth utilization. On the basis of this discussion, the 
proposed protocol needs to reduce the teleoperation time by 
improving the bandwidth utilization. 
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In the existing protocol, when the operator transmits an 
incorrect command, the operator cannot interfere and must wait 
until the crawler robot finishes executing the issued command. 
Therefore, the teleoperation time is increased by the execution 
of the wrong command. Hence, the proposed protocol must be 
able to deal with wrong command execution. 

In this paper, we propose a teleoperation protocol that 
reduces the teleoperation time by taking into account what has 
been described in this section. 

 

Fig. 6. Crawler robot ascending or descending stairs when obstacles are 

present on stairs 

B. Interventional Teleoperation Protocol 

In this paper, we propose an interventional teleoperation 
protocol as a teleoperation protocol that satisfies the required 
specifications. The proposed protocol reduces the command 
input time and improves bandwidth utilization by sequentially 
transmitting information necessary for operation according to a 
predetermined order, instead of transmitting information 
according to the command received from the operator. 
However, in this communication flow, even if sufficient 
information is collected to determine the operation command, 
transmission is not interrupted, and we need to wait until all the 
information transmission is completed. Therefore, this 
communication flow may increase the bandwidth utilization 
but may not reduce the teleoperation time. Hence, in the 
proposed protocol, information transmission can be interrupted 
at arbitrary times using an interventional command, and 
operation commands can be executed. In addition, the operator 
can also interrupt the execution of a wrong command using an 
interventional command. 

In the interventional teleoperation protocol, the system 
must be able to transmit packets from the operator to the 
crawler robot while it transmits packets to the operator. 
Therefore, when this method is employed, we assume that two 
communication paths exist: “operator→crawler robot” and 
“crawler robot→operator.” 

The proposed interventional teleoperation protocol is 
shown in Fig. 7, and its flow and processing are described 
hereunder. 

1) The operator transmits a synchronized flag (SYN) 

packet to the crawler robot. 

2) The crawler robot sends back an acknowledgement flag 

(ACK) packet as an acknowledgement of the SYN packet to 

the address from which the SYN packet was sent. The crawler 

robot also transmits SYN packets to verify that packets from 

the crawler robot reach the operator. 

3) The operator confirms the communication connection 

by receiving an ACK packet and returns the ACK packet in 

response to a SYN packet sent by the crawler robot. 

4) The crawler robot sequentially transmits the sensor 

information acquired by it after receiving ACK in (3). The 

order of transmission is concrete numerical information (shape 

information of obstacles and stairs, IMU sensor information, 

and distance information between the crawler robot and stairs) 

and images. In the process of ascending or descending stairs 

by the crawler robot, we assume that multiple images such as 

subjective and bird’s-eye-view images are used, and the order 

in which these multiple images are transmitted is set in 

advance. 

5) When a task with a higher priority occurs during the 

image transmission, an interventional command is sent, the 

current task is interrupted, and the contents of the command 

are executed. For example, during image transmission, 

changing the transmission order of predefined images may be 

necessary, some images may be lost due to packet loss, or 

learning of the environment may be completed without 

waiting for all images to be acquired. Then, when the 

transmission order of the images is changed, the order is 

changed by transmitting a new image-transmission order as an 

interventional command. If the priority of retransmission of a 

packet-lost image is high, the interventional command to 

execute the retransmission process is transmitted, and the 

current image transmission is interrupted to execute the 

command contents. When information gathering is completed, 

the operation command is transmitted as an interventional 

command to operate the crawler robot. When the crawler 

robot has completed executing the interventional commands 

other than the operation command, it resumes the task it 

performed before the intervention command was sent. 

When a wrong command is executed, its execution can be 

interrupted by transmitting the interventional command. Thus, 

the interventional command can be used to reduce the time 

used in the bandwidth and to deal with the execution of wrong 

command contents.  

6) When the crawler robot receives an operation 

command as an interventional command in (5), it interrupts 

the image transmission and executes the command. When the 

crawler robot moves, highly real-time information such as 

IMU sensor or encoder information is always transmitted to 

the operator. 

7) The operator checks whether the crawler robot has 

moved more than the specified distance based on the 

information obtained in (6) and transmits an interventional 

command to stop the crawler robot if necessary. 
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Fig. 7. Interventional teleoperation protocol 

The packet format used in the proposed protocol is shown 
in Fig. 8. The interventional command that is part of the packet 
used in (5) contains commands to “change the order of image 
transmission,” “retransmission processing,” “image-quality 
conversion,” and “cancellation of the last sent command”. 

The packet format used in (4)–(6) contains a packet number 
at the end. This packet number is a number expressed in 
ascending order starting from zero, and the operator can 
understand the order of packets that the crawler robot have sent. 
When the order of packets transmitted by the crawler robot and 
that received by the operator are different, the operator can 
learn the difference using these packet numbers. In addition, if 
the same command is delivered to the crawler robot more than 
once, the packet number can be used to cancel multiple 
executions of the same command. 

 
Fig. 8. Packet format used in the proposed protocol 

V. EVALUATION EXPERIMENT 

A. Purpose and Content of the Experiment 

The purpose of this experiment is to confirm whether the 
proposed method can reduce the teleoperation time of the 
crawler robot. In our experiments, we measure the bandwidth 
utilization and teleoperation time of the crawler robot by 
conducting stair climbing and descending using the proposed 
and existing teleoperation protocols. Bandwidth utilization is 
defined as the ratio of the time the crawler robot transmits 
packets to the operator during the teleoperation time. 
Teleoperation time is defined as the time from that when the 
crawler robot transmits the first packet to the operator to the 
time when the crawler robot completes ascending or 
descending the stairs and confirms that it is at the floor or 
landing level. 

B. Experimental Environment and Equipment 

The experimental environment is shown in Fig. 9. In the 
experiment, LRF, which was mounted in front of the crawler 
robot, was used to acquire information on the shape of the 
obstacles and stairs as well as the distance between the crawler 
robot and stairs. Three cameras were used, which were 
positioned to acquire subjective, overhead, and rearward 
images. The control system used in this experiment was 
Raspberry Pi 4 Model B, and the LoRaWAN module was 
ES920LR manufactured by EASEL Corporation. 

 
Fig. 9. Experimental environment 
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C. Experimental Result 

In the experiment, the crawler robot was able to ascend and 
descend stairs without tipping over once in both cases. Fig. 10 
shows the experimental results that used the existing method, 
and Fig. 11 shows those that used the proposed method. The 
vertical axis indicates whether the bandwidth was used or not, 
where one denotes that the bandwidth was used and zero 
indicates that the bandwidth was not used.  

 
Fig. 10. Results of the experiment (existing protocol) 

In the ascent process using the existing method, concrete 
numerical information (IMU sensor information, distance 
between the crawler robot and stairs, and shape information of 
the obstacles and stairs) was transmitted seven times, images 
were transmitted eight times, and the crawler robot moved six 
times. In the case where the existing method was used, 
concrete numerical information was transmitted six times, 
images were transmitted nine times, and the crawler robot was 
moved seven times. In the case of the ascent process using the 
proposed method, concrete numerical information was 
transmitted seven times, images were transmitted ten times, 
and the crawler robot was moved six times. In the case of the 
descent process using the proposed method, concrete numerical 
information was transmitted nine times, images were 
transmitted ten times, and the crawler robot moved eight times.  

In the ascent process, the concrete numerical information 
and number of times the crawler robot moved were the same in 
both methods, but the number of images acquired by the 
proposed method increased by two. The bandwidth utilization 
improved by 38.3% from 55.8% to 94.1%, and the 

teleoperation time decreased by 2 min and 9 s from 14 min and 
1 s to 11 min and 52 s. In the descent process, the amount of 
concrete numerical information acquired using the proposed 
method was increased by three, the number of images was 
increased by one, and the number of crawler-robot movements 
was increased by one. The bandwidth utilization improved by 
32.5% from 61.1% to 93.6%, and the teleoperation time 
decreased by 1 min 58 s from 14 min 10 s to 12 min 12 s. 

 
Fig. 11. Results of the experiment (proposed protocol) 

The average time required to determine and input the next 
command using the existing method was 19.6 s for ascending 
and 15.7 s for descending. In the proposed method, the average 
time from the completion of obtaining the necessary 
information to inputting of the operation command was 21.8 s 
for ascending and 17.0 s for descending. 

VI. DISCUSSION 

We confirmed that the proposed method could reduce the 
teleoperation time, although two more images were obtained in 
addition to the information acquired by the existing method 
when the crawler robot was ascending. We confirmed that the 
proposed method could shorten the teleoperation time, 
although three times of concrete numerical information and 
one more image were obtained in addition to the information 
acquired by the existing method when the crawler robot was 
descending. Furthermore, the average time of the proposed 
method from acquisition of the necessary information to 
inputting of the operation command was longer than the 
average time required for the decision and inputting of the next 
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command in the existing method, both in the stair climbing and 
descending processes. Therefore, the reduction in the 
teleoperation time in the experiment did not depend on the time 
to decide and input the commands. Hence, the teleoperation 
time could be reduced by reducing the number of command 
inputs and improving the bandwidth utilization using 
interventional commands. Therefore, this method is considered 
to be effective for teleoperation in staircases with a large 
number of command inputs because of the need for concrete 
numerical information and multiple images. 

The teleoperation that uses the proposed method could 
interrupt the execution of a command sent by mistake because 
we confirmed that the interventional process could be executed. 
Therefore, this method is considered to be effective because it 
could deal with increased teleoperation time when wrong 
command contents were executed. 

VII. CONCLUSION 

In the teleoperation of crawler robots in a disaster-stricken 
enclosed space, the distress of the crawler robot due to 
communication breakdown is a problem. In this study, we have 
presented a teleoperation method using LoRaWAN as a 
subcommunication infrastructure to move a distressed crawler 
robot to the place where wireless LAN communication is 
possible. In this study, we have also assumed an environment 
in which the crawler robot was required to ascend and descend 
stairs when evacuating to the place where wireless LAN 
communication was possible. We have presented the operation 
method of the crawler robot on stairs. 

In the disaster-stricken environment assumed in this study, 
sudden appearance of obstacles is expected. When obstacles 
appear on the staircase, the slope of the staircase changes and 
the crawler robot may fail to ascend or descend the stairs 
because of its insufficient climbing ability. In addition, because 
of the low bit rate of LoRaWAN, several minutes is required to 
obtain the necessary information to transmit a single operation 
command. Hence, a risk exists in terms of failure in evacuation 
actions due to the occurrence of obstacles during stair climbing 
or descending teleoperation using LoRaWAN. Therefore, 
shortening the time required for stair climbing or descending 
and completing the stair climbing or descending process are 
important before obstacles appear in the teleoperation using 
LoRaWAN. Hence, we propose an interventional teleoperation 
protocol to reduce the teleoperation time. 

The proposed method reduces the teleoperation time by 
reducing the number of command decisions and inputs and 
employing an interventional command. In addition, the 
proposed method can interrupt the execution of erroneous 
commands using interventional commands. Through 
experiments in real environments, we confirmed that the 
proposed method could improve the bandwidth utilization and 
shorten the teleoperation time. 

In this study, we developed a multipath communication 
method that increased the bandwidth by adding more 
communication paths. Therefore, we plan to increase the 
transmission capacity of the bandwidth by adding a 
communication path from the crawler robot to the operator to 
further shorten the teleoperation time. 
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Abstract—In today's environment, Business Intelligence (BI) 

is transforming the world at a rapid pace across domains. 

Business intelligence has been around for a long time, but when 

combined with technology, the results are astounding. BI is also 

playing an important role in the healthcare domain. Centers for 

Disease Control and Prevention (CDC) is the largest science-

based, data-driven service provider in the country for public 

health protection. For over 70 years, has been using science to 

fight disease and keep families, businesses, and communities 

healthy. However, research indicates that the prevalence of 

diabetes in the US is rising alarmingly. As a result, if diabetes is 

not treated, it can lead to life-threatening complications such as 

heart disease, loss of feeling, blindness, kidney failure, and 

amputations. As a result, this study was conducted to analyze 

people's health conditions and daily lifestyles in order to predict 

which type of diabetes they would most likely diagnose with the 

implementation of business intelligence using Tableau 

dashboard.  Furthermore, background research is conducted on 

CDC to understand their work, challenges, and opportunities. By 

the end of the project, the information obtained and visualized 

should be able to enhance business choices and make better 

decisions on controlling diabetes in the future. 

Keywords—Diabetes; business intelligence; prediction; 

dashboard visualization; data analysis; centers for disease control 

and prevention 

I. INTRODUCTION 

A. Business Intelligence Methodology 

Healthcare analytics and business intelligence (BI) are two 
emerging technologies that offer analytical capability to aid 
the healthcare sector in enhancing service quality, lowering 
expenses, and managing risks. With the increasing volume of 
data and the desire to learn from it, demand for BI applications 
for healthcare continues to rise. The need for data 
management and analysis expertise in healthcare is rapidly 
increasing. With the help of Business Intelligence, companies 
can make better decisions by displaying current and historical 
data within the context of their business. Analysts may use BI 
to generate the company’s performance and competitive 
standards, which will help the companies operate more 
smoothly and effectively as well as identify the market trends 
for enhancement. In any BI project, a consistent methodology 
and approach must be defined as they can let decision-makers 
develop, support, and integrate best management practices 
within the organization. Moreover, it can achieve a higher 
chance of success, save time and effort, eliminate unnecessary 

operations, and ensure accurate reporting and analysis. 
Therefore, the Agile BI methodology will be adopted in the 
context of our domain, Centers for Disease Control and 
Prevention (CDC). 

 
Fig. 1. Phases of agile methodology. 

The Agile BI methodology is a project management 
strategy that focuses on continuous improvement and is 
suitable for those that demand speed and flexibility to satisfy 
customer requirements. It is considerably more accessible than 
it looks to apply Agile BI methodology to an organization's 
internal business processes [5]-[6]. The following are the 
phases of the developing an Agile BI methodology (Fig. 1): 

 Requirement: In this phase, the project team specifies 
the requirements. They should outline the business 
opportunities of the project that can result in profit and 
business growth, along with estimating the time and 
effort required to complete it. Technical and economic 
feasibility can be determined as well as whether the 
project is worth pursuing based on this information. 

 Design: This phase required working with the 
company’s stakeholders to determine the requirements 
once the project had been identified. Diagrams such as 
flow diagrams and high-level UML diagrams are used 
to demonstrate how the new features perform and how 
they integrate into the existing system. 

 Development: The works begin once the project team 
has identified the requirements based on stakeholder 
feedback. UX designers and developers start working 
on the project’s initial iteration to deliver a viable 
product. The product will go through several phases of 
improvement to meet the stakeholder’s requirements. 
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 Testing: The Quality Assurance team will check the 
product’s performance and address any defects and 
bugs that produce unexpected results. The software 
engineer team will finalize the system and user 
documentation once the product is satisfied. 

 Deployment: This phase includes ongoing software 
release support, especially when the project team must 
keep the system working well and demonstrate users 
on using the system. The production phase comes to an 
end when the support has ended. 

 Review: The final phase is to get feedback from the 
stakeholder once the product has been released. The 
project team will receive feedback on the development 
and work through it to improve their work for the next 
project. 

B. Literature Review 

The Centers for Disease Control and Prevention (CDC) is 
the United States' main public health agency. It is a 
government agency of the United States that belongs to the 
Department of Health and Human Services and is 
headquartered in Atlanta, Georgia. The agency's primary aim 
is to protect public health and safety by controlling and 
preventing disease, injury, and disability in the United States 
and around the world. The CDC concentrates national 
attention on developing and implementing disease control and 
prevention strategies [7]. 

The Behavioral Risk Factor Surveillance System (BRFSS) 
is a health-related telephone survey conducted annually by the 
Centers for Disease Control and Prevention (CDC). The 
survey collects data from over 400,000 Americans each year 
on health-related risk behaviors, chronic health issues, and use 
of preventative treatments. It has been conducted every year 
since 1984. According to the CDC, 34.2 million Americans 
have diabetes and 88 million have prediabetes as of 2018. 
Furthermore, the CDC indicates that one in every five 
diabetics and about eight out of ten pre diabetics are unaware 
of their risk. To improve preventive care, EHR is necessary, 
which can monitor the patient's state of health and track 
treatment progress to make preventative care easier. 

The main purpose of this business is to implement 
electronic health records (EHR) to give better care to patients. 
EHR and the ability to exchange health information 
electronically can help patients receive better quality and safer 
care while also providing substantial profit to the business. It 
automates a multitude of operations for the practice and 
allows for instant access to patient records for better 
coordinated and efficient care when compared to manually 
inserting, updating, or deleting data using a csv file. To 
improve productivity and work-life balance, physicians are 
allowed to share electronic information with one another 
remotely and in real time [1]. 

Furthermore, early diagnosis is essential since it can lead 
to lifestyle changes and more effective treatment, making 
diabetes risk prediction models important tools for the general 
population and public health officials. Health analytics are 
given by applying EHR, which can help to recognize patterns, 
predict diagnoses, and recommend potential treatment 

alternatives. Rather of relying on trial-and-error methods, 
these analytics lead to more successful overall patient results 
the first time. 

C. Challenges faced by CDC 

Various changes are occurring in the Centers for Disease 
Control and Prevention (CDC), creating new challenges to 
both large and small medical businesses. To name a few, the 
integration of services, technological developments, and 
patient preferences have created a new environment in which 
performing a medical treatment is no longer solely about 
treating patients. 

First, big data development is well received in the medical 
world, but implementation may not be as easy. Non-relational 
databases combine patient data from several sources to 
provide meaningful metrics. The technology appears at the 
ideal time to meet the demand for newly available patient 
information warehouses. Relational databases have 
traditionally been used by healthcare providers to manage and 
store patient records. Nevertheless, relational databases are 
incapable of managing unstructured data, such as medical 
documentation and transcripts. Only a small fraction of 
healthcare providers has successfully transitioned from 
relational to non-relational databases using standard electronic 
health records (EHRs). Most firms that effectively employ 
non-relational information systems are big and financially 
secure. 

Besides that protecting the devices that protect public 
health is important as many developments in healthcare 
technology use Internet connectivity.  However, this 
convenience extends to cyber attackers as well. Malicious 
cyber-attacks will become more common as the Internet-
connected medical device industry evolves. The US 
authorities warned people in 2015 that hackers may command 
infusion pumps to deliver harmful drug doses. The leak raised 
the prospect of malevolent programmers infiltrating medical 
devices and causing harm to people. Moreover, hackers utilize 
medical equipment to invade care provider networks, stealing 
research and clinical trial data as well [13]. Presently, no 
medical equipment has been infiltrated by hackers, resulting in 
a fatal event. Yet, cyber security experts warn that an assault 
on an untrained care provider can harm an organization in a 
variety of ways. 

Furthermore, as patients are becoming more liable for a 
growing amount of their medical expenses, health providers 
are listing patient collections as their top revenue cycle 
management challenge. Providers must comply with patient 
payment preferences to urge patients to make payments on 
time. Invoice statements should be patient-friendly to meet the 
expectations of patients and enhance their user experience. For 
example, e-Statements and a range of payment alternatives, 
such as credit cards, etc. through an online patient portal can 
be used. However, setting up such billing and payment 
processing systems in-house can be difficult and expensive for 
medical offices. They must not only discuss agreements with 
each payment processor and develop the infrastructure, but 
they must also bear the continuous administrative costs of 
such technology. Besides, healthcare professionals must 
adhere to stringent criteria to preserve patient information. 
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You must ensure that your payment interface and processing 
system are entirely compliant, or you may face a severe 
penalty. 

Lastly, in recent years, there have been substantial changes 
in the health insurance sector of the CDC. As more patients 
bear a greater share of their medical costs, they naturally 
expect greater services from their providers. The CDC will 
confront increased competition in gaining and maintaining 
patients who seek a level of customer service comparable to 
that of other retail chains. For example, they expect a 
streamlined patient experience in which they can "self-
service" to settle most doubts, problems, or concerns 
whenever, wherever, and however they see fit [2], [14]-[15]. 

D. Opportunities of CDC 

After looking into the difficulties or problems that arise in 
the disease control and prevention centers, we have identified 
some alternative solutions as well as opportunities to ensure 
the organization remains sustainable. The opportunities of 
disease control and prevention centers are listed as follows. 

Due to the Centers for Disease Control and Prevention 
(CDC) currently using the traditional spreadsheet approach to 
store and manage patient records, it slows down the workflow 
of the organization. Therefore, CDC needs to transition from 
using a spreadsheet like Microsoft Excel to an electronic 
health records (EHR) system. The EHR system helps their 
CDC staff to capture and access information gathered during 
patient appointments with just a click. It is more user-friendly 
than a spreadsheet since the process of adding, updating, 
viewing, and deleting the patient’s data can be done 
systematically and more simply. Moreover, the EHR system 
allows multiple staff to have simultaneous access to health 
records anytime and anywhere. And most significantly, it also 
enables the staff to share information with other practices 
suchlike emergency facilities, specialists, and laboratories, to 
contain all the information clinicians provide for patient care 
[9]-[10]. 

Besides that CDC will be able to expand the view of 
patient care and ensure every patient has gotten the medical 
services they need. With the use of the EHR system, it has 
provided a variety of useful functions like the capability to 
generate the analytical report based on clinical data collected 
from ongoing patient care. In healthcare, the analytical report 
is used to detect or predict early signs of patient deterioration 
and aids in the more definitive patient diagnosis, followed by 
the appropriate treatment of the identified indication. Accurate 
preventive measures have been shown to reduce mortality and 
morbidity rates in diagnosed patients. 

Lastly, a high level of security management retains 
patients as EHR systems provide better security of 
confidential records. Certain users might be granted varying 
levels of access to patients’ data to ensure that the sensitive 
files are protected and kept safe. The unauthorized individuals 
who aim to access the system will be restricted. The 
probability of valuable records being stolen by theft or hacker 
is lower. As a result, CDC has gained trust and built loyalty 
among patients. 

II. PROPOSING BI SOLUTIONS 

Predictive analytics is one of the top business intelligence 
trends for the past two years in a row, but the potential 
applications extend well beyond business and far into the 
future. CDC can build a database for predictive analytics tools 
that would enhance care delivery. This is especially important 
in the case of individuals who have a complicated medical 
history and are suffering from various illnesses. The purpose 
of healthcare internet business intelligence is to assist doctors 
in making data-driven choices in seconds and improving 
patient care. The purpose of healthcare internet business 
intelligence is to assist health care agencies in making data-
driven choices in seconds and improving the health of the 
United States citizens. CDC can also use BI tools to make a 
predictive diabetes analysis in detail. With these, we can 
clearly know the health of the United States citizens and 
identify the key factors about who are getting diseases. Then, 
CDC can find the best solution to reduce the Americans’ 
diseases.  However, new BI solutions and tools would also be 
able to anticipate who is at risk of diabetes, so it is advised on 
extra testing or weight control [8]. 

In addition to predictive analysis, BI tools may assist firms 
in analysing clinical data such as assessing lab test results, the 
incidence of unfilled prescriptions, and so on. This allows 
CDC to track disease entails determining what causes 
individuals to get ill as well as the most efficient measures to 
avoid illness. It can also assist local committees in 
determining which regions require further funding. 

Moreover, business intelligence is a relatively recent 
concept that refers to the gathering and analysis of data to 
better business operations and strategic planning. This similar 
paradigm underpins healthcare business intelligence, but the 
data in issue is patient data obtained through several sources. 
Using the BI tools can improve the decision making and 
ensure the data quality [12]. Using BI tools can also quickly 
generate accurate reports. BI tools make it simpler and easier 
for businesses to develop and share dashboards and gather 
information [11]. For example, Tableau includes several 
ready-made templates for users in the healthcare agency, 
which aids in installation by allowing firms to easily drill 
down into their data. Healthcare BI software is a subset of BI 
software that is aimed specifically at the healthcare sector. 
These technologies increase the ability of medical experts to 
examine data obtained from various sources. These sources 
might include patient files and medical data, but they can also 
include extra information. 

III. DATASET ANALYSIS 

The dataset used in this project is retrieved from National 
Health and Nutrition Examine Survey (NHANES) by CDC 
[3]. The author did some analysis on the dataset and found out 
that the dataset is a health record of diabetes chronic disease 
representing the United States population of all ages. The 
dataset consists of attributes describing various blood testing, 
body mass index (BMI) and other symptoms that could cause 
diabetes. Moreover, it is also found that the dataset does not 
contain any individual’s personal information as health 
records are confidential information. Due to the NHANES 
Data Release and Access Policy, these records are designated 
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as classified official documents because they include private 
and personal information. Therefore, it must be given a high 
level of data protection. 

A. Description of Dataset 

This dataset contains around 200,000 records with 22 
attributes. The attributes and its data type as well as 
description are shown below (Table I): 

TABLE I. DESCRIPTION OF DATASET 

No Attribute Name Data Type Description 

1 Diabetes_012 
Numerical 

(Interval Scale) 

Disease status 

0 = no diabetes 

1 = prediabetes 

2 = diabetes 

2 HighBP Boolean 

Blood pressure 

0 = no high BP 

1 = high BP 

3 HighChol Boolean 

Cholesterol 

0 = no high cholesterol 

1 = high cholesterol 

4 CholCheck Boolean 

Cholesterol check 

0 = no cholesterol check in 5 

years 

1 = yes, having cholesterol 

check in 5 years 

5 BMI 
Numeric 

(Continuous) 

Value of body Mass Index 

based on patient weight and 

height 

6 Smoker Boolean 

Have ever smoked more than 

100 cigarettes (5 packs) in a 

lifetime 

0 = no 

1 = yes 

7 Stroke Boolean 

Have ever experienced a 

stroke 

0 = no 

1 = yes 

8 
HeartDiseaseorAt

tack 
Boolean 

Have ever experiencing 

coronary heart disease (CHD) 

or myocardial infarction (MI) 

0 = no 

1 = yes 

9 PhysActivity Boolean 

Physical activity within the 

past 30 days 

0 = no 

1 = yes 

10 Fruits Boolean 

Consume fruit at least one or 

more times per day 

0 = no 

1 = yes 

11 Veggies Boolean 

Consume vegetables at least 

one or more times per day 

0 = no 

1 = yes 

12 
HvyAlcoholCons

ump 
Boolean 

Heavy drinkers 

 Adult men – 

having more than 14 drinks 

per week 

 Adult women –

having more than 7 drinks per 

week 

0 = no 

1 = yes 

13 AnyHealthcare Boolean 

Have any type of health care 

coverage (health insurance, 

prepaid plans like HMO) 

0 = no 

1 = yes 

14 NoDocbcCost Boolean 

In the past 12 months, have 

you had a need to see a doctor 

but couldn't because of the 

cost? 

0 = no 

1 = yes 

15 GenHlth 
Numerical 

(Interval Scale) 

Would you say that your 

overall health is: 

Scale 1-5 

1 = excellent 

2 = very good 

3 = good 

4 = fair 

5 = poor 

16 MentHlth 
Numerical 

(Interval Scale) 

In the last 30 days, how many 

days did you have poor 

mental health, including 

stress, depression, emotional 

issues? 

Scale 1-30 days 

17 PhysHlth 
Numerical 

(Interval Scale) 

In the last 30 days, how many 

days did you have poor 

physical health, including 

physical illness and injury? 

Scale 1-30 days 

18 DiffWalk Boolean 

Have trouble walking or 

climbing stairwells? 

0 = no 

1 = yes 

19 Sex Nominal Scale 

Gender 

0 = female 

1 = male 

20 Age 
Numerical 

(Ratio Scale) 

Level age category 

1 = Age 18 to 24 

2 = Age 25 to 29 

3 = Age 30 to 34 

4 = Age 35 to 39 

5 = Age 40 to 44 

6 = Age 45 to 49 

7 = Age 50 to 54 

8 = Age 55 to 59 

9 = Age 60 to 64 

10 = Age 65 to 69 

11 = Age 70 to 74 

12 = Age 75 to 79 

13 = Age 80 or older 

21 Education 
Numerical 

(Ratio Scale) 

Education level Scale 1-6 

1 = Never attended school or 

only kindergarten 

2 = Grades 1 through 8 

(Elementary) 

3 = Grades 9 through 11 

(Some high school) 

4 = Grade 12 or GED (High 

school graduate) 

5 = College 1 year to 3 years 

(Some college or technical 

school) 

6 = College 4 years or more 

(College graduate) 

 

22 Income 
Numerical 

(Ratio Scale) 

Income Scale 1-8 

1 = less than $10,000 

5 = less than $35,000 

8 = $75,000 or more 
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B. Data Cleaning 

The practice of correcting or deleting inaccurate, damaged, 
improperly formatted, duplicate, or incomplete data from a 
dataset is known as data cleaning. There are numerous ways 
for data to be duplicated or incorrectly categorized when 
merging multiple data sources. Even if results and algorithms 
appear to be correct, they are unreliable if the data is 
inaccurate. Because the procedures will differ from dataset to 
dataset, there is no one definitive way to specify the precise 
phases in the data cleaning process. But it is essential to create 
a template for your data cleaning procedure so you can be sure 
you are carrying it out correctly each time. The following 
techniques demonstrate how the dataset is cleaned by using 
Microsoft Excel and RStudio. 

Microsoft Excel provides a lot of functions to the user and 
allows the user to show the data analysis results in a variety of 
ways. The data analysis results can be displayed as charts that 
emphasize the significant points in the data, and the audience 
will immediately comprehend what you want to project in the 
data. Excel allows us to visualize the data to reveal hidden 
data and identify data patterns. Several features have been 
picked from the vast array to be used in this project. 

 Checking Missing Values 

        
Fig. 2. Filter function in excel. 

Filter function is used to filter a range of data depending 
on the criteria you define (Fig. 2). The filter function allows 
users to filter out all the data in a column, allowing them to 
see an overview of the data values. Furthermore, use this 
method to determine whether there is a null value in the 
column. 

       
Fig. 3. Find function in excel. 

The find function allows the user to check the missing 
value (Fig. 3). After that put all the missing values as blank. It 
means the dataset occurs missing value if it manages to be 
replaced as a blank field. So, it is required to handle it when 

there is a null value to ensure data accuracy and improve data 
quality. 

 Remove Duplicate Data 

    
Fig. 4. Remove duplicate function. 

Duplicate data might be valuable in some cases, but it can 
also make it difficult to interpret your data (Fig. 4). To 
discover and highlight duplicate data, conditional formatting 
can be used. That way, you may go through the duplicates and 
determine whether to eliminate them. It allows you to select 
the formatting you wish to apply to the duplicate values in the 
box next to values with. 

 
Fig. 5. Remove duplicates feature. 

The duplicate data will be permanently removed if you 
utilize the Remove Duplicates feature (Fig. 5). Before deleting 
the duplicates, it's a good practice to transfer the original data 
to another worksheet so you don't lose any information 
inadvertently. It is also more convenient for users to remove 
all the duplicate data. It will remove all the duplicate values 
and remain unique. 

       
Fig. 6. Remove all duplicates. 

As a result, used this method to retrieve the unique value 
efficiently and quickly from the specified column (Fig. 6). 
Besides, this function can ensure all the data quality to 
generate a better virtualization. Duplicating tough checks by 
humans is inefficient and time consuming. In the worst-case 
scenario, it is the result of human error. 

Furthermore, RStudio is used as well for data cleaning as 
is an Integrated Development Environment (IDE) that 
provides a one-stop solution for all statistical computation and 
graphics. It is a powerful and simple way to engage with R 
programming. The RStudio is a more advanced version of R 
that has a multi-pane window setup that allows users to access 
all the important info on a single screen (such as source, 
console, environment & history, files, photos, graphs). 
RStudio was used in this project because various activities 
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required the use of the R language to help in the visualization 
and pre-processing of data. The data may be noisy, contain 
outliers, or simply contain inaccuracies that must be dealt with 
to increase completeness and compellability. R has excellent 
data wrangling support. Packages such as dplyr and readr can 
convert unstructured data into structured data. Therefore, it 
can improve the efficiency of data pre-processing. 

 Handle missing value 

 
Fig. 7. Handle missing values. 

This function identifies the missing value in our dataset 
(Fig. 7). The sum(is.na()) function shows us how many total 
missing values there are in this data frame. The mean(is.na()) 
function displays the overall proportion of missing values in 
this data collection. Before deal with missing values, must 
first figure out which columns have missing values. Therefore, 
may use the colSums(is.nat()) function to check. 

 Replace missing value with mean 

 
Fig. 8. Replace missing value. 

This function will be used when wants to replace the 
missing value with mean (Fig. 8). It’ll start by calculating the 
mean of the value, then use the format() function to round it to 
the nearest integer. The is.na() function checks each value to 
see whether it is NA, and if it is, it replaces the NA values 
with mean. 

 Remove missing value 

 
Fig. 9. Remove missing value. 

This function will remove any missing values in a specific 
column (Fig. 9). Pipe operator (%>%) is used to connect the 
datasets and the select function. The drop_na() function drops 
rows that have a missing value in the Diabetes binary 
columns. 

 Remove duplicated data 

 
Fig. 10. Remove duplicated data function. 

This function removes any duplicated rows from the data 
frame (Fig. 10). The sum(duplicated ()) function displays the 
total number of duplicated data in this data frame. The 
distinct() function can be used to keep just unique or distinct 

rows from a data frame. Only the first row is kept if there are 
duplicate rows. 

 Remove outliers of data 

 
Fig. 11. Remove outlier data. 

      
Fig. 12. Boxplot of BMI before and after removing outliers. 

Box plots graphically represent the distribution of 
numerical data and skewness by displaying data quartiles and 
averages, which can be used to identify outliers within a data 
collection (Fig. 11 and 12). When analyzing a box plot, an 
outlier is defined as a data point that lies outside the whiskers 
of the box plot. The subset() function is then used to remove 
the BMI values that are more than 1.5 times the interquartile 
range above the upper quartile and less than 1.5 times the 
lower quartile (Q1 - 1.5 * IQR) &(Q3 + 1.5 * IQR). 

 Analysis of data frame’s value 

 
Fig. 13. Summary function. 

 
Fig. 14. Table function. 

The summary() and table() functions are used to construct 
and provide the summarized result to the user (Fig. 13 and 
14). It is especially handy when the user wants to know the 
frequency of occurrence of each value in a specific column or 
data frame. According to the figure above, the table() function 
is used to analyze the Diabetes 012 column by generating a 
result in terms of how frequently each value occurs. 

 
Fig. 15. Summary function result of diabetes dataset. 

The summary() function can be used to generate a 
summary of the entire data frame by listing out its columns 
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and displaying the data quartiles, min, max, and average for 
each variable (Fig. 15). 

 Read and Write function 

 

 
Fig. 16. Read and write function. 

These functions are used to read a csv file from the folder 
that was imported into RStudio and save it to a variable, as 
well as to export an analyzed data frame from RStudio to a csv 
file and save it to our computer (Fig. 16). The read.csv 
function in the code above attempts to read the csv file from 
the folder and load it into the diabetes variable as a data frame. 
After completing the data pre-processing, the write.csv 
function may be used to write the clean diabetes data frame 
into a csv file called "Diabetes.csv" and exported to a folder. 

C. Data Modeling 

Data modelling is the act of developing a visual 
representation of an entire information system or certain 
components of it to convey relationships between various data 
points and organizational structures. The objective is to 
provide examples of the different types of data that are used 
and stored inside the system, their relationships, possible 
groupings and organizational structures, formats, and 
attributes. 

An algorithm is a group of calculations and heuristics used 
in data mining (also known as machine learning) to build a 
model from data. The algorithm initially examines the data 
you submit, searching for kinds of patterns or trends before 
building a model. In numerous iterations, the algorithm uses 
the findings of this research to choose the best parameters for 
building the mining model. The full data collection is then 
subjected to these criteria to extract useful patterns and 
thorough statistics. In this section, the algorithm used include 
decision tree, support vector machine (SVM) and Naïve Bayes 
algorithm. 

1) Decision tree: A supervised learning approach that 

works with both discrete and continuous variables is a 

decision tree. The dataset is divided into subgroups based on 

the dataset's most important attribute. The algorithms 

determine how this attribute is identified by the decision tree 

and how this splitting is carried out. The root node, which 

represents the most important predictor, splits into decision 

nodes, which are sub-nodes, and terminal or leaf nodes, which 

do not further split. 

2) Support Vector Machine (SVM): Finding a hyperplane 

in an N-dimensional space (N is the number of features) that 

categorizes the data points clearly is the goal of the support 

vector machine algorithm (Fig. 17). There are a variety of 

different hyperplanes that might be used to split the two 

classes of data points. Finding a plane with the greatest margin, 

that is, the greatest separation between data points from both 

classes. Maximizing the margin distance adds some support, 

increasing the confidence with which future data points can be 

categorized. 

 
Fig. 17. SVM algorithm. 

3) Naïve Bayes algorithm: Naïve Bayes algorithm is a 

classification method built on the Bayes Theorem and 

predicated on the idea of predictor independence. A Naive 

Bayes classifier, to put it simply, believes that the presence of 

one feature in a class has nothing to do with the presence of 

any other feature. The formula for Bayes’ theorem is as 

follows (Fig. 18): 

 
Fig. 18. Calculation for Bayes’ theorem. 

 The posterior probability, or P(A|B), measures the 
likelihood that a given hypothesis (A) will really occur. 

 P(B|A) stands for Likelihood Probability, which 
measures how likely it is based on the evidence at hand 
that a given hypothesis is correct. 

 Priority probability, or P(A), is the likelihood of a 
theory before seeing the evidence. 

 The probability of evidence is marginal probability, or 
P(B). 

IV. BUSINESS INTELLIGENCE ARCHITECTURE 

A business intelligence architecture is the structure that an 
organization uses to operate business intelligence and 
analytics applications. It covers the information technology 
systems and software tools used to gather, combine, store, and 
analyze BI data before presenting it to high-level executives 
and other business users as information on daily operations 
and statistics. The underlying BI architecture is a critical 
component in implementing an effective business intelligence 
program that makes data analysis and reporting to assist an 
organization in tracking business performance, optimizing 
business processes, identifying new revenue opportunities, 
improving strategic planning, and providing better decisions 
overall [4]. 

Putting such a framework in place helps the healthcare BI 
team to operate in a coordinated and organized manner to 
construct an organizational BI solution that fulfils the data 
analytics requirements of its company. The BI architecture 
also assists BI and data managers in developing an effective 
method for processing and handling data that is delivered into 
the environment (Fig. 19). 
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Fig. 19. Proposed BI architecture. 

 Data source 

These are all the sources that gather and store the data 
specified as important for the enterprise BI program such as 
EPR, PRM, radiology, insurance and so on. Secondary 
sources, such as patient databases from third-party information 
providers, might also be included. As a result, both internal 
and external data sources are frequently included in BI 
architectures. Data relevance, data validity, data quality, and 
the amount of information in the accessible data sets are all 
important factors in the data source selection process. 
Furthermore, to fulfil the data analysis and decision-making 
requirements of executives and other business users, a 
combination of structured, semi - structured and unstructured 
data types may be necessary. 

 ETL (Extract, Transform and Load) 

ETL is a data integration process that integrates data from 
numerous data sources into a single, consistent data repository 
that is then put into a data warehouse. ETL cleanses and 
organizes data using a set of business rules to fulfil business 
intelligence objectives, such as monthly reporting, but it may 
also handle more complex analytics to enhance back-end 
operations or end user experiences. 

 Data Storage 

This contains all the repositories where BI data is stored 
and handled. The most common is a data warehouse that holds 
structured data in a relational or multidimensional database 
and allows easy access for querying and analysis. Data 
warehouse can be linked to smaller data marts which are 
created for departments data customized to their BI 
requirements. 

 Analytics 

In the step, the focus will be on data analysis after 
handling, processing, and cleaning the data in the previous 
steps with the aid of a data warehouse. The analytics layer is a 
series of steps that comprise a toolbox that can be used for any 
form of analytics. BI application tools are used to meet the 
pervasive demand for successful analysis to enable 
organizations of all sizes to develop and earn profit. The four 
big data analytics techniques include classification, prediction, 
clustering, and association rules. Besides, a set of technologies 
may be implemented into a BI architecture to evaluate data 
and deliver information to business users such as ad hoc 
query, OLAP and data mining, BI. Specifically in the case of 
ad hoc query analysis, which allows for higher freedom, 
flexibility as well as usability in conducting analysis and 
assisting in the rapid and correct response to crucial business 

problems. Moreover, the increased use of self-service BI tools 
allows managers and business analysts to execute queries on 
their own rather than depending on members of the BI team to 
do so. In addition, data visualization tools are also included in 
BI software and can be used to produce graphical 
representations of data suchlike graphs, charts, diagrams and 
so on to show patterns, outlier elements, and trends in 
datasets. 

 Optimization 

In general, an optimization process refers to any process 
that systematically proposes a better solution and results than 
previously used solutions. It is the practice of fine-tuning a 
process to optimize a collection of parameters while keeping 
within a series of constraints. The main purpose of process 
optimization is to provide more options for modifying the 
analytics layer’s findings. The optimization block comprises a 
variety of approaches ranging from mathematical 
programming to gradient methods and stochastic to 
distributed. 

  Presentation 

This layer contains tools that present information to 
different users in a variety of forms. In the presentation layer, 
the type of technology includes dashboards, reports, and 
portals. All these information delivery tools allow business 
users to see the results and insights of BI and analytics 
applications for additional data analysis through built-in data 
visualization and the usual self-service capabilities. 
Executives and managers who want a broad picture of their 
organization’s performance might use data visualization tools 
suchlike dashboards. A dashboard is a handy tool that lets 
users view data using graphs or charts, colored metrics as well 
as tables. Furthermore, users may also enable users to 
visualize more specific information regarding key 
performance indicators (KPIs) in their organizations. With the 
help of dashboards, they can more effectively track their 
progress towards setting goals. Besides, web portals refer to 
software that makes surfing the internet easier. By using the 
proposed BI architecture, they can retrieve files in file systems 
belonging to the Healthcare company or information given by 
web servers in private networks. Dashboards and web portals 
may both be configured to enable real-time data access with 
flexible views and drill-down capabilities. Reports have a 
more static framework for presenting data. 

V. DATAWAREHOUSE AND OLAP MODEL 

The dimensional model above determined the simplest 
type of data warehouse schema, which is the star schema. This 
schema is commonly used to design or construct a data 
warehouse and dimensional data marts. In a data warehouse, a 
star schema can include one fact table and a series of 
interconnected dimension tables in the center. In the star 
schema above, the fact table includes keys to the five-
dimension table such as Patient_ID, Living_ID, Disease_ID, 
HealthCheck_ID, Service_ID and other attributes like BMI 
(Body Mass Index) and diagnostic status. The following are 
the list of attributes in each of the dimension table: 
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 Patient dimension table: Sex, Age, Education and 
Income 

 Health service dimension table: AnyHealthcare, 
NoDocbcCost, CholCheck 

 Health check dimension table: High BP, HighChol, 
GenHlth, MentalHlth, PhysHlth, DiffWalk 

 Disease dimension table: Stroke, 
HeartDiseaseOrAttack 

 Living habit dimension table: Smoking, PhysActivity, 
Fruits, Veggies, HeavyAlcoholConsump. 

 
Fig. 20. Star schema. 

The advantage of star schema is that all OLAP systems 
implement the star schema to efficiently create OLAP cubes 
(Fig. 20). In contrast, many OLAP systems have a ROLAP 
mode of operation that allows users to use a star schema as a 
source without having to create a cube structure. Moreover, 
star schema gains in query performance when compared to 
fully normalized schemas as it can give improvements in 
performance for read-only reporting applications. 

VI. DASHBOARD VISUALIZATION 

There are two dashboards created for this project which 
are the diabetes analytics dashboard and patient analysis 
dashboard. By providing it with a visual context via maps or 
graphs, data visualization helps us understand what the 
information means. As a result, it is simpler to spot trends, 
patterns, and outliers in enormous data sets since the data is 
easier for the human mind to understand. 

A. Dashboard for Diabetes Analysis 

A dashboard refers to an electronic tracking tool that 
organizations use to present and summarize their data 
collection. The dashboard in Fig. 21 shows the information 
about the overall diabetes analytics according to the Centers 
for Disease Control and Prevention (CDC). CDC may use a 
dashboard to determine the rates of diagnosed diabetes, 
prediabetes, and no diabetes in the general population as well 
as the leading causes of diabetes. For example, it displays the 

number of patients’ diagnostic statuses based on their status of 
smoking, stroke, heart disease or attack, blood pressure and 
cholesterol as well as physical activity. Moreover, the 
dashboard enables CDC to keep track of their patient’s health 
conditions, so that they can predict the risk and early signs of 
diabetes and provide the appropriate treatment. 

 
Fig. 21. Diabetes analysis dashboard. 

 
Fig. 22. Healthcare coverage on patient’s diagnostic status. 

According to the Fig. 22, a side-by-side bar graph has been 
used to categorize and present data that results from 
classifying a group of things based on two or more factors. It 
shows the number of patients who have or have not had health 
care coverage based on the patient's diagnostic status (no 
diabetes, prediabetes, diabetes). The bar graph depicts the 
patient's diagnostic status using three different colors. Patients 
without diabetes are represented by purple, those with 
prediabetes by light pink, and those with diabetes by red. 
Based on the graph, the number of patients without diabetes 
with healthcare coverage is 179,340, which is dramatically 
more than the number of patients without diabetes with 
healthcare coverage, which is 10,715. As a result, can 
conclude that patients who have healthcare coverage, such as 
health insurance or prepaid plans like HMO, can help with 
diabetes prevention. 

The stacked bar graph in Fig. 23 is used to show the count 
of the patients’ diagnostic status (no diabetes, prediabetes, 
diabetes) based on the NoDocbcCost in the last 12 months. A 
stacked bar graph is a type of graph which is utilized to divide 
and compare parts of a whole. Each bar in the graph represents 
a whole, and each section represents a different part or 
category of that whole. The various categories in the bar are 
represented by different colors. Light blue for no (the patient 
could see the doctor without worrying about the cost) and dark 
blue for yes (the patient could not see a doctor because of the 
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cost). Based on the graph, the number of patients without 
diabetes who could see a doctor without being concerned 
about the cost is 173,070, which is noticeably higher than the 
number of patients without diabetes who could not see a 
doctor due to the cost, which is 16,985. In addition to that the 
number of diabetic patients who could see a doctor without 
worrying about the cost is 31,355, which is higher than the 
number of diabetic patients who could not see a doctor 
because of the cost, which is 3,742. As a result, can conclude 
that most patients do not have to be worried about the cost of 
seeing a doctor, and that it has little impact on a patient's risk 
of developing diabetes. 

 
Fig. 23. Count of patients’ diagnostic status based on medical fees. 

 
Fig. 24. Patients’ diagnostic status based on stroke. 

Fig. 24 represents the patients' diagnostic status which 
includes no diabetes, prediabetes, diabetes based on stroke and 
non-stroke. There are two categorical variables which are 
displayed using the side-by-side column graph. A side-by-side 
column graph is used to illustrate two category variables. The 
results collected when the patients are classified according to 
diagnostic status (no diabetes, prediabetes, diabetes) and the 
state of stroke (has stoke, no stroke) are displayed in the side-
by-side column graph above. The bar graph uses three unique 
colors to indicate the patient's diagnostic status which is 
categorized by the diabetes status. Pink color for no diabetes, 
grey color for prediabetes and green color for diabetes. The 
filter option in the upper right corner can help you select and 
display only the data you want to view, making comparison 
and analysis easier as well. Furthermore, also observe that no 
diabetes has the highest count within no diabetes which is 

183304 out of 219497, and no diabetes has the highest count 
within stroke which is 6751 out of 10284. Besides that, can 
see that the number of patients with diabetes and prediabetes 
who have no stroke is higher than the number of patients who 
have stroke, reaching 36193 respectively, compared to the 
number of patients who have heart disease and attack, which 
is 3798. To conclude, stroke is not the main reason to get 
diabetes because the number of patients with non-stroke is 
higher than the patients with stroke. 

 
Fig. 25. Patients’ diagnostic status based on heart disease. 

Fig. 25 represents the patients' diagnostic status which 
includes no diabetes, prediabetes, and diabetes, based on 
whether the patient has heart disease and attack, and non-heart 
disease and attack.  A Multi-Category Chart is useful when 
you have data for components that fall into multiple 
categories. With this, can show comparative data in more than 
one category. You can distinguish various states based on their 
varied colors using the card in the upper right corner. Based 
on the graph above, pink represents no diabetes, grey 
represents prediabetes, and green represents diabetes. It shows 
that the highest count inside no diabetes is 174 858 out of 
206064, while the greatest count within stroke is 15197 out of 
23717. Patients who get heart disease and attack with no 
diabetes accounted half of the total. However, can observe that 
the count of diabetes and prediabetes in no heart disease or 
attack is higher than the patients who had heart disease or 
attack, reaching 31377 respectively, compared to the count of 
those who have heart disease and attack, which is 8520. From 
this, it can be stated that heart disease rarely affects diabetes. 

 
Fig. 26. Patients’ diagnostic status based on physical activity. 
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Fig. 26 depicted the count of patients' diagnostic status (no 
diabetes, prediabetes, diabetes) based on physical activity and 
no physical activity. The two categorical variables are 
displayed using side-by-side column graph. A side-by-side 
column graph can be used to organize and present data that 
results from categorizing a group of people or things using 
two or more criteria. For example, the side-by-side column 
graph above displays the data obtained when patients are 
categorized according to diagnostic status (no diabetes, 
prediabetes, diabetes) and state of exercise (has physical 
activity, no physical activity). The bar graph uses three unique 
colors to indicate the patient's diagnostic status. According to 
the legend, the pink column represents patients who do not 
have diabetes, the green represents patient who have 
prediabetes, and yellow represent patients who have diabetes.  
The filter option in the right corner can assist in filtering and 
displaying only the data that you want to see, making 
comparison and analysis easier. Based on the graph, it 
demonstrates that the number of patients without diabetes who 
engage in physical activity is 143312, which is significantly 
higher than the number of patients without diabetes who do 
not engage in physical activity, which is 46743. From this, it 
can be assumed that physical activity can aid in the 
development of resistance and the prevention of diabetes. 

 
Fig. 27. Association between the diagnostic status and smoking. 

In Fig. 27 above, a cluster of circles represents the 
association between the diagnostic status (no diabetes, 
prediabetes, diabetes) and smoking. To make the best use of 
space, the bubbles are packed in as tightly as possible. The 
individual bubbles are defined by the category field, and the 
bubble size is represented by the value field. Above, it shows 
at diagnostic status and smoking. While, can’t control how the 
bubbles are arranged, but can control how big they are by 
putting a measure on size, in this case, and use the count of 
diagnostic status. The size of the bubbles represents the count 
of diagnostic status for various combinations of diagnostic and 
smoking status. This function is especially beneficial since the 
size of the bubble clearly shows the difference between them. 
The larger the circle, the larger is the proportion of the total. 
When a legend field is assigned to the Packed Bubble chart, 
the grouping mode is selected by default. It colorizes and 
divides the bubbles further based on the legend field. The 
color scheme is classified into two categories: smokers and 
non-smokers. According to the graph, most diabetic patients 
are heavy smokers (18223), while the majority of non-diabetic 
patients are non-smokers. Therefore, may conclude that 
smoking has a significant impact on causing diabetes. 

 
Fig. 28. High blood pressure status based on patient’s diagnostic status. 

Fig. 28 shows the count of high blood pressure and no high 
blood pressure based on the patient’s diagnostic status (no 
diabetes, prediabetes, diabetes). A side-by-side bar graph is 
used to organize and present data that results from 
categorizing a group of things according to two or more 
criteria. The bar graph displays two distinct colors to depict 
whether the patient has blood pressure. Patients with no high 
blood pressure are represented by green, while those with high 
blood pressure are represented by yellow. From this graph, the 
number of patients without diabetes and having high blood 
pressure is 75105 which is much lower than the number of 
patients without diabetes and no high blood pressure at 
114950. However, it depicts that for prediabetic and diabetic 
patients, the count of high blood pressure is relatively high, 
reaching 2912 and 26405 respectively, compared to the count 
of no high blood pressure, which is 1717 and 8692. 

 
Fig. 29. High cholesterol status based on patient’s diagnostic status. 

As depicted in Fig. 29 above, it shows high cholesterol and 
non-cholesterol counts according to the patient’s diagnostic 
status. The tree map is a visual representation consisting of 
nested rectangles. These rectangles indicate different 
categories within a given dimension and are arranged in a tree-
like hierarchy. The tree map chart displays various distinct 
colors to distinguish between high cholesterol and non-
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cholesterol in different diagnostic statuses. When looking for 
insights in a tree map, the largest box represents the largest 
portion of the entire, while the smallest box represents the 
smallest portion. 

Fig. 30 below depicts the total number of no high 
cholesterol and high cholesterol for each diagnostic status 
such as no diabetes, prediabetes, and diabetes. From this table, 
we can analyze whether high cholesterol has a strong effect on 
causing diabetes. 

 
Fig. 30. Total number of high cholesterol status for each diagnostic status. 

B. Dashbaord for Patient Analysis 

The spreadsheets and dashboards shown below are mainly 
focused on patient-related data, starting from the patient’s 
gender, age group, education level and their income. The 
purpose is to obtain a broad perspective of patient’s personal 
information and acquire relevant knowledge for Centers for 
Disease Control and Prevention (CDC) management to 
analyze whether these personal factors will cause diabetes and 
may use that as a reference to make a better decision for 
prevention. 

 
Fig. 31. Patient based on age group. 

In Fig. 31 above represented the horizontal bar of patient 
based on their age group separated by gender. The stacked bar 
graph can differentiate the gender based on their distinct 
colors, which is described at the card on the top right corner. If 
click one of the genders in the horizontal bar chart, it will 
direct us to another worksheet which is specifically filter out 
based on the gender have chosen by using filter action. 

The figures are the age group filtered out by gender 
(Fig. 32). The left figure represents the age group by male 
while the right figure represents the age group by female. 
Tableau action filters enable us to transfer information 
between worksheets (Fig. 33). Generally, when you choose 
marks from one worksheet, that information is sent to other 
worksheets, resulting in the display of the relevant 
information. Behind the scenes, action filters deliver data 

values from appropriate source fields to the destination 
worksheet as filters. By implementing this function, the CDC 
management will be able to identify and focus the age groups 
based on gender. 

 
Fig. 32. Total number of high cholesterol status for each diagnostic status. 

 
Fig. 33. Filter action in tableau. 

 
Fig. 34. Patient based on gender. 

The pie chart above (Fig. 34) shows the number of patients 
based on gender. The pie chart displays two different colors, 
each representing a gender. Male is represented by blue, while 
female is represented by pink. This provides a general 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

830 | P a g e  

www.ijacsa.thesai.org 

estimate of the proportion of male and female customer 
patient collected from the database. The figure can clearly find 
that male has a greater number than female, which male has 
several 128,854 and 100,927 for females. 

 
Fig. 35. Education level. 

Fig. 35 above determines the highest education level 
patient had taken. There are six level of education which are 
never attended school or only kindergarten, Grade 1 through 
8, Grade 9 through 11, Grade 12 or General Education 
Diploma (GED), College 1 year to 3 years, College 4 years or 
more. It basically shows whether the level of education play a 
role in diabetes. For instance, the number of patients whose 
highest education level is 4 years college or more and does not 
diagnose with diabetes are 76.746 people. Studies shows that 
education levels may increase the adoption of health behaviors 
such as sufficient eating and medication adherence. As a 
result, it is likely that education levels work as a fundamental 
cause of disease by using resources such as knowledge, which 
have a substantial effect on people's ability to decrease risks 
that may prevent or delay diabetes or better treat the disease 
once it comes. 

 
Fig. 36. Income level. 

Fig. 36 above determines the whether the patient has a 
time in the past 12 months when needed to see a doctor but 
could not be due to the cost of treatment based on their income 
level. Studies shows that people who have low income likely 
to have a higher risk of diagnose with diabetes. It can find 
there is a big different between the side-by-side circle 
visualization. As a result, this can be assumed that most 
patients who have an income of $75,000 or more do not have 
to worry about the treatment cost, that is, 69,117 people (see 
Fig. 37). 

 
Fig. 37. Patient analysis dashboard. 

VII. CONCLUSION 

The goal of Business Intelligence is to assist and enable 
better business decisions. BI provides organizations with 
access to information that is crucial to the success of a variety 
of areas and departments.  Effectively integrating BI will give 
the organization with more actionable data, valuable insights 
into market trends, and a more strategically orientated 
decision-making approach. In this project, the author has 
investigated Centers for Disease Control (CDC) to create a BI 
solution for them to make better decision after visualization 
the insight from the dataset. 

Before visualizing the data, author must do some in-depth 
research on the domain background, their problem, and 
opportunities, create a project charter, data identification, 
designing BI logical architecture as well as data warehouse 
model. Once all of this has been done, the author will start 
building dashboards that can develop insights to the executive 
and assist them in making a better decision by using Tableau. 
Tableau is a powerful tool for quickly creating interactive data 
visualizations and user-friendly. The author has created 2 
dashboards which contain patient information analysis and 
health information analysis. 

Finally, BI solution is important as it aids in the production 
of reliable reports by collecting data directly from the data 
source. Today's BI solutions minimize the time-consuming 
effort of manually aggregating data since BI technologies 
provide up-to-date data, executives can monitor firms in real 
time. As a result, the author thinks that the project's results 
might be improved further for developing a best-fit BI 
solution and data visualization for CDC. With the 
enhancement and improvement, it will undoubtedly assist 
CDC in striving for greater opportunities in terms of patients, 
health and so on. 
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Abstract—Heritage allows us to learn about the different 

monuments of importance and the inherited traditions from our 

ancestors. However, many times the monuments get partly 

ruined due to natural wear and tear, sometimes due to attacks by 

invaders. To preserve the cultural heritage virtually, many 

researchers have used augmented, virtual and mixed reality for 

bringing ancient environments to live in those heritage sites. This 

study aims to identify publications related to virtual, augmented 

and mixed reality in cultural heritage and to present the 

bibliometric analysis of these studies. The research articles on 

virtual, augmented, and mixed reality in cultural heritage are 

retrieved using the Scopus database. The analysis is performed 

using VOSviewer and various parameters such as bibliographic 

coupling of the countries, publications, journals, authors, and co-

occurrences of the author keywords are performed. From the 

analysis done in this study, it is discovered that the augmented, 

virtual and mixed reality research in the domain of cultural 

heritage is mostly concentrated in Italy and surrounding 

European countries. However, it is also found that the research 

in this domain is lagging in many countries even if those 

countries are the homes of various heritage sites. This study 

provides an extensive analysis of the recent literature related to 

augmented, virtual and mixed reality research in cultural 

heritage. This information science based analysis will help 

researchers to identify the prominent journals in this domain, 

recognize stalwarts in this field and follow their works, find out 

path-breaking publications to refer to, and predict the direction 

of future studies. 

Keywords—Augmented reality; bibliometric analysis; cultural 

heritage; information science; mixed reality; virtual reality 

I. INTRODUCTION 

For the essential growth of a community, its history plays a 
vital role. Heritage allows us to learn about the history, culture 
and inherited traditions from ancestors by observing the 
monuments, archaeological sites, forts, historical city centres, 
museums, etc. [1][2][3]. Millions of tourists visit the historical 
sites every year to get a feel of individual and collective 
identity. It contributes to the cohesion of various cultures 
across the world. This feel of cohesion can be enhanced by 
combining the real and digital content to provide sensory 
experiences. Depending upon the involvement of the user in 
this virtual environment, the technologies can be classified into 
three types namely, immersive, non-immersive and semi-
immersive. 

Immersive technologies create a virtual world by 
combining the physical world with a digital or simulated reality 
such that the user feels that (s)he is actually engrossed in that 

virtual world. On the other hand, non-immersive technologies 
also generate a virtual world for the user; however, the 
complete control of that virtual world lies with the user only. 
Semi-immersive technologies create a partial virtual 
environment that allows users to feel the virtually created 
world and remain aware about the physical surroundings 
simultaneously. 

Augmented Reality (AR) is an immersive technology 
where real-world objects are upgraded with computer-aided 
non-cognitive visual and/or auditory information. Virtual 
Reality (VR) is a simulated experience that might be 
comparable to or wholly different from reality [4]. Mixed 
Reality (MR) is a combination of physical reality, AR, and VR. 
Virtual and mixed reality experiences can be fully immersive, 
semi-immersive or non-immersive. There are many 
applications of AR, VR and MR that include Education (such 
as medical or military training), Entertainment (such as movies, 
and video games), Business (such as virtual meetings), 
Tourism (virtual tours of cultural heritage and ancient 
structures sites), etc. [5]. 

Rejuvenating the demolished structures with augmented, 
and virtual reality helps the younger generation to understand 
the rich heritage of ancestral civilizations, their customs and 
traditions, the culture followed, and the stories of bravery and 
ethics. Storytelling using virtual reality enriches the learning 
experience of the young generation for exploring the rich 
heritage. 

With the advent of mixed reality, countries having rich 
cultural heritage are coming up with mixed reality-based 
projects as well to preserve and protect their heritage 
architecture and assets. 

A. Motivation and Contribution 

With more researchers taking up similar projects, especially 
to preserve the cultural heritage of respective countries, more 
and more young people are getting aware of their own culture 
and tradition. However, there is a lack of thorough analysis of 
the difficulties in the field's research or its future directions. 
This study is done to review the current status of research in 
cultural heritage connected to AR, VR, and MR. 

Research objectives of this paper are to: 

1) Compile the peer-reviewed articles and conference 

papers on applications of AR/VR in cultural heritage during the 

period of 1999 to 2022. 
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2) Ascertain the spread of this field using bibliometric 

coupling of publications, journals, and authors. 

3) Understand which countries have the most publications 

in this area. 

4) Which technologies were employed for the 

implementation of cultural heritage projects. 

This is accomplished through the use of bibliometric 
analysis. As defined by Pritchard, bibliometrics is ―the 
application of mathematical and statistical methods to books 
and other media of communication‖ [48]. In this study, 
bibliometric analysis has been carried out for classifying the 
publications based on AR/VR in cultural heritage. The 
bibliographic information, like citations, keywords, link 
strengths, countries, journals, and authors of a publication has 
been considered for the analysis. Good quality publications 
have been selected from the widely-used and well-recognized 
online Scopus database for this study. This database includes 
almost all the important research papers in this domain. After 
retrieving the data, the same has been analyzed using the 
bibliometric visualization tool called VOSviewer. 

B. Organization of the Paper 

Section II presents a summary of cultural heritage projects 
where AR, VR, or MR has been deployed; Section III 
discusses the research methodology used for the bibliometric 
analysis; the results are analyzed in Section IV; Section V 
discusses the insights obtained from the results; are 
conclusions are available in Section VI. 

II. SUMMARY OF CULTURAL HERITAGE PROJECTS 

This section presents a survey of various immersive, non-
immersive, and semi-immersive projects implemented across 
the globe. The category-wise distribution is shown in Table I. 

TABLE I. CATEGORIZATION OF CULTURAL HERITAGE PROJECTS 

Project Reference 

Immersive 
[6-8], [9-11], [12], [13-14], [15-16], [17], [18], [19-

20], [21-22], [23-24] 

Non-immersive [25], [26], [27-28], [29], [30-31], [32-33], [34] 

Semi-immersive [35], [36-40], [41-42], [43], [44] 

In the ‗‗Museum of Pure Form‘‘ [6-8] project, a virtual 
museum was created where users are allowed to have an 
immersive experience of interacting with an art piece by 
nestling before that art piece. A project entitled ―CREATE‖ [9-
11] was developed for creation and maneuvering of virtual 
worlds by using actual data source and integrating auditory and 
other haptic senses. Another research in Japan [12], included 
an interaction system with sight, hearing, smell, and touch for a 
digital museum. The "National Archaeological Museum" of 
Italy's Marche offered a novel blend of actual and virtual 
settings, as well as an immersive solution, to improve the 
understanding, knowledge, and holistic perception of museum 
visitors [13-14]. A project called "The Feelies" attempted to 
create a multi-sensory solution in 2015 using virtual reality in 
theatre settings, with a focus on developing, filming, and 
distributing quality content [15-16]. The "Interactive Haptic 
System for Archery" was designed with the objective of 
constructing engineering solutions for training purposes 

through virtual reality simulations, enabling users to engage in 
classical archery [17]. The project "Thresholds," showcased in 
the UK and Turkey, generated a virtual world that could be 
researched in a space that was emulated in person keeping with 
the virtual scenario [18]. The project "Zelige Door on Golborne 
Road" in London emphasised the connection between 
interaction design and people's perceptions by providing an 
augmented reality app with sensory technologies to overlay 
pre-recorded video and aromas [19-20]. The ―M5SAR‖ 
project's approach for a mobile multi-sensory AR system for 
museums aimed to create an AR system that could serve as a 
tour guide for historical and cultural events [21-22]. The 
project ―SensiMAR‖ proposed an AR based mobile experience 
outdoors that would render additional information during 
searching an archeological location in Portugal [23-24]. 

The "Haptic Museum" was a groundbreaking experiment 
that provided visitors a non-immersive experience by providing 
an opportunity to study 3-D works of art by virtually 
"touching" those art pieces via the internet [25]. In the Civic 
Museum of Como, Italy, the temporary museum exhibit named 
"The Fire and the Mountain" was designed with the intention 
of promoting active and social learning through a variety of 
media and multi-sensory experience [26]. Commercial haptic 
devices were incorporated for visitors to observe, hear, and feel 
virtual equivalences of the actual objects for a virtual 
exhibition in Colombia [27-28]. A virtual museum called 
"Museu3I" was created to enable users to conduct virtual tours 
using haptic devices [29]. A project entitled "Hapto-visual and 
Auditory Rendering," combined the senses of sight, hearing, 
and touch for museum visitors [30-31]. The multisensory study 
"The Reconstructed Historical City of Tomis," was developed 
to provide various assistance with the help of haptic devices in 
Romania [32-33]. A study on one more project to provide a 
multisensory experience was presented in [34]. 

The "SenSpace" initiative, deployed and tried in the USA, 
employed tactile, auditory, and visual evidence to help users 
understand the Narcissus story of Greek mythology in a 
physical environment in a semi-immersive way [35]. The 
project ―MediaEvo‖ is a gaming application to examine the 
rebuilt historical setting of the Middle Ages through VR [36-
40]. Another semi-immersive project called ‗‗Virtual Kyoto‘‘ 
provided users an opportunity to experience the Gion Festival, 
in Japan, with the help of optic and tactile senses, high-quality 
festival music, and a virtual Yamahoko float ceremony in 3D 
[41-42]. Some more studies on the projects that improved user 
experience statistically are presented in [43-44]. 

As observed from Table I, most of the museum tour related 
projects are based on immersive technology and comparatively 
less work is done in non-immersive and semi-immersive areas. 
Digging down further, it can be found that these projects 
mainly rely on stimulating the optic senses of users, followed 
by the haptic, auditory, smell, and taste senses. 

Other than the domain of museology, AR, VR has widely 
been used in the reconstruction of demolished / semi-
demolished historical sites as well. One of the most talked 
about reconstruction project was the Rome Reborn project 
where the concept of virtual reality was used to demonstrate 
the urban development of ancient Rome [45]. 
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To preserve the virtual heritage of the first Afro-American 
Church of the Indianapolis, USA, the 3D reconstruction project 
―Virtual Bethel‖ was taken up by Indiana University, USA [46]. 

Another ambitious 3D-reconstruction project of an ancient 
monument in Istanbul, Turkey was the ―Virtual Hagia Sophia‖ 
developed by researchers from MIRALab at the University of 
Geneva [47]. 

From the above discussion, it can be understood that AR, 
VR and MR have widely been employed in the domains of 3D 
reconstruction and in providing immersive or semi-immersive 
experiences to tourists at different historical sites and museums. 
However, there is a dearth of comprehensive studies for 
ascertaining the spread of this field in terms of good journals, 
pathbreaking researchers, technologies used by various 
researchers, and so on and so forth. This study is aiming to find 
such answers. 

III. RESEARCH METHODOLOGY 

The various databases available for retrieving the research 
work available in different domains are Scopus, ACM Digital 
Library, ERIC, IEEE Xplore, PubMed, ScienceDirect, Web of 
Science etc. Out of these databases, ERIC is specific to 
research articles related to Education, PubMed hosts papers 
related to medical science, IEEE Xplore hosts research articles 
related to engineering, while ACM Digital Library focuses 
primarily on Computer Science related articles. Scopus, 
ScienceDirect and Web of Science are multidisciplinary 
databases. For this bibliometric analysis, the Scopus database 
has been chosen as this is a widely accepted and reliable 
database. The database was searched on 11th August 2022 to 
find publications related to AR/VR in cultural heritage and 3D 
reconstruction. 

 
Fig. 1. PRISMA diagram. 

Research articles in the duration of 1999 to 2022 have been 
considered for this study. Based on this search criteria, a total 
of 643 publications are acquired from the Scopus database. The 
author, affiliation, journal, year of publication, keywords, and 
counts of citations are all exported into CSV format for these 
643 papers. However, a manual review is needed to assess 
whether all the retrieved publications are pertinent to the topic. 
The detailed process to finalize the list of documents as a part 
of the systematic review [49], is shown as a ―Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses‖ 
(PRISMA) flow diagram in Fig. 1. 

As shown in Fig. 1, after scrutinizing the titles and abstracts 
of the papers, some of the publications related to 3D 
reconstructions in the medical surgery domain are removed 
resulting in 601 documents. Out of 601 documents, some are 
removed after full text analysis based on various parameters 
such as not sufficient data, no diagnostic criteria, etc. So, the 
final bibliometric analysis is presented based on 590 
publications. The year-wise distribution of these documents is 
shown in Fig. 2. 

 
Fig. 2. Year-wise distribution of the shortlisted documents. 

From Fig. 2, it can be observed that even if the research 
started before the year 2000, it started getting more attention 
from the year 2015 and it gained actual momentum from 2018 
onwards. 

As per the study, VOSviewer and CitNetExplorer are 
among the most popular computer visualization tools for 
bibliometric analysis [50-53]. Here, we have used VOSViewer 
version 1.6.17 for constructing and visualizing the bibliometric 
networks for analyzing the bibliographic information, like 
citations, keywords, link strengths, countries, journals, and 
authors of a publication. 

IV. RESULTS 

This segment discusses the results of various bibliometric 
analyses. The term ‗Bibliographic coupling‘ was coined by 
Kessler in the early 1960s [54-56]. It is a method for grouping 
scientific and technical publications. In this paper, the 
Bibliographic coupling of countries, journals, authors, 
publications, and author keyword co-occurrences of identified 
publications, discussed in Section 2, are analyzed. The results 
are presented in such a manner that helps researchers to 
understand the linkage by starting with more general 
information like major countries contributing research in this 

Scopus database searched on the keywords: 

augmented reality, virtual reality, cultural heritage 

Number of documents = 643 

Titles & abstract Screening based on 

Number of documents = 601 

Full text and article assessed based on eligibility  

Number of documents =590 

Number of documents included for study = 590 
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domain to more specific information such as the most cited 
author or keywords-coupling of different publications. 

A. Bibliographic Coupling of the Countries 

A bibliographic connection of the countries is shown in Fig. 
3 and Table II, along with a network visualization. There is a 
ten-country restriction per document. A country's minimum 
requirement for publications is 12. Thirteen of the seventy-one 
countries met the requirements. For each country, the number 
of documents, citations, and total link strength is computed. 
The countries with the most total connections are selected. Italy 
came in first with 157 publications, 1489 citations, and 3398 
overall link strength. Rest countries are; United Kingdom (53; 
1546; 2533), Spain (45; 338; 2121), Greece (61; 733; 2027), 
Portugal (29; 151; 1757), France (27; 354; 1124), Australia (17; 

348; 953), South Korea (25; 352; 917), Germany (28; 296; 
722), China (30; 61; 641), Malaysia (12; 48; 601), United 
States (22; 120; 498), and Indonesia (13; 39; 154). The first 
figure inside the parentheses indicates the number of 
documents, the second indicates the total citations, and the total 
strength of the other nations' links is indicated by the third 
figure. 

Different colours in Fig. 3 represent different clusters that 
are more commonly related to one another. It indicates that 
studies from nations in the same cluster are more likely to cite 
each other. Spain, Portugal, France, Germany, Greece, UK, and 
China, make up the largest cluster. The second cluster includes 
Australia, Indonesia, Italy, and Malaysia. The third cluster 
includes South Korea and the United States.

 
Fig. 3. Countries bibliographic coupling (network visualization). 

TABLE II. COUNTRIES BIBLIOGRAPHIC COUPLING 

Country Documents Citations Total link strength 

Italy 157 1489 3398 

United Kingdom 53 1546 2533 

Spain 45 338 2121 

Greece 61 733 2027 

Portugal 29 151 1757 

France 27 354 1124 

Australia 17 348 953 

South Korea 25 352 917 

Germany 28 296 722 

China 30 61 641 

Malaysia 12 48 601 

United States 22 120 498 

Indonesia 13 39 154 
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B. Bibliographic Coupling of the Journals 

The bibliographic connection of the journals with density 
visualization is depicted in Fig. 4. As an inclusion criterion, the 
journal should have at least a specific number of articles. Only 
ten journals out of 288 passed the test. For those ten journals, 
the number of articles, citations, and total strength of 
bibliographic coupling relationships with other journals are 
calculated. The journals with the most total link strength are 
chosen and arranged as per the total link strength as shown in 
Table III. 

Each circle in Fig. 4 depicts a journal, with varying colors 
representing the density of the journal. The density 
visualization is weighted based on the number of articles for 
each journal. The colors shifting to yellow and then red 
indicate that the associated journal has published more articles. 

With 94 publications, 711 citations, and 647 total link 
strengths, the Lecture Notes in Computer Science series is the 

most popular. The ―Journal on Computing and Cultural 
Heritage‖ is ranked second in terms of citations (396), overall 
link strength (429), but fifth in terms of content count (13 
publications). 

The second-highest number of articles (26), with the third-
highest citations (202) and a link strength of 137, are published 
in ―International archives of photogrammetry, remote sensing, 
and spatial information sciences‖. 

C. Bibliographic Coupling of the Authors 

Fig. 5 uses overlay visualization to demonstrate the authors' 
bibliographic connection. An author needs to have a minimum 
of six publications to be considered for this study. Only ten 
authors are chosen from a total of 1672. For each author, the 
number of documents, citations, and total link strength is 
calculated. The authors with the most total link strengths are 
chosen and arranged as per the total link strength as shown in 
Table IV. 

 
Fig. 4. Journals‘ bibliographic coupling (density visualization). 

TABLE III. JOURNALS‘ BIBLIOGRAPHIC COUPLING 

Source Documents Citations Total link strength 

―Lecture notes in computer science‖ 94 711 647 

―Journal on computing and cultural‖ 13 396 429 

―Applied sciences (Switzerland)‖ 7 28 263 

―ACM international conference proceedings‖ 20 118 172 

―ISPRS annals of photogrammetry, remote sensing, and spatial information sciences‖ 14 61 164 

―Communications in computer and information science‖ 12 21 153 

―International Archives of the photogrammetry, remote sensing, and spatial information sciences‖ 26 202 137 

―Advances in intelligent systems and computing‖ 13 20 98 

―CEUR workshop proceedings‖ 15 27 73 

―Procedia computer science‖ 7 31 56 
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Fig. 5. Authors‘ bibliographic coupling (overlay visualization). 

TABLE IV. AUTHORS‘ BIBLIOGRAPHIC COUPLING 

Author Documents Citations Total link strength 

Pierdicca R. 12 339 804 

Frontoni E. 10 337 798 

Paolanti M. 6 46 423 

Woo W. 8 66 161 

Marto A. 8 34 143 

Kim J. 6 54 138 

Carrozzino M. 7 66 118 

Liarokapis F. 8 290 94 

Bostanci E. 6 66 87 

De Paolis L.T. 11 214 62 

With 12 publications, 339 citations, and a total link strength 
of 804, Pierdicca R. (Università Politecnica Delle Marche, Italy) 
was the most prominent author. With 10 articles and 798 links, 
Frontoni E. (Università Politecnica Delle Marche, Italy) is the 
second most cited author (337). Lucio Tommaso De Paolis 
(Università del Salento, Italy) is the second strongest author in 
terms of documents (11), citations (214), and link strength (62). 

Liarokapis F. (Cyprus University of Technology, Cyprus) 
is the third strongest author in terms of citations (290), with 8 
publications and 94 link strengths. 

The first number reflects the total number of documents, 
the total number of citations are represented by the second 
number, and the total number of link strengths by the third 
number. The remaining authors are listed in order of total link 
strength: Paolanti Marina (University of Macerata, Italy) (6; 46; 
423), Woo Woontack (Korea Advanced Institute of Science 
and Technology, Korea) (8; 66; 161), Marto Anabela 
(Polytechnic of Leiria, Leiria, Portugal) (8; 34; 143), Kim J. 
(Seoul National University, Seoul, Korea) (6; 54; 138), 
Carrozzino (6; 66; 87). There are five experts from Italy, two 
from South Korea, and one each from Turkey, Cyprus, and 
Portugal among the top ten authors. 

It demonstrates Italy's dominance in this field of study. The 
color disparities in Fig. 5 depict the groupings of those writers 

based on the years in which their research is published. It 
reveals that among these authors, Paolanti Marina, Pierdicca, 
and Frontoni E. have the most recent studies. 

D. Bibliographic Coupling of the Publications 

Fig. 6 shows the publications‘ bibliographic coupling with 
network visualization. The papers with at least 100 number of 
citations are considered for this study. Only 10 documents out 
of 590 met the criteria, and three of those do not have any 
coupling with other papers. As a result, just seven publications 
are studied. For each article, the number of citations and 
overall link strength is calculated. 

The documents are arranged as per the total link strength as 
shown in Table V. Anderson et al. (2010) [57] has the highest 
link strength of 8 and the second highest citations of 205. 
Bekele et al. (2018) [58], on the other hand, have the most 
citations 240 and the second strongest link strength of 5. 
Styliani et al [2009; (207; 4)] [59], Wojciechowski et al [2004; 
(228; 3)] [60], Schmalstieg et al [2007; (115; 2)] [61], Tom 
Dieck et al. [2017; (101; 1)] [62], Sylaiou et al [2010; (146; 1)] 
[63] are the other papers listed in order of overall link strength. 

The first number inside the parentheses represents the 
number of citations, while the second is the total link strength 
for each article. 
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Fig. 6. Publications‘ bibliographic coupling (network visualization). 

TABLE V. PUBLICATIONS‘ BIBLIOGRAPHIC COUPLING 

Document Citations Total link strength Domain of discussion 

Anderson E.F.(2010) 205 8 Game Development for Cultural Heritage 

Bekele M.K.(2018) 240 5 AR,VR and MR in Cultural Heritage 

Styliani S.(2009) 207 4 Virtual Museums 

Wojciechowski R.(2004) 228 3 AR, VR in museum exhibition 

Schmalstieg D.(2007) 115 2 Handheld AR 

Tom Diek M.C. (2017) 101 1 Visitor experience at heritage sites 

Sylaiou S. (2010) 146 1 Virtual Museum 

E. Co-occurrences of the Author Keywords 

Fig. 7 shows the author keywords‘ co-occurrences in a 
network format. The minimal number of occurrences of a 
keyword is 12 as an inclusion criterion. Only 14 of the 1296 
keywords passed the test. 

The frequency and its linkage with other keywords is 
computed for each keyword. Keywords with the most total link 
strength are chosen as shown in Table VI. With 332 
occurrences and 377 total link strength, Augmented Reality is 
the most popular keyword. With 282 occurrences and 343 total 
link strength, Cultural Heritage is the second most popular 
keyword. Virtual Reality (91; 126), Mixed Reality (33; 67), 
Photogrammetry (23; 39), Storytelling (13; 30), 3D 
Reconstruction (14; 29), Education (16; 28), User Experience 
(15; 26), 3D Modeling (15; 23), Intangible Cultural Heritage 
(16; 20), Mobile Application (12; 20), Museums (12; 19), 

Mobile augmented Reality (22; 17). For the rest, the first 
number inside the parentheses represents the number of 
occurrences, and the total link strength is represented by the 
second number. 

Fig. 7 depicts different colored clusters representing the 
more frequently connected keywords. Education, Intangible 
Cultural Heritage, Mixed Reality, Mobile Augmented Reality, 
Narrative, and User Experience make up the largest cluster. 
The second cluster is comprised of augmented Reality, Cultural 
Heritage, Mobile Application, Photogrammetry, and 3D-
Reconstruction. Each of the other three clusters consists of a 
single element each, viz. 3D-Modeling, Virtual Reality, And 
Museums. The research is mainly done in two broader areas. 
The first one is learning about cultural heritage through mobile 
applications using Mixed Reality. The second one is a 3D-
reconstruction of cultural heritage using augmented Reality and 
photogrammetry. 
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Fig. 7. The author keywords‘ co-occurrences (network visualization). 

TABLE VI. THE AUTHOR KEYWORDS‘ CO-OCCURRENCES 

Keyword Occurrences Total link strength 

Augmented Reality 332 377 

Cultural Heritage 282 343 

Virtual Reality 91 126 

Mixed Reality 33 67 

Photogrammetry 23 39 

Storytelling 13 30 

3D-Reconstruction 14 29 

Education 16 28 

User Experience 15 26 

3D-Modelling 15 23 

Intangible Cultural Heritage 16 20 

Mobile Application 12 20 

Museums 12 19 

Mobile Augmented Reality 22 17 

V. DISCUSSION 

The following paragraph discusses how the research 
objectives specified in Section I.A, are achieved through 
bibliometric analysis and systematic literature survey. 

1) Compile the peer-reviewed articles and conference 

papers on applications of AR/VR in cultural heritage during the 

period of 1999 to 2022. 

In this work, publications from the Scopus database those 
are relevant to Augmented Reality or Virtual Reality-based 
solutions for learning and reconstruction of cultural heritage 

are retrieved, analyzed, and visualized using descriptive and 
evaluative bibliometric analytic methodologies. To evaluate 
and visualize the linked data, VOSviewer 1.6.17 software is 
employed. Bibliographic coupling of publications, journals, 
countries, authors, and author keywords co-occurrences from 
associated publications are examined and illustrated. 

2) Ascertain the spread of this field using bibliometric 

coupling of publications, journals, and authors. 

As per the journals‘ bibliographic coupling, the premier 
journal in AR and VR literature related to cultural heritage is 
―Lecture notes in the computer science‖ series with the highest 
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publications, citations, and total link strength. Few more 
important journals in this area are; ―Journal on computing and 
cultural heritage‖ (impact factor: 2.64), ―International Archives 
of the photogrammetry, remote sensing and special information 
sciences‖ (impact factor: 0.82), ―Applied sciences‖ (impact 
factor: 2.73), ACM International conference proceeding series 
(impact score: 0.61), ―ISPRS Annals of the photogrammetry 
remote sensing and special information sciences‖ (impact score: 
1.45), ―Communications in Computer and information science‖ 
(impact factor: 0.48), ―Advances in intelligent systems and 
computing‖ (impact factor: 0.63), CEUR workshop 
proceedings (impact score: 0.55), and ―Procedia Computer 
science‖ (impact score: 2.09). The scopes of top journals are 
innovative usage of AR/VR for the discovery, reconstruction, 
experiencing, and learning of cultural heritage. 

As observed from Table IV and Table V, the highest cited 
paper in this area is written by Anderson E. F. (2010) [57] 
which is co-authored by Liarokapis who is the eighth author as 
per the total link strength. Similarly, it is also observed that the 
second highest cited publication is by Bekele M. K. (2018) [58] 
and co-authored by Pierdicca R. and Frontoni E., who are the 
most cited authors. The third most cited publication is by 
Styliani S. (2009) [59] which is also co-authored by Liarokapis. 

3) Understand which countries have the most publications 

in this area. 

As per results shown in Table II related to the bibliographic 
coupling of countries, the maximum work in this area has been 
done in Italy which is the home of 58 UNESCO world heritage 
sites. The next three countries as per the number of 
publications are Greece with 18 UNESCO sites, the United 
Kingdom with 33 UNESCO sites, and Spain with 49 UNESCO 
sites. The other important countries have been: Portugal, 
France, Australia, South Korea, Germany, China, Malaysia, the 
United States, and Indonesia. 

As per the authors‘ bibliographic coupling, the top three 
authors, Pierdicca, Frontoni E., and Paolanti are from Italy and 
worked together in many of the publications. Among the 10 
strongest authors five are from Italy out of which the first two 
authors are from the same university that is Università 
Politecnica Delle Marche, Italy. 

4) Which technologies were employed for implementation 

of cultural heritage projects? 

As observed from Table I, most of the museum tour related 
projects are based on immersive technology and comparatively 
less work is done in non-immersive and semi-immersive areas. 
It is also found that mainly the immersive experience is 
provided by stimulating the optic senses of users, followed by 
the haptic, auditory, smell and taste senses. 

The co-occurrences of author keywords show that the 
authors have largely employed augmented reality for 3D-
reconstruction of cultural heritage using photogrammetry. It is 
also seen that Augmented Reality is used more often than 
Virtual Reality to provide users with an immersive experience 
of ancient cultural heritage. 

By examining the co-occurrences of author keywords, the 
publications' and journals' bibliographic couplings, it can be 

concluded that most of the researchers either tried to 
reconstruct the ancient environment of cultural heritage 
through mobile applications using Augmented Reality and 
photogrammetry or the researchers tried to create a submerging 
user experience of intangible cultural heritage through 
storytelling and using the Mixed Reality, especially for 
educational purpose. The most cited review papers by 
Anderson et.al (2010) [57] and Bekele et.al (2018)[58] also 
support this finding. 

VI. CONCLUSION AND FUTURE WORK 

 The results of the different types of analysis performed 
here indicate that the AR,VR and MR related research in the 
field of cultural heritage is mostly concentrated in Italy and 
surrounding European countries which are the home of many 
ancient monuments and other heritage sites. Other than Europe, 
some researchers from South Korea are also working in the 
same domain for providing information about their cultural 
heritage sites through mobile applications. It is also observed 
that although Mexico has 35 UNESCO heritage sites, the 
research in this area is still lagging behind there. 

This study would help researchers to identify the prominent 
journals in the said domain, recognize stalwarts in the field and 
follow their works, find out path-breaking publications to refer 
to, predict the direction of future studies, etc. Here, we have 
presented the bibliometric analysis of the publications related 
to AR,VR and MR in cultural heritage. The work can be 
further extended to include publications related to specific 
areas such as 3D-reconstruction of heritage sites, gaming and 
educational applications related to this domain, etc. In a 
conclusion, it can be commented that AR, VR and MR in 
cultural heritage and 3D-reconstruction has a great scope and 
potential for immediate research. 
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Abstract—US Airline is recognized as the world's largest 

airline, with a massive number of daily departures completed 

and a combined fleet of over 2700 aircraft. US Airlines have 

carried major 18 airlines, categorized as mainline, regional, and 

freight airlines. United Airline is one of the major airlines in the 

US after American Airlines and Delta Airlines in the world. 

Today, companies received as much feedback from their 

customers. Customers can share their opinion and emotion 

through social media platforms, such as Twitter. Thus, collecting 

and understanding customer’s opinion become the key benefits 

for the aviation industry to get actionable insights while 

increasing their competitiveness. Such insights are useful in 

planning and execution to increase the relationship with 

customers. Thus, this study was conducted to analyze customer’s 

feedback in different airlines to discover actionable insights that 

increase the competitiveness of United Airline. The analysis 

result will be visualized on Tableau dashboards and BI solutions 

will be provided. By implementing the BI solutions, United 

Airline can make accurate decisions and define next strategies by 

identifying those positive and negative references. Thus, United 

Airline can improve the quality of their service, enhance 

customers loyalty, and boost business profitability. 

Keywords—Business intelligence; aviation industry; dashboard 

visualization; tableau; data analytics 

I. INTRODUCTION 

The COVID-19 pandemic is having a significant impact on 
the aviation industry, including a sharp decline in demand for 
passenger air travel. Demand for airline services has fallen 
dramatically because of changes in passenger behavior 
brought on by the COVID-19 crisis and travel restrictions. 
Additionally, containment efforts are endangering the viability 
of numerous businesses in the aviation industry as a whole, 
putting many jobs at risk. Despite some setbacks from the 
COVID-19 wave, the herd vaccination campaign is now 
beginning to pay off. Many nations have carried out their 
plans to resume some semblance of normality by removing 
numerous health restrictions, easing travel stipulations, and 
reopening borders. The momentum generated by the 
reopening had a positive and immediate impact on global 
demand for air travel. 

Big data insights can provide airlines with a significant 
competitive advantage. The airline industry can learn a lot 
about their customers during the booking, check-in, boarding, 
and even during the flight. Airlines, along with loyalty 
programmes, generate arguably more customer data than any 

other industry. This data contains vast amounts of valuable 
intelligence that affects operations, efficiency, and service. 

A. Business Intelligence Methodology 

Business intelligence is a collection of technologies that 
are used to help businesses make better use of data to enhance 
decision-making quality. It is a process of extracting a large 
amount of data from information and knowledge to provide 
accurate intelligence on the nature of the market [1]. With 
business intelligence, the term business analysis is often used 
interchangeably. Business analysis, however, is a subset of 
business intelligence because business intelligence addresses 
strategies and instruments, while business analysis focuses 
more on techniques. Business intelligence is descriptive, 
whereas forecasts for business analysis are indicative and used 
to solve problems or business issues [2]. 

Business intelligence tools are application software that 
can be used to gather and process vast amounts of 
unstructured data. With the BI tools, it can also help the 
business to prepare data information for analysis, making it 
easy to build organizational reports and create dashboards to 
make visualizations of the information. As a result, decision-
making can be accelerated and improved by staff and 
managers, operational efficiency improved, new revenue 
potential clarified, market trends identified, true KPIs 
reported, and new business opportunities identified [3]. There 
are many types of business intelligence tools such as Tableau, 
Power BI, Yellowfin BI, and more [4]. They can perform data 
analysis by generating reports, summaries, dashboards, maps, 
graphs, and charts that are informative and easy to understand. 

B. Overview of United Airline 

US Airline is also recognized as the world's largest airline, 
with a massive number of daily departures completed and a 
combined fleet of over 2700 aircraft. There are flights 
departing and arriving every day from different countries. 
There are almost 889 million passengers being transported in 
2018, according to the research, which can be recognized as 
the largest air travel market in any single country. US Airlines 
have carried major 18 airlines, categorized as mainline, 
regional, and freight airlines. United Airline is one of the 
major airlines in the US whose headquarters are located at 
Willis Tower in Chicago. United Airlines is as known as the 
third largest airline after American Airlines and Delta Airlines 
in the world. The slogan of United Airlines is “Fly the 
Friendly Skies” [5]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

844 | P a g e  

www.ijacsa.thesai.org 

The main business goal of United Airline was to provide 
the highest quality of service for every single passenger 
wherever they encounter the airline. Moreover, to create 
repeat customers through satisfying them on their leisure or 
business travel. To achieve this, United Airlines had to 
provide top quality service which must deal with the customer 
in a respectful and helpful way. Furthermore, ensure their 
service meets customer needs by exploring the new 
alternatives and goods for enhancing customer loyalty [6]. 

Since the United States is a prosperous country, there are 
also many people traveling between countries. Therefore, 
many customers book or buy air tickets online or at the 
counter every day. United Airlines must collect the associated 
information to understand the daily flights, customer purchase 
records, and so on. Through the data collected, United Airlines 
can improve the quality of service, improve customer loyalty, 
meet everchanging customer needs, and boost business 
profitability. 

C. Challenges Faced by United Airline 

 Stiff competition: The aviation industry has the 
characteristics of high investment, high risk, high 
technology, and low profit. In the United States, there 
are a lot of airline companies such as United Airlines, 
Delta Airlines, Southwest Airlines, Virgin Airlines etc. 
In the airline industry, demand for air travel and capacity 
has seen tremendous growth, but profitability is 
comparatively poor, even though unit costs have 
decreased by half in the past 40 years. Much of the 
productivity benefits from reduced prices have been 
passed on in the form of lower airfares to consumers [7]. 

 Social media: Over the past few years, social media has 
changed the Internet completely. Social media creates a 
bigger and easier forum for consumers to communicate 
and share knowledge and opinions. The content 
discussed and posted on social media can come in many 
shapes and forms, such as text, pictures, audio, and 
video, which can be used to communicate different types 
of messages for different scenarios. Airlines also receive 
airport and flight experience complaints from travelers. 
In addition to formal grievances, individuals nowadays 
often express views on social media about their travel 
experience, especially when unsatisfied. Such feedback 
regarding the preferences of customers is highly 
revealing. The knowledge is used by advanced data 
analytics to identify patterns and best practices in 
customer service. 

 Digital transformation: Customer data, product data and 
operational data are required for the aviation company to 
stand out from competitors. United Airlines can collect 
thousands of operational and transaction data every day 
from various departments. Thus, how to analyze the data 
is important to get the information insights and discover 
hidden knowledge. The data itself has no value what 
matters what United Airlines is do with the data. Poor 
data quality such as missing values, noisy data and 
outliers may become a big challenge for the United 

Airlines when processing with [8]. Without general 
knowledge of the various methods of data processing, 
incorrect information can be presented. It can be very 
risky for decision makers without the aid of a trained 
data scientist to analyze the data. Therefore, several 
prejudices can exist, and their decision making cannot 
be validated by the evidence. 

D. Opportunities of United Airline 

 Enhance customer experience: Companies that truly 
recognize and prioritize their consumer demand benefit 
from crucial competitive advantages such as higher 
revenue and market shares and more loyal customers. 
They can distinguish themselves and improve customer 
loyalty from their rivals. Introducing new channels to 
their customer service, such as chatbots on websites, or 
event-trigger customized deals or communications, the 
customer experience is enhanced by data analytics. 
These tools detect trends based on previous experiences 
and provide clients with optimized solutions to their 
most common problems, leaving human interaction to 
solve more complicated problems [9]. 

 Improve customer loyalty: Airline companies get access 
to detailed information about each individual customer. 
They manage to obtain the customers’ recent social 
media interactions with them and even access to 
customers’ previous journey. With the help of BI, airline 
companies can get a holistic view of each customer. 
More specific marketing communications can be offered 
by airlines companies and personalize customer 
experience. This eventually improves the conversion of 
campaigns and consumer satisfaction. Hence, retain the 
customer loyalty [9]. 

 Reduce marketing expenses: Among the various airline 
companies, it can be competitive for the customer to 
choose the right airline for them. It might depend on 
different factors, such as overall ratings for the airline 
company, the seat cleanliness of the airplane, the food 
and beverage that was provided on plane and the value 
for money. A customer would choose their preferred 
airline company over another. Some might choose 
United Airlines because of the tidiness of the seats. With 
the help of BI solution, the company would be able to 
analyze the preferences of each customer and get to 
know how these factors affect the customers and give 
impact to the company. The marketing expenses could 
be reduced, and more revenue could be used on other 
sectors. 

II. DATASET ANALYSIS 

The dataset is grabbed from Kaggle which is the Twitter 
airline sentiment. The original source version is slightly 
reformatted from Crowdflower's Data for Everyone library 
[10]. Both a CSV and SQLite files are included with it. The 
dataset basically contains the sentiment of tweets for 4 airline 
companies, which are Delta Airline, Southwest Airline, United 
Airline and Virgin Airline. The Table I and Table II identify 
the description of each attribute for two different datasets. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

845 | P a g e  

www.ijacsa.thesai.org 

TABLE I.  DATASET ATTRIBUTES AND DESCRIPTION: TWEET 

No. Attribute Name Description 

1 tweet_id The unique ID of this tweet 

2 airline_sentiment 
The customer’s opinion whether it was 

positive, neutral, or negative 

3 negativereason 
The reason why customers give negative 

opinions or feedback 

4 airline The name of the airline 

5 name The username of the Twitter account 

6 retweet_count The number of Twitter retweets 

7 text User’s feedback 

8 tweet_coord 
The coordinate that the tweet has been 

created 

9 tweet_created The date the user posted the tweet 

10 tweet_location The tweet location of the user 

11 user_timezone The time zone of the user 

TABLE II.  DATASET ATTRIBUTES AND DESCRIPTION: AIRLINE REVIEWS 

No. Attribute Name Description 

1 airline The name of the airline 

2 overall The overall rating 

3 author Passenger name 

4 review_date Date that the customer review 

5 customer_review Passenger review on their flight experience 

6 aircraft The type of aircraft 

7 traveller_type The purpose of the customer's flight 

8 cabin 
The cabin class of accommodation on a 

passenger ship 

9 route Flight path of the airline 

10 seat_comfort 
Passenger ratings for inflight seat 

comfortability 

11 cabin_service Passenger ratings for inflight cabin service 

12 food_beverage 
Passenger ratings for inflight food and 

beverage 

13 entertainment Passenger ratings for inflight entertainment 

14 ground_service Passenger ratings for ground service 

15 value_for_money Whether the travel is value for money or not 

16 recommended 
Whether the passenger will recommend to 

their friends or not 

A. Dataset Cleaning 

Microsoft Excel is a software that can be used to store, 
manipulate, and present the data sets. It provides various types 
of tools to make sense of the datasets using its characteristics 
and formulas. Thus, Microsoft Excel will be used to clean the 
datasets, so that noisy data and duplicate values can be 
identified and removed. 

 Remove duplication: Large datasets appear to have 
redundant material. Identifying duplicate data and 
deleting it is the first step in data pre-processing. 
Duplicate data has given us little benefit. The 
performance and quality of the dashboard will be 
reduced. Thus, the duplicate records are removed from 
the datasets. There are a total of 70711 duplicate records 
have been removed. Now the datasets remain 61185 
unique values. 

 Split texts into columns: To perform text analysis using 
word cloud, it is necessary to split the whole text into 
each individual column. Thus, select the entire column 
of the text then split text to column with delimiters. It is 
required to select the delimiter type to split the text into 
columns. The selected delimiters include semicolon, 
comma, space, and full stop. 

III. BUSINESS INTELLIGENCE ARCHITECTURE 

Business intelligence architecture refers to the architecture 
used by an organization to define their data source of 
collection information processing and all the technology that 
supports their business intelligence. BI architecture consists of 
various parts and layers and every single of them are 
important as each of the components have its own purpose 
[11]. The components include: 

 Data collection: The very first steps of business 
intelligence. Nowadays data is becoming more and more 
important to drive a business to success. Depending on a 
company's criteria and finances, a company may obtain 
their data through different data sources, such as CRM, 
ERP, databases, files, or APIs. These applications and 
methodologies collect data from internal processes and 
external sources of organisations. 

 Data integration: The following step will be data 
integration which uses the data collected previously and 
proceeds on with the Extract, Transform and Load 
(ETL) process. For extract, the data will be pulled out 
from external sources. Then transform the data into a 
demand standard which also ensures the data is clean 
with no noise data. After that, load it into the destination 
data warehouse. 

 Data warehouse: This is the place where all the data is 
being stored. The data warehouse outlines data for 
upstream applications in dimensions and fact tables. 
Processes performed in a data centre are data cleansing, 
metadata management, data distribution, resource 
management, recovery, and backup planning. 

 Data analysis: This phase will be focused on data 
processing after it has been handled, transformed, and 
cleaned in previous steps by the data warehouse. The 
ubiquitous need for effective analysis to enable 
businesses of all sizes to grow and benefit is 
accomplished through BI application tools. Modern BI 
tools like Tableau enable users to create queries using 
drag and drop, building visualization graphs within a 
few clicks. 

 Data distribution: When it comes to sharing information 
and providing stakeholders with indispensable 
perspectives to achieve sustainable business growth, 
data distribution is one of the most critical processes. 
distributed can be performed in 3 ways which are 
reporting, dashboard and embedding. Reports can be 
viewed and shared among recipients on a defined 
schedule. Alternatively, a dashboard can be shared for 
the recipient to view but not able to make changes. 
Without the need to mark the BI tool on external 
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applications of intranets, your own application may use 
dashboards as a means of analytics and reporting. 

 Actionable insights: Data driven decision will be the 
final stage for the BI architecture. With the insight taken 
from the previous stage, higher management like CEO 
will have the ability to produce true, specific, data-based 
decisions that will assist them to move forward. This 
helps a high-level manager to get an understanding of 
strategic growth and future decisions to build a 
profitable organisation. Fig. 1 shows the example of BI 
architecture. 

 
Fig. 1. Example of BI architecture. 

IV. DIMENSIONAL MODEL 

A dimensional model is a data structure consisting of a 
table of facts and tables of measurements. A fact table consists 
of measures that allow us to quantify quantitative data with 
ease of dimensional modelling. The dimension tables include 
descriptions of the fact table that surrounds the business 
process case. The following section discusses five steps to 
construct a dimensional model [12]. 

 Identify business process: Business process must be 
identified because it needs to define how the data stores 
in the data warehouse. The way to store the data should 
be efficient to process the data analysis. The data is 
scraped on the Internet and compared between the 
different companies. It could be used to identify the pros 
and cons of the different airline companies and help the 
company in terms of their decision making on marketing 
purposes. 

 Identify granularity: This step is to identify the 
granularity of each table of facts and the business 
procedure. It defines the fact and dimensions table 
during this process. The dataset should include daily 
monthly quarterly granularity in a table. 

 Identify dimensions: The time dimension must be 
specified because to know when the metrics which have 
been reported. The dimension would be the user, airline, 
tweet, location, and date. The date would have the 
granularities such as month, week, and day. 

 Identify facts: A fact table contains information about 
measurements and foreign keys to dimension tables. The 
fact table includes numerical measurements, 
retweet_count, airline_sentiment_confidence, 
negativereason_confidence, overall, seat comfort, 

foodbev, value for money are the measurements for this 
fact table. The foreign keys would be the primary keys 
of each dimension. 

 Build schema: Star schema is chosen for this research 
because it is easy to implement. The dimension tables 
are joined with the fact table with a common key 
attribute. Each dimension is highly denormalized in a 
single table. This could allow the system to optimize the 
query processing time. The schema can be implemented 
on the data warehouse with the help of ETL process 
which processes dimensional modelling. Fig. 2 shows 
the star schema developed for United Airline. 

 
Fig. 2. Star schema for united airline. 

V. DASHBOARD VISUALIZATION 

There are 4 dashboards created for this study, Airline 
Recommendation Analysis, Passenger Review Analysis, 
Customer Sentiment Analysis, and Airline Rating Analysis. 
Fig. 3 section describes the dashboards in detail. 

A. Airline Recommendation Analysis 

The airline recommendation analysis is a dashboard which 
provides insights from different perspectives. There are four 
major airline companies which are Delta Airlines, Southwest 
Airlines, United Airlines, and Virgin America. This dashboard 
is focused on the recommendation of the users whether the 
users would recommend the particular airline which they have 
tried before, this could be critical because it might affect the 
customer’s loyalty and company’s profits It allows the users to 
have a better understanding of the overall recommendation of 
each airline company. Moreover, it provides some drill-down 
features about the airline companies and the cabin types. 

Fig. 4 shows the total percentage of users who are 
recommended and not recommended to the airline companies. 
So, from the pie chart below it shows that the users who have 
taken flight before do not recommend their airline companies 
which they have taken before. This might be related to several 
reasons, such as food and beverage availability in the airplane, 
the comfortless of the seat on the plane, and the value for their 
money. 
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Fig. 3. Airline recommendation analysis. 

 
Fig. 4. Recommendation percentage. 

 
Fig. 5. Airline recommendation. 

Fig. 5 shows the number of users who recommend and not 
recommend the airline company. Although Virgin America 
has the least number of records which has a total of 0.56%, 
most of the customers who had travelled with it were willing 
to recommend the airline to others. The company United 
Airlines has the highest number of customers who had 
travelled with them before, but most of the customers do not 
recommend it to others which consists of 58.24% among all 
the airline companies. From the customer perspective, it 
indicates that the United Airlines does not do a great job to 
serve their customers and it might be better to choose the other 
airlines rather than United Airlines. Although there are many 
customers who do not recommend United Airlines, there are 
still many customers who have taken flight with them. The 
reason behind this might be because of the cost of the air 
ticket since most people only care about the cost and want to 
keep the cost to the lowest. Fig. 6 stacked bar chart shows the 
drill-down features with the airlines and cabin types. The users 
would have a clear understanding of each cabin type and how 
they relate to the number of customers. In the economy class 
of the cabin type, all the four airline companies own the 
highest number of passengers. The reason for this might be 

that the cost for the air ticket is the cheapest and most value of 
money when compared with the other cabin types. Among the 
economy class passengers, it indicates that most customers are 
from United Airlines which is true from the previous section, 
because it sold the most air tickets among his competitors. 

B. Passenger Review Analysis 

Fig. 7 shows dashboard for passenger’s review analysis 
that is able to provide useful insight to the airline company. 
The overall review of cabin class can give insight of which 
type of cabin class should be improved more to meet 
passenger’s satisfaction. The number of reviews shows the 
total number of passengers reviewed from the year of 2014 to 
2018. Count of cabin will define the cabin type taken for the 
passengers. Lastly the word cloud of review will display the 
most frequent word collected from passengers’ review. The 
dashboard will be split and explained in more details in 
following page. 

 
Fig. 6. Recommendation cabin. 

 
Fig. 7. Passenger review analysis. 
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Fig. 8. Count of cabin class. 

In addition to that, the Fig. 8 shows the total number count 
of airline cabin classes of all flights from the year of 2009 to 
2019. There are 4 types of cabins provided for the passengers 
which are Economy class, Premium Economy, Business Class, 
and First-Class cabin. According to the diagram, it is obvious 
that most of the passengers took the economy class cabin 
which consisted of 78.70% and overwhelming other types of 
class. Business Class and Premium Economy class are very 
close to each other where only have a difference of 0.3%.  
However, Premium Economy cabins manage to get the second 
highest count with a percentage of 7.91%. Lastly, First Class 
cabins only have 5.79% of count due to the high price and 
luxury service which is not affordable by normal passengers. 

 
Fig. 9. Overall reviews of cabin class. 

Apart from that, the Fig. 9 shows the overall reviews of the 
cabin types in each airline. There are four types of cabins 
which are business class, economy class, first class and 
premium economy. In the United Airlines, the economy class 
is the lowest selling ticket which only consists of 2.597 in 
average. This could lead to some serious problems because 
most of the seats in the airplane are economy class and if the 
more seats are empty, United Airlines would not be able to 
obtain the highest profitability on each flight. To get the 
highest profitability in terms of efficiency and effectiveness, 
the ticket sold on each cabin class should be equally 
distributed which would result in the plane being filled with 
customers in each flight. 

 
Fig. 10. Word cloud of reviews. 

Other than that, the Fig. 10 shows the reviews from the 
customer are important for the airline company as they can 
obtain information from it and make improvements. However, 
there are more than millions of reviews and the time taken for 
the airline company to read one by one will be a waste of time 
and effortless. This is the place where word cloud plays an 
important part as it will display the most relevant word from 
the reviews.  Figure above shows the top 30-word review from 
the customer. The larger the word the higher the count of the 
word. The largest word that observed from the diagram above 
was “flight” which means the reviews are related to flight. 
Furthermore, the author noticed that “delayed”, “hours “and 
“minutes” appear on the word cloud which mean that there are 
many reviews related to the flight delay which can up from 
minutes to hours. Another word “service”, “good” and 
“experience” can be concluded as the passengers’ experience 
with the good service. 

 
Fig. 11. Number of reviews. 

Furthermore, the Fig. 11 shows the number of reviews that 
the airlines companies received from 2014 to 2019. There are 
four airline companies related in this diagram which are 
United airline, Delta airline, Southwest airline, and Virgin 
America airline. The number of reviews received for Virgin 
America was the lowest when comparing to other airline 
companies. In the year 2014 it only had 16,275,672 times of 
review and it encountered small drops steadily all the way to 
the year of 2018 until 6,056,064 times of review. For 
Southwest and Delta Airline they encounter slight upward and 
downward from 2014 to 2018. Both airlines were increased 
from 174,472,320 to 345,309,800 and 377,131,172 to 
517,303,820, respectively.  For United airline, it had the 
greatest number of reviews, and it is overwhelming the other 3 
airlines. In the beginning of 2014, it only had 1400 millions of 
reviews while in 2018, United airline reviews rose to a new 
high of 1750 million. 
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C. Customer Sentiment Analysis 

In this section, the customer opinions as well as emotions 
towards the services that the airline companies provided will 
be discussed in detail. This dashboard provides information 
from a different viewpoint. Sentiment analysis, also known as 
opinion mining, helps airline companies to analyze the 
sentiment of a piece of text and present it in the form of a 
dashboard. Basically, the study of text sentiment helps us to 
get an understanding of whether a piece of text is positive, 
negative, or neutral. While at the time the airline companies 
gathered the tweets, this gives them a clear sense of the 
public's opinion about the service they provided and tells the 
airline companies anything about what exactly people were 
talking about positively or negatively. Sentiment analysis will 
tell the airline companies what a piece of text 's sentiment is. 
But people-generated text typically talks about more than one 
thing and sometimes has more than one emotion. Someone 
might write, for instance, that they didn't like the customer 
services of the United Airlines, but they liked the inflight 
experiences and feel comfortable on the journey, and a model 
of document-level sentiment analysis would only look at the 
whole document and sum up whether the overall feeling was 
mostly positive or negative. 

 
Fig. 12. Customer sentiment analysis dashboard. 

 
Fig. 13. Customer emotion. 

Customer satisfaction plays an important role within the 
airline company (Fig. 12). It is not only the leading metric for 
assessing consumer satisfaction, recognizing dissatisfied 
customers, minimizing turnover, and increasing revenue, but it 

is also a crucial point of differentiation that allows you in 
competitive market environments to gain new customers. 
Thus, airline companies need to analyze and understand the 
customer’s experience to improve the services and products 
provided. Fig. 13 shows the percentage of customer’s emotion 
about the flight. Based on the result, we can conclude that 
most of the passengers were not satisfied with the services 
provided by the airlines company. More than 60% of the 
passengers write a negative response to the airline companies, 
while only 16.86% of passengers feel satisfied with the 
services provided by the airlines company. While 23% of the 
passengers did not specify their emotions on the flight 
experience. Since most of the passengers were not satisfied 
with the service provided by the airline companies, thus the 
airline companies need to figure out the reason why the 
customer’s feel bad about the flight. Else, the companies may 
lose a lot of customers and profit from that. 

 
Fig. 14. Customer emotion on each airline. 

Since the overall sentiment of customers towards the U.S. 
aviation industry has been analyzed, drill down is also 
necessary to know the customer’s emotion on the specified 
airlines companies, so that we can compare the customer’s 
reviews of United Airlines and its competitors, which are 
Delta Airline, Southwest Airline, and the Virgin Airline. The 
Fig. 14 shows the customer emotions in each airline. There are 
three types of emotions which are positive, negative, and 
neutral. In the United Airlines, 44.83% of customers have 
negative emotions about the services provided, while around 
12% of passengers did not express their emotions, and only 
8.38% of the passengers feel satisfied with the services 
provided by the United Airlines. However, if we look at the 
other airline companies, the gap in customer satisfaction with 
service is not very large. This result could lead to some serious 
problems which may result in loss in both customers and 
profit, since the customers are more likely to pursue better 
services. Thus, if the United Airlines did not figure out why 
customers were not satisfied with the services provided, it is 
possible for the customers to switch to the competitive 
airlines. 

As the Fig. 14 analyzed how many people feel unsatisfied 
with the service provided by the airline companies, it is 
important for the airline companies to look at the negative 
reviews to find out the reason. The Fig. 15 shows the number 
of negative reasons for each airline. The negative reasons are 
basically classified in several types, such as customer service 
issues, flight cancelled, luggage lost and damaged, flight 
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booking problems, longlines, etc. Among them, around 26% 
of passengers did not like the customer services, while around 
20% of the passengers feel unhappy because of the flight 
delays. Around 10% of passengers unhappy because their 
luggage lost and damaged during the transportation, while 
7.40% of passengers unhappy because their flight was 
cancelled. These are the major reasons which tell the airline 
companies why the passengers did not satisfy the airline 
service. Remaining 20% of the passengers feel unhappy 
because the booking system is not efficient, or unhappy 
because of the longlines which required them to waste a lot of 
time booking for a flight and waiting for the flight. However, 
15% of passengers did not want to tell why they feel unhappy 
on the service. Thus, it is important for the airline company to 
know in detail which service needs to be improved to fulfil the 
customer needs. 

 
Fig. 15. Negative reason. 

 
Fig. 16. Negative reason for each airline. 

The United Airlines should understand why the customer 
was not satisfied with the services provided as it is the critical 
element to increase the number of customers. To achieve this, 
United Airline must prepare analysis with the negative 
reviews to see how they performed if compared with other 
airline companies, so that United Airline can know what they 
can improve to attract the customer. Fig. 16 above shows the 
dashboard which tells the United Airline negative reasons of 
the customer. The insights are not accurate for Virgin America 
because the amount of negative reasons for them are not 
sufficient to compare with other airlines. So, the insights will 
be focusing on the three other airlines which are Delta 
Airlines, Southwest Airlines and United Airlines. Based on the 

result, we can know that the top three negative reasons are 
customer service issues, flight delay, and loss of luggage. 
Among them, most of the customers which are 1926549 feel 
unhappy because they were not satisfied with the customer 
service. Thus, the airline company needs to improve their 
customer service to the customers. For example, providing 
training to the cabin crew and the ground service crew which 
can greatly improve the customer experience. Besides, 
1,485,225 customers feel unhappy because of the delayed 
flight. Flight delay may disrupt the customer's schedule, 
especially for the businessman. There are 761,001 unhappy 
customers because of their luggage lost during the 
transportation. It can be critical issues as it may cause 
customer losses on financial. 

D. Airline Rating Analysis 

The Fig. 17 shows the number of travelers with different 
traveler’s types for different airlines. According to the figure, 
there are four traveler types which are business travelers, 
couple leisure travelers, family leisure travelers, and solo 
leisure travelers. The airlines include Delta Airlines, 
Southwest Airlines, United Airlines and Virgin America 
Airlines. It is obvious that the United Airlines has the most 
travelers regardless of the travelers’ type. For the United 
Airlines, the count of each traveler type is different which 
have business travelers have the count 1750476, couple leisure 
travelers have 1819272, family leisure travelers have 1521156 
and solo leisure traveler have 2721264. The fewest number of 
family leisure travelers travel on United Airlines. On the other 
hand, the number of solo leisure travelers traveling through 
United Airlines are the most. Meanwhile, from the figure, 
Virgin America gets the least travelers compared to other four 
airlines. This is because Virgin America is not the major 
airline in the U.S. 

The Fig. 18 shows the traveler’s average rating to the seat 
comfort between the different cabins. Usually, there are four 
types of cabins which are business class, economy class, first 
class, and premium economy. Different types of cabins, the 
price is also different, and the services provided are also not 
the same. According to the Fig. 18, the rating given by the 
passenger of the seat comfort is high and low, compared to the 
different airlines and different cabins. We can see that the 
highest average rating of seat comfort is given by the family 
leisure travelers of the business class of Southwest Airlines 
and the couple leisure travelers of the premium economy of 
Virgin American. Southwest Airlines and Virgin America 
Airlines have significantly different ratings of seat comfort 
given by passengers. In contrast, the average ratings given by 
passengers of Delta Airlines and United Airlines are not much 
different. Both get the 5 of average rating, this means that the 
travelers feel it is comfortable when they sit on the seat. On 
the other hand, the lowest average rating that we can view 
from the figure is given by the travelers, which are the couple 
leisure travelers of business class of Southwest Airlines and 
family leisure travelers of the premium economy of Southwest 
Airlines. The average rating is the 1 score given by travelers. 
The reason why travelers are given a low rating might be that 
they feel that the seat is not comfortable. 
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Fig. 17. Airline rating analysis dashboard. 

 
Fig. 18. Seat comfort rating. 

 
Fig. 19. Food beverage rating. 

Usually, the stewardess on the plane will push the food 
truck to ask each passenger if they need food and beverage, or 
some passengers have already ordered the food and beverage 
they need when buying tickets. Therefore, the Fig. 19 shows 
how satisfied the passenger is with food and beverage. From 
the Fig. 19, passengers of different airlines have different 
levels of satisfaction with food and beverages. The passengers 
of Delta Airlines gave an average rating of satisfaction with 
food and beverage between 2.5 and 3.5. So, we can know that 
they are not very satisfied or dissatisfied with the food and 
beverages provided by the airline. We can see that the highest 
rating of food and beverage is given by the family leisure 
travellers of the business class of Southwest Airlines. Then, 
solo leisure travellers of the first-class cabin of Virgin 
America gave the second-highest rating for the food and 
beverage. The average rating for both is 5.0 and 4.3. This 
shows that passengers are very satisfied with the food and 

drinks provided by the airline. On the contrary, the business 
travellers of the first-class cabin of Virgin America gave the 
lowest rating for the food and beverage. The second-lowest 
rating is given by the business travellers of the economy class 
of United Airlines. The average rating given by both is 1.0 and 
1.7. The reason they are given low ratings may be that they 
feel that food and drink cannot satisfy them. 

When passengers take a long-haul flight, they may feel 
bored on the flight. Therefore, some of the airlines have 
provided entertainment for their passengers to spend time. 
There are many entertainments on the plane for the passengers 
such as in-flight WI-FI, music library, TV shows and movies, 
games, digital shopping and so on. The Fig. 20 shows the 
average rating of passengers on the entertainment provided on 
plane. Overall, we can see that the first-class cabin of the 
passenger is more satisfied with the entertainments that 
provide on the plane than the passenger of the economy class. 
This is normal because the ticket price of the first-class cabin 
is higher than that of the economy class, so the entertainment 
provided is different. The highest average rating was given by 
the solo leisure travellers of the first-class cabin of Virgin 
America which have 4.5 of average rating. Because Virgin 
America has been voted as the airline which has the best in-
flight entertainment for the passenger, that is why it got the 
highest rating. On the other hand, the lowest average rating 
from the above figure is business travellers of the economy 
class of United Airlines which have 1.725 of average rating. 
Meanwhile, the overall entertainment rating of the economy 
class and first-class cabin of United Airlines is lower than 
other economy class and first-class cabins of the airlines. 
Thus, United Airlines must figure out the problem and 
improve to provide better entertainment for its passengers. 

 
Fig. 20. Entertainment rating. 

 
Fig. 21. Cabin service rating. 
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The Fig. 21 shows how satisfied the passenger was with 
the service provided by the stewardess in a different cabin. 
According to the graph, the rating given by the passenger is 
different. The cabin service provided by Delta Airlines overall 
is more average. Besides that, the average rating of Southwest 
Airlines and Virgin Airlines some are high, and some are low. 
The highest rating that was given by the family leisure 
travelers of business class of Southwest Airlines and couple 
leisure travelers of the premium economy class of Virgin 
America, both get 5 average ratings each. Meanwhile, the 
lowest rating that was given by the family leisure travelers of 
premium economy class of Southwest Airlines and couple 
leisure travelers of the first class of Virgin America, both get 1 
average rating each. Thus, the airlines must figure out the 
problem and provide solutions to prevent loss of customers 
and achieve a good reputation. To prevent this, the airlines can 
provide training for their stewardess and other staff, instill the 
concept of customer first. In addition, give punishment for 
those who had bad service that was provided to the passenger. 

VI. CONCLUSION 

In conclusion, this paper demonstrates the importance of 
business intelligence in the aviation industry. United Airlines 
needs to uncover hidden knowledge and gain a more 
competitive advantage. This study has analyzed the customer 
reviews on Twitter to understand customers’ opinions and 
emotions on the aviation industry. The authors believe that the 
insights and BI solutions included in this study can help 
United Airline to improve their business values. 
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Abstract—Ongoing advancements in inverters have offered 

pathway to high gain quasi Z source inverter Circuit (QZSIC). 

High gain QZSIC can be found between Semi Converter (SC) 

and three phase Induction Motor Loads (TPIML). This paper 

proposes suitable controller for closed loop controlled QZSIC-

TPIML. This strive deals within improvement in time- response 

of QZSIC fed induction motor system. The objective of this effort 

tis to design a closed loop controlled QZSI*fed-induction motor 

framework that provides a stable-rotor-speed. The QZSIC is 

settled to switch it to “3phase AC”.  The yield of 3phase inverter 

is sieved before it‟s applied to a„3phase-Induction-motor‟. Closed 

loop control of QZSIC-TPIML using SMC and MPC is simulated 

&their rejoinders are compared. The „Model Predictive 

controller (MPC)‟ is acclaimed to retain persistent significance 

of-speed. The result obtained via MP-controlled QZS-IIMD-

method is compared with Sliding mode-controlled SMC) QZS-

IIMD systems for change in input voltage. The wished-for MP 

controlled-QZS-IIMD method has benefits like fast settling-time 

and less steady state speed error.PIC16F84basedhardware for 

0.5HP, QZSIC-IMDS is implemented. 

Keywords—QZSIC; TPIML; CLSC; SMC; MPC; IMDS 

LIST OF ABBREVIATIONS 

QZSIC-Quasi Z source Inverter circuit 

TPIML- Three Phase Induction Motor Load 

MPC - „Model Predictive controller 

SMC - Sliding Mode-Controller 

IMDS – Induction Motor Drive System 

CLSC- Closed Loop Semi Converter 

I. INTRODUCTION 

‗The ZSI were having the solitary stage buck-boost 
amendment capacity‘. "The framework was having an 
uncommon impedance circuit for coupling the basic circuit of 
converter with focal point for getting a particular brand name 
which wouldn't be acknowledged by using the common 
voltage source inverter and current-source-inverter". 

An exchanged inductor semi Z-source inverter (SI-qZSI) 
showed a higher increase than a semi Z-source inverter (qZSI) 
while keeping nonstop information current. Like sustainable 
power age frameworks that outcome in low information 
voltage, SI-qZSI displays helping capacity that may not be 
sufficient at times. A voltage-lifting unit can be framed by 
exchanging one of the diodes in the switch inductor unit. A 
high move forward geography, for example, qZSI with 

voltage-lifting unit (qZSI-VL), can be derived [1]. 

M. Padma priya, et al. [2] proposed a plan and 
reproduction of further developed diode helped voltage took 
care of three stage semi z-source inverter for photovoltaic 
application. Variable shoot through time span was produced 
by adding low recurrence voltage with steady voltage and the 
control signal for variable shoot was created utilizing support 
PWM control. The result nature of three stage QZSI was 
improved by supplanting the diode with dynamic power 
switch in Switch Boost Inverter (SBI) [2]. 

Another QZSI, which lessens input current waves, relative 
abundance of sounds created, and further developing the result 
voltage waveform, conveyed to the organization was 
presented. In the geography of the proposed converter, two 
batteries were put in lined up with capacitors in the circuit. 
The batteries will diminish current waves brought about by 
changes happened in light power and its bearing. Besides, a 
changed dynamic/receptive power control was introduced and 
applied in proposed QZSI (PQZSI) to control the genuine and 
responsive result force of the PV, separately [3]. 

This work was expected to upgrade both the powerful 
execution and effectiveness of SPIM for water siphon 
application at evaluated speed. Multi-objective streamlining 
was performed by utilizing the hereditary calculation utilizing 
a Maxwell-2D transient solver. The examination introduced 
the correlation between the streamlined and essential engine 
plans while thinking about different assembling limitations. 
The review proposed a structure for execution upgrade of 
SPIM while checking the ideal arrangement through 
responsiveness examination [4]. 

"Z-source T-type-inverter-for RES with PR" was 
recommended by Ozdemir. ‗Here in examination, an 
innovative Z-source T-type-inverter for network associated 
RES‘ was proposed [5]. The proposed framework had 
capacity of heightening-voltage-level with no extra DC‘DC-
converter/transformer over the~Z-impedance position. The 
extent of-the framework was decreased by disposing of 
DC‘DC-converter / venture up-transformer prerequisite. 
Versatile-closed-loop-state-control framework-for-a3level-
neutral-point-clamped-ZSI was given by Wolfle. 

The mix of a novel modified QZS with a solitary stage 
proportioned ~hybrid 3level ~inverter so as to help the 
inverter 3level yield voltage was presented. The anticipated 
distinct stage MQZS-hybrid 3level ~inverter gave a 
sophisticated enhancement capacity & lessens the quantity of 
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~inductors in the –source-impedance, contrasted & equally the 
solitary stage 3 level three phase inverter QZSIC and the AC 
stage rectified to QZS 3phase inverter. AC stage rectified to 
QZSIC with decreased capacitance utilizing adjusted 
modulation and twofold recurrence ripple concealment 
control" was given by Li. Fathi recommended ―Improved lift 
~ZSI-with exchanged Z impedance‖. 

The principle focal point of the examination was to 
explore which procedure mining calculation could prompt 
generation of procedure models that separate replay the 
occasions accurately with 100% degree of wellness, exactness, 
speculation and straightforwardness. The outcomes 
demonstrated that alpha calculation brought about the 
generalization of procedure models with great 
straightforwardness however with poor accuracy and 
speculation. Heuristic calculation brought about the 
generalization of procedure models with great exactness 
however with poor speculation and effortlessness. Model 
predictive calculation brought about generation of rather basic 
procedure models with great accuracy and speculation. 
Besides, the models/diagrams created through Model 
predictive-calculation could separate the majority of the cases 
accurately with 100% degree of wellness as an approval 
measure. Procedure mining and students' conduct 
investigation in a collective and electronic multi-table top 
condition was proposed by Porouhan. 

S. Ozdemir deals with "Z-supply T-kind inverter for 
renewable electricity systems with proportional resonant 
controller [5]. M. Stempfle affords adaptive closed loop 
country manage machine for a 3 degree neutral factor clamped 
Z supply inverter [6]. A.V. Ho labored on Single section 
modified quasi Z supply cascaded hybrid five degree Inverter 
[7]. Reduction of common mode voltage and conducted EMI 
through three phase inverter topology is given by Ham [8]. E. 
Babari has advanced embedded switched Z source inverter 
[9]. Improving performance of OTT systems the use of fuzzy 
mining technique is given by way of Premchaiswadi [10]. 

V. Jagan, S. Das cope with two tapped inductor quasi 
impedance source inverter (2TL-QZSIC) for PV applications 
[11]. Sliding mode manage of the planar switched reluctance 
motor for interference suppression is given through Xu [12]. 

In this topic, the existing work is exposed with version 
predictive manage to improve the dynamic response of QZSI-
IMDS and is organized in six sections. Section I presents the 
studies gap. In Section II, topology of QZSI-IMDS is given. 
The behaviour of QZSI-IMDS in closed loop is offered in 
phase 4. The manage strategies for QZSI-IMDS are evaluated 
in Section III and Section IV offers the experimental results 
for QZSI-IMDS. Conclusion is mentioned in the closing 
Section V. 

There is a want to regulate the velocity of QZSI-IMDS 
because of exchange in load or supply voltage the usage of 
closed loop controller .Hence this paper in particular makes a 
specialty of identifying a premier controller for a QZSI-IMDS 
used for constant pace packages. Generally there is a more call 
for constant speed loads. A closed loop control is delivered 
inside the QZSI-circuit with a purpose to attain regular pace 
quickly. 

The exceeding literature doesn‘t percent with OTT-filter 
for QZ-SIIMD method. This painting proposes OTT-clear out 
for QZSIC-IMDS. The exceeding literature doesn‘t percent 
with enhancement of small scale balance with the use of MP-
managed-QZ-SIIMD-method. Hence, the present exertion 
offers with assessment of SMC and MP-managed-QZ-SIIMD-
techniques. This exertion proposes MPC for QZSIC-IMDS. 

II.  SYSTEM DESCRIPTION 

DC is renewed to 3phaseAC by way of QZSI.OTT-filter 
out reduces harmonics. The response of OTTF is applied to 
TPIM. Speediness is delimited by way of SMC. The ―block 
diagram of proposed SMC and MPC QZSIC system‖ is out in 
Fig. 1. Speediness is appraised with the mentioned speediness 
and the inaccuracy is targeted to a SMC/MPC. The ―result of 
SMC/MPC‖ panels the PW of the rectifier. The function of 
speed loop is to regulate the speed of IMS. 

 

Fig. 1. ‗Block diagram of SMC/ MPC controlled-QZSIC-system‘. 

III. SIMULATION-RESULTS 

Circuit diagram of CLSCQZSIIM with SMC is 
demarcated in Fig. 2. Supply Voltage is demarcated in Fig. 4. 
The-step-conversion is perceived and the assessment of supply 
Voltage is augmented from 200V to 230V at t =2.6 sec. 
Voltage across motor load of CLSCQZSIIM with SMC is 
demarcated in Fig. 5 and the value of Voltage across Motor 
Load of CLSCQZSICIM with SM controller is 340V. Current 
Through Motor Load of CL-SCQZSICIM with SM controller 
is demarcated in Fig. 6 and the value is 0.019A. 

 

Fig. 2. CLSCQZSIIM with SMC. 
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Fig. 3. CL-SC-QZSICIM with MPC. 

CLSCQZSIIM with MPC is demarcated in Fig. 3. The 
MPC in the present work uses only speed and torque signals. 
Hence the CLSCQZSIIM with MPC is simpler. The 
contributions to MPC are speediness and torque. 

Motor Speed of-CLSC-QZSICIM-with SMC and MPC is 
shown in Fig.  4. The significance of Motor Speed 
is1296RPM. Speediness settles quickly with MPC. Number of 
speed-oscillations is higher with SMC than MPC. 

Motor Torque of CLSCQZSIIM with SMC and MPC is 
shown in Fig. 5. The significance of Motor torque is 0.28N-m. 
Amplitude of torque oscillations is higher with SMC than 
MPC. Torque oscillations are lesser with MP-controller. 

Evaluation of Time domain Parameters (speed) by means 
of SMC &MPC is specified in Table I. By means of MPC, the 
rise-time is reduced to 3.0Sec; peak-time is reduced to 
3.18Sec; settling time is reduced to 3.36 Sec; steady-stateerror 
is reduced to 1.28RPM. 

Evaluation of Time-domain-Parameters (motor-torque) by 
means of SMC &MPC is specified in Table II. By means of 
MPC, the rise-time is reduced to 3.12Sec; peak-time is 
reduced to 3.25 Sec; settling-time is reduced to 3.39Sec; 
steady-state-error is reduced to 0.03N-m. Hereafter, Closed-
loop-QZSIC-fed-IM with MP controller is superior to Closed 
loop QZSIC-fed-IM with SMC. 

 

Fig. 4. Motor speed of-CLSCQZSIIM with SMC and MPC. 

 

Fig. 5. Motor-Torque of CLSCQZSIIM-with SMC and MPC. 

TABLE I. EVALUATION OF TIME DOMAIN PARAMETERS (MOTOR SPEED) 

BY MEANS OF SMC AND MPC 

CL 

Controller 

Rise-

time (S) 

Settling-

time (S) 

Peak-

Time(S) 

Steady-state- 

error (Rpm) 

SMC 3.1 3.65 3.26 1.76 

MPC 3.0 3.36 3.18 1.28 

TABLE II. EVALUATION OF TIME-DOMAIN-PARAMETERS (TORQUE) BY 

MEANS OF SMC AND MPC 

CL 

Controller 

Rise-time 

(S) 

Settling-time 

(S) 

Peak 

Time(S) 

Steady-state- 

error (N-m) 

SMC 3.23 3.55 3.33 0.04 

MPC 3.12 3.39 3.25 0.03 

IV. EXPERIMENTAL-RESULTS AND DISCUSSIONS OF 

QZSICIMDS 

QZSICIMDS hardware snap-shot is out in Fig. 6.  The 
hardware embraces of rectifier, QZS, 3Ø-inverter, 
Transformer, Control-Circuit & 3Ø motor-load. PIC16F84 is 
used to generate pulses for the switches of QZSI. Current 
through motor load of QZSICIMDS is demarcated in Fig. 7. 
The spikes in current are due to change in switching sequence. 
Voltage of across motor of QZSICIMDS is shown in Fig. 8 
and the spikes are due to change in current in inductance of 
IM. 

 
Fig. 6. Hardware-snap-shot of QZSCIIMDS. 
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Fig. 7. Current through  IMD. 

 

Fig. 8. Voltage across IMD. 

V. CONCLUSION OF SCQZSICIMD 

The evaluation of SMC and MPC managed QZSIC is 
completed by way of Simulink. Simulation consequences are 
related via time domain parameters. SCQZSICIMD machine 
is efficiently intended, exhibited and-simulated the use of 
SMC and MP-Controllers for exchange in input voltage. By 
using MPC, settling-time is reduced to 3.39Sec; steady-state-
error is reduced to 1.28RPM. The simulation consequences 
designate that, the response of MPCQZSIC is superior to 
SMC- QZSIC. The involvement of this exertion is to enrich 
the vibrant-reaction of QZSIIMD by MPC. The earnings of 
MPC-QZSIC are excessive expansion and fast dynamic 
reaction. Hence, first-rate voltage growth, amended 
performance and time retort of the machine makes the QZSIC 
much more proficiency making the SC-QZSICS suitable for 
input voltage assets. The downside is that SCQZSIC requires 
two additional controlled switches. The contribution of this 
work is to decorate small scale stability of QZSIIMD power 
using MPC and reduce THD using the use of OTT filter. This 
QZSIIMD is extra suitable for programs like electric motors 
and compressors. 

The existent attempt pacts with ―SMC & MP controlled 
QZSIC‖. The evaluation among FLC & ANN QZSICS may be 
completed in-destiny. The hardware of QZSIIMD is applied 
using PIC16F84. The hardware of QZSIIMD can be 
implemented the usage of DSPIC to boom the switching 
frequency. High power QZSIIMD- may be carried out using 
IGBTs. Cost analysis of ―SMC & MP controlled QZSIC‖ can 
be done in future. 
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Abstract—Despite the recent tragic loss activity, flying is often 

said to be the safest form of transport, and this is at least true in 

terms of fatalities per distance travelled. The Civil Aviation 

Authority reports that the death rate per billion kilometers 

travelled by aircraft is 0.003, which is much lower than the rates 

of 0.27 for train travel and 2.57 for vehicle travel. Despite the fact 

that safety has been the aviation industry's top focus for the last 

century and a half, accidents involving aircraft continue to be a 

source of horror even in the present day. Hence, the aim of this 

project is to identify the major causes and reasons that led to 

accidents in the aviation industry and to carry out research, 

finding, design, build and suggest a Business Intelligence (BI) 

solution to the problem. Throughout the project, it will discover 

problems, both elementary and critical which needs to be 

corrected or changed in order to prevent major negative 

happenings and improve the current situation in a positive way. 

Tableau will be the primary BI tool used in this process. Data 

visualization is the graphic depiction of information and data. 

Data visualization tools offer an easy approach to data analysis 

that observe and find patterns, outliers, and patterns in data by 

employing visual elements like charts, graphs, and maps. The 

project will also cover the initial to building and deployment 

stage of the BI solution to improve and prevent further accidents. 

Keywords—Aviation; accidents; business intelligence; 

prediction; dashboard visualization; data analysis 

I. INTRODUCTION 

A. Business Intelligence Methodology 

Businesses can improve their decision-making processes 
with the help of Business Intelligence (BI), which showcases 
current and historical data within the context of the company's 
operations. BI may be used by analysts to establish the 
business's performance and competitive benchmarks, which 
will help businesses operate more seamlessly and productively 
and also uncover market trends that can be improved upon 
[14]. Every BI project has to specify a 
systematic methodology and strategy in order to provide 
decision-makers with the ability to adopt, implement, and 
integrate sustainable management practices across the 
company. In addition, it may improve the likelihood of 
accomplishment, reduce the amount of time and effort 
required, eliminate redundant procedures, and guarantee 
accurate reporting and analysis. As a result, the Polar‟s BI 
methodology will be used, which consist of five major steps. It 
helps organizations by delivering meaningful insights and 
develops new solutions to meet the problems based on 

recommended steps. Fig. 1 depicts the stages that are included 
in the phase of constructing a Polar‟s BI methodology: 

 
Fig. 1. Diagram for polar BI methodology 

 Visualize: This step will involve defining the business 
requirement, which in our case, will be to identify 
trends and causes that leads to aviation accidents. It 
establishes a roadmap which will define the 
information clearly. 

 Planning and Architecture: This step involves detailed 
business, data, and requirements by the system to 
produce the implementation plan accordingly including 
detailing the architecture of the system along with 
design specifications to provide solution. It is vital to 
define each requirement obtained from visualization 
and define a proper scope. It includes clearly defining 
the basic software and hardware requirements. 

 Development and Implement: This phase is where the 
requirements are transformed into reality with a tested 
software production. Data will be populated into the 
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defined data structure through ETL process. After 
which database must be developed and software testing 
has to be conducted to ensure smooth functioning of 
the system and customer satisfaction. Finally, extensive 
documentation has to be prepared before deployment. 

 Deployment: This is the implementation phase where 
the system will be finally implemented into the 
production environment to facilitate information 
exchange and migration of database structures and 
components. It gathers the readiness of the users and 
infrastructure, and the deployment plan will be shared 
with the initial set of users. The product would be 
deployed, and the system will be checked for 
correctness and accuracy. 

 Maintenance: After the deployment, the system will 
need proper maintenance to ensure long term 
functionality and flow. This will include administration 
control, regular monitoring and performance updates 
and tuning.  

B. Overview of Boeing Company 

Boeing Co., Major U.S. firm that is the world's biggest 
aviation organization and principal creator of business fly 
vehicles. It was established by William E. Boeing (1881-1956) 
in 1916 (as Aero Products Company). In the last part of the 
1920s it turned out to be essential for United Aircraft and 
Transport Corp., however it reappeared as a free element in 
1934 when that organization was separated to conform to 
antitrust regulation [1]. Boeing spearheaded the advancement 
of single-wing planes during the 1930s; its B-17 Flying 
Fortress (first flown 1935) and B-29 Superfortress (1942) 
assumed noticeable parts in World War II. 

It is additionally a main maker of military airplane, 
helicopters, space vehicles, and rockets, a standing essentially 
improved with the organization's procurement of the aviation 
and safeguard units of Rockwell International Corporation in 
1996 and its consolidation with McDonnell Douglas 
Corporation in 1997. Previously Boeing Airplane Company, 
the firm accepted that its present name in 1961 to mirror its 
venture into fields past airplane make. Central commands 
were in Seattle until 2001, when Boeing migrated to Chicago. 

Boeing Company's constituent specialty units are 
coordinated around three primary gatherings of items and 
administrations business planes, military airplane and rockets, 
and space and correspondences. Boeing fabricates seven 
particular groups of business airplane, which are gathered in 
two offices Renton, and Everett-in Washington State and one 
office in California. The Renton plant fabricates the restricted 
body Boeing 737 and previously constructed the 757 airplanes 
(ended in 2004), while the wide-body Boeing 767 and 777 
airplanes and a predetermined number of the plane, to a great 
extent suspended 747s is gathered at the Everett plant. The 
787 airplanes are collected at the Everett plant and at an office 
in North Charleston, South Carolina. Boeing Business Jets, a 
joint endeavor of Boeing and General Electric Co., makes and 
markets business jets in view of the 737-700 aircraft as well as 
VIP forms of the 747, 777, and 787 carriers. 

C. Challenges Faced by Boeing Company 

It is critical for businesses to be able to identify and 
forecast existing and future challenges that they may 
encounter. Identifying difficulties early on may assist the firm 
in developing a better solution sooner rather than later, which 
can help the company lower its losses. Aside from that, 
businesses may transform issues into chances for growth, 
allowing them to become more profitable in the long run. 
Being the largest producer of commercial and military aircraft 
and having the highest revenue compared to it‟ competitors, 
the company has faced and faces several challenges. 

First, Boeing being the leading company in the aviation 
sector has many responsibilities and must abide government-
imposed norms without fail as well as manage their business 
operations without defect. Certain time sudden laws and 
restrictions can cause the company to change its business 
layout in order to adjust. For example, in 1977, Boeing faced 
travel cost competition when the US administration brought 
down air travel restrictions which promoted more newer 
airlines to offer the same services at very competitive prices 
by the year 1999. Another scenario of rapid change was 
during the Covid pandemic which affected many businesses 
but demanded a complete shutdown of aviation travel. 

As the making of an airplane is directly related to safety, it 
has to undergo various tests in order to prove its feasibility 
and safety mechanisms. These include various additional costs 
and takes a long time. When Boeing developed the „787 
Dreamliner‟ to save fuel and minimize stopovers, the airplane 
was made to be 50% carbon fiber-reinforced plastics, 12% 
titanium and almost 80% reduction of the use of aluminum 
which was primarily used in the old plane models. When it 
decided to use Lithium-ion batteries there was a concern that it 
would overheat to a level where it would stimulate fire. In 
order to solve this issue, it had to undergo various tests to 
determine its feasibility. 

Besides, there is a high risk of the parts not being suitable 
and face trouble when interlocking since the company has 
partnerships and contracts with many other production 
companies for different parts of the plane. Therefore, they 
have to be returned back in order to be reproduced which 
increases the initial cost and also is very time consuming. 
Also, the aviation industry is very much dependable on service 
and the satisfaction of passengers. Therefore, the airline 
production companies have to meet the demands of the 
purchasing airlines in order to produce the model that will 
meet current consumer expectations as well as balance 
business costs. 

Technological advancement is one of the major challenges 
of the industry. In order to implement newer software, 
sometimes with additional measures, the construction plan of 
the flight model has to be altered in order to compile it with 
the newer changes. These may take longer times as it must be 
planned and the whole company has to be suited with the 
model in order to train the employees such as engineers, 
software developers and other employees. Changes like this 
cannot be executed frequently as it is a very complex process, 
and it will also require additional training for existing pilots all 
around the world. Suppose the technical advancement is not 
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considered to be great, airline will switch companies to buy 
airplanes in order to save their pilots from additional training 
which takes up time as well as money. 

D. Opportunities of Boeing 

Boeing has always been at the top among aerospace-based 
organisations. However, Boeing still faces some disparity with 
other modern gaming companies. Based on the studies found 
on the current environment of the company and gaming 
industry, there are some key business opportunities that can be 
implemented into the standard operation procedure of the 
company. 

The first opportunity that presents itself to the organisation 
is in the field of technology application. For example, the 
sharing of digital information among air traffic control, the 
flight deck, and the operations centre of an airline to enhance 
the effectiveness of flight routing and ensure passenger safety. 
An electronic flight bag software that utilises next-generation 
communications may provide information on alternative flight 
paths to pilots in the event that the conditions of the weather 
so need. In addition, connected cabin technologies that 
enhance common areas, such as galleys and restrooms, as well 
as monitor environmental factors, like as temperature and 
humidity allow automatic adjustments. Lastly, the installation 
of cameras will provide a greater number of passengers a view 
of the world beyond the window of the aeroplane. 

Over the last several decades, safer and more dependable 
designs have been responsible for most of the progress gained 
in lowering accident rates and boosting efficiency. This 
breakthrough has been made possible by advancements in 
engines, systems, and structures. Furthermore, design has long 
been acknowledged as a component in minimizing and 
managing human mistake. When Boeing embarks on a new 
design activity, previous operating experience, operational 
objectives, and scientific understanding establish the human 
factors design criteria. To examine how well alternative 
design solutions fit these objectives, analytical approaches 
such as mockup or simulator assessments are performed. A 
human-centered design philosophy underpins this work, which 
has been confirmed by millions of flights and decades of 
experience. 

When there is a big change in the design of a plane it has 
to undergo various tests which consume time and large sum of 
money.  Since bringing lengthy changes to a plane is 
necessarily not a desired output in the short term, the company 
can adjust only the required mechanisms and not change the 
whole flight design which further causes workers to consume 
more time and gain used to the working process. This can be 
achieved by analyzing the areas which can be improved only 
to the level where it doesn't require additional guarantee tests 
and slowly bring changes over time to maintain balance in the 
business operations and revenue as well as providing a safe 
machine to its consumers. 

Finally, the 787 can travel farther distances than its 
predecessors because to its improved fuel efficiency. As a 
result, it has enabled the creation of more than 50 new nonstop 
routes throughout the globe. The design and construction of 
the Dreamliner are both ground-breaking. New composite 

materials are used in the construction of fifty percent of the 
principal structure of the Boeing 787, which includes the 
fuselage and the wings. Both the speed of the aircraft and its 
fuel efficiency may be boosted thanks to the design and 
construction of the wings. 

II. PROPOSING BI SOLUTIONS 

Business intelligence is a term that encapsulates the 
processes and methods used to collect, store, and analyze data 
from business operations or activities in order to improve 
performance [10]. All of these factors combine to provide a 
full image of a company, allowing customers to make better, 
more decisive decisions. In this section, the proposed business 
intelligence solutions assisting the business opportunities and 
solving the problems would be discussed. 

Accident or crash rate is a calculation between the number 
of aircraft crash that unfold in a given period (crash 
frequency) and number of flights conducted within the same 
period. BI tools enable the accident rate to be calculated faster. 
In addition, the metrics for calculating the crash rate can be 
analyzed individually too to provide more insights, such as the 
crash frequency. Thus, the company can predict the 
probability of crash happening in the following years and put 
up a countermeasure to reduce it. 

Through BI tools, the company will be able to discover 
factors that contribute to airplanes crashes. It allows the 
company to correlate the cause of the accidents, either its 
human errors or machine malfunctions, and any other piece of 
information together. Based on the piece of information 
founded, the factors that lead to aircraft crash can be grouped 
based on certain criteria to provide better insight which can 
also be used for comparison purposes. Therefore, a more 
specific study of aircraft crash on each criterion can be 
performed and a plan to address each category problem can be 
addressed. 

Predictive maintenance is a proactive approach to machine 
maintenance, which is made possible through utilizing BI 
tools. It provides the company to organize schedules based on 
continuous condition monitoring. To minimize additional 
costly failures, broken parts are fixed or replaced if 
unfavorable patterns are discovered. Lower maintenance costs, 
longer equipment life, less downtime, increased production 
capacity, and improved safety are just a few of the advantages 
the company can expect. 

III. DATASET ANALYSIS 

To describe how BI can improve Boeing performance, the 
NTSB aviation accident dataset was used as our data source. 
NTSB is an independent U.S. government investigation 
agency that identify and report on aviation accident. The 
NTSB aviation accident database contains information on civil 
aviation accidents and selected incidents that occurred in the 
United States, its territories and possessions, and international 
waterways. For our research, the dataset that we use contains 
information on aviation accidents from 1962 to present [5]. 

The reason the records are up to date is made possible by 

the continuous update of the accidents into the database. First, 
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a preliminary report will be available online within a few days 

of an accident. When available, information is added, and 

when the investigation is complete, the preliminary report is 

replaced with a final description of the accident and its 

probable cause. Full narrative descriptions may not be 

available for cases prior to 1993, those under revision, or those 

in which the NTSB did not have primary investigative 

responsibility. It's worth noting that the information isn't 

limited to just commercial jets. On September 18, 2002, data 

from 1962 to 1982 were added to the aircraft accident 

database. The structure and type of data given in previous 

briefs may change from that contained in subsequent reports. 

An aviation accident is described as an event occurring 
due to aircraft operation happening between the time people 
boards the aircraft with the aim of flight and the time people 
depart, in which people are mortally or severely injured, the 
aircraft sustains severe damage or structural failure, or the 
aircraft goes missing or becomes totally inaccessible, 
according to Annex 13 of the Convention on International 
Civil Aviation. An aviation incident is defined in Annex 13 as 
any occurrence, other than an accident, related with the 
operation of an aircraft that affects or has the potential to 
influence the safety of operation. Government agencies such 
as the FAA and the NTSB examine accidents and occurrences. 

A. Description of Dataset 

Our dataset is obtained NTSB from aviation accident 
database containing information about civil aviation accidents 
within the United States and its territories including 
international water from the year 1962. The dataset comes in a 
single data sheet and consists of 31 columns describing details 
about the recorded aviation accident [5]. The table below 
shows the detailed description of each attribute in the dataset 
and what it represents (Table I). 

TABLE I.  DESCRIPTION OF DATASET 

No 
Attribute 

Name 
Data Type Description 

1 Event ID ID Unique alphanumerical for each of 

the row about the accident 

2 Investigation 

Type 

ID Conveys if the scenario was an 

accident or incident 

3 Accident 

Number 

ID Specific number given to the 

accident/incident 

4 Event Date Date Date at which the accident 

occurred, displayed in the format 

“YYYY-MM-DD” 

5 Location String Location at which the accident 

took place 

6 Country String Country the accident took place 

7 Latitude Numeric 

(Continuous) 

Angle of latitude which ranges 

from 0 degree at the Equator to 90 

degrees (North or South) at the 

poles 

8 Longitude Numeric 

(Continuous) 

Longitude which is the 

measurement east or west of the 

prime meridian 

9 Airport Code String The airport code, which is unique 

for each and every airport in the 

world and is usually represented by 

three letters or four letters 

10 Airport Name String The name of the Airport 

11 Injury Severity Nominal Severity of the injury 

12 Aircraft 

Damage 

Nominal The damage level to the aircraft 

13 Aircraft 

Category 

Nominal Type of aircraft, ranging from 

Airplane, helicopter, glider, etc. 

14 Registration 

Number 

ID Registration number of the aircraft 

15 Make Nominal Brand type of the aircraft 

16 Model Nominal Model number of the aircraft 

17 Amateur Built Boolean True or false statement confirming 

if the aircraft is amateur built, 

meaning if they were built by 

people for their own education and 

recreation and not officially by an 

enterprise 

18 Number of 

Engines 

Numeric 

(Discrete) 

Number of engines the aircraft had 

19 Engine Type Nominal Type of engine the aircraft had 

20 FAR 

Description 

String Description by Federal Aviation 

Regulations 

21 Schedule String Represents the aircraft‟s schedule 

22 Purpose of 

Flight 

Nominal Purpose of the flight, whether 

personal, instructional or others 

23 Air Carrier String Airline company of the aircraft 

24 Total Fatal 

Injuries 

Numeric 

(Discrete) 

Total number of fatal injuries due 

to the accident 

25 Total Serious 

Injuries 

Numeric 

(Discrete) 

Total serious injuries due to the 

accident 

26 Total Minor 

Injuries 

Numeric 

(Discrete) 

Total minor injuries due to the 

accident 

27 Total 

Uninjured 

Numeric 

(Discrete) 

Total number of people uninjured 

after the accident 

28 Weather 

Condition 

Nominal Condition of the weather at the 

time of accident 

29 Broad Phase of 

Flight 

Nominal Phase of flight when the accident 

occurred 

30 Report Status Nominal Status of the accident when 

reported 

31 Publication 

Date 

Date Publication date of the accident 

B. Data Preprocessing 

With the dataset obtained from NTSB, we went through 
several rounds of data cleaning and preparation to make sure 
the data is in a clean format and is ready to be used for our BI 
dashboards. To perform data cleaning and preparation, we 
have used two programs, namely Microsoft Excel and R 
Studio. The programs were used to look at the state of the 
dataset (i.e. number of missing values for every column). We 
will go further and explain the techniques that we used in 
these two programs to aid our data cleaning and preparation 
process [6]. 

Microsoft Excel is an excellent software owned by 
Microsoft incorporation. It serves the purpose to organize, 
clean, arrange and simplify the data. Among the hundreds of 
features it has, some are being mentioned below. 

1) Conditions based formatting: If you want to format the 

data based on conditions, then MS Excel is the best tool. For 

instance, you want to see only the Boeing Planes with a 
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seating capacity of less than 300 people. Then you can apply 

these conditions and see them. To use this feature, you need to 

select the desired column. In this case, the Fig. 2 demonstrates 

Column “Seating Capacity” is selected: 

 
Fig. 2. Select "Seating Capacity" column 

Once you have selected the column go to “Home” option 
in toolbar and click on “Conditional Formatting” as shown in 
Fig. 3. 

 
Fig. 3. Selection of "Conditional Formatting" 

Once you hover the mouse over it, you can see the 
following options as shown in Fig. 4. 

 
Fig. 4. Options in "Conditional Formatting" 

In this case I have selected “Less Than...” as a condition. 
Once we click on “less than...” as shown in Fig. 5. 

 
Fig. 5. Options in "Less Than..." 

Here we can put the desired value and then the results will 
highlight in the column as depicted in Fig. 6. 

 
Fig. 6. Results of "Conditional Formatting" 

2) Removing duplicate columns: There is a high 

probability that a data might have duplicate columns. MS 

excel provides a fantastic feature to remove them. You don‟t 

have to select each column in Dataset to remove them. 

Instead, there is an amazing feature in Excel which lets you 

remove duplicate columns automatically as shown in Fig. 7. 

 
Fig. 7. Remove duplicates feature in excel 

To access this feature, you can go to Data option placed in 
tool bar, there you can see “Remove Duplicate” feature as 
Fig. 8. Once you click on it, it will show you the duplicates 
and you can remove them if you want. 

 
Fig. 8. Remove duplicates window 
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Once you are satisfied with columns checking you can hit 
ok and excel will remove duplicate column successfully. 

3) Spell check: MS Excel has another useful feature as 

shown in Fig. 9 which helps you check for spelling mistakes 

in a data. This feature can come very handy in pointing out 

typos. For this feature to work, you can select your desired 

column from database and then click on “Review” option 

from tool bar. There you can see spell check option. 

 
Fig. 9. Spelling check in excel 

Once you click on it, Excel will automatically scan for any 
spelling mistakes in the data and will show as per the Fig. 10. 

 
Fig. 10. Spelling check configuration 

You can see this Pop-up, from here you can choose which 
spelling is suitable for you. If you think the word spell is ok, 
you can click on “Add to Dictionary” or “Ignore All/once”. If 
you want to change the word with the given suggestions, you 
can highlight preferred suggestion and click on “Change 
/Change All”. If you want the system to automatically correct, 
you can click on “Auto Correct”. If there are no spelling errors 
the following pop up will appear as shown in Fig. 11. 

 
Fig. 11. Successful configuration of spelling check 

RStudio is an open-source IDE (integrated development 
environment) for R programming that has been widely utilised 
by the community for statistical and computing purposes. The 
RStudio was utilised in this project since various tasks 
required the use of the R language to aid in data visualisation 
and pre-processing. Due to the ease of access and pre-
experiences of the program being used, the authors decided to 
use this program as the pre-processing tool due to the 
familiarity of library tools usage from the past and the 

flexibility of data processing it provides. Fig. 12 demonstrates 
the techniques that were used in R Studio to perform data 
cleaning and preparation: 

4) Display summary of a data frame: summary(df) 

 
Fig. 12. Display summary of non-numerical attributes of a data frame 

Using this function, we will get a summary of every 
attribute in a data frame as shown in Fig. 12. For each 
attribute, it will display the number of records and the attribute 
type. 

 
Fig. 13. Display summary of numerical attributes of a data frame 

For numerical attributes, R will be able to display even 
more details of the attribute, like the first quarter value, third 
quarter value, minimum and maximum value found, number 
of missing values etc as shown in Fig. 13. Using this function, 
we will be able to check the type of every attribute and also 
the number of missing values. However, as this function is 
unable to display more information about non-numerical 
attributes, we have to use other functions to learn more about 
our dataset. 

5) Display number of missing values or empty columns for 

each attribute: 
colSums(is.na(df)| df == "") 

 
Fig. 14. Display number of missing values or empty columns for each 

attribute 

Through this function, we are able to clearly see the 
number of missing values and empty columns every attribute 
has as shown in Fig. 14. Any missing values or empty 
columns are bad for making visualizations through BI 
dashboards. Thus, we have to figure out what to deal with 
attributes that have an overwhelming number of missing 
values or empty columns. 

6) Remove columns from a data frame: 
df = subset(df, select = -c(attribute1, attribute2, attribute3)) 
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With this function, we are subsetting attributes to create a 
new data frame. However, as we are specifying the “-c” 
argument, we are actually creating a new data frame that 
excludes the attributes mentioned in the command. We used 
this function to remove any attributes that have way too many 
missing values or empty columns to be used in our BI 
dashboard visualizations. 

7) Remove rows with missing values: 
df <- na.omit(df) 

We used this function to remove the rows that had only 
missing values in our data frame. 

8) Format values in an attribute: In our data set, the 

attribute that mentions the injury severity of aviation accidents 

also mention the number of fatal injuries in Fig. 15 (i.e. 

Fatal(4) meaning four meaning suffered fatal injuries). As the 

data set already has an attribute that stores the number of fatal 

injuries, we can make this attribute to only mention whether 

the injury severity is fatal, non-fatal or incidental. To achieve 

this, we used two functions: 

unique(df[c("attribute1")]) 

 
Fig. 15. Display unique values in an attribute 

Fig. 15 shows us the unique values in an attribute. Using 
this command, we first checked whether the attribute had a big 
number of unique attributes, which is bad for a categorical 
attribute. 

df$attribute1 <- sub("Searched sting", "Substitute string", 
df$attribute1, ignore.case = TRUE) 

 
Fig. 16. Command to replace strings in an attribute 

As shown in Fig. 16, we managed to automatically clear 
out the number of fatal injuries in this attribute, leaving only 
the word “Fatal”. Displaying the unique values again as per 
the Fig. 17, the command was successful in clearing out the 
number of fatal injuries in the attribute. 

 
Fig. 17. Display unique values after replacing strings 

9) Read and write files: 
df <- read.csv("File location path") 

 
Fig. 18. Command to read CSV file into a data frame 

Fig. 18 depicts that we could read the csv format file that 
our data set came in. A csv file is a delimited text file which 
uses commas to separate between different values, and using 
this function, we imported the file into R Studio as a data 
frame to perform data cleaning and preparation. 

write.xlsx(df, "File location path") 

 
Fig. 19. Command to write data frame into an excel document 

After our data cleaning and preparation is completed, we 
want to export our data frame into an Excel file so that it can 
be used for our BI dashboards. We used this function, which is 
part of the “openxlsx” R library to write our clean data frame 
into an Excel file as shown in Fig. 19. 

Due to challenges during data recording and such, several 
attributes of our dataset had a large number of missing 
values/empty columns. For example, the air carrier column 
had 71,311 missing values, longitude and latitude had 54,218 
and 54,209 missing values each. As our dataset has 87,282 
records in total, including attributes like these with a large 
number of missing values will be problematic. We also cannot 
try to fill in the missing values with techniques like using the 
mean as it will distort the meaning of the data. Because of this 
issue, we decided to outright remove the attributes that has a 
large number of missing values. 

C. Data Modeling 

The process of generating a visual representation of a 
comprehensive information system or specific components of 
that system in order to express the relationships that exist 
between different data points and organizational structures is 
known as data modelling [4]. The purpose of data modelling is 
to offer illustrations of the many kinds of data that are utilized 
and stored inside the system, as well as representations of their 
connections, potential groupings and organizational structures, 
format types, and attribute values. 

In data mining, an algorithm is a set of related 
computations and heuristics that are used to construct a model 
based on a collection of data. Before designing a model, the 
algorithm does an initial analysis on the data that people 
provide, looking for different sorts of patterns or trends. The 
results of this study are used by the algorithm, which goes 
through a number of rounds to determine which parameters 
will provide the most accurate mining model [12]. After that, 
the whole of the data gathering is analyzed using these criteria 
in order to derive actionable patterns and comprehensive 
statistics. In this section, the algorithms that were employed 
are the decision tree method, the Support Vector Machine 
(SVM) algorithm, and the Naïve Bayes algorithm. 
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1) Naïve bayes algorithm: The Naïve Bayes algorithm is a 

classification approach that is based on the Bayes Theorem 

and operates on the assumption that predictors are independent 

of one another [3]. To put it simply, a Naïve Bayes classifier is 

one that operates on the assumption that the existence of one 

feature in a class has absolutely no bearing on the presence of 

any other feature. The Fig. 20 illustrates an example of the 

formula for Bayes' theorem: 


Fig. 20. Calculation for bayes‟ theorem 

 The possibility that a certain hypothesis (A) will in fact 
come to pass is quantified by the posterior probability, 
abbreviated as P(A|B). 

 Likelihood Probability, abbreviated as P(B|A), is a 
measurement that determines how probable it is, based 
on the data that is now available, that a particular 
hypothesis is right. 

 Priority probability, sometimes abbreviated as P(A), 
refers to the possibility that a hypothesis exists prior to 
seeing the data. 

 The likelihood of evidence is referred to as P(B), which 
stands for marginal probability. 

2) Decision tree: A decision tree is a technique of 

supervised learning that may be used with both discrete and 

continuous variables in its analysis [6]. The most essential 

aspect of the dataset is used to determine the subgroups that 

are created from the dataset. The algorithms are what decide 

how this characteristic is categorized by the decision tree and 

how the divisions are made between the categories. The 

terminal or leaf nodes, which do not further split, are created 

when the root node, which represents the most significant 

predictor, divides into decision nodes, which are sub-nodes as 

shown in Fig. 21 [7]. 


Fig. 21. Decision tree structure 

3) Support vector machine (SVM): The objective of the 

Support Vector Machine technique is to locate, in a space of N 

dimensions (where N represents the number of features), a 

hyperplane that categorizes the data points in a way that is 

unambiguous [8]. The two distinct groups of data points may 

be partitioned using any one of several hyperplanes that are 

available to choose from [9]. Finding a plane that has the 

highest margin, or the greatest separation between the data 

points of both classes, is the goal here. As per Fig. 22,When 

the margin distance is increased to its maximum, more support 

is added, which in turn increases the level of confidence with 

which subsequent data points may be categorized. 


Fig. 22. SVM algorithm 

IV. BUSINESS INTELLIGENCE ARCHITECTURE 

The framework that a business establishes in order to run 
applications for business intelligence and analytics is referred 
to as a business intelligence architecture. It discusses the 
information technology platforms and software tools that are 
used to collect, integrate, store, and analyze business 
intelligence data before providing it to high-level executives 
and other corporate users as information on operational 
processes and statistics. Implementing an efficient BI program 
that allows data analysis and reporting to assist an 
organisation in monitoring business performance, optimizing 
business processes, recognizing new revenue opportunities, 
working on improving strategic planning, and providing better 
decisions overall requires a critical component known as the 
underlying BI architecture. 

The BI architecture design shows how all the data and 
processes are connected to each other to support Valve 
business. The diagram shows the seven main components and 
the flow in Valve when dealing with data through business 
intelligence [2]. The seven main components consist of data 
sources, ETL (extract, transform and loading), data repository, 
business intelligence tools, interfaces, data management and 
security management as shown in Fig. 23. 
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Fig. 23. Proposed BI architecture 

A. Data Source 

Data sources mainly refer to where data is obtained. Any 
business organisation would get data differently depending on 
their mode of business, and their operations done. In Valve, 
data can come from multiple sources. For instance, 
transactions or purchases on games and the accessories can be 
categorised into transactional data, whereas daily processes 
and routines would contribute to data obtained from 
operational systems. This architecture design suggests that 
data sources may also involve data from unstructured forms, 
archives, and other systems such as ERP and CRM. All these 
data will then be staged into the ETL stage. 

B. ETL (Extract, Transform and Load) 

This stage involves three major steps in dealing with data. 
First, data identified from the various data sources are 
extracted. There are multiple methods to extract data. It is 
crucial to discover which extraction method and platform 
would benefit the business the most. Usually when data are 
extracted from various data sources, the data vary from each 
other in terms of formatting. For instance, two data sources 
might store “date” data differently from each other. This is 
where the second step, transformation comes in. 
Transformation relates to changing the data into the wanted 
and appropriate format. This step also involves data cleaning 
and attributes derivations. This step is significant to ensure 
data integrity and quality, while making sure that the data 
would reach a common dimension and storage method.  The 
data will then be loaded into the repository once all the data 
has been transformed. 

C. Data Repository 

Data repository refers to where data is stored after being 
processed. Valve stores over ten million of players‟ data, and 
management side. Therefore, Valve will need numerous data 
repositories and in different forms, such as data marts and data 
warehouses. For example, data that are generated to players 
and require high availability would be stored in data marts, 
and data that are not frequently used can be placed into data 
warehouses. Valve can store summarised and transformed data 
in data marts for respective departments to ensure 
productivity, while metadata that describes data and the 
relationships, together with raw data can be stored in a data 
warehouse. Multidimensional databases can help integrate 
data warehouses and OLAP applications to generate complex 
data to users [11]. 

D. Business Intelligence, Analytics and Tools 

This section comprises of all the business intelligence tools 
used in Valve. All of these tools assist the organisation in 
making better decisions and supporting the interfaces on both 
clients and back-end services. The tools include OLAP 
operations, analysis, visualisation, reporting, dashboard, and 
decision support applications. 

E. Interfaces 

The interfaces involve how input and output would result 
through different platforms such as mobile, web applications, 
line of business application and steam application. Interfaces 
comprise of back-end services from within the company and 
externally from third-party services. These services extend to 
aid in the management side in Valve, such as inventory 
management, transaction management, customer management 
and more. Interface is the result where the client and users can 
view on the screen. The interfaces will communicate with the 
business intelligence part in order to output the wanted 
information. 

F. Data Management 

It is important for every organisation to have a sustainable 
data management plan to ensure that data can be kept up to 
date and saved. This will help to maintain data quality and 
availability. It is also vital to archive and backup data in a set 
time interval to avoid any losses due to data loss or breach of 
security to protect the business operations. Data management 
is usually done by the administrators and certain technical 
employees throughout the data processes up to the interfaces. 

G. Security Management 

Data is a crucial component in any organisation. Hence, 
they need to be protected and maintained at all times. A well-
secured organisation would only allow authorized and 
recognized personnel to access the operational part of the 
organisation. Hence, firewalls and authentication are highly 
required in order to protect the data used by Valve. It is also 
crucial to monitor the activities of the personnel involved in 
the business operations in order to find out the culprit when 
there is a breach of security or data loss through logs. This is 
because Valve is a big company, comprising hundreds of 
employees and, which suggests that anything could happen. 

V. DATAWAREHOUSE AND OLAP MODEL 

The dimensional model serves as the foundation for all 
analytics and reporting. It is used throughout the entire science 
of dimensional modelling, not only in the construction of the 
model but also in the execution of reports and queries, the 
development of extract, transform, and load tools, and the use 
of business intelligence tools [13]. Even though the business 
people in the organisation might never get to see the actual 
data models that are developed, they would become very 
acquainted with the reports and dashboards they help produce. 
Unless those models are capable of generating transparent, 
effective reporting and analysis, they will be ineffective in 
assisting the company in viewing data and using it to make 
informed choices that have an impact on operations. The 
ability to generate this vital business information is dependent 
on the use of dimensional modelling. 
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The dimensional model provides a logical data model for 
the presentation level of a Data Warehousing and Business 
Intelligence (DWBI) application, through which the end-user 
dashboards would take data. It contains a list of the entities 
and attributes required for the envisioned dashboards. The 
entities that provide measures are referred to as facts [12][13]. 
It is termed dimensions when they provide qualifiers that 
allow facts to be disaggregated, filtered, and organised in 
various ways. The Steam Sales Schema's data warehouse 
architecture is centred on the classic star model. Compared to 
the Snowflake and Starflake schema models, the star schema 
design has been the most useful when dealing with historical 
information since it has the lowest query complexity. This 
allows them to operate at peak performance in data 
warehouses, data marts, business intelligence applications, and 
online analytical processing (OLAP). 

The fact data can be organised in a fact table at the model's 
centre, whereas the dimensional data is organised in 
dimension tables and surrounds the fact table. The fact table is 
the integration component at the heart of the data warehouse's 
star structure. They allow machine learning algorithms to 
analyse the data in its totality and concurrent access to the data 
by other subsystems. The star schema's dimension tables have 
no foreign keys. This allows star schema databases to be 
optimised for lookup and query performance using actual 
dimensions. They may also be customised to give the best 
performance and the specific parameters that are deemed most 
important or often queried by the organisation in question. 
Data may be inputted transactionally as it is received, or it can 
be imported in bulk and subsequently validated and correctly 
denormalized. 

The fact table of Boeing‟s dimensional model is the 
accident fact table, which holds details of the accident like the 
accident date, publication date, latitude, longitude, number of 
injuries by type, weather condition when the accident 
happened, flight phase during the accident and the report‟s 
status. From the fact table, it is connected to three dimension 
tables, namely, the flight dimension, state dimension and the 
airport dimension. 

In the flight dimension, it has an ID number to identify the 
flight, along with the flight‟s schedule, purpose and number of 
passengers. It connects to the aircraft dimension, which 
records the aircraft‟s damage, category and identifies whether 
it is amateurly built. From the aircraft dimension, it connects 
to two dimensions. The first one is the airline dimension, 
which identifies the airline owning the aircraft, along with 
their name, country, region, email and contact number. The 
second dimension is the model dimension, which identifies the 
model of the aircraft, with the make, number of engines, 
engine type and description provided by the Federal Aviation 
Regulations (FAR). The airline dimension is connected to the 
manufacturer dimension, which identifies the manufacturer‟s 
details and contact methods. 

The airport dimension holds information about the flight‟s 
departing airport, with details like the airport code, name, 
country, region, email and contact number. On the other hand, 
the state dimension recalls where the accident happened, along 
with the state name. It is connected to the country dimension, 

which holds information like the country name and the 
country‟s region. 

These nine tables make up the dimensional model 
designed for The Boeing Company. It enables the company to 
keep track of aviation accidents with paper reports and BI 
dashboards, while updating it with new records regularly. 

 
Fig. 24. Diagram of data warehouse schema 

The dimensional model that was developed for The Boeing 
Company uses the snowflake schema as depicted in Fig. 24. 
Due to the complexity of records to be kept for an aviation 
accident, the dimensional model needs to use the snowflake 
schema in order to avoid data redundancy and ensure relevant 
data is stored in their respective tables. This is possible 
through the normalization of the dimensional structure, which 
causes the tables to form this snowflake-like shape, where the 
name comes from. 

VI. DASHBOARD VISUALIZATION 

This project calls for the development of five different 
dashboards, each of which will be based on an analysis of 
either aircraft MAKE as shown in Fig. 25, purpose of flight, 
injury, weather condition or aircraft engine, respectively. 
Through the use of maps and graphs, data visualization 
enables us to better comprehend the significance of the 
information by putting it in a visual context. Due to the fact 
that the information is simpler to comprehend by the human 
mind, it is thus far less difficult to recognize trends, patterns, 
and outliers in massive data sets. 

A. Dashboard for Aircraft MAKE Analysis 

 
Fig. 25. Dashboard for aircraft MAKE analysis 
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The term “dashboard” refers to an electronic tracking tool 
that is used by companies to show and summarize the data that 
they have collected. The figure above demonstrates the 
overview of the dashboard showing factors with the “Make” 
column. This column represents the brand type of the aircraft. 
As evident from the above dashboard, the Make data is 
compared with aviation accidents total count, and another 
similar case where it is also filtered by event date of accidents 
that occurred after the year 2000. It is also visually 
represented along with total fatal injuries, denoting only the 
major ones. Total uninjured is also compared where it is 
filtered by severity of the accident and location. Final set of 
comparison has been done taking the top 3 makes having the 
most fatal injuries and representing them in a bar graph based 
on location and the number of engines. The dashboard gives 
an overview of the idea that can be gained by analyzing the 
representations. 

On comparison of make with the count of aviation 
accidents, it can be found that Cessna had the highest count of 
accidents being 16,747, which is followed by Piper (9,023) 
and Beech (3,137) shown in Fig. 26. Evidently, when make is 
compared with total fatal injuries, Cessna has the highest rate 
with it being 5,061 and Piper and Beech following the same 
previous pattern having 3,874 and 1,939 fatal injuries, 
respectively. 

 
Fig. 26. Make and aviation accidents count by descending order 

 
Fig. 27. Make and total fatal injuries 

The two visual represents go hand in hand with each other 
and can aid the company in identifying the makes that have 
the highest rate of accidents and thus dig deeper into finding 
the reasons considering other real-life factors into account. It 
can also be noted that in the first representation, the number is 
arranged in the decreasing order with the color gradient being 
darker for the highest number and fading as it lowers. These 
tools are great for having a more toned representation of data. 
In the comparison with total fatal injuries, the packed bubble 
representation gives out a very clear and easy to understand 
pictorial representation with different makes being color-
coded and the higher number having a larger bubble with the 
count represented as label in Fig. 27. 

Based on the insights gained by the previous comparisons, 
the data can be filtered according to the needs of the user to 
display certain factors. For example, the tri-colored bar chart 
has specifically been filtered by the top 3 makes involved in 
the highest accidents (Cessna, Piper and Beech) and compared 
with the location of the accident and the number of engines 
present in the aircraft as shown in Fig. 28. 

 
Fig. 28. Location and number of engines, filter by make 

Each color represents one of the makes and exhibits a very 
organized pattern as information. By making use of previously 
identified information and viewing such representation based 
on specific requirement, more focused insights can be 
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obtained. For example, it is proof that Arizona (AZ) has the 
highest number of accidents happening with the three makes. 

 
Fig. 29. Make and aviation accident count, filter by event date 

Another example can be the bar chart in Fig. 29 depicting 
the make with the aviation count which is filtered by data to 
only show those that happened after the year 2000 and by 
already knowing the major values from the text tables, it has 
been filtered to show only those with count 21 and above as 
these alone give a large contrast between the highest values. 
This allows viewing specific data as per requirement and 
constraint. In this case, it can be seen that Cessna takes the 
lead of accidents even in this decade. 

 
Fig. 30. Make and total uninjured, filter by severity and location 

Finally, the Fig. 30 tree-maps present a colorful view of 
the make and total uninjured in each case that has been filtered 
by injury severity and location. In this example, two different 
categories have been allocated as filters with each allocation 
allowing the flexibility to choose the type and amount of data 
to be filtered with. 

 
Fig. 31. Filter severity 

 
Fig. 32. Filter location 

In this case, the severity has been filtered by selecting 
„fatal‟ and the location has been restricted to Alaska (AK), 
Alabama (AL), Arkansas (AR), Arizona (AZ) as shown in 
Fig. 31 and Fig. 32. Using only these constraints, the output 
has been presented. This is usually effective when deep 
analysis has to be made for a specific area or with a unique set 
of categories. 

B. Dashboard for Purpose of Flight Analysis 

 
Fig. 33. Dashboard view for purpose of flight analysis 
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The Fig. 33 represents the dashboard that compares the 
purpose of flight with multiple factors present in the dataset. 
The dashboard is useful in providing an overall view of all the 
insights that have been gathered which can be further used to 
improve the current situation and identify relations between 
different factors. In this case, the factor has been compared 
with total fatal injuries, aviation accidents, total serious injury, 
total minor injuries and total uninjured. 

 
Fig. 34. Tree map for purpose of flight by total uninjured 

The Fig. 34 tree-maps represent, the purpose of flight with 
total uninjured. It can be seen that majority of the flights were 
due to personal reasons and they also have the highest number 
of total uninjured people (32,746). With this visual 
presentation of data, some important information can be 
collected. In this case, the major reason for travel can be 
identified, along with the least factor that causes people to 
travel which is aerial observation. 

 
Fig. 35. Bar graph for purpose of flight by aviation accidents 

The Fig. 35 bar chart presents the purpose of flight with 
aviation accidents count. It can be noted that the highest 
number of accidents is 27,344 and those were people 
travelling for personal reasons.  This is very much related to 
the previous comparison as both cases denote majority of the 
people involved in the accidents, travelled for personal use 
and therefore, they also contribute to a higher number of 
people uninjured. Bar chart gives a clear and defined view of 
the data in a very cleansed manner. 

 
Fig. 36. Bullet graph for purpose of flight by serious injury 

The Fig. 36 bullet graph shows the relation between 
purpose of flight and the number of serious injuries. The 
highest number of serious injuries is 5,505 which is among 
people travelling for personal use. As the insight gathered 
before, we can here specifically identify injury level among 
passengers travelling with different purposes. 

 
Fig. 37. Packed bubble graph for purpose of flight by total fatal injuries 

The Fig. 37 bubble chart shows the amount of people who 
have been fatally injured due to the accidents and the reasons 
they travelled. Out of the many categories, many people who 
travelled for personal and business reasons had fatal injuries. 
A total of 10,556 injured people were personal travelling 
passengers while there were around 1,556 business 
passengers.  In this case, the size of the bubble presents the 
bubble represents the fatal injury count whereas the color 
represents the different categories of passengers. It shows a 
very precise and easy to understand view of the data for 
insight gathering. 
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Fig. 38. Pie chart for purpose of flight by total minor injuries 

The Fig. 38 pie chart represents the purpose of flight 
compared with total minor injuries. The different colours 
depict different categories of passengers while the space 
occupied by a colour represents the quantity of the people 
injured. As evident from the previous visual representations, 
many numbers of people were traveling for personal purposes 
and therefore, people from that category had the most numbers 
of injured and uninjured people. In this case, there was a total 
of 8,255 people from the personal travel category who were 
had minor injury. The above depictions show the 
identification of the highest category of people travelling and 
a deeper insight into the accident and injury data for those 
different categories. 

C. Dashboard for Injury Analysis 

 
Fig. 39. Dashboard for injury analysis 

The Fig. 39 illustrates an overview of the dashboard 
showing multiple factors from “Location” column. The 
location column shows the factors according to each state. In 
this case I used 4 factors named „total uninjured, total serious, 
total fatal and total minor‟. Each of which is represented using 
four different kinds of figures. The dashboard talks all about 
injuries and deaths. This will help the airline companies to 
improve their security measures in each state according to the 
data. Fact Bubbles easily identify where the factor is in high 
value. Maps are easy to identify geographically. Tree maps 
can easily give scores for each state and is easy to identify 
using colour scheme too.  Bar charts give accurate statistics of 
the factors. Following is the explanation of each: 

 
Fig. 40. Bar graph for number of serious injuries by state 

According to this Fig. 40, we can analyze that in US, most 
of the serious injuries are in state CA (California) which are 
almost close to 1000. After that second highest injuries are in 
FL and AK. Meanwhile GM and GU have zero serious 
injuries. 

 
Fig. 41. Tree map for total uninjured in each state 

The Fig.  41 relates to uninjured people in each state. We 
have seen that California had most serious injuries in previous 
figure but on the other hand it also has most injured people 
among other states too. IL, FL, and NY are on 2nd, 3rd and 4th 
ranks respectively, each having more than 10,000 people 
uninjured. 

Now coming to the injuries which almost led to death, 
California is again ranked 1st with 2,717 fatal injuries. This 
might be because of excess number of travellers in CA. TX 
again is in 2nd position with more than 1200 fatal injuries and 
FL is ranked 3rd. Other states have very less reported fatal 
injuries due to less travellers as shown in Fig. 42. 
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Fig. 42. Packed bubble graph for total fatal injury by state 

 
Fig. 43. Map for total minor injuries in each state 

Coming to the minor injuries in each state, we used maps 
to locate them out. The region with most minor injuries is 
Alaska, with over 900 minor injuries confirmed. Second is 
Colorado with exactly 500 minor injuries and then ranks 
Illinois with 420 minor injuries as shown in Fig. 43. 

D. Dashboard for Weather Condition Analysis 

 
Fig. 44. Dashboard for weather condition analysis 

The Fig. 44 displays a dashboard that compares data based 
on the chosen criteria. In this dashboard, five pieces of 
information are shown. Three pieces of information used 
weather conditions as the factor to be compared to another 
criteria. One other displayed information of damage sustained 
based on the quality of the builder, which can be seen in the 

bottom left. The last one, investigation type is compared with 
the number of accidents that happened. One of the benefits of 
a dashboard is that it provides us with the means to view and 
analyze the key data that has been constructed. Hence, a 
conclusion can be drawn, and plans can be made accordingly. 

 
Fig. 45. Table for number of each types of injuries by weather conditions 

The Fig. 45 represents the number of injuries based on the 
weather conditions. It is displayed in the form of a highlighted 
text table. The table is constructed to enable the engineers to 
understand the weather situation that leads to accidents and 
what types of injuries it leads to. The total injuries caused by a 
particular weather condition can be analyzed too. Example, 
the above table shows that VMC generates a higher number of 
injuries compared to IMC on every level. From there, it can be 
concluded that humans tend to make more errors even with the 
situation is favorable. This is because IMC technically 
describe poor conditions, so machines are more heavily used. 
Therefore, the engineers can build parts that can improve the 
performance of humans (pilot and co-pilot). 

 
Fig. 46. Stacked bar graph for number of aviation accidents by weather 

condition 

The Fig. 46 bar chart shows the number of accidents 
caused by weather conditions, where the bar chart is stacked 
with information on the severity of injury. The severity of 
injury inside the bar chart is separated with colour marks so 
the data can be easier to understood. In addition, the number 
of accidents per severity of injury is also displayed.  The data 
visualization has a similar purpose to the previous one. The 
difference is that in this data, it describes a more detailed 
representation of the injury. 

 
Fig. 47. Stacked bar graph for number of accidents by investigation type 

The Fig. 47 stacked bar chart shows the type of accidents. 
It illustrates the differences in number of each accident type 
by separating it inside the bar. To differentiate between the 
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investigation types, colour marks are used. Moreover, the 
number of accidents for each accident type is also displayed. 

There are two reasons why stacked bar is used. The first is 
to fit the dashboard. The second is because we are dealing 
with small data where the factor is only one. For efficiency 
purposes, the number of accidents attribute is put in the 
column side. This data can be used by engineers to understand 
the fatalities of the events. An accident is described as an 
unexpected event that leads to damage and injury. While 
incident is described as an unexpected event that leads to some 
minor injury. 

 
Fig. 48. Graph for investigating how the build quality affects the damages 

aircrafts' sustained 

The data above is visualized using a bar chart in Fig. 48 
that displays the damage aircraft sustained because of the 
build quality. The graph is constructed through two 
dimensions; the build quality and aircraft damage, and 
compare it by the number of accidents.  The build quality is 
divided into two parts that compromise the components of 
aircraft damage. Colour is included to indicate the volume of 
the data in each criterion. The percentage in the chart above is 
over the total accidents. 

The purpose of the above chart is not to compare directly 
the number of aircraft damages between aircraft that are 
maturely built or not. This is because the data distribution 
between the two criteria is too far. Hence, the above can be 
used to show the damage distribution on the aircraft. In each 
build quality, the aircraft mostly sustained substantial damage. 
It can also be noted that rarely aircraft suffered minor damage 
during aviation accidents. 

E. Dashboard for Aircraft Engine Analysis 

 
Fig. 49. Dashboard  for aircraft engine analysis 

Fig. 49 shows a dashboard, it uses information about the 
aircraft‟s engines to perform visualizations. In here, there are 
five different graphs, all designed to help engineers inside of 
The Boeing Company to get statistics about their aircraft‟s 
engines. All these five graphs are there to help engineers and 
analysists in The Boeing Company to identify faults in their 
engine‟s designs or implementation through the performance 
and safety data. With this information, improvements or 
changes can be made to the aircrafts produced by Boeing in an 
effort to increase the safety of the flights and ensure the 
security of their flight crew and passengers. 

 
Fig. 50. Map visualization for the number of faulty engines by state 

The first graph in the dashboard is a map that Fig. 50 
illustrates the number of faulty engines for aviation accidents 
from each state in the US. It is done by using the state data, 
along with the maximum number of engines in the accident 
records for that particular state. 
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Fig. 51. Settings for label on map 

At first, the map only provides an illustration of the 
number of faulty engines through the shade of the blue colour, 
being the darker the blue, the more engines that are faulty for 
that state. However, we thought that this is unclear and would 
not be enough for the analysts and engineers inside Boeing. 
Thus, the “Show mark labels” option was enabled as shown 
Fig. 51, with the label‟s text colour adjusted to white, as a 
black font might be hard to read with dark blues. 

This map graph is created so the engineers in Boeing can 
get to know the maximum number of engines that turned out 
to be faulty for each of their aircrafts. It is supported with the 
map to differentiate the data by state, so that in the future, if 
the departure point of the flight is available for Boing‟s BI 
dashboard, the engineers can measure the distance between 
the departing point and point of accident, while investigating 
the effects from the number of engines used. 

 
Fig. 52. Bar graph of the average number of engines crashed by engine type 

For the second visualization, Fig. 52 it is a bar graph 
which shows the average number of engines in aircrafts that 
crashed, separated by its engine type. The different types of 
engines are shown with the colour mark, which allows for 
easy reading of the visualization and data. The average 
number of engines by engine type is also shown, as a label, on 
top of each bar. 

The bar graph would help the aircraft engineers understand 
the average number of engines installed for each engine type 
which was involved in aviation accidents. With this data, the 
engineers can perform a more thorough investigation on the 

relationship between the number of engines installed, the 
installed engine type, its performance and reliability. 

 
Fig. 53. Packed bubble visualization for the number of aviation accidents by 

engine type 

The third visualization for the engine dashboard is the 
packed bubble graph as shown in Fig. 53, which shows the 
number of aviation accidents by its engine type. The packed 
bubble graph illustrates the difference in accidents between 
each engine type by differentiating each bubble‟s size. The 
bubbles are also identified with the colour marking option, to 
make it more easily readable. 

The purpose for comparing the number of aviation 
accidents caused by each engine type through this packed 
bubble graph is to allow for an easier to understand 
visualization of the relationship between these two data. The 
data analysts and engineers can look at this graph and get to 
know the number of accidents involved by each different 
engine type. For example, the packed bubble graph shows that 
the reciprocating engine type caused the greatest number of 
aviation accidents. Thus, they can investigate into the reason 
behind the engine type‟s performance, to determine whether 
improvements should be made, or a different engine should be 
used. 

 
Fig. 54. Bar graph of the number of injuries (type) by engine type 

The fourth visualization is shown in Fig. 54 bar graph, 
which shows the difference in number of each injury type, 
separated by the engine type. This graph is possible by putting 
the total number of fatal injuries, serious injuries, minor 
injuries and uninjured into one measure values group, then 
comparing it with the engine type. Each engine type is divided 
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into one section, with five sections in total. While the number 
of injuries by type are shown for each engine type using 
different colours for each injury type. 

This bar graph can be considered as the one that ties all of 
the previous visualization together. This is because it shows 
the total for each type of injury, compared among different 
engine types. Previously, we had a bar graph which showed 
the average number of engines for each engine type and a 
packed bubble graph to illustrate the number of aviation 
accidents by engine type. From these two graphs, the engineer 
or the analyst inside Boeing may conclude that the low 
number of average engines is one of the reasons that 
reciprocating engine types were involved in most aviation 
accidents. While the turbo fan engine type used, on average, 
the most engines per aircraft, at the same time having the 
second least aviation accidents. 

This bar graph goes further to help the analysis by showing 
that, while luckily most of the passengers involved were 
uninjured, the reciprocating engine type had the greatest 
number of injuries for every injury type. On the other hand, 
the high average number of engines used for turbo fan 
aircrafts attained the greatest number of uninjured passengers. 
Judging from the data on the dashboard, the engineers may try 
to incorporate characteristics or improvements of turbo fan 
engines into reciprocating engines, in hopes to improve the 
safety and reliability of aircrafts with the engine type. 
Otherwise, the engineers can phase out reciprocating engine 
aircrafts in favour for safer engine types. 

 
Fig. 55. Bar graph for the weather condition affecting engines 

The last visualization for this engine dashboard is shown 
in Fig. 55 the bar graph which shows the how the different 
weather conditions affect the aircraft‟s engines. It is done by 
color coding the different weather conditions and comparing 
them with the accident numbers with the engine types. 

In aviation, VMC means that the weather condition is good 
enough that the pilot can attain visuals of the skies, nearby 
possible aircrafts and the nearby terrain. Meanwhile, IMC 
describes when the visibility of the aircraft‟s surroundings is 
limited by bad weather conditions or when flying through 
thick clouds. In a situation like this, trained pilots will have to 
rely on the hearing equipment available in the cockpit to 

remain updated about the aircraft‟s current whereabouts and 
surroundings. 

This current state of the graph eliminates one common 
suspicion of engineers, which is that bad weather conditions 
are the main reasons that aviation accidents happen. However 
according to this bar graph, it is not the case as most of the 
accidents recorded actually happened when the weather 
condition is satisfactory for flight. While bad weather 
conditions do also play considerably small part in affecting the 
chance of an aviation accident happening, pilots nowadays 
have access to more modern and advanced monitoring 
equipment that allows them to keep track of the plane‟s status, 
location, elevation and such. This lends into the argument that 
weather conditions do not necessarily cause aviation 
accidents, but instead fault in the aircraft‟s design or the 
pilot‟s inexperience or mistake had caused the accident to 
happen. 

VII. CONCLUSION 

BI is put into action using programming or devices which 
assemble tremendous measures of information and change 
them into valuable data which can be investigated to likewise 
acquire bits of knowledge and decide. Utilizing this 
methodology, the association will actually want to recognize 
past patterns and information that untruths concealed inside 
verifiable information gathered throughout the long term. 

Boeing being the main organization in the flying area has 
numerous obligations and should stand against all the 
challenges it is facing right now. Most of the challenges 
include unexpected government regulations, market demands; 
technological advancements market demands, global 
coordination risk and preapproval tests. Boeing can combat all 
these problems easily by working on the market opportunities. 
For instance, it can increase its seating capacity and produce 
engines with more fuel efficiency as compared to competitors. 
Moreover, the Boeing team can analyze past incidents and an 
effective design change considering past accidents. 

Finally, it can improve its technological side by doing 
some advancement in exchange of digital information, 
weather prediction, connected cabin systems and cameras to 
provide passengers a view of outside plane.  Coming to the 
solutions, Boeing can implement prediction of encountering 
into a crash using BI and then use countermeasures to prevent 
it from happening. Another application where BI can be used 
is aircraft maintenance scheduling using predictive 
maintenance. Business Intelligence is also extremely 
beneficial in identifying the cause of aircraft crash. The 
autopilot system also learns from such situations and prevents 
the craft from being going into deadly situations too. 

To sum this up BI is an essential tool in modern day 
businesses and organizations. It helps companies falling from 
mishaps and increases their performance along with user 
security. The data was clearly assessed in this assignment, and 
we got valuable statistics from it which can also help the 
company improve its insights. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

875 | P a g e  

www.ijacsa.thesai.org 

REFERENCES 

[1] Boeing (2019). Boeing: Data Analytics. [online] www.boeing.com. 
Available at: https://www.boeing.com/services/government/data-
analytics.page.  

[2] Calzon, B. (2022). Discover Data Warehouse & Business Intelligence 
Architecture. [online] BI Blog | Data Visualization & Analytics Blog | 
datapine. Available at: https://www.datapine.com/blog/data-
warehousing-and-business-intelligence-architecture/.  

[3] HT (2019). Naive Bayes Algorithm. [online] Medium. Available at: 
https://medium.com/@hackares/naive-bayes-algorithm-e565daa89eb7.  

[4] IBM Cloud Education (2020). What is Data Modeling? [online] 
www.ibm.com. Available at: https://www.ibm.com/cloud/learn/data-
modeling.  

[5] Kaggle (2022). Aviation Accident Database & Synopses. [online] 
kaggle.com. Available at: https://www.kaggle.com/khsamaha/aviation-
accident-database-synopses.  

[6] KDnuggets (2020). Decision Tree Algorithm, Explained. [online] 
KDnuggets. Available at: https://www.kdnuggets.com/2020/01/decision-
tree-algorithm-explained.html.  

[7] Mark Logic (2022). Boeing: Querying Model Based Systems Definition 
Data | MarkLogic World. [online] MarkLogic. Available at: 
https://www.marklogic.com/resources/boeing-querying-model-based-
systems-definition-data/  

[8] Mihai, A. (2015). Airline Applications of Business Intelligence Systems. 
INCAS BULLETIN, 7(3), pp.153–160. doi:10.13111/2066-
8201.2015.7.3.14. 

[9] Rushikesh Pupale (2018). Medium. [online] Medium. Available at: 
https://towardsdatascience.com/https-medium-com-pupalerushikesh-
svm-f4b42800e989.    

[10] Saud, D. (2021). How can business intelligence revolutionize the airline 
industry. [online] Folio3 Dynamics Blog. Available at:  
https://dynamics.folio3.com/blog/business-intelligence-revolutionize-
airline-industry/.  

[11] Segal, E. (2022). Boeing Faces New Challenges To Image, Reputation 
And Credibility. [online] Forbes. Available at: 
https://www.forbes.com/sites/edwardsegal/2021/10/15/boeing-faces-
new-challenges-to-image-reputation-and-credibility/?sh=2d1b3fbb6bff  

[12] Sherman, R. (2020). 7 Data Modeling Techniques and Concepts for 
Business. [online] SearchDataManagement. Available at: 
https://www.techtarget.com/searchdatamanagement/tip/7-data-
modeling-techniques-and-concepts-for-business.  

[13] Taylor, D. (2022). What is Dimensional Modeling in Data Warehouse? 
Learn Types. [online] www.guru99.com. Available at: 
https://www.guru99.com/dimensional-model-data-warehouse.html.  

[14] Tripathi, A., Bagga, T. and Aggarwal, R.K. (2020). Strategic Impact of 
Business Intelligence : A Review of Literature. Prabandhan: Indian 
Journal of Management, 13(3), p.35. 
doi:10.17010/pijom/2020/v13i3/151175. 

https://www.boeing.com/services/government/data-analytics.page
https://www.boeing.com/services/government/data-analytics.page
https://www.datapine.com/blog/data-warehousing-and-business-intelligence-architecture/
https://www.datapine.com/blog/data-warehousing-and-business-intelligence-architecture/
https://medium.com/@hackares/naive-bayes-algorithm-e565daa89eb7
https://www.ibm.com/cloud/learn/data-modeling
https://www.ibm.com/cloud/learn/data-modeling
https://www.kaggle.com/khsamaha/aviation-accident-database-synopses
https://www.kaggle.com/khsamaha/aviation-accident-database-synopses
https://www.kdnuggets.com/2020/01/decision-tree-algorithm-explained.html
https://www.kdnuggets.com/2020/01/decision-tree-algorithm-explained.html
https://www.marklogic.com/resources/boeing-querying-model-based-systems-definition-data/
https://www.marklogic.com/resources/boeing-querying-model-based-systems-definition-data/
https://towardsdatascience.com/https-medium-com-pupalerushikesh-svm-f4b42800e989
https://towardsdatascience.com/https-medium-com-pupalerushikesh-svm-f4b42800e989
https://dynamics.folio3.com/blog/business-intelligence-revolutionize-airline-industry/
https://dynamics.folio3.com/blog/business-intelligence-revolutionize-airline-industry/
https://www.forbes.com/sites/edwardsegal/2021/10/15/boeing-faces-new-challenges-to-image-reputation-and-credibility/?sh=2d1b3fbb6bff
https://www.forbes.com/sites/edwardsegal/2021/10/15/boeing-faces-new-challenges-to-image-reputation-and-credibility/?sh=2d1b3fbb6bff
https://www.techtarget.com/searchdatamanagement/tip/7-data-modeling-techniques-and-concepts-for-business
https://www.techtarget.com/searchdatamanagement/tip/7-data-modeling-techniques-and-concepts-for-business
https://www.guru99.com/dimensional-model-data-warehouse.html


(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 1, 2023 

876 | P a g e  

www.ijacsa.thesai.org 

Metaphor Recognition Method based on Graph 

Neural Network 

Zhou Chuwei1, SHI Yunmei2 

Beijing Information Science and Technology University, Beijing Key Laboratory of Internet Culture Digital Dissemination, 

Beijing 100101, Beijing, China1, 2 

School of Computer, Beijing University of Information Technology, Beijing 100101, Beijing, China1, 2 

 

 
Abstract—This Metaphor is a very common language 

phenomenon. Human language often uses metaphor to express 

emotion, and metaphor recognition is also an important research 

content in the field of NLP. Official documents are a serious style 

and do not usually use rhetorical sentences. This paper aims to 

identify rhetorical metaphorical sentences in official documents. 

The use of metaphors in metaphorical sentences depends on the 

context. Based on this linguistic feature, this paper proposes a 

BertGAT model, which uses Bert to extract semantic features of 

sentences and transform the dependency relationship between 

Chinese text and sentences into connected graphs. Finally, the 

graph attention neural network is used to learn semantic features 

and syntactic structure information to complete sentence 

metaphor recognition. The proposed model is tested on the 

constructed domain dataset and the sentiment public dataset 

respectively. Experimental results show that the method 

proposed in this paper can effectively improve the recognition 

ability of metaphorical emotional sentences. 

Keywords—Sentiment analysis; metaphor recognition; graph 

neural network; attention mechanism 

I. INTRODUCTION 

The use of metaphorical sentences can make the described 
things more imaginative and vivid, and can show stronger 
emotions. However, official documents are issued by legal 
organs or organizations, and their contents should be clear and 
specific, and their expressions should be simple and easy to 
understand, so they do not need to deliberately pursue rhetoric 
and generally do not use metaphors, lyricism and symbols. 
Metaphor is a common rhetorical technique in metaphorical 
sentences, but it is generally not used in official documents for 
standardization. It is a time-consuming and laborious task to 
manually check metaphorical sentences in official documents, 
and using automatic detection tools can greatly reduce the 
workload of document writers and increase the accuracy and 
efficiency of identification. 

Metaphor sentence recognition is the identification of the 
presence or absence of metaphorical usage in a sentence, 
which is essentially a dichotomous classification task. There 
are rule-based methods, statistical machine learning methods 
and deep learning methods for metaphor recognition. Using 
rule-based approaches [1][2] can effectively address simple, 
common metaphor types, but requires a lot of manual effort to 
design rules and does not easily cover the full range of 
identified types. Using traditional machine learning methods 
[3][4] can identify more comprehensive types of metaphorical 
sentences with higher recognition rates, but the method is 

difficult to learn deep semantic features and the model 
generalization is more difficult. In recent years, deep learning 
methods have become popular, and deep learning-based 
methods are widely used in metaphor recognition 
[5][6][7][8][9][10], which are similar to text classification 
tasks, where text is first transformed into vector form, and 
then neural network models are used to learn the semantic 
information of sentences. A better recognition result is usually 
obtained given enough corpus. In the last two years, the 
introduction of pre-trained language models [12] has further 
improved metaphor recognition, but the existing studies do not 
use syntactic structure information or do not deeply integrate 
syntactic structure information into the models. 

Metaphorical sentences appear in a specific contextual 
environment, and without the contextual relationship, there is 
no meaning of metaphorical sentences. Therefore, identifying 
metaphorical sentences requires establishing a good contextual 
relationship between words, so as to identify whether a 
sentence has words containing metaphorical relationships. In 
this paper, we use Bert to extract the semantic features of 
sentences, convert the text into word embedding information, 
then perform syntactic dependency analysis, and integrate 
semantic information with syntactic structure information 
when constructing sentence connectivity graphs, and finally 
use Graph Attention Networks (GAT) to learn the semantic 
and syntactic structure information of sentences, and fully 
extract the sentence feature information to identify 
metaphorical sentences. 

The contributions of this paper are as follows: 

The proposed BertGAT model for recognizing 
metaphorical sentences in Kumon is proposed, which 
incorporates syntactic structure information of sentences based 
on the external knowledge of the pre-trained model to make 
sentence modeling more refined. 

The proposed BertGAT model can learn the sentence 
structure information and weight the word nodes with varying 
importance, which in turn enriches the text feature information. 

A rhetorical implicit sentiment recognition dataset for the 
metaphor class in the public domain is constructed, and the 
proposed BertGAT model in this paper achieves accurate 
results not only in this dataset, but also in the public dataset 
ChnSentiCorp with good results. 

In this paper, a metaphor recognition model based on 
graph neural network and pre-training model bert is proposed. 
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Therefore, the graph neural network and pre-training model 
are introduced respectively. Finally, the validity of the model 
in domain data set and public data set is verified by 
experiments. 

II. RELATED STUDIES 

A. Metaphorical Sentence Recognition 

Recognition of metaphorical sentences is a common and 
important problem in Natural Language Processing (NLP) and 
has been studied by researchers for a long time. The earliest 
metaphor recognition is the rule-based template approach 
proposed by Krishnakumaran [1], which relies on WordNet, 
an a priori knowledge base, to identify "A is B" noun 
metaphors, "verb+noun" verb metaphors, and 
"adjective+noun" metaphors by using its contextual relations 
and setting frequency thresholds “noun" verb metaphor and 
"adj+noun" adjective metaphor. The drawback of this method 
is that it relies too much on the a priori knowledge base 
WordNet and the identified metaphor sentences are simple. 
Noun metaphors are the most common expressions in lines, 
followed by verb metaphors, so researchers generally focus on 
the identification of these two types of metaphorical sentences 
[2][3][5][6][7][8][9][10]. 

Su Chang [2] proposed four algorithms to identify noun 
metaphors from different perspectives and recognized rich 
types of noun metaphor sentences with high accuracy, but the 
method relied entirely on WordNet. Shutova [6] proposed a 
clustering-based approach to identify verb metaphor sentences 
by taking verb subject groups and verb object groups that have 
been labeled as metaphorical expressions as seed sets and 
continuously expanding the seed sets by clustering. When 
these phrases appear in a sentence, it is judged as a 
metaphorical sentence, and the performance of this method 
depends on the quality and diversity of the seed words. Su 
Chang et al [3] mined multi-level features based on multi-
level semantic networks, including full-text features, attribute 
features, perceptual features, etc., but for some complex 
metaphorical sentences, some attributes of the target domain 
are difficult to extract. 

In recent years, deep learning has been developed and 
applied more and more widely in the field of NLP. The 
classical CNN model is not only simple but also powerful, 
Kim Y et al [4] applied CNN to text classification and 
achieved good results, while metaphor recognition is 
essentially text classification, some researchers use CNN 
models [7][9] in metaphor recognition to capture locally 
relevant features of text. Different ranges of semantic features 
can be captured by convolutional kernels of different sizes. 
Kui-Lin Su [9] used a pre-trained model Bert with external 
semantic knowledge and fused it with a CNN model for noun 
metaphor recognition. 

BiLSTM (Bi-directional Long Short-Term Memory) is 
formed by combining forward LSTM with backward LSTM, 
which has stronger bi-directional semantic dependency capture 
capability, and also effectively prevents the gradient explosion 
and gradient disappearance problems of long text sequences by 
using gate mechanism and memory units. Jiaying Zhu [7] 
combined CNN and BiLSTM for metaphor recognition, in 

which CNNs with different windows were used to obtain 
semantic features in different ranges, and BiLSTM was used to 
concatenate local semantic features extracted by CNNs and 
obtain full-text features from them, and the model could 
recognize verb metaphors, noun metaphors, preposition 
metaphors, etc. Chuandong Su et al [8] based on Bert used five 
features for metaphor recognition to identify whether the 
sentence and the query words are metaphorically related. 

Shenglong Zhang [10] used pre-trained language models 
to extract sentence semantic features, used Graph 
Convolutional Network (GCN) to extract syntactic features 
from syntactic structure information, and finally obtained 
classification results of sentence metaphors by splicing 
sentence semantic features and syntactic features 
classification, which achieved better recognition results on 
verb metaphors and noun metaphors. 

Existing deep learning-based studies make full use of 
sentence sequence information or incorporate external 
semantic knowledge from pre-trained models, but do not make 
full use of the supporting role of sentence structure, and some 
studies have shown that word dependencies are subject-verb 
structures or verb-direct object structures, which are more 
likely to be expressed metaphorically [11]. This shows that 
syntactic structure is also an important feature for identifying 
metaphors. 

In this paper, we propose a pre-trained language model as 
a word embedding layer for the recognition of metaphorical 
types of rhetoric in the public domain, and construct a 
connected graph using dependency syntactic analysis with 
nodes embedded in the corresponding word vectors, which 
enables the graph attention neural network to learn sentence 
semantic and syntactic structure information more fully and 
improve the effectiveness of metaphor recognition. 

B. Bert Model 

Bert [12] is a pre-trained model proposed by Google AI 
Research Institute in October 2018.Bert stacks multiple bi-
directional Transformer structures and uses residual 
connections to address the limitations of traditional models in 
one direction and the problem of long-term dependencies. The 
use of the pre-trained language model Bert is divided into two 
phases: model pre-training and model fine-tuning. 

In the model pre-training phase, there are two training 
tasks, namely word masking task and next sentence prediction 
task, through which the Bert model learns the relationships 
between words and lays the foundation for downstream tasks. 

Bert's excellent performance and strong generalization 
performance make it widely used in the field of NLP, and 
many researchers have developed on the Bert model and then 
proposed improved models based on Bert, which has become 
one of the most commonly used techniques in the field of 
NLP. 

The Bert model can replace word vectors, and in addition 
to transforming text into a computer-processable vector, it can 
further extract the deeper information embedded in the text. 
The Bert model introduces the relative position information 
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between words, so it can effectively extract the correlation and 
difference between ontology and metaphor in metaphor [13]. 

C. Graphical Neural Networks 

Graph neural network is an algorithm that fuses deep 
learning and graph structure, and its main idea is to use graph 
propagation mechanism and then update the features of nodes 
using deep learning. With stronger interpretability and good at 
processing graph structured data, graph neural networks are 
widely used in social systems, transportation networks, 
knowledge graphs and other fields. 

In recent years, graph neural networks have received 
increasing attention, and the field of NLP has likewise 
introduced the study of graph neural networks. When graph 
neural networks are used for text processing, serialized text 
needs to be modeled first so as to introduce text structure 
information and then combined with downstream tasks to 
process text data using deep learning-based graph propagation 
algorithms. Graph neural networks use words as nodes and 
can introduce additional information to enrich features, such 
as dependency relationships [14], co-occurrence information 
between words [15], etc. 

In the field of NLP, there are two common graph neural 
networks, GCN and GAT, in which the neighboring nodes of a 
node have the same weight, but the association between nodes 

usually has different importance, and GAT improves this by 
using the attention mechanism. The use of multi-headed 
attention also prevents overfitting the multi-headed attention 
mechanism and enhances the expressive power of the network 
[16]. 

The graph neural network model for metaphor recognition 
proposed in this paper introduces the dependent syntactic 
structure information between words in order to fully integrate 
the sentence structure information, and makes use of the 
powerful language structure modeling capability and 
structured feature extraction capability of GAT in order to 
learn the dependent syntactic information from the sentence 
dependent syntactic tree [17]. 

III. METAPHOR RECOGNITION MODEL BERTGAT 

The metaphor recognition model BertGAT proposed in 
this paper is divided into 4 layers, which are input layer, 
coding layer, graph attention layer and output layer, as shown 
in Fig. 1. First, the text is input to Bert and converted into 
word embedding information; then the sentence connectivity 
graph is constructed using LTP, feature extraction is 
performed using GAT, and finally the features are fed into the 
classifier to get the probability of each category. The coding 
layer and the graph attention layer are the core parts of the 
model. 

既解决问题，又挖掉病根。
(Not only solve the problem, but also dig out the root cause.)

Input layer
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Fig. 1. Structure of BertGAT model. 
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The coding layer consists of Bert and the dependent 
syntactic analysis module. In the Bert pre-trained language 
model, sentences S in the text are sliced into word or character 
sequences, and after Bert processing, the output is a sequence 
of word vectors. It has been demonstrated that the dependency 
syntactic tree helps to improve the recognition rate of 
sentiment analysis [18][19] because it provides dependency 
connections between words, which leads the model to better 
learn the dependency information between long-distance 
words. In order for the model to fully learn the dependency 
information between words, the open source LTP tool of 
Harbin Institute of Technology is used for dependency 
syntactic analysis to obtain sentence dependencies and their 
clauses, and the word vectors belonging to the same clause are 
summed to construct a sentence connectivity graph by 
combining the dependencies, and the dependencies on each 
edge are embedded in low-dimensional vectors, and the graph 
nodes are embedded in word or character vectors. 

The graph attention layer processes the connected graph of 
sentences to fully obtain the syntactic structure and semantic 
information of sentences, and finally outputs graph 
representation vectors as sentence features and input them into 
the classifier. 

A. Input Layer 

The role of the input layer is to perform data pre-
processing in preparation for input to the encoding layer. 

Before input to the Bert model, the sentence is cut into a 
sequence of words or characters, as shown in Equation (1). 

S1={[CLS] , c1, c2, c3,…, cn ,[SEP]} (1) 

[CLS] and [SEP] are special identifiers for Bert, where 
[CLS] is added at the beginning of the sentence and [SEP] is 
added at the end of the sentence, and ci is the character or 
word after the sentence is cut. 

Chinese word separation is performed before input to the 
syntactic analysis module. 

S2={ 𝑤1, 𝑤2, 𝑤3,…, 𝑤𝑛}  (2) 

wi s the word after sentence segmentation. 

B. Coding Layer 

The encoding layer consists of the Bert module and the 
dependent syntactic analysis module. The pre-trained 
language model used in the Bert module is the original bert-
base-chinese released by Google, containing 12 Transformer 
coding blocks, which are fine-tuned and trained together with 
the parameters of the attention layer to achieve metaphorical 
sentence recognition in Kumon. 

Fig. 2 shows the model structure of Bert, which transforms 
the text sequence [CLS] , c_1, c_2, c_3, ..., c_n [SEP] into a 
word or character vector e_([CLS]), e_1, e_2, ..., e_n,e_[SEP] 
, and the final output is x_([CLS]) , x_1, x_2, x_3, ..., x_n , 
x_([SEP]), which is the vector generated by the encoder 
capturing the semantics of the multilayer Transformer 
structure. 

Tra

 

Fig. 2. Bert model structure. 

This sequence S1 is input to the Bert model, and the Bert 
layer converts the text sequence S1 into the form of a vector 
and captures the semantics of each word or character using the 
Transform encoder to generate an embedded sequence X 
containing contextual semantic information, as shown in 
equation (3). 

X={x_([CLS]) , x_1, x_2, x_3, ..., x_n , x_([SEP])}(3) 

The output after the Bert module is a character-level vector 
embedding, while the generation of word-level vector 
embeddings is combined with LTP dependent syntactic 
analysis. 

The LTP tool transforms the sentence sequence S2 into a 
triplet sequence T={t_1, t_2, t_3, ...t_n}. The triad t_j is 
shown as follows. 

t_j=(g,q,d)       (4) 

where t_j is the jth set of dependency information, g is the 
dominant word, q is the modifier, and d is the dependency. 

Finally, Bert is used to generate word embeddings, which 
are combined with LTP tool dependent syntactic analysis to 
generate a connected graph representation of the sentences. 

The character-level vectors generated by the Bert pre-
training model are represented as word vectors by summing 
the word vectors belonging to the same word. 

C. Attention Layer 

The role of this layer is to mine the sentiment association 
between word nodes and construct a connectivity graph based 
on a sequence of triples, where the nodes are word vectors or 
character vectors and the edges are dependencies represented 
by onehot. Based on the constructed sentence connectivity 
graph, the features between nodes are captured using graph 
attention network learning. 

The following shows the node i at layer l. The similarity 
coefficients between it and its neighbor nodes are calculated 
one by one. 

aij
l =

exp (f(al
T[Wlhi

l||Wlhj
l||dij]))

∑ exp (f(al
T[Wlhi

l||Wlhj
l||dij]))j∈n[i]

     (5) 
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The above aij
l  denotes the layer l, the weights of node i to 

neighbor node j. Wl is the weight matrix of the model trained 

at layer l. ℎ𝑖
𝑙  is the word vector representation of node i at 

layerl. 𝑛[𝑖] is the set of neighbor nodes of node i. 𝑑𝑖𝑗  is the 

dependency between the i node and the j node. 

The weights between the word nodes and the n neighbors 
can be calculated by equation (5). 

ai
l = {ai1

l ，ai2
l ，…，ain

l }  (6) 

ai
l identifies the importance level between word node i and 

its neighbor nodes, and combined with the node vector of the 
previous layer, the word node word vector of layer l+1 can be 
updated. 

ℎ𝑖
𝑙+1 = 𝜎(∑ 𝑎𝑖𝑗

𝑙
𝑗∈𝑛[𝑖] 𝑤𝑙ℎ𝑗

𝑙)  (7) 

ℎ𝑖
𝑙+1 is the word vector representation of point i at layer 

l+1, and 𝜎 is the ELU activation function. In a sentence, there 
are usually key words that determine the sentiment of the 
sentence, so the attention mechanism can be used to identify 
these key words and give them a greater weight. In the 
sentence "to solve the problem but also to dig out the root of 
the disease", the word "root of the disease" has a more obvious 
emotional tendency, so the weight value will be higher and the 
influence on neighboring nodes will be greater. 

A study [11] pointed out that syntactic structure helps in 
metaphor recognition, so the graph constructed based on 
dependent syntactic analysis with dependencies can add 
syntactic structure information to enable the model to mine 
possible metaphorical expressions, in addition to directing the 
model to focus on important words. 

The use of the multi-headed attention mechanism enables 
the model to mine information from multiple dimensions and 
prevents the model from overfitting, and the output after the 
introduction of the multi-headed attention mechanism is 
shown in the following equation. 

hi′
l+1 = σ(

1

K
∑ ∑ akij

l
j∈n[i] wk

l hj
lK

k=1 )  

ℎ𝑖′
𝑙+1is the feature vector of node i in this layer after feature 

extraction by the graph neural network with multi-head 
attention mechanism. K indicates that K attention heads are 

used; 𝑎𝑘𝑖𝑗
𝑙  is the similarity coefficient between node i and node 

j after calculation by the attention mechanism of the k 

head; 𝑤𝑘
𝑙  is the weight matrix of the linear transformation of 

the input vector at the k head. 

D. Output Layer 

After the above feature extraction of graph attention neural 
network, the graph representation vector is obtained by 
reading out all graph node features using Sum. After the 
calculation of the multi-headed attention mechanism, the 
obtained graph representation vector is 𝑅(𝐻)as in the 
following equation. 

H={ ℎ1, ℎ2, ℎ3,…, ℎ𝑛}  (9) 

𝑅(𝐻) = ∑ ℎ𝑖
𝑛
𝑖=1    (10) 

H is the whole graph and ℎ𝑖 is the i node feature vector of 
the graph. 𝑅(𝐻) is the readout of the whole graph H using 
node Sum. 

After obtaining the graph representation vector 
representing the sentence feature information, a fully 
connected softmax function is used to classify the sentiment, 
where the category with the highest probability is the 
sentiment category of the predicted text, as shown in the 
following formula: 

𝑝 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑤𝑅(𝐻) + 𝑏) (11) 

w is the weight matrix of the model training, b is the bias 
matrix, p is the prediction category of the model. 

IV. EXPERIMENT 

A. Authors and Affiliations Data sets and Assessment 

Indicators 

This experiment is oriented to the recognition of sentences 
containing implicit sentiment in government official 
documents, for which there is no data available, so we need to 
construct a domain dataset. We search for metaphorical 
sentences commonly used in official documents in the 
Internet, among which are mainly noun metaphor sentences, 
and combine the verb metaphor and noun metaphor sentences 
in the Chinese metaphor recognition dataset released in the 
CCL 2018 Chinese Metaphor Recognition and Sentiment 
Analysis Task, a total of about 5000 sentences as positive 
examples; we use a crawler to crawl 30,000 official 
documents on government official document websites, and 
randomly select about 5000 sentences as counterexamples. 
Several sentences in the dataset are listed in Table I. 

TABLE I. EXAMPLE TABLE OF METAPHORICAL SENTENCES 

Text Category Source 

切忌眉毛胡子一把抓，防止芝麻西瓜一起抱。 

(Do not browbeat, to prevent the sesame seeds and watermelons together to hold.) 
Noun Metaphor Internet 

经济转型中，政府必须起到催化剂的作用。 

(The government must act as a catalyst in economic transformation.) 
Noun Metaphor CCL 2018 

栽培社会所需要的集体主义精神。 

(Cultivate the spirit of collectivism that society needs.) 
Verb Metaphor CCL 2018 

中国青年是有深厚家国情怀的青年。 

(Chinese youth are young people with a deep sense of family and country.) 
Literary Internet 
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In the first sentence of Table I, eyebrows and beards, 
sesame seeds and watermelons are metaphors for priorities 
and sub-priorities in work, which are noun metaphors. These 
sentences are often used in speeches of leaders to promote 
their policies, ideas and work, but not in strictly official 
documents. The second sentence is a noun metaphor, 
comparing the government to a catalyst. The third sentence is 
a verb metaphor, where the verb "cultivate" refers to planting 
and nurturing, but the sentence refers to cultivating. 

To further validate the model for sentiment recognition, 
the public dataset ChnSentiCorp [20] was used to further 
validate the model effect. 

The training set, validation set and test set were assigned 
in the ratio of 8:1:1. 

The result evaluation metrics used recall, precision, 
accuracy and F1 value formulas as shown in (12) to (15) 
below. 

recall =
TP

TP+FN
× 100%   

precision =
TP

TP+FP
× 100%   

F1 = 2 ×
precision×recall

(precision+recall)
× 100%     

accuracy =
TP+TN

TP+TN+FP+FN
× 100%     

B. Parameter Setting and Experimental Environment 

The experimental parameters of the BertGAT model 
proposed in this paper are set as follows: 

1) Experimental environment: Using deep learning 

framework pytorch, operating system ubuntuServer 18.04.5, 

GPU is Tesla P100, memory 60G, programming language 

python3.8. 

2) Parameter setting in Bert: Bert uses the original Bert-

base-Chinese released by Google, the dropout is set to 0.3, the 

optimizer uses AdamW, the maximum number of individual 

text words is 300, the initial learning rate is set to 5e-5, the 

number of iterations is 40, and the Batch Size is set to 16. 

3) Parameter settings in the GAT: In order to avoid the 

potential problem of over-smoothing the nodes of the graph 

neural network, the experiment of GAT layer setting is 

conducted in this paper. From the experimental results, we can 

know that the model effect gradually decreases when the 

number of GAT layers is greater than two, and the model 

achieves the optimal effect at two layers, see Fig. 3. 

4) Graph reading methods in GAT: There are three 

methods to calculate the graph representation, Sum, Mean and 

Max respectively, where Sum is to sum the nodes, Mean is to 

average the nodes and Max is to take the maximum value of 

the nodes. 

In order to determine the optimal graph readout method 
and training learning rate of the model, the following 
experiments are set up in this paper, from the experimental 
results, we can see that the graph readout method is optimal 

using node Sum, and the learning rate is optimal using 5e-5 
for fine-tuning, see Table II and Table III. 

 

Fig. 3. Experimental results of graph attention neural networks with 

different layers. 

TABLE II. WAYS OF READING GRAPH 

Graph 

reading 

mode 

Indicators 

Acc Precision Recall F1 

Max 0.9379 0.9377 0.9387 0.9379 

Sum 0.9383 0.9380 0.9384 0.9381 

Mean 0.9352 0.9349 0.9352 0.9351 

TABLE III. LEARNING RATE SETTINGS 

Learning 

Rate 

Indicators 

Acc Precision Recall F1 

5e-4 0.9366 0.9362 0.9368 0.9364 

5e-5 0.9383 0.9380 0.9384 0.9381 

5e-6 0.9355 0.9354 0.9365 0.9355 

C. Experimental Results 

CNN, BiLSTM and BertGCN are chosen as baseline 
models. CNN, BiLSTM and other models use word2vec 
trained from wiki Chinese corpus as word vector, the 
maximum number of single text words is 300, the dimension 
of word vector is 200, and different sizes of convolutional 
kernels are set in the convolutional layer to extract different 
features from different dimensions. Three sizes of 
convolutional kernels are set with the size of 3* 200, 4* 200 
and 5* 200 respectively. 

The baseline experimental results are shown in Tables IV 
and V below, and it can be seen that the proposed method in 
this paper achieves the best performance in both the 
constructed public domain dataset and the public sentiment 
dataset. From the experimental results, it can be seen that the 
performance of the model with the introduction of graph 
neural network in this paper has been improved, where the 
biggest difference between GCN and GAT is that the way of 
aggregating neighbor nodes is different, and GAT utilizes 
attention coefficient, so the correlation between nodes 
calculated by GAT will be stronger to some extent. The 
experimental results show that the comparison of the 
experimental results processed using GAT is more 
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advantageous than GCN, which indicates that GAT is better 
than GCN in learning the structural information of the 
sentences. 

TABLE IV. METAPHOR RECOGNITION RESULTS OF DIFFERENT MODELS IN 

DOMAIN DATASETS 

Model 
Indicators 

Acc Precision Recall F1 

CNN 0.8839 0. 8845 0.8853 0.8838 

BiLSTM 0.9111 0.9109 0.9118 0.9110 

Bert 0.9349 0.9346 0.9355 0.9348 

BertGCN 0.9366 0.9367 0.9361 0.9364 

BertGAT 0.9383 0.9380 0.9384 0.9381 

The results of the experiments on the dataset 
ChnSentiCorp are shown in Table V. In this paper, 
ChnSentiCorp-6000 is selected for the experiments, and there 
are 3000 positive and negative sentiment sentences each in 
this dataset. In this public dataset experiment, model CNN, 
BiLSTM, AttBiLSTM, DCNN, ADCNN, and experimental 
result data are used from Zhu Ye et al [21], through the 
experiment, it can be seen that the sentiment recognition effect 
of BertGAT model is better than the baseline model in 
Precision, Recall and F1, and comparing Bert has a significant 
improvement, which indicates that the model proposed in this 
paper is advanced in emotion recognition. 

TABLE V. EMOTION RECOGNITION EFFECT OF DIFFERENT MODELS IN 

THE PUBLIC DATASET CHNSENTICORP-6000 

Model 
Indicators 

Acc Precision Recall F1 

CNN 0.8550 0.8557 0.8550 0.8553 

BiLSTM 0.8790 0.8796 0.8790 0.8793 

AttBiLSTM 0.8810 0.8827 0.8816 0.8821 

DCNN 0.8865 0.8865 0.8865 0.8865 

ADCNN 0.8897 0.8898 0.8895 0.8896 

Bert 0.8893 0.8891 0.8897 0.8893 

BertGCN 0.8850 0.8898 0.8827 0.8840 

BertGAT 0.9035 0.9045 0.9030 0.9033 

The main reason why the metaphor recognition model 
BertGAT proposed in this paper is ahead of other comparative 
models is the introduction of syntactic structure information 
and GAT graph attention network, which is based on GCN 
graph convolutional network and introduces the attention idea. 
GAT can avoid a large number of matrix operations compared 
with GCN, and it can also obtain the node feature information 
with stronger dependency. 

V. CONCLUSION 

In this paper, we propose an implicit sentiment 
classification model BertGAT for rhetorical types. To fully 
capture the semantic and syntactic structural information in 
text sequences, the model uses the Bert pre-trained language 
model and the GAT graph attention network. To verify the 

effectiveness of the model, experiments were conducted on 
both domain datasets and public datasets, and the 
experimental results outperformed the baseline model, which 
demonstrated the effectiveness of the model. 

It is difficult to satisfy all downstream tasks by simple 
metaphor recognition classification alone. Metaphorical 
sentences contain mappings from ontology to metaphor, and 
our further research hopes to extract ontology, mapping words 
and their metaphors with the help of advanced Chinese named 
entity recognition techniques [22]. Besides, the different 
cognitive perspectives and cultural value orientations of 
English and Chinese can lead to different semantics of the 
same metaphorical word, and the syntactic structures of 
English and Chinese, two different languages, are also 
different [23]. 

we're actively engaged in follow-up this work. The next 
step will be to identify the similarities and differences between 
English metaphorical sentences and Chinese metaphorical 
sentences from several perspectives in order to improve the 
model to make it more generalizable. 
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Abstract—The drone will be a commonly used technology by
a significant portion of society, and simulating a given drone
dynamic will be an essential requirement. There are drone dy-
namic simulation models to simulate popular commercial drones.
In addition, there are many Newtonian and fluid dynamics-
based generic drone dynamic models. However, these models
consist of many model parameters, and it is impracticable to
evaluate the required model parameters to simulate a custom-
made drone. A simple method to develop a machine learning-
based dynamic drone simulation model to simulate custom- made
drones mitigates the issues mentioned above. Specifically, the
authors’ research is associated with the development of a machine
learning-based drone dynamic model integrated with a virtual
reality environment and validation of the user-perceived physical
and behavioural realism of the entire solution. A figure of eight
manoeuvring patterns was used to collect the data related to
drone behaviour and drone pilot inputs. A Neural Network-
based approach was employed to develop the machine learning-
based drone dynamic model. Validations were done against
real-world drone manoeuvres and user tests. Validation results
show that the simulations provided by machine learning are
accurate at the beginning and it decreases the accuracy with
time. However, users also make mistakes/misjudgments while
perceiving the real-world or virtual world. Hence, we explored
the user perceive motion prediction accuracy of the simulation
environment which is associated with the behavioural realism
of the simulation environment. User tests show that the entire
simulation environment maintains substantial physical realism.

Keywords—Drone; simulation; machine learning; drone dy-
namics; virtual reality

I. INTRODUCTION

Drone is an unmanned aircraft controlled by a ground
base station, used primarily to carry out air-based missions,
such as surveillance, transportation and entertainment [1],
[2]. Historically drones were first used by the military for
ground surveying and spying missions, and they were called
Unmanned Aerial Vehicles (UAVs) [3], [4].

Nowadays the term drone is widely used for quadcopters,
vertical takeoff and land (VTOL) type miniaturized aircraft,
with four propeller blades, pushing air downwards to maintain
itself on air, while moving back and forward using the thrust
created by the same propellers [5]. Such drones come in many
sizes ranging from a few inches up to several feet and are
used in many applications including for toys, entertainment,
photography, land surveillance and scientific research [1], [6],
[7], [8].

According to the Stanford University Intelligent Systems
Laboratory and National Aeronautics and Space Adminis-
tration (NASA), within the next few years, Low-Altitude
airspace will be congested with Low-Altitude Remotely Piloted
Aircrafts [9]. This will be a common technology used by
a significant portion of society. Due to the maturing of the
technology, it requires a skilled and qualified human resource
to use the technology and train pilots for specific tasks and
missions. At the same time, it allows individuals and various
organizations to build custom-made drones at their own pace.

Therefore, drone pilot training for custom-made drones
via simulations is essential. It provides the knowledge and
practical skills that are necessary to safely and efficiently
operate unmanned aircraft for commercial and non-commercial
use [10], [11]. Hence, drone pilot training simulators will be a
very important requirement. Depending on the safety-critical
level of the drone operation, there is a requirement of simulates
the drone operations prior to the real real-world operation.
This type of simulation supports the identification of potential
disasters due to the manoeuvring capability of the drone and
the pilot. Hence, drone simulators with required realism will
be essential in future [1].

There are solutions to simulate real-time drone dynamics,
such as the DJI drone simulator. These simulators are capable
of simulating the bundled series of drones belonging to a
particular vendor. There are many proposed generalized drone
dynamic simulation models and most of these models are
based on Newtonian dynamics and fluid dynamics. Simulating
custom-built drones with these generalized drone dynamics
is a highly challenging task. It requires evaluating model
parameters related to the custom build drone and it needs many
experiments to be conducted with the given ideal conditions,
domain-specific knowledge and a wide range of practical
issues. A machine learning-based drone dynamic model avoids
most of the above issues. There is significant value to explore
the possibility of developing a machine learning-based drone
dynamic model and incorporating it with a Virtual Reality
(VR) environment to simulate a custom-built drone. It is
highly essential to evaluate the realism level of such a drone
dynamic model and the VR environment. Overall realism of a
virtual environment can be expressed with physical realism
and behavioural realism. Behavioural realism expresses the
accuracy of dynamic activities such as motion predictions.
Physical realism expresses the physical infrastructure of the
simulated environment [12], [13], [14], [15].
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The remainder of this paper is structured as follows: State-
of-the-art drone simulation models are critically evaluated in
Section II. Section III discusses initial research initiatives such
as data collection techniques. The development processes of
the machine learning model and VR environment for the
proposed dynamic drone simulator are covered in Sections IV
and V, respectively. Section VI presents the experimental and
validation results of the simulator under different criteria. Fi-
nally, Section VII, concludes the paper along with prospective
research directions.

II. RELATED WORKS

There are many proposed drone dynamic simulation mod-
els and most of these models are based on Newtonian dynamics
and fluid dynamics [16], [17]. These models were used to
simulate drones for different applications and comparisons of
different simulation models were reported [18], [19]. However,
the evaluation of required model parameters and simulations
of existing drones is not discussed.

There are commercial simulators that could use for the
simulation of drones. For example, the DJI Assistant 2 soft-
ware is a drone simulator provided by DJI used to simulate
selected DJI drones [20], [21]. The DJI Assistant 2 is pro-
grammed/programmable to simulate drones with offline remote
control data. Real Flight drone/flight simulator [22], Simpro
drone simulator [23], Liftoff by Immersion RC [24] and HELI-
X professional R/C flight simulator [25] are some of the
reviewed commercial drone simulators which can be employed
to simulate particular commercial drone.

There are many research and development works carried
out by employing machine-related theories in drone-related
ICT solution developments [26], [27], [28], [29], [30], [31],
[32]. However, most of these applications are related to de-
signing and developing autonomous drones and target tracking
in outdoor/indoor environments.

Jemin et al. presented a method to control a quadrotor
with a neural network trained using reinforcement learning
techniques [33]. They demonstrated the performance of the
trained policy both in simulation and with a real quadrotor.
The trained policy shows outstanding performance and remains
computationally cheap simultaneously. Furthermore, it shows
many other advantages of neural network policies that are not
limited to their versatility. This experiment is limited to a small
space covering approximately a 2m x 2m x2m controlled area.

Osman Çakira and Tolga Yükselb [34] developed a neural
network-based controller for quadrotors. In this study, neural
network control of quadrotors is aimed to obtain an artificial
intelligence-based drone controller and the results show that
neural network controllers achieve satisfactory trajectory track-
ing results. This experiment is also limited to a small space
that approximately covers 5m x 3m x3m controlled area.

Jeong, Baek and Lee propose a prediction model of the
vehicle trajectory [35]. Their approach is not based on physics-
based motion models and there are no kinematic and dynamic
models, laws of physics and fluid dynamics. They employed a
Deep Neural Network that takes as input vehicle velocity, ac-
celeration, yaw rate, steering, and road curvature. The authors

discussed the advantages of employing deep neural network-
based predictions to avoid several potential issues in similar
physics-based vehicle simulation requirements.

Jeong et al. proposed Deep Neural Network (DNN) that
considers preprocessed vehicle velocity, acceleration, yaw rate,
steering, and road curvature as the input layer and eventually
reaches the output layer via multiple hidden layers. DNN uses
an activation function with a function called a rectified linear
unit (ReLU) [36], [37]. However, a ReLU function is not a
perfect match to be used in this study because the final outputs
of our DNN model include expected future lateral movements,
which can be negative. Hence, Leaky ReLU was employed
for the activation function, which is slightly different from
the original ReLU [35]. The results of the proposed study
confirm the feasibility of Deep Neural Network-based long-
term trajectory prediction for vehicles driving on roads with a
certain level of road conditions such as varying curvature.

Jackson et al. employed the machine-learning technique to
design and develop a dynamic model of a rotorcraft [38]. Their
key justification for this approach is that widely used physical-
law-based and substantially accurate rotorcraft dynamic mod-
els need to be simplified to make real-time motion predictions.
Hence, it leads to motion prediction errors compared to the real
vehicle. In their current work, machine-learning techniques are
employed to train a rotorcraft dynamic model to predict the
dynamic on-axis motion responses such as pitch rate, roll rate
and yaw. The employed machine learning was designed with a
Gaussian Process (GP) non-linear autoregressive model [39].
They have proven that the machine-learning approach can
be successfully utilized to predict the on-axis motions of a
rotorcraft. The obtained level of accuracy is generally higher
than the physics-based dynamic models.

Punjani proposed a helicopter dynamic modelling method
with a Rectified Linear Unit (ReLU) Network Mode [40].
The reasons for selecting this approach are helicopter has
a complex dynamic system with rigid body dynamics with
aerodynamics, engine dynamics, vibration and other factors
such as manoeuvring patterns. They described several base-
line models and shows that the helicopter dynamics with
ReLU significantly outperformed other considered baseline
models. Furthermore, It improves acceleration prediction over
state-of-the-art methods and they presented performance gains
techniques with hyperparameters fine-tuning. They selected a
range of manoeuvres such as forward/sideways flight, vertical
sweeps, inverted vertical sweeps, stop-and-go, flips, loops,
turns, circles, dodging, orientation sweeps, orientation sweeps
with motion, gentle freestyle and aggressive freestyle.

Considered, baseline models are based on Linear Accelera-
tion Model and it serves as a direct state-of-the-art performance
baseline. Validations, efficacy investigations, compare and con-
trast among baseline models and the ReLU-based model were
done by using data obtained from the Stanford Autonomous
Helicopter Project [41]. Following Fig. 2 presents observed and
predicted accelerations in the up-down direction for selected
three different aerobatic manoeuvres. It shows that the baseline
Linear Acceleration model performs poorly compared to the
novel ReLU Network Model [40].

Sandaruwan et al. proposed a machine learning-based
approach to simulate drone dynamics related to the figure of
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Eight Manoeuvering pattern [1]. Authors have obtained satis-
factory results and proven that the machine-learning approach
can be successfully utilized to predict drone motions. However,
they have not published the evaluation of the developed drone
dynamic model and simulation environment.

Zhang et al. investigated users’ situational awareness of vir-
tual outdoor, virtual indoor, real-world indoor, and real-world
outdoor environments. They considered distance judgment for
their experiments and identified potential error factors and
other considerations [42]. They also investigate the impact of
users’ real-world scene awareness on distance judgment in the
same simulated scene in a virtual environment. Their results
suggest that both the virtual and real-world environments have
an impact on distance judgment in VR which affects the users’
ability to perceive the realism of VR environment [42].

Ziemer et al. also explored the order in which people
experience real and virtual environments that influence their
distance estimates. They also identified potential error factors,
error percentages and other considerations in estimating dis-
tance in real and virtual environments. Their results provide
facts and figures to measure users’ situational awareness of the
virtual and real scenes [43]. They presented the importance
of presence and reality judgment in the VR environment and
aspects that contribute to creating a person’s reality judgment
in a given scenario in the VR environment. They discuss the
problem of “How do people decide whether something is real
or not?”. Their work aims to design a self-report measure that
assesses both constructs [44].

Sandaruwan et al. conducted several research studies to
design and deploy a Maritime VR Environment [14], [13].
They discuss essential factorsconsiderations related to val-
idating the user perception of the physical & behavioural
realism of a maritime VR environment. They employed several
techniques & methods to validate the physical & behavioural
realism of the maritime VR environment. Moreover, they used
techniques such as comparing real vehicle trials and simulated
vehicle trials, simulation of simple possible scenarios and user
tests [15]. However, those techniques & methods are applicable
to most VR environments with dynamic vehicle models.

By considering the above-reviewed literature and the main
objective of designing and developing a machine learning-
based drone dynamic model for outdoor simulation of a
custom-built drone, the following actions were executed: 1)
Deep Neural Network-based approach with Leaky ReLU or
any other appropriate activation function. 2) The figure of eight
manoeuvring pattern-based outdoor data collection to build
the machine learning model. 3) Conduct evaluation/validation
such as comparing real drone trials and simulated drone trials,
simulation of simple possible scenarios and user tests to
measure the user perceive realism of the develop machine
learning-based drone dynamic model.

Analysis of Newtonian dynamic and fluid dynamic-based
analytical solution used by the researchers [16], [17], [18], [19]
shows that takeoff & landing of the drone is more complicated
and needs more accurate complex dynamics. In addition, real-
world wind flows with a turbulent effect make the situation
further complicated. Hence, this research does not focus on
the takeoff & landing of the drone, and all experiments and
tests were carried out in a calm outdoor environment with

negligible wind effect.

III. PRELIMINARIES AND DATA COLLECTION

Four-rotor drones are a subset of multirotor systems and
these drones use four rotors to keep them flying. A popular
example of these multirotor drones is the widely used Phantom
drone made by the SZ DJI Technology Co. Ltd [45]. Drone
movements are controlled by a handheld radio controller. The
drone changes its position and orientation based on the given
radio controller inputs. This research focuses on a machine
learning-based four-rotor drone dynamic model to build the
relationship between the drone pilot’s radio controller inputs
and the drone’s position and orientation. The Phantom drone
by the SZ DJI Technology Co Ltd was selected for the
experiments and it has six degrees of freedom motions (Three
rotational motions & three translational motions).

DJI Phantom quadcopter drone comes with four propulsors
that enable vertical takeoff and landing. It has four key con-
trollable variables which move the drone in the 3D space [45],
named throttle, pitch, roll & yaw. Fig. 1 illustrates a radio
controller with key controllable variables. Based on the key
controllable variable inputs, the drone changes its position and
orientation.

Fig. 1. A radio controller with key controllable variables.

Movement in the horizontal frame is achieved by tilting
the platform with the different thrusts of the motors. Vertical
movement is achieved by changing the total thrust of the
motors.

DJI Phantom 4 [45] consists of many inbuilt sensors such
as accelerometers, proximity sensors, GPS and GLONASS.
That sensor assists with precision flying, precise hovering and
much more. In addition, it provides a flight log consisting of
flight position and orientation data & radio controller input data
with the frequency of 10 sample points per second (10Hz).
DJI Phantom 4 Pro [46] drone maintains 1.5-meter position
accuracy with inbuilt GPS sensors & it can be enhanced up to
1cm accuracy by configuring external sensors.

The required machine learning-based drone dynamic model
must predict the drone’s position and orientation against the
radio controller input. Hence, the required data can be catego-
rized into two main categories as given below:

• Drone pilot inputs are entered via the drone Radio
Controller (RC) and represent the given inputs, such
as throttle and rudder values that are responsible for
the drone position and orientation changes.

• The Drone’s position and orientation change with
time, and all other relevant sensor information vary
with time (E.g. Battery level, accelerations, velocities).
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If all manoeuvres are performed with fully charged bat-
teries and the battery level is within 97% and 100%. Then
it reduced the potential performance variation of the drone
due to the battery power variations. The recorded data set
consists of over forty parameters that vary with time. After
examining the time-varying fields of the raw data set, the
following observations were made:

• Certain sets of parameters directly imply the other set
of available parameters. E.g. Latitude, Longitude and
Altitude present the position of the drone in 3D space.
All data stamps were recorded with a constant time
gap. VelocityX ,VelocityY and VelocityZ also present
the position of the drone in 3D space.

• There are certain sets of parameters that are constant
during the experiment or indicate negligible variation.
E.g. GpsCount, GpsLevel Battery Power(%), Battery
Voltage, Battery Voltage Deviation, Battery Cell Volt-
ages.

• There are other sets of parameters that are static due to
the selected settings of the drone or provide Tips and
warnings. E.g. App Tip, App Warning, App Message
and Flight Mode.

Hence, after considering the above fact extracting the
required data and selected key parameters of the data set are
described below:

• Time (seconds): Time elapsed since the power-up.

• RcAileron: Rc signals for roll.

• RcElevator: Rc signals to control the horizontal pitch
attitude of the drone.

• RcRudder: Rc signals to control the yaw of the drone.

• RcThrottle: Rc signals control the engine’s speed and
indicate how fast or slow the drone’s movement.

• x,y,z: Cartesian conversion of Longitude and Latitude.

• Orientation: Bearing of the head of the drone in
degrees.

The above parameters describe the drone pilot input via
the radio controller & resultant position and orientation of the
drone. Hence, the above parameters were taken into consider-
ation to develop a machine-learning drone dynamic model.

IV. DEVELOPMENT OF MACHINE LEARNING MODEL

This research focuses on a machine learning-based drone
dynamic model based on a subset of artificial intelligence. Ma-
chine learning consists of several subsections. Deep learning is
one of the subsets of machine learning in which artificial neural
networks adapt and learn from a large amount of data [47].

Machine learning models/methods or learnings are based
on what it has learned only. Neural network structures/arrange
algorithms in layers of fashion that can learn and make
intelligent decisions on their own [48]. Neural networks are
more suited to solve complex machine-learning problems.
Neural networks can learn and model the relationships between
inputs and outputs that are nonlinear and complex. This can be

used to generalize input-output relationships, and reveal hidden
relationships, patterns and predictions. It supports modelling
highly volatile time series data and capable of predictions [49].
Neural networks require much more data than traditional
Machine Learning algorithms to complete the model develop-
ment. Depending on the requirement, building a customized
neural network model that is perfectly suited. However, it
takes more time compared to the traditional ML algorithm.
A neural network consumes a longer time to train rather than
a traditional machine learning model. It requires continuous
computational resources, depending on the architecture of the
neural network and the size of the data [50].

This research deals with complex rapidly changing input
data set and output data set (Drone pilot’s radio controller
inputs and drone’s position and orientation). The relationships
between inputs and outputs are nonlinear. A single drone pilot
trial consists of thousands of data points and the entire data
set consists of over 200 thousand data points. A continuous
computational resource is not a vital issue with the available
technological infrastructure. Hence, an Artificial Neural Net-
work (ANN) based approach was selected.

An artificial neural network has parameters that cannot be
directly estimated from the data. This type of model parameter
is referred hyperparameter. No analytical solution is available
to calculate appropriate values for hyperparameters [51]. An
artificial neural network has many hyperparameters. However,
two key hyperparameters are the number of layers and nodes in
each hidden layer. It controls the entire architecture/topology
of the artificial neural network. In addition, there are other
hyperparameters such as activation function, the number of
epochs, batch size, learning rate, Mini-batch size, and Learning
rate, which are identified as other potential hyperparame-
ters [52].

Several frameworks and libraries have been developed in
the last few years to fulfil machine learning-related necessities.
Industry and academia use various frameworks and libraries to
expedite the neural network-based model development, train-
ing and good results. Hence, model development and training
have become easier. Based on the star ratings on Github, and
our similar project experiences in the field, TensorFlow [53]
was selected as the most effective and easy-to-use framework
and library.

TensorFlow is a full-fledged open-source deep learning
framework designed and developed by Google. It was initially
released in 2015 and it comes with documentation, training
support, scalability options and support for different platforms.
In addition, TensorFlow is associated with flexible, com-
prehensive community resources, libraries, frameworks and
tools that facilitate developing and deploying machine learning
solutions [53]. Keras [54] is a high-level neural network
library that runs on top of TensorFlow. Further,Keras supports
building high-level API to be used for easily building and
training models. Keras is a built-in Python. Keras is an open-
source software framework that provides a Python interface
for designing and developing artificial neural networks.

On top of TensorFlow and Keras, a sequential machine-
learning model was developed and tuned to produce optimum
results. The developed model has three layers, consecutively
56 and 112 nodes in the first and second hidden layers and one
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node in the output layer. The activation function for all three
layers is linear. The loss is calculated using the mean squared
logarithm error while using the Adam optimizer.

V. DEVELOPMENT OF VR ENVIRONMENT

According to the 3D graphics rendering pipeline and
commonly used game engine architectures, this type of 3D
drone simulation environment consists of a real-time compu-
tational drone motion prediction module, configuration module
(Configure environment, drone drill, etc.), The visual render-
ing engine, sound generation engine and seamless display
system/head-mounted display [55]. Real-time motion predic-
tion carries out by the proposed machine learning model which
considers user interactions and defined environmental condi-
tions to predict real-time drone motions. The visual rendering
engine considers the predicted state of the drone-requested
view of the virtual environment (first-person view, third-person
view, etc.) to generate the relevant scenery. Finally, the user
can see the generated visual through a seamless display system
or head-mounted display. Integration of a sound generation
engine brings more realism to the solution. A high-level
structure of the virtual environment is illustrated in Fig. 2.

Fig. 2. The high level structure of the 3D virtual environment

There are many open-source, free and commercial frame-
works, libraries and engines to develop 3D VR environ-
ments [56], [57], [58], [59]. Mairaj, et al. carried out com-
prehensive literature revive related to the design and develop-
ment of drone simulators and analyzed available frameworks,
libraries and engines [60]. Based on the Mairaj, et al. review,
authors’ own experience gained during the last ten years [61],
GitHub Star rating and other reviews, Microsoft Aerial In-
formatics and Robotics Simulation (AirSim) [62], [63] open-
source robotics simulation platform was selected to design and
develop the proposed 3D virtual environment to simulate drone
dynamics.

AirSim is developed for AI research to experiment with
deep learning, computer vision and reinforcement learning
algorithms for autonomous vehicles. However, AirSim pro-
vides APIs to retrieve data and control vehicles in a platform-
independent way. Hence, several modules of AirSim were
decoupled and several API facilities, such as retrieve data and
control vehicles were slightly modified to develop the pro-
posed 3D drone simulation environment [62]. Fig. 3 presents
the high-level architecture of the modified Microsoft AirSim

simulation platform which was used to develop the 3D drone
simulation environment.

Fig. 3. High-level architecture of the modified microsoft airsim simulation
platform

AirSim simulation platform was configured with an Unreal
environment because the Unreal Marketplace has several en-
vironments available that can be used to generate realistic 3D
scenaries easily. As illustrated in Fig. 3, AirSim physics engine
was replaced with a developed machine learning-based drone
dynamic model. The selected functionalities of the AirSim
sensor module and AirSim API layer were reused to connect
the real physical radio controller and virtual environment.
However, a real Fr-Sky Taranis radio transmitter & receiver
was used to capture drone pilot inputs and feed input stream
to develop a machine learning-based drone dynamic model
in the simulated environment. Hence, a separate calibra-
tion/preprocessing module was developed to align/map Fr-Sky
Taranis radio transmitter inputs and DJI Phantom 4 Pro drone
radio controller inputs. Fig. 4 presents the Fr-Sky Taranis radio
transmitter/radio controller, which can be configured to align
with DJI Phantom 4 Pro drone radio controller.

Fig. 4. Fr-sky taranis radio transmitter/radio controller

Fig. 5 presents the design and development of the proposed
machine learning-based drone dynamic simulation environ-
ment. It uses an Intel Core i7 CPU with 3.6 Hz, GTX 1070
graphic card and Ram 32 GB to run the entire solution-
inducing Unreal rendering engine and machine learning model.
32-inch screen connected to visualize the rendered image
stream, and it makes continuous sensation for the users (Drone
pilots) who interact with the virtual environment via Fr-Sky
Taranis radio controller. Depending on the user’s/drone pilot’s
preference instated of the screen, a head-mounted display such
as Oculus Quest-2 can be connected with the solution.

VI. EXPERIMENTAL RESULTS AND VALIDATION

The entire simulated environment can be validated under
different criteria. As discussed before, simulation represents
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Fig. 5. Developed machine learning based drone dynamic simulation
environment.

a real-world scenario with assumptions, limitations and sim-
plifications. Comparison of the simulated results against its
actual real-world scenario is one of the validation methods
employed in this type of research and development work. This
can be done by considering comparisons such as positions
and orientations with the timestamps. The user test is another
vital validation technique to validate the user’s perception
of the simulated environment. In this technique, the virtual
environment is validated based on the observations of pilots
with much drone experience.

Some of these validation techniques are quantitative, while
others are qualitative. For example, quantitative validation
methods can be used to validate activities such as the accuracy
of the motion predictions and qualitative validation methods
can be used to validate components such as user perception
enhancement and ecological validity of the simulated environ-
ment.

The validation process of the proposed virtual environment
was divided into the following four segments:

• Carry out short-term motion predictions with the de-
veloped machine learning model: In this approach,
real-world scenarios were simulated in the simulated
environment and investigate the accuracy of the pre-
dictions against the radio controller input variations.

• Carry out long-term predictions with simple possible
scenarios and investigate the acceptability of the ob-
tained results.

• Carry out long-term motion predictions: In this ap-
proach, real-world scenarios were simulated in the
simulated environment and compare-contrast the pre-
dictions against the real-world scenario.

• User tests: Compare the real-world user perception
and the user perception of the VR solution with drone
pilots who have much experience with drones. This
can be used to compare the numerical and user-
perceived accuracy and ecological validity of the VR
solution.

As mentioned in the related work, we analyzed previously
carried out research work such as [13], [14], [15], [42], [43],
[44]. The analysis shows that users’ awareness of the location
of a real-world outdoor scene or virtual-world outdoor scene
consists of percentage-based errors ranging from 10% to 25%.

As motioned above, the developed machine learning model
predicts the drone’s position and orations against the radio con-
troller inputs throttle, pitch, roll & yaw. Due to the assumptions
and limitations, it works under negligible wind effects while
drones perform forward and lateral movements. Under the
simulation of short-term motion predictions, a single prediction
was made by considering the drone’s current position, oration
and controller inputs throttle, pitch, roll & yaw. We considered
several figures of eight shape drone trials and considered the
drone’s actual position, orientation and ratio controller inputs,
then predicted the drone’s position and orientation after 0.1
seconds. Then closely investigate the effect of the factors on
prediction error. Fig. 6 illustrates the Actual positions of the
drone and predicted positions of the drone.

Fig. 6. Actual positions of the drone and predicted positions of the drone.

Fig. 7 illustrates the variation of the prediction error of the
developed machine learning model against the time. It shows
that the variation of the error is within 0.5 meters, and it is
required to investigate the factors that affect the error.

Fig. 7. Variation of the prediction error of the machine learning model
against the time.

Table I presents the correlation between radio controller
inputs (RcAileron, RcElevator, RcRudder, RcThrottle) and the
machine learning model’s prediction error. Further, it shows
that the prediction error highly depends on the RcRudder-radio
controller input.

Fig. 8 illustrates the acceleration error of the machine
learning model against time. Fig. 9 depicts the magnified
segment of Fig. 8 that illustrates the acceleration error of the
machine learning model against time.

Fig. 8 and 9 show that most of the time, acceleration
error is significantly less. Compared with the rudder variation
pattern and acceleration error, it shows that the acceleration
error rapidly increases with the rudder. However, smaller
rudder variations in the developed machine-learning model
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TABLE I. CORRELATION BETWEEN CONTROLLER INPUTS (RCAILERON,
RCELEVATOR, RCRUDDER, RCTHROTTLE) AND PREDICTION ERROR

Correlation between Prediction Error
and Radio Controller Inputs Correlation Coefficient

Correlation between Prediction Error and RcAileron 0.003580433
Correlation between Prediction Error and RcElevator 0.369202804
Correlation between Prediction Error and RcRudder 0.989092821
Correlation between Prediction Error and RcThrottle 0.242975470

Fig. 8. Acceleration error of the machine learning model against time.

provide substantial accuracy. As previously mentioned, a real-
world outdoor scene or virtual-world outdoor scene consists of
percentage-based errors ranging from 10% to 25%. Hence, the
developed model and its short-term motion prediction results
provide encouraging results to perform long-term predictions
and further validate the model.

A. Long-Term Drone Motion Predictions with Simple Possible
Scenarios

As explained above (Subsection: Design and development
of the VR solution), the Fr-Sky Taranis radio transmitter &
receiver was connected to the solution and make enabled user
interactions via an actual radio controller. Fig. 5, presents
the designed and developed machine learning-based drone
dynamic simulation environment. Three experienced pilots
were exposed to the VR environment and asked to perform
simple drills such as the figure eight type manoeuvre, ma-
noeuvre along a straight line and circular manoeuvre. Their
responses were assigned to a typical Likert scale with a five-
point agreement scale related to simulation results produced by
the solution. The five points of the Likert scale are strongly
agreed, agree but no idea, disagree, and strongly disagree. The
overall Likert scale results show that the three experienced
pilots agreed with the results produced by the designed and
developed simulation environment.

B. Long-Term Drone Motion Predictions and Validate against
Real-World Scenario

Under the assumptions and limitations of the drone dy-
namic model, a simulation of long-term motion predictions
was made. We consider several figures of eight-shape drone
trials for this validation. We considered the drone’s initial
settled/stabled position, orientation in the outdoor environment
and ratio controller inputs, then predicted the drone’s position,
and orientation continuously. Then closely investigate the
deviations between the actual drone trial results and predicted
results. Fig. 10 and Fig. 11 illustrate the actual trajectory of
the drone and the predicted trajectory of the drone.

Fig. 9. Magnified segment of the previous graph that presents the
acceleration error against time.

Fig. 10. Actual trajectory of the drone.

The above results show that the predictions are devi-
ated/deviating with the time, and initial position predictions
are closer to the actual position of the drone. As we discussed
above, users perceive the position of an outdoor drone or users
perceive the position of a drone in an outdoor VR environment
is accoladed with a percentage-based error ranging from 10%
to 25%. We consider the average of this error and define error
merging for the predicted results. Fig. 12 illustrates the initial
segment of the predicted drone trajectories and real drone
trajectory with probable user perceive rejoin of the drone.

C. User Tests

The developed machine learning-based drone dynamic
simulation environment needs to be validated to determine
the immersive feeling “sense of being there” or “how users
perceive” in the VR environment. The most common method
of measuring this presence or “sense of being there” is to use
questionnaires [64], [65]. Questionnaires give subjective mea-
surement, and in most questionnaires, participants’ responses
to each question are assigned to a numerical scale [14]. Finally,
the immersive feeling “sense of being there” in the VR solution
can be reflected as a percentage. In the research validation
phase, our primary focus is on subjective measurements.
Hence, the user test was designed with a questionnaire. It
targets three experienced drone pilots, including the drone pilot
involved in the data gathering/recording pace, and the user test
can be summarized as follows:

Simulate known conditions and record experienced drone
pilots’ responses. First, concerning each participant’s response
(feeling about the simulated scenario), qualitative properties of
the simulated scenario will be assigned to a numerical scale
(Likert scale) as follows [66]. Next, the quantitative properties
of the simulated scenario will be directly recorded. Finally, the
deviation from the expected value will be calculated. Under
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Fig. 11. Predicted trajectory of the drone

Fig. 12. Initial segment of the predicted drone trajectory and real drone
trajectory with probable user perceive rejoin of the drone.

the simulated scenarios, many responses were recorded and
selected questions/statements are given below:

• Approximated travel distance ≈ 300m-400m� What
is the approximated travel distance?

• What is the current velocity?

• Asked to perform figure eight manoeuvre. What is
the approximate size of the performed figure eight
manoeuvre?

• Compared to the real-world figure eight manoeuvre
with Phantom 4 Pro, the drones’ response to the radio
controller during that figure eight manoeuvre carried
out in the simulated environment is realistic.

• Used radio controller: Ease of Use/ realism level com-
pared to the real-world Phantom 4 Pro radio controller
is it perfect/realistic?

• How many vehicles were there on the ground surface?

• Presence (the user’s sense of immersion or “being
within” the environment) is perfect.

• Three drone pilots were exposed virtual environment
with large flat screen-based visualization. Do you
recommend HMD or any other visualization method?

The actual and simulated scenarios’ qualitative and quan-
titative properties were compared throughout this user test.

TABLE II. SELECTED RESULTS OF THE CARRIED OUT USER TESTS

Simulated Scenario Pilot Response
Numerical Indicator

Physical realism of the entire VR environment
(Input Methods/ Controllers/Output methods/ Visualizations) 1.4 (from -2 to 2)

Realism of the Drone Maneuverability 1.0 ( from -2 to 2)

Deviation of the size of the performed trial/covered
area during the circular/ figure eight maneuvers 20%

Deviation of travel distance judgment 25%

Deviation of speed judgment 15%

Awareness and information gathering capability 1.4 (from -2 to 2)

Presence (immersion or “being within” the environment) 1.0 (from -2 to 2)

The main focus is to identify spatial awareness (The user’s
implicit knowledge of his position and orientation within the
environment - during and after travel), information gathering
(the user’s ability to actively obtain information from the
environment - during travel), and accuracy of the drone motion
prediction against the real-world situation. Table II presents
selected results of the carried out user tests.

VII. CONCLUSIONS AND FUTURE WORK

The overall objective of the presented work is to propose a
machine learning-based drone dynamic model and VR environ-
ment that can simulate existing drones without domain-specific
knowledge and sophisticated laboratory infrastructure. Under
selected circumstances, the proposed solution’s accuracy and
user-perceived accuracy were evaluated, and the authors were
able to get promising results. The following conclusions and
recommendations can be made based on the entire research.

• The proposed and developed machine learning model
and its evaluation experiments were carried out by
using Commodity-Off-The-Shelf hardware.

• If an accurate location tracker is available, the same
procedure can be followed, and a similar machine-
learning model can be developed for any existing
drone.

• Short-term predictions of the proposed and developed
machine learning model are within the user-perceived
accuracy of both the real-world outer door scene and
the virtual world outer door scene.

• The accuracy of the predictions mainly depends on
the rudder variation. If the rate change of the rudder
is more significant, then predictions of the proposed
and developed machine learning model are less.

• Long-term predictions of the proposed and developed
machine learning model are within the user-perceived
accuracy of both the real-world outer door scene and
the virtual world outer door scene for a limited period,
and it gradually deviates with time.

• However, user test results show that the experience
drone pilots agree with the simulated drone’s physical
realism and manoeuvrability. Moreover, there is a
deviation between the user perceived position/speed
of the simulated drone and the actual position/speed
of the simulated drone.
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• According to the evaluation results, early-stage predic-
tions provided by the proposed and developed drone
simulator are substantially accurate with rudder varia-
tions. Hence, drone piloting drills/missions/exercisers
that require a short period (less than 25 seconds) for
the entire activity can be simulated with substantial
user perceive realism, behavioural realism and physi-
cal realism.

There is physical and behavioural realism in the proposed
machine learning-based drone simulation environment. How-
ever, a wide range of further research work can be carried out
to improve existing physical and behavioural realism. Some
of the most critical and selected future research works are
described below.

• Perform a wide range of drone manoeuvres and collect
larger data sets that cover more drone dynamics and
enhance behavioural realism by increasing the accu-
racy of the machine learning-based drone dynamic
model.

• Design and develop a cylindrical or spherical display
system, connect head-mounted display (HMD) and
carry out experiments to enhance the physical realism
and user perceive accuracy.
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“Modeling and control of a quadcopter flying in a wind field: A
comparison between lqr and structured h∞ control techniques,” in
2018 International Conference on Unmanned Aircraft Systems (ICUAS).
IEEE, 2018, pp. 1408–1417.

[20] Spark Pilots, “Dji assistant 2 ver 1.1.2,” 2018, available online at: https:
//sparkpilots.com/threads/dji-assistant-2-ver-1-1-2.11976/.

[21] DJI, “Dji download center,” 2018, available online at: https://www.dji.
com/downloads/softwares/assistant-dji-2.

[22] Horizon Hobby, LLC, “Realflight 8 horizon hobby edition,” 2018,
available online at: https://www.realflight.com.

[23] DroneSim Pro, “Dronesim pro drone simulator,” 2019, available online
at: https://www.dronesimpro.com/.

[24] Immersion RC, “Liftoff – the drone race simulator,” 2019,
available online at: https://www.immersionrc.com/fpv-products/
liftoff-drone-race-simulator.

[25] Heli-X, “Professional r/c flight simulation,” 2015, available online at:
https://www.heli-x.info/cms/.

[26] K. Amer, M. Samy, M. Shaker, and M. ElHelw, “Deep convolutional
neural network based autonomous drone navigation,” in Thirteenth
International Conference on Machine Vision, vol. 11605. SPIE, 2021,
pp. 16–24.

[27] P. T. Jardine, S. Givigi, and S. Yousefi, “Parameter tuning for prediction-
based quadcopter trajectory planning using learning automata,” IFAC-
PapersOnLine, vol. 50, no. 1, pp. 2341–2346, 2017.

[28] N. Smolyanskiy, A. Kamenev, J. Smith, and S. Birchfield, “Toward low-
flying autonomous mav trail navigation using deep neural networks for
environmental awareness,” in 2017 IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS). IEEE, 2017, pp. 4241–4247.

[29] P.-H. Chen and C.-Y. Lee, “Uavnet: an efficient obstacel detection model
for uav with autonomous flight,” in 2018 International Conference on
Intelligent Autonomous Systems (ICoIAS). IEEE, 2018, pp. 217–220.

[30] A. Loquercio, A. I. Maqueda, C. R. Del-Blanco, and D. Scaramuzza,
“Dronet: Learning to fly by driving,” IEEE Robotics and Automation
Letters, vol. 3, no. 2, pp. 1088–1095, 2018.

[31] R. P. Padhy, S. Verma, S. Ahmad, S. K. Choudhury, and P. K. Sa,
“Deep neural network for autonomous uav navigation in indoor corridor
environments,” Procedia computer science, vol. 133, pp. 643–650,
2018.

[32] F. Sadeghi and S. Levine, “Cad2rl: Real single-image flight without a
single real image,” arXiv preprint arXiv:1611.04201, 2016.

[33] J. Hwangbo, I. Sa, R. Siegwart, and M. Hutter, “Control of a quadrotor
with reinforcement learning,” IEEE Robotics and Automation Letters,
vol. 2, no. 4, pp. 2096–2103, 2017.
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Abstract—Text-image mapping is of great interest to the
scientific community, especially for educational purposes. It helps
young learners, mainly those with learning difficulties, to better
understand the content of stories. In this paper, we propose to
capture the teacher’s experience in manually building relevant
scenes for animal behavior stories. This manual work, which
consists of a pair of texts and a set of elementary images, is
fed into a Long Short-Term Memory (LSTM) followed by a
Conditional Random Field (CRF) that aims to associate the
relevant words in the text with their corresponding elementary
image while preserving the drawing properties. This association is
then used for scene construction. Several experiments were con-
ducted to show how better the constructed scenes convey textual
information than the scenes constructed from the competitor’s
models.

Keywords—Text to image conversion; elementary image; image
composition; deep-learning; drawing properties

I. INTRODUCTION

The use of simple illustrative approaches by instructors to
facilitate and make new concepts easier to comprehend dates
back to when kids first start school. For example, they have
used pins to stick the images on woody boards to explain
actions, verbs or any other pedagogical purpose. A set of
elementary images (EI)s such as a boy, a ball, a tree, to name
but a few, were carefully preserved in the drawers and reused
to compose new images or scenes as needed. Consequently,
the main goal of this research is to replicate EI composition.

Text to image mapping has witnessed a great interest for the
scientific community, in particular for the educational purposes
and early learners, especially those who have reading disabil-
ities. Many multimedia systems proposed to visually explain
topics, news streams or stories by annotating news articles with
pictures [1], enriching textual content [2], [3] or composing
scenes [4]. Nevertheless, there are some common limitations in
the existing systems which have not been properly addressed:

• Several existing multimedia systems can retrieve pic-
tures automatically from the image search engine
and generate illustrations [5], [6], [7], [8]. However,
manual work is required to filter out inappropriate
pictures, which reveals the excessive manual efforts
behind these systems as indicated in [4].

• Multimedia systems for illustrating Arabic text are
very limited, which reflects the current technical dif-
ficulties in understanding Arabic text.

• Many pictures are available on the web, but they luck
textual descriptions or captions to be included in a
relevant image search.

• Most of existing multimedia systems can illustrate text
based on retrieved images. However, none of them, to
our best knowledge, considers extracting elementary
objects from retrieved images and using them for
composing new pictures from scratch.

Although the use of a multimedia repository (MR) is one
of the most common approaches to building scenes from sen-
tences, obtaining the appropriate images from this repository to
construct scenes is far from being an easy task. In some cases,
we may not even be able to find accurate images that match
the input sentence. However, the MR may contain EI images
whose assembly may perfectly match the input sentence. The
main objective of our work is then to propose a model that
builds scenes with EIs while preserving the relevant implicit
or explicit information contained in the sentence.

To achieve this, we implemented a model based on Recur-
rent Neural Networks (RNN) coupled with the Conditional
Random Field (CRF) model to first identify in the input
sentence words that correspond to EIs and secondly, predicting
the dimensions and positions of these EIs in a such a way that
the information contained in the input sentence is preserved.
The EIs names and their respective dimensions and positions,
which are represented in matrix form, will be transmitted to
a system that will be responsible for building the scene. We
implement our model and building system with python because
it contains very advanced machine learning libraries such as
Keras and TensorFlow. The sentences we are addressing are
those relating to animal behavior.

The remainder of the paper is organized as follows. We first
provide a literature review in Section II and then elaborate on
our proposed method in Section III. We present experimental
results in Section IV and evaluation in Section VI. Finally, we
conclude this paper and discuss future directions in Section
VII.

II. RELATED WORK

Generating images from text (T2I), is an area of grow-
ing interest in computer science. Indeed, many approaches
have been proposed, inspired by the way the human brain
proceeds when trying to understand simple to more complex
sentences. Based on his cognitive memory (human being),
the comprehension of a simple text can be done by associ-
ating with each word of a text an image [9]. This process
of understanding a text from an image has given rise to
several approaches, which consist in generating scenes (set
of images) from elementary annotated images. For instance,
Coyne and Sproat [10], generate scenes from the WordsEye

www.ijacsa.thesai.org 894 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 1, 2023

image database by retrieving the images whose annotations
match the words of the sentences. Rather than relying on all
the words in the sentence to construct the scenes, Zhu et al.
[11], proposed another approach that consists of identifying
the most relevant concepts in the sentence and constructing
the scene by merging the pictorial representations of these
concepts. As the position of the elementary images may play
a salient role in adequately conveying the meaning of the
sentence, Yamada et al. [12], proposed a geometric model
where the scenes are built considering the spatial constraints of
the object described in the text. While these aforementioned
approaches work well in practice for simple sentences, they
quickly find their limit with complex ones. Indeed, their image
database is not exhaustive, i.e. some words do not have their
corresponding images. Moreover, even if one assumes to have
an exhaustive image database, some abstract words like “lying,
politics” cannot be represented by an image. To overcome
this limitation, Rada et al. [13], implemented a system that
generates scenes from complex sentences by coupling text
and images to overcome this limitation. Although this last
approach attempts to solve the abstract word problem, it is
also limited by its exhaustive image database. It should be
mentioned that all the approaches mentioned so far do not deal
with spatial constraint and abstract word issues simultaneously.
Moreover, the goal of T2I systems is to generate realistic
scenes with exclusively images (which can be difficult when
the embedded images have different backgrounds). In order to
propose a model that addresses these issues simultaneously,
the researchers turned to a deep learning model called GAN,
proposed by Goodfellow et al. [14].

Originally proposed to generate realistic images by learning
pixel distribution from a train image dataset, GAN is made
up of two adversarial neural networks: a generator G and a
discriminator D. G is trained to generate images by learning
the distribution of real images and fooling the discriminator,
in contrast D is trained to identify which images are generated
or real. The spectacular results, obtained with GAN, have
generated enormous enthusiasm in the creation of models
derived from the latter. Thus, in order to improve the MNIST
digit generation, Mirza et al. [15], proposed a conditional GAN
(cGAN) where the generator and discriminator are conditioned
by a class label y. Inspired by this approach for the T2I task,
rather than conditioning the generation process by a y-class
label, Reed et al. [16], proposed to condition it by the whole
sentence embedding obtained from a pre-trained text encoder.
Compared to [16] where the generated images had a resolution
of 64 × 64, the authors in [17], proposed a Tac-gan-text
conditioned auxiliary classifier generative adversarial network
(TAC-GAN) capable of generating a higher resolution image
i.e. 128× 128. In order to improve image resolution, another
paradigm based on generators and discriminators stacking has
emerged. Zhang and al. in [18], proposed a model called
StackGAN composed of two generative stages. The first stage
is dedicated to the generation of a coarse 64×64 pixel image
given a random noise vector and textual conditioning vector,
while the second produces an image of 256×256. An improved
version of [18], composed of three stacked generators and
discriminators, was proposed in [19]. To avoid stacking several
pairs of discriminators and generators layers, other approaches
like [20] [21] proposed to reduce the number of generator
and increase the number of discriminator (or vice versa). As

with these stacked listed generative models, a generated image
is dependent on a previous one (except for the initial), the
poor quality of the latter can lead to an inaccurate generated
image. Therefore, to prevent this from happening, the authors
proposed Dynamic Memory Generating Adversarial Networks
(DM-GANs) in which a dynamic memory unit is designed to
select important textual information based on the content of
the initial generated image and then use it to generate the next
image. In addition to the features extracted from the generated
image, the authors in [22], integrated also aspect-level features
(processed from the input text) to update and enhance word-
level feature in order to refine the next image.

By making the assumption that an image generated from
text should be based on the relevant words in addition to
the whole sentence (attention), Xu et al. in [23], built a fine-
grained text to image generation with Attentional Generative
Adversarial Networks (AttnGAN). Huang et al. [24], proposed
a grid-based attention model that involves applying an attention
mechanism between object-grid regions and word phrases.
Similar to our work, part-of-speech tagging is applied to extract
word features. Other models applying attention in different
fashion like [25], [26], [27], [28] were also proposed.

Initially proposed to solve signature and face verifica-
tion problems, Siamese networks designed with two branches
(split-parameter neural networks) processing a pair of inputs
have been also repurposed for the T2I task in [29], [26]. In
both, each branch takes as input a text (caption) and generates
an image. However, if in [29] the objective loss function is
employed to minimize / maximize the distance between the
features extracted in each branch to learn a semantically mean-
ingful representation, depending on whether the two captions
are from the same ground truth image (intra-class pair) or not
(inter-class pair) in [26], the objective loss function aims to
minimize the feature distance between generated image and
corresponding ground truth image while maximizing the dis-
tance to another real image associated with a different caption.
In [30], the authors proposed a model derived from Siamese
networks called Text-SeGAN in which negative sampling of
image pairs is carried out with several strategies so that the
model is able to detect the most subtle differences between two
images and therefore improve the generation process. Another
T2I approach, called cycle-consistent image generation by re-
description architectures inspired by CycleGAN [31], was also
implemented in [32], [33]. The principle of this approach is
to learn a semantically consistent representation between text
and image by appending a captioning network and train the
network to produce a semantically similar caption from the
generated image.

Unlike the CycleGAN derived models where the image
generation process is conditioned by some inputs, uncon-
ditional generative models [34], [35], [36] were built upon
unconditional image generation models [37], [38] for T2I pur-
pose. For example, in [35], the authors proposed a model called
textStyleGAN in which the text is previously passed through
a pre-trained image-to-text matching network to compute the
embedded representation of the whole text as well as the words
of this last. These embedded representations are combined
with noise and fed into textStyleGAN to generate an image.
Instead of only generating images from texts, other approaches
have added additional supervision tricks. For example, to
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generate complex images (images with several objects also
called scenes) from Microsoft Common Objects in Context
(MS COCO), Sharma et al. proposed ChatPainter [39] where,
in addition to scene captions, they also rely on dialogues (pairs
of question-answers) describing the scenes. Other works, in
[40], [41], [42], were also relying on dialogue approach. The
authors, in [43], [44], used multiple captions to iteratively
improve the image quality.

Although GAN models are tending to democratize to the
detriment of classical approaches (due to their much higher
performance requiring less and less human intervention), the
generation of complex images remains a challenge. In order
to overcome this challenge, we proposed a model based on a
combination of the classical approach, probabilistic graphical
model and deep learning models. Each of these approaches
contributes as follows:

• The classic approach consists of using annotated im-
ages from a Multimedia Repository (MR).

• Deep learning is to explore the sequential pattern
while encoding each word in the text.

• And probabilistic graphical model to match the latent
word representation emitted by the deep learning
model to their corresponding part-of-speech tag;

The novelty of our proposal which, is the introduction
of new types of part-of-speech tags that describe the action
performed by a specific object and define the coordinates of
the latter in the scene. This part-of-speech tagging step of
associating each word of the text with a tag based on the
action, position and dimension of the object in the scene is
the basis of our system.

III. OUR APPROACH: SCENE BUILDER BASED ON
ELEMENTARY IMAGES

As depicted in Fig. 1, there are three phases in our builder
system. In phase 1, we need to prepare the dataset as an input
for the tag matching phase. In phase 2, the model performing
the tag matching stage, is fed with the word-tokens of the
sentences (stories) and their corresponding tags (object names,
positions and sizes) processed in phase 1. Finally, in phase 3,
a scene builder is implemented to build the scenes from the
input sentences, based on the tag matrices obtained in the tag
matching stage.

A. Phase 1: Learning Dataset Preparation

We have developed a graphical tool that allows an instruc-
tor to write a story’s text and manually draws its related scene
by inserting Elementary images (EIs) in a graphical drawing
area. Based on his expertise, the instructor selects the most
relevant images and arranges them in the graphical area to fit
the story’s meaning. We consider that this expertise is the key
point on which we based our approach. Hence, we collect all
instructor actions, namely the selected images, their positions
and sizes, and we save them in a database. While choosing an
image from the toolbox, the user selects its related textual parts
in the story. This is considered as an implicit image annotation
that serves later to map a text into an image. In the following,
we give more details about the tools and the EIs repository
already prepared in [45].

Fig. 1. System architecture.

1) Elementary Images Repository: An initial EIs repository
was constructed in [45]. It contains around 1540 EIs collected
from Google image and ImageNet. The EIs were obtained
by following a particular process. In fact, based on existing
online libraries such as Google Images, ImageNet, etc., a set
of images were collected and stored in a local folder. For each
image, the model Mask R-CNN [46] object extraction tool
was applied in order to obtain EIs with some of their drawing
properties. Subsequently, an image captioning process was ap-
plied on extracted elementary objects in order to automatically
assign a caption for each one of them.

2) The Tool: In our Image Story Generator tool, image
composing is designed in two ways: manual image composing
and automatic image composing. In our current tool ver-
sion, we compose new images or pictures manually, allowing
thereby flexible working with the tool. We briefly describe how
a user composes new images using our tool. First, a user input
keywords in an input field on the top of the tool main interface
and hits enter. Note, we use single keyword only at this current
version. The retrieved EIs from EMR are displayed in a panel
on the Graphical Toolbox on the left side of the main interface,
as indicated in Fig. 2. The user or the teacher can drag and
drop the main interface, locate images and resize them, thereby
composing a new scene describing the input sentence. The
teacher can successively search for other EIs doing same steps
as described. Thus, the teacher can show the final illustration
to the students. The newly created image is stored locally.
Therefore, the system extracts the image sizes, positions, etc.
This information is saved as drawing properties and will be
further used for generating new pictures/images dynamically.

3) Input preparation for the tag matching stage: In this
phase, we arrange the database content to fit the deep learning
model dedicated to the tag matching stage.

Once getting a manually satisfactory scene, i.e., arranging
the EIs and setting their sizes, positions as it should be,
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Fig. 2. Scene drawing tool

the prepared image is saved. More specifically, the metadata
related to this composite image such as the names of EIs,
their respective position and dimension, within the global one
image, their links to some parts of the initial text are saved as
well.

The saved file will act as our data set. It will then be
processed by a deep learning model so that from a sentence
t = [t0 t1 · · · tn−1] where tn is the token code for the nth

word in t, a corresponding matrix tag Mn,m is generated. n
is the number of words in the sentence t and m is the number
of tag types. Hence, the matrix is defined by eq. 1:

M =

t0
...

tn−1

 ŷ0,0 ŷ0,1 · · · ŷ0,m−1

...
...

...
...

ŷn−1,0 ŷn−1,1 · · · ŷn−1,m−1

 (1)

yn,m is the tag m associated with the sentence’s word at
position n. For our study, m is equal to 3 since we attempt
to generate the word type (whether it is an object or not),
it’s size, and it’s position. Note that, we used the Beginning,
Inside, Outside (B-I-O) notation, for the tag’s representation
with reference to the “Named Entity Recognition” (NER)
information extraction technique [47]. This technique allows
capturing the action performed by an object (if animal type) in
the sentence. For each word in a sentence, we associate a three
tags vector. The first value of this tag vector is an image tag
that determines whether the image is an object and identifies
which word describes the action performed by the object. The
second one is the position tag, which determines the position
in which the EI will be placed. The third one, which is the
size tag, determines the size that the EI will have within the
scene. The Table I illustrates an example of a phrase and its
different tags. It is worth mentioning that the Inside notation
is only applied to image tag generation because we want to
identify the action performed by an animal-type EI. Which is
not a necessity for position and size tags, which are spatial
tags.

• The values of the “Image Tag” column allows identify-
ing the names of the EIs in the sentence as well as the
actions they perform (if any). The names and actions

TABLE I. A SENTENCE WITH THREE TAGS

Sentence Image Tag Position Tag Size Tag
A ’O’ ’O’ ’O’
lion ’B-object’ ’B-w1Lh2B’ ’B-large’
lying ’I-object’ ’O’ ’O’
in ’O’ ’O’ ’O’
the ’O’ ’O’ ’O’
savannah ’B-object’ ’B-w0Rh0B’ ’B-entire’
observes ’O’ ’O’ ’O’
a ’O’ ’O’ ’O’
gazelle ’B-object’ ’B-w1Rh1B’ ’B-middle’
. ’O’ ’O’ ’O’

of these objects will make it possible to construct the
path to retrieve the appropriate EI . If we take for
example the sentence of Table I, the paths obtained
will be: .../lying/lion; .../savannah; .../gazelle. So the
EIs that will constitute the scene will be a lying lion,
a gazelle and the savannah. The savannah object like
other objects such as the street, the river etc. present
in our sentences are background objects. They are
associated with the size tag “B-entire”.

• The “Position Tag” column allows defining the posi-
tion of EIs in the scene. Rather than considering the
exact positions in pixel, we have considered regions
landmark. In fact, the entire image is discretized or
split in n × p parts (where n and p are positive
numbers). Suppose that the image dimension is w×h
(where w represents its width and h its height respec-
tively in pixels). The scene (i.e. the entire image) is
discretized in w

n = w1+w2+w3+· · ·+wn width parts
and h

p = h1+h2+h3+· · ·+hp length parts. Based on
that, each EI is associated with a position tag of type
B − wxHhyV . Hence, wx indicates that the image
should be positioned from the xieth width part of the
scene, starting in a H direction where H ∈ {L,R} (L
for left, R for right) and hy to indicate to the system
that the image should be positioned from the yith part
in the height of the scene, starting in a direction V
where V ∈ {T,B} (T for top, B for bottom).
In the example shown in Fig. 3, the image is divided
in n = 6 width parts and p = 5 height parts. In this
scene we have three EI which are: the lion, the gazelle
and the savannah in the background. To each of these
images, the following position tags are respectively
assigned to them: B − w1Lh2B,B − w1Rh1B,B −
w0Lh0B.

• The values of the “Size Tag” column allows defining
the size of the EIs within the scene. In this column, we
have 4 different tags. Each one of them is associated
with a predefined width and height.

The next step is the learning model preparation.

B. Phase 2: Tag Matching

The tag matching stage involves associating a triplet of
tags with each word of the sentence. Due to their ability
of data extraction and high accuracy in classification and
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Fig. 3. Discretized image

prediction tasks [48], [49], we used stacked deep learning
models (Embedding, Bi-LSTM and Dense layers) to perform
the data extraction in the tag matching stage. Technically, we
subsequently pass our sentence input through an Embedding
layers, then into a Bi-LSTM layer and finally into a Dense
layer wrapped by a TimeDistributed layer. Their respective
roles are as follows:

• Embedding layer: it aims to associate with each word
of the sentence, a vector of real numbers encoding
the semantics of the latter and its relationship with
the other words.

• Bi-LSTM: it re-encodes vectors outputted from the
Embedding layer to another vectors of real numbers
for which the encoding process leverage on the se-
quential pattern existing in the input text.

• Dense layer: It extracts the information contained in
the vectors obtained from the Bi-LSTM layer. It is
wrapped by a TimeDistributed because a simple Dense
layer can only be fed by a single vector. In our case,
we have as many vectors as there are words in the
sentence, that is why we used a TimeDistributed layer.

As CRF [50] has achieved leading results in speech part
tagging, we appended it to our model for the tag matching
stage. Technically, the output of the Dense layer is passed
through three different CRF layers where, each one is ded-
icated to matching image, position, and size tags. The whole
architecture of the tag matching stage is depicted in Fig. 4.

These steps will be repeated during the training phase in
order to define the optimal parameters of the model. The loss
function for parameter optimization is defined as follows:

loss = lossimage + lossposition + losssize (2)

losstag = −(ln(p(y|t)f + ln(p(y|t)b) (3)

p(y|t) = eS(y,t)∑
y′∈y e

S(y′,t)
(4)

S(y, t) =

N−1∑
i=0

Ayi,yi+1
+

N−1∑
i=1

Pi,yi
(5)

Where tag ∈ {image, position, size}, t the input sentence
vector, and y the corresponding tag vector. f stands for
forward-pass and b for backward-pass in the Bi-LSTM layer. S
is the cross-score function between words in t and tags in y. A
is a matrix where coefficients are the transition score from yi
to yi+1. P is a matrix whose coefficients are the scores of the
pairs (ti, yi). Once the matrix is generated, a mapping between
its values and all the EIS to build our scenes is performed.
In the next subsection, we formally describe how scenes are
constructed.

C. Phase 3: Scene Construction

In phase 3, the scene constructor system is ready to map
a new story to a scene by mapping the words of the input
sentence which their corresponding images base on the tags in
M. It is formally described as follows:

f(t,M, EIs) = Ŝ (6)

Where Ŝ represents the scene built from the sentence t.
The first objective of the function f , is to map each word
(if they are objects), to their corresponding elementary image
EI ∈ EIs. Second, each EI will be positioned in the
scene respecting its generated size and position. The Pseudo-
Algorithm 1 presents the mains steps for Scene Constructor.

Algorithm 1 Scene Constructor f

Require: M, t, EIs
Ensure: Ŝ

1: Ŝ ← init(Matrix) ▷ We initialize the scene, i.e. we
create an image with only white pixels.

2: Tags← getTags(M) ▷ Tags, is a
matrix where each row i represents the path (Tags[i, 0]),
the position (Tags[i, 1]) and size (Tags[i, 2]) of an object
in t. The path is processed based on the generated image
tags.

3: for i, tgs← enumerate(Tags) do
4: EI ← getEI(tgs[0], EIs)
5: if tgs[1] ̸= ”B − entire” then
6: Draw(Ŝ, EI, tgs[1], tgs[2]) ▷ This

function draws EI in the scene according to their position
and their size.

7: else
8: k ← i
9: end if

10: end for
11: EI ← getEI(Tags[k, 0], EIs) ▷ After saving the index

i associated with the object with B-integer as size tag, we
draw this object at the end to avoid overlapping other EIs.

12: Draw(Ŝ, EI,Tags[k, 1],Tags[k, 2])
13: return Ŝ

IV. EXPERIMENTAL STUDY

In this section, we first present the dataset used to evaluate
our model and the hyperparameters retained after a grid
search. Second, we benchmark the model against state-of-
the-art competitors. For the implementation, we used Python
machine learning libraries: TensorFlow and Keras. NumPy,
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Fig. 4. Tags prediction model architecture: learning phase.

Pandas and Matplotlib were also used for the preprocessing
stage and the scene construction stage.

A. Dataset

The dataset we used (see Table II) consists of 210 sentences
that describe the behavior of 52 animals and their interactions
with 34 objects that are not animals (e.g. vegetables, wood,
etc.). We used 190 sentences for training (90%) and 21
sentences for testing (10%).The sentences are the same ones
we used to manually build scenes and record metadata in the
graphical tool. They are organized in such a way that the same
action can be associated with different EIs of the animal type.
This allows the model to better understand that actions are
more related to words representing EIs of animal type. Take
the example of the sentences “Lions eat meat” and “Cats eat
meat in front of the door”. These two sentences are similar.
Lions and cats, which are EIs of animal type, perform the same
action: eating. Thus, the model will figure out that the action
of eating is more related to animal-type EIs than to other EIs
in the sentence.

B. Hyperparameters

After a grid search, the different hyperparameters of the
layers that make up our model were set as follows:

a) Embedding layer:

• The number of distinct words in the corpus 166.

• The dimension of the vector space into which each
word initially encoded with the one-hot encoding
technique will be projected is set to 40.

• The fixed length of the input sentence is 100.

• The Boolean parameter that specifies whether the
token 0 is a padding token or not is set to True. This
is because the input sentences are of different lengths.

b) BI-LSTM layer:

• The number of cells in each of our LSTM forward
and LSTM backward networks is 100.

• The Boolean parameter allowing to indicate whether
the BI-LSTM network should return either a sequence
of token (in vector forms) or just one token is set to
True because, we need to match a tag for each word
in the input sentence.

• The recurrent dropout, which is a regularization tech-
nique that prevents over-fitting [51], [52] is set to 0.7.
This means that the probability that a Bi-LSTM cell
is skipped during training is 0.7.
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TABLE II. TRAINING SET DESCRIPTION

Total number of objects Total number of distinct objects
Animal objects 258 52
Other objects 153 34

Total 411 86

c) Time Distributed:

• the TimeDistributed layer is a layer that wraps each
Bi-LSTM output in a Dense layer. The number of cells
in this Dense layer is set to 100. We used the Relu
activation function in this layer.

d) CRF:

• The CRF parameter we set here is the number of tags
that could match for each EI in the input sentence.
Each EI can have 3 image tags which corresponds to
the number of units in the CRF layer dedicated to
the image tag; 54 position tags which corresponds to
the number of units in the CRF layer dedicated to
the position tag; 5 size tag which corresponds to the
number of units in the CRF layer dedicated to the size
tag.

For the training phase, we set the number of epochs to 300
and the batch size to 3. We used the gradient descent optimizer
[53], [54], to update the model weights.

In the next section, we present the results obtained, and the
metrics used to evaluate them.

C. Experimental Results

To evaluate the tag generation component, we considered
the F1-score metric [55] computed from precision and recall.
They are defined as follows :

• Precision: Designates the number of classes different
from the class “O” which are correctly predicted by
the system divided by the total number of positive
classes predicted by the system [55].

|true positives|
|true positives|+ |false positives|

(7)

• Recall: Designates the number of classes different
from the class “O” which are correctly predicted by
the system out of the total number of classes which
are not “O” [55].

|true positives|
|true positives|+ |false negatives|

(8)

• The F1-score: Designates the ratio of the product of
the recall by the precision on their sum [55].

Fβ = (1 + β2)
PR

β2P +R
(9)

Where β = 1 determines the balance coefficient between
precision and recall. The results, in Table III, summarize the
F1 score obtained for the image, position and size generation.

We can see that they are quite satisfactory. The lower F1
score obtained with the position tag generation component is
explained by its high number of tags, which makes it less
stable. On the other hand, due to their low number of tags,
the image and size tag components have higher F1 scores. We
hypothesize that the F1 score of the image tag component is
better than that of the size tag component (which has a similar
number of tags) due to the use of the Inside notation, which
reinforces the generation process.

The evaluation we performed with the F1 score just allowed
us to find the optimal hyperparameters for the generation of
the tag matrices. In the next section, we present the scenes
built from these tag matrices.

V. BUILDING SCENES

To build scenes, we will couple our tag prediction model to
our scene building tool. The latter will take as input a sentence
ti , its corresponding tag matrix (the one predicted by the
model) Mi as well as all of our EIs. For application, 21 test
sentences and their corresponding tag matrix are considered.
The results obtained are presented in Tables IV, V.

Among the 21 sentences, 18 images correctly reflect the
corresponding input texts. So we have a success rate of 18/21
or 85.7%. However, if our system succeeds in: placing EI in
positions that reflect the interactions between them; producing
very realistic scenes thanks to a position label class that
allows the entire background to be painted with an EI and;
clearly representing the action performed by the EI, errors and
anomalies are to be underlined. First, we can see in Table V
line 1, that the predicted tag matrix contains errors. The model
classifies the word “next” as an action performed by the object
“elephant”, which is inconsistent. Secondly, in Table V line 2,
we see that for the dimension tag, the class assigned to “fly”
is “B-entire” so the latter is considered as a background EI.
Therefore, since its dimension is smaller than the background,
it cannot cover it completely. In the opposite case (if it has
the same dimension as the background), it would make no
sense to have a “fly” as a background image. Although errors
are observed when predicting the tags, the model is still able
to provide images that are more or less correlated with the
sentences.

After evaluating our model with our corpus, we will eval-
uate it with another corpus and compare the results obtained
against those of state-of-the-art text-to-image systems and
models.

VI. EVALUATION OF THE MODEL AGAINST THE GOOGLE
IMAGE SEARCH ENGINE, THE MULTIMEDIA SYSTEM AND

A GAN MODEL

This approach, which consists of building scenes manually
rather than automatically from elementary images, has already
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TABLE III. F1 SCORE OF IMAGE, POSITION AND TAG GENERATION COMPONENT

Metric Image tag Position tag Size tag Average
F1-score(%) 78.2 60.2 70.9 69.77

TABLE IV. SENTENCES, THEIR TAG MATRIX AND CORRESPONDING SCENES

Sentences ti Tags Matrix Mi Scene


A

fish
in
the
sea
.




O O O

B − object B − small B − w3Lh2B
O O O
O O O

B − object B − entire B − w0Lh0B
O O O




Horses

in
the

fence
.



B − object B −middle B − w2Lh3B

O O O
O O O

B − object B − entire B − w0Lh0B
O O O




Bears
in
the

forest
.



B − object B −middle B − w3Lh1B

O O O
O O O

B − object B − entire B − w0Lh0B
O O O




A

mouse
eat
nuts
.




O O O
B − object B − small B − w2Lh2B
I − object O O
B − object B − small B − w3Lh2B

O O O



been proposed. [45]. In order to evaluate our model, we will
compare the results obtained by this multimedia system to see

whether automatic construction can be as efficient as manual
construction. In addition, we will also compare it to Google
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TABLE V. SENTENCES, THEIR TAG MATRIX AND RELATED SCENES, PART 2

Sentence ti Tag Matrix Mi Scene



A
elephant
lying
next
to
a

river
.





O O O
B − object B − large B − w2Lh2B
I − object O O
I − object O O

O O O
O O O

B − object B − entire B − w0Lh0B
O O O




A

frog
observes

a
fly
.




O O O

B − object B −middle B − w2Lh1B
O O O
O O O

B − object B − entire B − w1Rh2B
O O O



 A
kangaroo
jumping

.


 O O O
B − object B −middle B − w3Lh2B
I − object O O

O O O





A
bear

plunged
in
the
river

.





O O O
B − object B − large B − w3Lh2B
I − object O O

O O O
O O O

B − object B − entire B − w0Lh0B
O O O



image and to the GAN model.

A. Corpus of Sentences

To evaluate our model, the chosen corpus of sentences will
be used to evaluate the multimedia system [45]. This choice is

simply justified by the fact that our model is an improvement
of the previous one. Instead of building the scenes manually,
as is the case in this multimedia system, we will build them
automatically. The number of sentences contained in this
corpus is 20. All relating to animal behavior. We will take
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8 for our evaluation. It should nevertheless be noted before
the evaluation that our model does not yet take into account
the cardinality of EIs. For example, in the following sentences,
“two birds” and “three flowers”, the model cannot draw 2 birds
or 3 flowers.

B. Results

In this section, we present the different results provided by
the multimedia system, Google image, the GAN model and our
system. As far as the multimedia system and Google image are
concerned, we will simply retrieve the results from [45]. For
each sentence we associate its related image as provided by
each system. The results are depicted in Tables VI, VII, VIII,
IX and X.

For the comparison analysis, we consider three criteria.
The first one is Principal actors (PA). It allows evaluating to
what extent the objects present in the sentence are present in
the generated image. The second criterion, the event (EV),
consists in evaluating to what extent the event described in
the text is represented in the generated image. The third and
last criterion assess to what extent the spatial positions of the
objects and the temporal aspect (S & T) are respected. Each of
these evaluations will be out of five as indicated in the Table
XI. Thereafter, we will calculate an average specific to each
sentence for each model and for each model we will calculate
the average of each criterion obtained for all eight sentences.

We can see through the Table XI that our model outper-
forms both the Google Image system and the GAN model. The
latter is the worst one. However, still our previous multimedia
system [45] gives the best results since the construction of
the scenes is done manually. However, still the multimedia
system [45] gives the best results since the construction of the
scenes is done manually. However, our model can be used for
short texts that might be addressed to a large young learners
students.
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VII. CONCLUSION

In this paper, we have discussed how we could capture
a user expertise to produce a new tool for automatic Stories
illustration. The requirement is an available set of elementary
images representing different types of objects that a user (or a
tutor) uses from a toolbox and draw a scene related to a given
story. The originality of our work is that we suggest capturing
the “know-how” of the tutor and make it transfer to a deep-
learning based model. The latter is coupled with a drawing
tool in order to build automatically stories illustration by
images compositions. We have conducted several experiments
to find the optimal values for the deep-learning model such
as: “Loss function”, “Batch size”, “Number of epochs”, etc.
In addition, comparisons with existing approaches that make
scene generation were also presented. Obviously, the quality
of the “manually” constructed scenes remains the best one,
nevertheless, our new approach gives very interesting results.

Even though we obtain satisfactory results, we agree that
our approach face some limitations. One of them is that the
Mask-CNN that we used to extract the EIs is not trained in end-
to-end fashion. In our future work, we plan to train it in this
way so that the model becomes more accurate. As we noticed
in the results Subsection VI-B, in some cases the model fails to
construct the scene (empty background) as the appropriate EI
was not available on our Multimedia Repository. Therefore, we
also plan to diversify the sources of image databases so that the
MASK-CNN can extract more EIs. Due to the complexity of
the sentences, we specifically focused our work on sentences
related to animal’s behaviors. We then plan to incrementally
integrate sentences related to other facts to make the model
more generic.
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Abstract—Bacterial and Fungal diseases may affect the yield of
stone fruit and cause damage to the Chlorophyll synthesis process,
which is crucial for tree growth and fruiting. However, due to
their similar visual shot-hole symptoms, novice agriculturalists
and ordinary farmers usually cannot identify and differentiate
these two diseases. This work investigates and evaluates the use
of machine learning for diagnosing these two diseases. It aims at
paving the way toward creating a generic deep learning-based
model that can be embedded in a mobile phone application or
in a web service to provide a fast, reliable, and cheap diagnosis
for plant diseases which help reduce the excessive, unnecessary,
or improper use of pesticides, which can harm public health and
the environment. The dataset consists of hundreds of samples
collected from stone fruit farms in the north of Jordan under
normal field conditions. The image features were extracted using
a CNN algorithm that was pre-trained with millions of images,
and the diseases were identified using three machine learning
classification algorithms: (1) K-nearest neighbour (KNN); (2)
Stochastic Gradient Descent (SGD); and (3) Random Forests
(RF). The resulting models were evaluated using 10-fold cross-
validation, with CNN-KNN achieving the best AUC performance
with a score of 98.5%. On the other hand, the CNN-SGD model
performed best in Classification Accuracy (CA) with a score of
93.7%. The results shown in the Confusion Matrix, ROC, Lift,
and Calibration curves also confirmed the validity and robustness
of the constructed models.

Keywords—Deep Learning; Machine Learning; Classification;
Plant Diseases; Disease Diagnosis

I. INTRODUCTION

In Jordan and other Mediterranean countries, agriculture
participates with a high share of the annual GDP, and stone
fruit trees are among the most important sources of crop yield
[1]. However, Bacterial and Fungal diseases, which appear as
shot holes in the leaves, may affect the yield of the trees
and may eventually cause damage to the Chlorophyll synthesis
process, which is crucial for plant growth and fruiting.

Shot hole disease is caused by several pathogens. The
fungal shot hole, or the Coryneum blight, is caused by Wilson-
omyces carpophilus (Lev.) [2]. This fungus is common in the
Mediterranean region, but it also spreads in America, Australia,
Africa, Asia, Oceania, and Europe [3]. It infects stone fruit
trees of Prunus, mainly apricot, peach, nectarine, and cherry.
However, the first three are the most commonly affected hosts
[4], [5]. It damages twigs, buds, blossoms, fruits, and leaves.
The damage is most noticeable on the leaves, however. The
causal agent thrives in cool and moist conditions between
summer and fall, mainly in early spring and anytime during wet

weather conditions [3], [6]. It develops rapidly under warmer
temperatures [3] and overwinters on blossom buds, and cankers
of branches [7]. The symptoms appear on the infected leaves
as small, round reddish to purplish-brown specks with light
green or yellow rings around them. Lesions can be circular to
slightly ellipsoid; their tissues can become raised and scurfy
and will tear along the lesion margins and may hang on at one
attached point. It often dries up and falls away, giving the shot
hole; as if someone fired a shotgun at the leaf [5].

As the disease spreads, more leaves get damaged until
they fall. Significant infections can reduce photosynthesis,
weaken the plant, and decrease the fruit yield eventually,
which makes it a major concern for the stone fruit industry
worldwide [8]. The other causal agent of the shot hole disease
is the bacterium Xanthomonas Arboricola PV. Pruni (Xap)
[9]. The symptoms of this bacterium are circular to irregular,
water-soaked lesions on leaves. Later, lesions turn purple or
brown. Usually, halos and cracks can be seen between the
affected tissue and the surrounding healthy tissue. In the later
stage, the infected tissue will be broken away under various
natural forces, especially wind, and finally drop out, leaving
a hole. Leaves with many holes or lesions will turn yellow or
prematurely drop off [9]. It infects leaves, twigs, and fruits of
the same stone fruit hosts of the W. Carpophilus fungus. The
favourable conditions for the disease occurrence and spread
are largely the same as the fungal shot hole, but it overwinters
mainly in twig lesions (OEPP/EPPO, 2003). The disease is
considered the most limiting factor to cherry Laurel production
in landscapes and nursery production. Losses exceed 75% in
the nursery due to this disease (unpublished data, J. Williams-
Woodward). However, these diseases, which affect different
parts of the trees and produce holes in leaves, are caused by
different pathogens such asWilsonomyces Carpophilus fungus
and Xanthomonas Arboricola PV. Pruni bacteria. Sometimes
it is difficult to differentiate the symptoms to identify the
pathogen, even further, to identify if the symptoms are caused
by a pathogen or insect feeding. This makes it difficult to
specify suitable pesticides or implement a control plan to avoid
damage to the trees.

Nonetheless, the infections caused by these diseases are
difficult to identify and cure as they are usually confused
with viral pest infections and with other soil and nutrition
deficiencies. The accurate identification and diagnosis of these
diseases infections through visual signs and symptoms may
require deep knowledge and thorough experience, which is
usually lacking in most ordinary farmers, and yet they may also
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require laboratory tests and identification procedures, which
are usually expensive to perform for most farmers. Yet, fighting
these bacterial and fungal infections without a proper diagnosis
may fail or may require using a wide spectrum of pesticides,
placing additional financial costs which add to the short-term
losses in the fruit yield and the long-term damages made to
the trees, which may affect their lifespan. In addition, the
use of pesticides may harm the trees and may also place
concerns over food safety, which may cause several marketing
challenges due to allowable limits imposed by food and drug
administrations and may ultimately affect customer confidence.
This all adds to other environmental concerns that are related
to pesticide leaks into the soil and water and their short-term
and long-term influence on wildlife.

Novice agriculturalists and farmers not knowing much
about the disease may confuse the infections with other viral
and pest diseases and deficiencies caused by factors related to
soil, water, or other environmental conditions. They might also
confuse these diseases with symptoms associated with other
issues related to the incorrect use of pesticides and fertilisers.
Therefore, the false identification and diagnosis of fungal
and bacterial may waste farmers’ time and effort in solving
irrelevant issues. This in fact, lay additional financial pressure
on farmers and may also cause other serious environmental
and health-related issues, such as those related to the improper
use of pesticides or unintentional insect feeding. Moreover, the
spread of fungal and bacterial diseases in various environments
may also contribute to the evolution of new races of causal
agents with different symptoms, thus making them hard to
diagnose under normal field conditions [6].

Machine learning techniques in general [10], and deep
learning algorithms in particular such as convolutional neural
networks [11], [12], [13] have recently witnessed impressive
success in several scientific and commercial applications, par-
ticularly in the fields of computer vision, image recognition
[14], [15], [16], and other classification applications [17], [18],
[19]. One of the potential applications of machine learning
is identifying and diagnosing plant diseases’ infections [20],
and their other related issues [21]. In this research, we have
conducted an end-to-end empirical study that involves collect-
ing, diagnosing, and identifying many stone fruit leaf samples
that suffer from bacterial and fungal infections. The sample
leaves have been photographed, categorised and then used
to train and test three machine learning classifier models,
which are created by combining convolutional neural networks
with three classical machine learning algorithms: (1) K-nearest
neighbour (KNN); (2) Stochastic Gradient Descent (SGD);
and (3) Random Forests (RF). These algorithms were selected
due to their reported success in image classification. All
the constructed models will be evaluated using Classification
Accuracy (CA), Area Under the Curve (AUC), Precision and
F1 metrics, in addition, the Confusion Matrix, ROC, Lift and
Calibration curves will also be used to confirm the validity and
robustness of the created models.

The following four subsections are dedicated to investi-
gating the related work and defining the research hypothesis,
question, and aims. Section II provides details regarding the
research methodology, materials and data collection, and an
overview of the techniques applied and their performance
metrics. Section III presents the results of model building and

evaluation which is followed by Section IV, which analyses the
results obtained in this work in light of the research hypothesis,
question, and objectives. It also compares the results with
those reported by others. Section V provides a conclusion of
the findings and comments of the result on the limitation of
the study and highlights the contribution of this study. It also
comments on the significance of the results and their potential
applicability, as well as on the possible future work that is
related to the study.

A. Related Work

In this subsection we investigate nine of the most popular
related works and most cited studies that have been published
in the last six years.

A study that was published in [22] reported 78% accu-
racy in classifying diseases that infect apple trees using the
field-collected dataset, while [23] reported accuracy of 81%
in classifying four grapes diseases using images that have
been captured under field normal condition. On the other
hand, [24] reported accuracy of 82% in classifying cucumber
diseases using a research centner dataset, while [25] reported
an accuracy of 83% in classifying disease that infects potato
using images of their tubers which have been collected from
potato fields. [26] reported yet another field-based study that
involved classifying diseases that infarct tea plants with an
accuracy of 90%. [27] reported accuracy of 88% in classifying
banana diseases using the plant village public dataset which
is very close to the results reported by [28] which aimed at
detecting and classifying diseases that infect tomato leaves
and which also depended on using a public dataset that was
downloaded from plant village. [29] reported an accuracy of
99% in classifying soybeans disease also using plant village
public datasets. [30] also reported a 99% of classification
accuracy using the plant village dataset, but this time for
classifying twenty-six diseases that hit fourteen different crops.
A recent study reported in [31] achieved classification accuracy
of 96.63% using the ResNet-50 deep learning algorithm to
predict 15 disease classes using 20,000 public dataset that is
published by plant village. Another study published by [32]
reported an accuracy of 96% using unsupervised learning.
However, the study provides no details regarding the number
of the samples in the dataset. Another study published in
[33], reported an accuracy of 92.57% using YOLOv5 model
for classifying 61 categories of plant diseases that hit ten
different plant species. The dataset consisted of 36,258 images.
A more recent study that used Multiple Linear Regression
(MLP) reported 91% accuracy in identifying blister blight in
tea plants[34], while another recent study reported the use
of CNN algorithm to detect 13 different diseases achieved
precision of 96.3% [35].

The analysis of the related work shows that most of the
reported applied techniques scored a classification accuracy
which ranged between 78% and 99%. It was noticed that the
majority of the investigated works reported a classification
accuracy above 90% depended on huge public datasets which
involved thousands of images that have been captured in
a controlled environment with a standardised camera type,
images orientation, images resolution, images aspect ratio,
lightning and sometimes the growth conditions of the plant
itself. On the other hand, the studies that reported performance
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of less than 90% depended on using a less number of images
(a few hundred images) captured using ordinary cameras and
for leaves of plants that were grown in field normal conditions.
Furthermore, only few of the reviewed studies spent effort in
diagnosing the plant diseases and investigating their cause and
pathogens. Most of the other studies depended only on the
disease’s visual symptoms, which shade doubt on the validity
of their findings. In addition, few of the surveyed studies
commented on the utilisation and the practical use of their
obtained results.

B. Research Hypothesis

The research suggests that deep learning pre-trained algo-
rithms can be used for the automatic identification of image
features and then be classified using other machine learning
classification algorithms to provide an accurate diagnosis of
stone fruit fungal and bacterial diseases.

C. Research Question

The research question seeks to answer the question: Can we
build a successful machine learning model to diagnose stone
fruit fungal and bacterial diseases?

D. Research Aim

Creating a machine learning model for diagnosing stone
fruit diseases will pave the way towards creating a generic
deep learning-based model that can be embedded in a mobile
phone application or a web service for the purpose of providing
a fast, reliable, and cheap diagnosis of plant diseases, which
helps to reduce the excessive, unnecessary, or improper use
of pesticides in agriculture, which can be harmful to public
health and the environment.

II. MATERIALS AND METHODS

This section provides a brief description of the technology
applied and the methodology implemented in order to automate
and tackle the problem of stone fruit disease diagnosis in this
research to tackle.

A. Materials

The dataset consists of 500 sample images. 294 of the
images belong to the Fungal class, while 106 images belong
to the Bacterial class. 99 belong to the control healthy class.
The dataset creation involved collecting and photographing
hundreds of images of stone fruit that are infected with
the bacterium Xanthomonas arboricola Pv. Pruni (Xap) and
Wilsonomyces Carpophilus fungus.

The leaves were collected from various farms in the north
of Jordan during the mid of August, which are located in a
region with a moderate Mediterranean mountainous climate
with an elevation between 630-950 Metres above sea level.
The average temperature between April and September is 29.7
◦C during the day and 17.2 ◦C, while the average humidity is
45% and the average pressure is 1008 mBar. The rain is very
scarce during the data collection period. Fig 1 shows sample
leaves that suffer from bacterial and fungal infections. The
samples were collected and photographed in the field normal
conditions.

The dataset has an equal number of images for each infec-
tion class. The stone fruit leaves were first collected and then
photographed using a mobile phone camera with an 8M pixels
resolution. The leaves were then examined by two domain
experts who work as plant diseases experts and professors at
al-Balqa applied University and Mutah University. The disease
experts diagnosed the infection in each leaf and placed the
leaves’ images in their corresponding folders. The diagnosis
of each leaf was then confirmed using plant disease literature
and also by using the plant disease database sponsored by
the European and Mediterranean Plant Protection Organisation
(EPPO).

B. Methods

The methods applied in this research involve performing
three major steps: (1) The extraction of significant image
features using deep learning convolutional neural networks
VGG16 algorithms ; (2) the classification of images into
Bacterial and Fungal classes using the KNN, SGD and RF
machine learning algorithms; and (3) models evaluation based
on 10-folds cross-validation and using confusion matrix, ROC,
AUC, classification Accuracy and Precision metrics. Fig. 2
illustrates the three major steps in the proposed research
methodology.

1) Features Extraction: The features in each image are
extracted using the convolutional neural network VGG16 im-
plementation that was pre-trained using 14 million images
from the ImageNet database which correspond to 1000 la-
belled classes[36]. The algorithm was originally proposed by
Simonyan and Zisserman to introduce several improvements
to AlexNet which was developed earlier by google [37], [38].

The applied implementation was based on the Keras frame-
work using Python and Caffe framework. Keras is a deep
learning Python Library that focuses on simplifying deep
learning model construction and visualising its using Tensor
Flow, while Caffe is a deep learning framework that was
developed by the BAIR AI research group at the University of
California, Berkeley [39]. It enables constructing expressive,
modularised and fast deep learning models [40], [41]

The constructed vectors for each image feature were then
preprocessed, first by normalising the image features values
within the interval between -1 and 1 and then, by removing the
sparse features for each feature with missing values exceeding
the ratio of 5%.

Deep learning is one of the most popular contemporary
technology in machine learning that has recently witnessed
unprecedented success in several applications, particularly in
image and voice recognition. as it requires no or minimal
feature engineering[11]. Deep learning is simply, a back prop-
agation neural network algorithm that is based on creating
a machine learning model using several layers, where each
represents a level of abstraction[11].

Convolutional neural networks (CNN) are a class of deep
learning algorithms that uses feed-forward neural networks
to extract and learn image features using multiple layers[11],
[42]. CNN has achieved success in several machine learning
applications, particularly in image processing, recognition and
classification. In convolutional neural networks, and each layer,
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Fig. 1. Image samples that were collected and photographed in the field normal conditions for stone fruit leaves that suffer from fungal and bacterial infections.

the image dimensionality is reduced and its features are
automatically identified, extracted, stored in vectors and then
passed to a more specialised deeper layer which extracts even
more features using its own ”convolutions”. A convolution
does a job in terms of feature extraction that is analogous
to light filters in optics[42], [43], [11]. Convolutional Neural
Network (CNN) algorithms were used for extracting and
analysing image features. The identified feature was then used
for creating three machine learning classification models for
identifying the stone fruit fungal and bacterial diseases using
a dataset that consists of hundreds of images that have been
captured for the infected leaves. Convolutions are used to
learn the image features in a fashion analogous to filters,
in each layer the dimensionality of the image is reduced
using convolution and then fed into the lower layer [43]. The
convolution at the top layer is used to filter, extract and learn
the most generic features in the image and then pass them
down toward the convolutions in the deeper layers that are
used to filter, extract and learn the more specific features as
illustrated in Fig. 2.

2) Classification: Machine learning (ML) concerns en-
abling computers to learn and improve from previous examples
and prior experience using a wide spectrum of artificial in-
telligence techniques and algorithms[44], [45], [46]. Modern
technology and recent advances in machine learning are the
driving force behind what is called ”The fourth industrial
revolution.”

Machine learning tries to mimic the ability of human beings
and other intelligent species to learn and attain knowledge
from prior experience and examples and then generalise and
use this knowledge to respond to future situations and process
unknown data. In machine learning classifiers, a model is built
and then trained to predict the outcome or responses in a
precooked dataset which is called ”training data.” The model
is then validated by testing its ability to predict the unknown
outcomes and responses in unknown datasets or situations,
which is called ”validation data.”

Selecting the appropriate machine learning modelling tech-
nique is important and must take into consideration the nature
of the dataset, study objectives, and the potential of the applied
technique [46], [45], [47]. In this research, three algorithms
have been applied to the targeted images and then evaluated
to find the best machine learning algorithm that can be coupled
with the deep learning convolutional neural networks VGG16
algorithm to diagnose the targeted leaves and classify their
infection. The applied algorithms involve KNN, SGD, and RF.
These algorithms will be introduced and discussed in detail in
this section.

K-Nearest Neighbours Algorithm (KNN): An instance-
based learning technique that is used for classifying data
samples by measuring their proximity to neighbouring data
points that belong to a set of pre-labelled classes. This tech-
nique was first introduced by Evelyn Fix and JL Hodges,
Jr. in their unpublished technical report while working at the
USAF School of aviation [48]. KNN measures the Euclidean
distance between predicted and training values belonging to a
predefined class in a two-dimensional space using equation 1.
The predicted classes for a point are determined based on a
popularity vote regarding its distance from other neighbouring
data points that belong to the neighbouring classes. KNN was
used in several image classification applications that included
classifying brain CT Scan [49] and recognising images of
various objects [50]. In both applications, it achieved a classi-
fication accuracy of 80%.

∆(xi, xj) =

√√√√ n∑
i=1

(| xin − xjn |)2 (1)

Stochastic Gradient Descent (SGD): This algorithm clas-
sifies samples iteratively. In each iteration, the weights of the
classification model are updated using equation 2.
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Fig. 2. An illustration of the applied research methodology, where CNN is used for extracting images’ features and that are then fed to KNN, SGD, and RF
classification algorithms.

ωt+1 = ωt − γ
1

n

n∑
i=1

∇ωQ(zi, ωt) (2)

Where γ denotes the model gain and ω denotes the model
weights which have to be close to optimal.

The estimated value z is randomly selected given the
weight wt for each iteration t. This process helps to optimise
the resulting value in each iteration provided that the selected
values are based on the ground truth distribution. The con-
vergence of the SGD model assumes a gradual decline in the
value of model gain γ which must be neither too fast nor too
slow. The optimal value for the convergence is achieved when
γt is close to the value t−1 which causes a decline in the error
rate at the same speed [51].

SGD has been successfully used in several image classi-
fication applications. These applications involved introducing
some minor modifications to improve their performance by
optimising their parameters and also by combining it with
other machine learning techniques such as Artificial Neural
Networks (ANN) [52], [53], [54].

Random Forests (RF): A non-parametric, powerful ma-
chine learning technique that is used for both regression and
classification [55]. The random Forests model consists of a
number of regression trees that are built concurrently and then
voted on selecting the best-performing model [56].

Random Forests was reported successful for image classi-
fication in several applications, which covers a wide spectrum
of image processing domains [57], [58], [55]. This makes
Random forests a good candidate for classifying stone fruit
diseases in this study.

3) Model Evaluation: Cross-validation is the most widely
accepted technique for evaluating the performance of machine
learning classifiers [59], [60]. In this method, samples are split
into several equal-size folds, and then the validation process is
carried out considering one fold for testing the classification
model each time, while the rest are used for training the
classification model. The model validation is then repeated
several times, which is equal to the number of folds. At the
end of the validation process, the performance of the model is
calculated by averaging the model performance for each fold.

The confusion matrix is a common evaluation method that
is used to measure the performance of a machine learning
model across classes. The confusion matrix is drawn in a
tabular form that shows the numbers or percentage of the
classified samples as illustrated in Fig. 3. It shows four types
of information: (A) True positive values, which refer are the
number of samples that were predicted positive and are indeed
positive; (B) False-positive, which refers to the number of
samples that are predicted positively by the model but they
are in fact negative; (C) False-negative which refers to the
number of samples that are predicted negative, but they are
in fact positive, and (D) True negative which refers to the
number of samples that are predicted negative and they are
indeed negative.

In addition to the Classification Accuracy (CA), four other
performance measures were used for evaluating the classi-
fication model: (1) Area Under the Curve (AUC); (2) F1;
and (4) Precision. The confusion matrix, Receiver Operating
Characteristic (ROC), Lift, and Calibration curves were also
used to confirm the validity and robustness of the models
performance. The ROC curve maps the false positive rate to the
true positive rate of the class prediction. This curve is widely
accepted as an excellent and accurate metric of the machine
learning model’s performance [61], [62]. In the ROC curve, the
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Fig. 3. An illustration of the confusion matrix. Rows show the predicted
classes, while columns show the actual classes

further is a line drawn from the middle of the chart (diagonal),
indicating a better performance achieved by the model. The
ROC curve is also used as a basis for calculating the AUC
performance metric, which is simply defined as the Area Under
the ROC curve (AUC). The larger the area is, the better
performance is achieved by the model [63]. The calibration
curve measure the model’s performance in predicting true
positive values versus false positive values, while the Lift chart
measure the model’s performance in predicting positive values
[64].

Classification Accuracy (CA) is one of the most commonly
used performance metrics in machine learning [65]. It is used
to evaluate the model’s performance in predicting the learned
classes by calculating the ratio between the number of the
correctly classified samples compared to the total samples,
which are expressed equation 3.

CA =
(TP + TN)

Total
(3)

The precision metric is also another common measure that
is used for evaluating the classification model’s performance
by calculating the ratio between the number of true positive
values and the total number of both true positive and false
positive values [65], which is expressed by equation 4.

Precision =
TP

(TP + FP )
(4)

III. RESULTS

The results obtained in this empirical study involved cre-
ating and evaluating three machine learning models using
KNN, SGD, and RF algorithms. Each of these models has
been created based on the feature vectors that have been
extracted using the pre-trained deep learning convolutional
neural networks VGG16 algorithm and using images that have
been captured for stone fruit leaves that are infected with
bacterial and fungal diseases.

In the first phase, the features in each image were by
submitting the captured images using Keras API to a remote
VGG16 algorithm implementation that is pre-trained using
millions of images from the ImageNet database. Fig. 4 shows
a set of images that have been generated by the VGG16 al-
gorithm, for example, a leaf using the algorithm convolutions,
pooling, and normalisation procedures. The image is a sample

of the images that are generated by each convolution in the
model layers. The image was first converted into a grey-scale
and was then passed to the VGG16 layers. The extracted
features were stored in vectors that contain the most important
descriptors for each image and saved on the local machine.
The image features in the vectors were then loaded into the
classifier models.

Fig. 4. Filtered image features of a leaf that suffers from fungal infection.

In the second phase, three classification models were
constructed using the features extracted in the first phase. The
first model was constructed using the KNN algorithm and
then trained using the training dataset to predict the image
classification into the two pre-labelled classes. The second
model was constructed using the SGD algorithm, while the
third was built using the RF algorithm.

In the third phase, the models constructed in the second
phase were trained using the image dataset that was described
earlier in Section II-A, which consisted of tens of images of
leaves that suffer bacterial and fungal disease infections. In
the fourth stage, the models were then evaluated using 10-
fold cross-validation. The evaluation of each model involved
measuring the performance of the classifier using: (1) Classi-
fication Accuracy; (2) Precision test; and (3) Area Under the
Curve (AUC). In addition, a confusion matrix was constructed
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to validate the performance of each model that was visualised
using the ROC, Lift and Calibration curves [66].

The confusion matrix for the three constructed models is
shown in Table IV, II, and III. The values on the diagonal
of the table –highlighted with dark shadow– represent the
image samples that have been correctly classified in each class,
while the values to the left and the right of the table diagonal
highlighted with bright shadow–, represent those images that
have been wrongly classified. The values in the rows represent
the actual values that, in fact, belong to the corresponding
class, while the values in the columns show the values that are
predicted to belong to the corresponding class.

The evaluation of the classifier models has shown good
performance based on the results of the confusion matrix,
ROC, Lift and calibration curves, in addition to classification
accuracy and sensitivity metrics. All the applied techniques
have scored more than 87.4% in classification accuracy and
precision performance metrics and more than 93.9% in the
AUC metric, which is an even more efficient metric for
evaluating the performance of the classifiers.

The CNN-KNN outperformed the other two models in the
AUC metric. It scored 98.5% in AUC, while the CNN-SGD
and CNN-RF models scored 95.4% and 93.9%, respectively.
On the other hand, the CNN-SGD achieved the highest score
in the classification accuracy metric, which was 93.6%. In con-
trast, the CNN-KNN and CNN-RF models scored classification
accuracy of 92.4% and 87.4%, respectively. The results of the
precision and F1 support the model’s scores in classification
accuracy. The CNN-SGD model scored 93.7% in F1 and 94.%
in Precision metrics. The CNN-KNN model scored an F1 of
92.3% and a Precision of 92.3%, while the CNN-RF scored
85.9% and 88% in F1 and Precision metrics. In the AUC
metric, the CNN-KNN model scored an even higher result, just
over 95.6%, while the CNN-SGD scored 89.4%. The CNN-RF
model scored 88.3%. Table I compares the performance of the
three models in the applied metrics.

TABLE I. A COMPARISON OF THE PERFORMANCE OF THE THREE
CREATED CLASSIFICATION MODELS: CNN-KNN, CNN-SGD AND
CNN-RF BASED ON AUC, ACCURACY AND PRECISION METRICS

AUC CA F1 Precision

CNN-KNN 98.5% 92.4% 92.3% 92.3%

CNN-SGD 95.4% 93.6% 93.7% 94.1%

CNN-RF 93.9% 87.4% 85.9% 88.0%

TABLE II. THE CONFUSION MATRIX FOR THE CNN-KNN MODEL

Predicted

Bacterial Fungal Healthy Total

Actual

Bacterial 84 22 0 106

Fungal 15 279 1 295

Healthy 0 0 99 99

Total 99 301 100 500

The performance curves of the ROC charts also confirmed
the accuracy and precision of the metric result. It showed that
the CNN-KNN model by far outperformed both the SGD and
RF models. These results were also apparent in predicting the
fungal class and, to a lesser extent, in predicting the bacterial
class. However, while the CNN-SGD model performed rela-
tively well according to the ROC chart, the performance of

TABLE III. THE CONFUSION MATRIX FOR THE CNN-SGM MODEL

Predicted

Bacterial Fungal Healthy Total

Actual

Bacterial 97 8 1 106

Fungal 23 272 0 295

Healthy 0 0 99 99

Total 120 280 100 500

TABLE IV. THE CONFUSION MATRIX FOR THE CNN-RF MODEL

Predicted

Bacterial Fungal Healthy Total

Actual

Bacterial 49 57 0 106

Fungal 6 289 0 295

Healthy 0 0 99 99

Total 55 346 99 500

the RF model lagged. Fig. 5 illustrate the performance of the
three constructed models using the ROC chart. Furthermore, a
calibration curve was created for all the constructed models,
which compares them in classifying true and false positive
classes. The threshold of the P value was set to 0.50, which
is shown in Fig. 6. The SGD classifier scored a rate of 91.5%
and 10% in predicting true positive and 8.8% in predicting
false positive samples. The KNN classifier scored 79.2% and
3.8% in predicting the true positive and false positive samples,
respectively, while the Random Forests model scored 39.6%
and 10% in predicting the true positive and false positive
samples, respectively. These results, yet again, show that both
the SGD and KNN significantly outperformed the Random
Forest model. However, the SGD model achieved the best
performance, particularly in predicting true positive values.
The Lift curve in Fig. 7 shows the performance of the three
classifiers in predicting the positive values (Positive rate).
Based on the Lift curve, the SGD model achieved the best
performance, followed by the KNN and SGD models.

The champion two models were constructed by combining
the pre-trained convolutional network algorithm VGG16 with
the KNN and SGD algorithms. The CNN-KNN model scored
98.5% in the AUC metric, while the CNN-SGD scored a
classification accuracy of 93.6%. However, the AUC metric
is considered by many data mining practitioners as the best
performance metric for evaluating machine learning models
[63].

IV. DISCUSSION

This research involved collecting and photographing hun-
dreds of leaves from stone fruit trees that are grown in the
north of Jordan that suffer from bacterial and fungal diseases.
The leaves were photographed and then classified based on
their identified infections. The images were then fed into a
deep learning convolutional network neural network algorithm
that was used to identify the significant features involved in
each of them. The resulting features were then used as input
for three machine learning algorithms that have been used
for classifying the leaves’ images according to their infected
diseases. The constructed models were then trained, and their
performances were measured and evaluated based on a 10-fold
cross validation.
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Fig. 5. An ROC chart that compares the performance of the three created
classification models.

Fig. 6. A Calibration curve showing the performance of the three created
classification models in predicting true positive and false positive classes

Fig. 7. A Lift curve showing the performance of the three created classifi-
cation models in terms of the relationship between lift and the classification
positive rate

The results confirmed the research hypothesis, which sug-
gested that pre-trained deep learning algorithms can provide an
efficient method for diagnosing stone fruit fungal and bacterial
diseases by identifying image features and then using them
in classifying the diseases’ images using machine learning
classification algorithms.

The results also provides a positive answer to the research
question by creating classification models that were able to

diagnose the stone fruit fungal and bacterial infections with an
accuracy performance of 93.6% using the CNN-SGD model
and an AUC performance of 98.5% using the CNN-KNN
model.

The study was successful in achieving the preset research
objectives, which aimed at creating a computational model
that would help create an automated prediction model that
can be embedded in a mobile phone application or a web
service to provide a fast, cheap, and reliable diagnosis of
fungal and bacterial infections through photographing the
visual symptoms that on plant leaves using standard mobile
cameras and under the field’s normal conditions. The findings
of the research confirm the validity of our proposed approach
to achieve the research objectives through combining CNN
algorithm for feature extraction with three classical machine
learning classifiers: KNN, SGD and Random Forest.

The performance of the classification model created in
this study was above the average performance of other mod-
els that have been reported in similar and previous studies,
particularly when compared to other studies that involved
collecting, photographing, and analysing hundreds of plant leaf
images under normal field conditions [22], [23], [25], [26],
[27]. However, other studies that used public datasets with
controlled conditions and larger dataset achieved better results
as reported in [29], [30], [31], [32], [35].

The CNN-KNN model outperformed both CNN-SGD and
CNN-RF in the AUC metric, as it scored a performance of
98.5%, while they scored an AUC performance of 95.4% and
93.9%, respectively. On the other hand, the CNN-SGD model
outperformed the other two models based on the classification
accuracy metric as its scored performance of 93.6%. The CNN-
KNN and CNN-RF models scored a classification accuracy of
92.8% and 87.4%, respectively. However, most of the other
studies that reported better results used thousands of images
from public benchmark datasets that were acquired under
controlled environments and conditions. In contrast, our study
did not suffer some of the problems that are related to the
degradation of model performance when leaves were taken on
a different background, as reported in [30].

The models created in the present study is quite rigourous,
even when images were taken in different aspect ratios and at
different orientations. In addition, most of the studies that we
have referred to in the related work section lack consideration
for the prospect of the acquired knowledge and for the practical
deployment and realisation of the generated model, which was
considered from the beginning and to the end of this study.

V. CONCLUSION

In this research, the power of deep learning in feature
extraction and detection was combined with the classification
power of three machine learning algorithms: KNN, SGD,
and RF, for analysing leaf infections visually using image
recognition and classification technology.

The study concerned conducting end-to-end empirical re-
search, which involved collecting hundreds of stone fruit leaf
samples from fields that suffer from bacterial and fungal
infections. The samples were collected and then photographed
from farms in various locations in the north of Jordan. The
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bacterial and fungal infections were diagnosed and identified
by two experts in plant diseases and confirmed using literature
and using the European and Mediterranean Plant Protection
Organisation (EPPO) database repository, which covers 1,700
pests and 88,000 plant species.

The results confirm the applicability and validity of com-
bining the deep learning CNN algorithm with other machine
learning classification algorithms for identifying and diagnos-
ing plant bacterial and fungal diseases based on their visual
signs and symptoms. The CNN-KNN model outperformed
both the CNN-SGD and CNN-RF models based on the AUC
metric and ROC curve, as it scored a performance of 98.5% in
AUC. On the other hand, the CNN-SGD model’s performance
was the best in the classification accuracy metric, scoring
93.6%. The CNN-KNN model scored 92.4%, while the CNN-
RF model scored 87.4%. Nevertheless, the limitations of this
study come from its specialisation in one crop rather than
others, as well as in its limited coverage of bacterial and
fungal infections rather than other diseases and deficiencies.
Nevertheless, this limitation was noticed in most of the previ-
ous works, including those that used public and field datasets.
Expanding the research to cover more plants and more diseases
would provide a more comprehensive image of other crops and
other diseases.

The future work of this research may involve conducting
further research to cover a wider range of crops and diseases
under the field’s normal conditions and using thousands of
images. It may also involve using more deep learning methods
and machine learning algorithms to achieve better results. In
addition, constructing a data repository for all the diagnosed
diseases would also help in enhancing the accuracy of future
models by providing more images for model training and
testing.

Furthermore, the success of these applications can be
utilised in deploying machine learning classification models
that can be embedded in a mobile application that can provide
fast, cheap, and reliable identification of plant diseases or
can be integrated into a web-based service that can help
farmers across the globe to diagnose their plant’s diseases
by photographing the leaf infections in their crops using their
mobile phones and upload the images to the web service.
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[41] A. Géron, Hands-on machine learning with Scikit-Learn, Keras, and

TensorFlow: Concepts, tools, and techniques to build intelligent sys-
tems. O’Reilly Media, 2019.

[42] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification
with deep convolutional neural networks,” Advances in neural informa-
tion processing systems, vol. 25, pp. 1097–1105, 2012.

[43] Y. LeCun, Y. Bengio et al., “Convolutional networks for images, speech,
and time series,” The handbook of brain theory and neural networks,
vol. 3361, no. 10, p. 1995, 1995.

[44] C. M. Bishop, Pattern recognition and machine learning. springer,
2006.

[45] A. BaniMustafa and N. Hardy, “A strategy for selecting data mining
techniques in metabolomics,” in Plant Metabolomics: Methods and
Protocols, ser. Methods in Molecular Biology, N. Hardy and R. Hall,
Eds. Springer Science, 2012, vol. 860, ch. 18, pp. 317–333.

[46] A. Banimustafa and N. Hardy, “A scientific knowledge discovery and
data mining process model for metabolomics,” IEEE Access, vol. 8, pp.
209 964–210 005, 2020.

[47] A. M. Bani Mustafa, “A knowledge discovery and data mining process
model for metabolomics,” Ph.D. dissertation, Aberystwyth University,
2012.

[48] E. Fix, Discriminatory analysis: nonparametric discrimination, consis-
tency properties. USAF School of Aviation Medicine, 1951.

[49] R. Ramteke and K. Y. Monali, “Automatic medical image classification
and abnormality detection using k-nearest neighbour,” International
Journal of Advanced Computer Research, vol. 2, no. 4, p. 190, 2012.

[50] J. Kim, B.-S. Kim, and S. Savarese, “Comparing image classification
methods: K-nearest-neighbor and support-vector-machines,” in Pro-
ceedings of the 6th WSEAS international conference on Computer
Engineering and Applications, and Proceedings of the 2012 American
conference on Applied Mathematics, 2012, pp. 133–138.

[51] L. Bottou, “Large-scale machine learning with stochastic gradient
descent,” in Proceedings of COMPSTAT’2010. Springer, 2010, pp.
177–186.

[52] A. El Mouatasim, “Fast gradient descent algorithm for image classifica-
tion with neural networks,” SIGNAL IMAGE AND VIDEO PROCESS-
ING, 2020.

[53] B. Zhang, C. Chen, Q. Ye, J. Liu, D. Doermann et al., “Calibrated
stochastic gradient descent for convolutional neural networks,” in Pro-
ceedings of the AAAI Conference on Artificial Intelligence, vol. 33,
2019, pp. 9348–9355.

[54] Z. Yang, C. Wang, Z. Zhang, and J. Li, “Accelerated stochastic gradient
descent with step size selection rules,” Signal Processing, vol. 159, pp.
171–186, 2019.

[55] N. Horning et al., “Random forests: An algorithm for image classifica-
tion and generation of continuous fields data sets,” in Proceedings of the
International Conference on Geoinformatics for Spatial Infrastructure
Development in Earth and Allied Sciences, Osaka, Japan, vol. 911,
2010.

[56] L. Breiman, “Random forests,” Mach. Learn., vol. 45, no. 1, pp. 5–32,
2001.

[57] B. Xu, Y. Ye, and L. Nie, “An improved random forest classifier
for image classification,” in 2012 IEEE International Conference on
Information and Automation. IEEE, 2012, pp. 795–800.

[58] A. Bosch, A. Zisserman, and X. Munoz, “Image classification using
random forests and ferns,” in 2007 IEEE 11th international conference
on computer vision. Ieee, 2007, pp. 1–8.

[59] M. W. Browne, “Cross-validation methods,” Journal of mathematical
psychology, vol. 44, no. 1, pp. 108–132, 2000.

[60] R. Kohavi et al., “A study of cross-validation and bootstrap for accuracy
estimation and model selection,” in Ijcai, vol. 14. Montreal, Canada,
1995, pp. 1137–1145.

[61] J. A. Hanley and B. J. McNeil, “The meaning and use of the area
under a receiver operating characteristic (roc) curve.” Radiology, vol.
143, no. 1, pp. 29–36, 1982.

[62] J. Fan, S. Upadhye, and A. Worster, “Understanding receiver operating
characteristic (roc) curves,” Canadian Journal of Emergency Medicine,
vol. 8, no. 1, pp. 19–20, 2006.

[63] C. X. Ling, J. Huang, H. Zhang et al., “Auc: a statistically consistent
and more discriminating measure than accuracy,” in Ijcai, vol. 3, 2003,
pp. 519–524.

[64] M. Vuk and T. Curk, “Roc curve, lift chart and calibration plot,”
Advances in methodology and Statistics, vol. 3, no. 1, pp. 89–108, 2006.

[65] M. Sokolova and G. Lapalme, “A systematic analysis of performance
measures for classification tasks,” Information processing & manage-
ment, vol. 45, no. 4, pp. 427–437, 2009.
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Abstract—As per Census 2011, in India, there were 26.8
million differently abled people, out of which more than 25%
of the people faced difficulty in vocal communication. They use
Indian Sign Language (ISL) to communicate with others. The
proposed solution is developing a sensor-based Hand Gesture
Recognition (HGR) wearable device capable of translating and
conveying messages from the vocally challenged community.
The proposed method involves designing the hand glove by
integrating flex and Inertial Measurement Unit (IMU) sensors
within the HGR wearable device, wherein the hand and finger
movements are captured as gestures. They are mapped to the
ISL dictionary using machine learning techniques that learn
the spatio-temporal variations in the gestures for classification.
The novelty of the work is to enhance the capacity of HGR
by extracting the spatio-temporal variations of the individual’s
gestures and adapt it to their dynamics with aging and context
factors by proposing Dynamic Spatio-temporal Warping (DSTW)
technique along with long short term memory based learning
model. Using the sequence of identified gestures along with their
ISL mapping, grammatically correct sentences are constructed
using transformer-based Natural Language Processing (NLP)
models. Later, the sentences are conveyed to the user through a
suitable communicable media, such as, text-to-voice, text-image,
etc. Implementation of the proposed HGR device along with
the Bidirectional Long-Short Memory (BiLSTM) and DSTW
techniques is carried out to evaluate the performance with respect
to accuracy, precision and reliability for gesture recognition.
Experiments were carried out to capture the varied gestures and
their recognition, and an accuracy of 98.91% was observed.

Keywords—Hand Gesture Recognition (HGR); wearable sen-
sors; Long-Short Term Memory (LSTM); Natural Language Pro-
cessing (NLP); Dynamic Spatio-Temporal Warping (DSTW); Indian
Sign Language (ISL)

I. INTRODUCTION

The need for communication stems from our natural desire
to express ourselves. In a world that is becoming more
inclusive, no one should feel left behind. The differently-
abled community has been struggling historically to assimilate
with the society. There exist natural communication barriers
between the differently abled and abled people. This is be-
cause, the differently abled community, generally the vocally
challenged community, uses sign language to communicate
with others. Around 99% of the world do not understand
sign language [1]. This creates a massive communication gap
between the people in such communities who only use sign
language for communication and those who do not understand
sign language. The traditional solution for this has been to
use an interpreter, who specializes in both sign language and

spoken language. With the advent of technology, especially in
the fields of artificial intelligence and machine learning, a hand
gesture recognition system for sign language can be developed
which can replace the interpreter, making the people of the
differently abled people independent.

Sign languages (also known as signed languages) are
languages that use the visual-manual modality to convey
meaning. In India, the primary sign language used is the Indian
Sign Language (ISL). ISL is used in the deaf and/or dumb
community all over India.

ISL interpreters are an urgent requirement at institutes and
places where communication between deaf and hearing people
takes place, but India has around 300 certified interpreters,
which is minuscule to the number of interpreters that are re-
quired [2]. The needs of the deaf and/or dumb community have
long been ignored, and the problems have been documented by
various organizations working for them. The aim is to bridge
this gap with the help of a sign language interpreter by using
HGR.

This paper proposes the use of sensor-based gesture recog-
nition where sensors are placed on each finger and on the
hand, through which the sensor data is collected based on the
hand and finger movements. Such raw data is transformed to
gesture data and classified using machine learning algorithms.
The obtained results on classification of sequence of gestures
is fed to the NLP models involving segmentation and grammar
correction. Finally, the sentences are conveyed suitably through
communicable media devices like speakers, displays, braille
tablets, etc.

The remaining paper has been structured as follows. Sec-
tion II discusses some related works done and the key points
from different research papers. Section III elaborates on the
proposed model for sign language gesture recognition. Section
IV explains the implementation methodologies. Section V
describes along with the inferences for the proposed model
and results with respect to performance parameters. Section
VI provides the concluding remarks and future scope.

II. RELATED WORK

Some of the related works in the areas of hand gesture
recognition and NLP related to differently abled communica-
tion are abstracted and discussed in the section.

Flex sensors are used to develop a HGR based system
by capturing the finger movements by making use of the
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Flex ADC values, voltage, resistance, and the ratio between
the flex voltage and source voltage values. These inputs are
then processed through a GRU and classification is done by
implementing maximum a posteriori [3].

Another methodology wherein a yarn based stretchable
sensor array (YSSAs) was made use of, which is based on the
change in voltage as and when a gesture is being performed
[4]. It is noticed here that the YSSAs, is not a commercially
available product. The Flex or the IMU sensors are available
commercially and at a low cost, which would provide ease of
access to the materials of the data glove.

In a system of sensor-based HGR by making use of
accelerators and gyroscopes, the most important part is the
determination of the starting and stopping points whilst per-
forming the continuous hand gesture and it was solved by
implementing an LSTM model in [5]. Based on a many-to-
many interface scheme, where output is produced by the LSTM
at each time step, a collection of the output sequence is viewed
as an output path.

To tackle long-distance dependencies, a frame stream den-
sity compression (FSDC) algorithm is introduced in [6] for de-
tecting and reducing redundant similar frames. The traditional
encoder is replaced in a neural machine translation (NMT)
module with an improved architecture, which incorporates a
temporal convolution (T-Conv) unit and a dynamic hierarchical
bidirectional GRU (DH-BiGRU) unit sequentially.

It is often necessary in practical situations to attempt
parsing an incorrect or incomplete input. Since there are
no signs for articles (i.e., the, is, an, etc.,) most sentences
performed using ISL will be structurally and grammatically
incorrect. To tackle this issue certain NLP solutions were
explored, one of them was parsing incomplete sentences. A
chart parser was used in [7] to try all possible parses on
all possible inputs. The result is a parse forest for all the
grammatically acceptable sentences that can be generated by
the (non-necessarily deterministic) finite state automaton.

Recent work on Grammar Error Correction (GEC) has
highlighted the importance of language modeling to improve
the performance and also compared the probabilities of the pro-
posed edits. The approach in [8] involves using Google’s BERT
and OpenAI’s Generative Pre-Trained Transformer (GPT) and
GPT-2. Using simple heuristics, the language model generates
a score such that it reduces the error and confusion set of
sentences.

A more efficient algorithm using the distant measure-
ment scheme of Dynamic Time Warping (DTW) and learning
method of Restricted Coulomb Energy (RCE) neural network
is proposed in [9]. A test platform is constructed using an IMU
sensor to verify that real-time learning and recognition was
possible using the proposed algorithm. DTW-based acknowl-
edgment calculations have shown great execution for HGR.

Inferencing from the above literature review, using sensors
and a hand glove design is provided with a sensor-based data
collection system to capture finger and hand movements, a
gesture classification unit along with dynamic spatio-temporal
warping (DSTW) algorithm, grammar correction unit and a
text to communicable media unit.

The data collected from the glove is in the form of time-
series data, which is a type of Sequential Data. Sequential
neural networks are designed to classify sequential data. Recur-
rent neural networks have the vanishing and exploding gradient
problems, which is handled by LSTM by introducing cell state
to decide what information to retain and forget long term.
BiLSTM is used because it has shown better accuracy than
LSTM models.

III. PROPOSED MODEL

In this work, the novelty involves in designing a suitable
sensor-based glove that consists of flex and IMU sensors to
collect the hand and finger movements as signs and gestures.
Here, the glove is calibrated for different dynamics of hand
and finger movements collected as time-series data. Such time-
series data is analyzed for spatio-temporal variations using
machine learning algorithms that use neuro-computing models.
The different spatio-temporal variations are mapped to the
respective gestures taken from ISL dictionary [10]. However,
to capture similar gestures performed by individuals that vary
w.r.t time and space, the dynamic spatio-temportal warping
technique is adopted. To improve the accuracy and general-
ization, different gestures with time and space variations with
continuous learning for classification and repeated mapping
to the ISL dictionary can be performed to avoid over-fitting
and under-fitting. From the trained model, a given series
of gestures is converted to a meaningful sentence using a
transformer-based Natural Language Processing (NLP) model.
Such sentences can be converted into the text/speech or any
other media that an abled human can understand.

Here, the learning methods include feed forward neural
network model with memory-based learning integrated with
DSTW as similarity metric along with a BiLSTM neural
network model with Online Learning. Gestures belonging to
the same category which are partially and semantically similar
can be classified accurately even if there are time and space
variations in any given gesture, as the experience increases
with learning. The basic idea of training using memory-based
learning is that it classifies the different gestures and also their
similarities with the previously seen gesture data.

The ability of the proposed system is to compute and
abstract the spatio-temporal variations in the data items derived
from hand and finger movements, as time-series data items and
their correlations using feed-forward neuro-computing models.

In time-series data analysis, dynamic spatio-temporal warp-
ing is an algorithm for measuring similarity between two
temporal sequences, which may vary in time and space.
For instance, similarities in walking could be detected using
DSTW, even if one person is walking faster than the other, or if
there is acceleration and/or deceleration during the course of an
action. DSTW is illustrated in Section IVB with mathematical
formulation.

The complete proposed model and its functional modules
is shown in Fig. 1. The sensors data corresponding to a
gesture taken from ISL video dictionary [10], is collected from
the hand glove and it is pre-processed to extract time and
spatial features for its respective meaning. Such mapping is
continuously fed into neuro-computing learning modules until
the gesture meanings are mapped correspondingly. However,

www.ijacsa.thesai.org 923 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 1, 2023

Fig. 1. Functional modules of the proposed hand gesture recognition (HGR)
system.

the speed and area of occupancy in performing the same
gestures by different individuals will vary, hence, DSTW
algorithm is integrated to classify and map the meaning to
the ISL dictionary. The sequence of gestures performed are
integrated to generate meanings by using transformer-based
NLP model with grammar correction to obtain a grammatically
correct sentence. Such generated sentences are converted into
communicable media by using text-to-speech, text-to-images,
etc. as per the user’s requirement.

A. Moving Average Smoothing

The captured data for the performed gestures will be in the
form of time-series data and is bound to be noisy. To eliminate
the fine-grained fluctuation between time steps, smoothing is
used over the time-series data. Here, the smoothing is intended
to reduce noise and thus clearly reveal the signal of underlying
causal processes. For time-series data, moving averages are a
straightforward and widely used method of smoothing. Moving
Average Smoothing, represented in Fig. 2, involves creating
a new time-series where the values are the average of raw
observations in the original time-series.

A window size, referred to as the window width, is
necessary when using a moving average. This specifies how
many unprocessed observations were utilized to determine the
moving average value. In order to calculate the average values
in the new series, the window defined by the window width is
moved along the time-series, hence giving the name “moving
average”.

After the noise has been removed through the moving

average smoothing process, the time and spatial features (i.e.
the bend angle of flex sensors and the Roll, Pitch and Yaw of
the IMU Sensor) is fed to the neuro-computing unit, wherein
the preprocessed data is fed to various machine learning and
neural network models for the classification of the gestures
performed.

B. Dynamic Spatio-Temporal Warping (DSTW)

This subsection discusses the dynamic spatio-temporal
warping algorithm used for comparing the ISL gesture data
collected through the glove, consisting of flex and IMU sensors
placed suitably to abstract the clear movement of fingers and
hand.

DSTW uses time and space variations as that of time in
DTW [11], [12]. The DSTW algorithm and how it can be
applied to handle time and space variations of two similar
gestures and their analysis is explained below.

Considering two data sequences belonging to gestures S
and T of varying time lengths N and M samples, which are
sampled at the same rate (i.e. the time taken to perform the
two gestures S and T may not be the same). Let:

S = (S1, S2, ..., SN ) and T = (T1, T2, ..., TM ) (1)

be the measured values at the sampling times t1, t2, ... tN
& t1, t2, ... tM for S and T , respectively.

In order to find the similarities between the two sequences,
a cost matrix C of N × M dimension is defined and is
formulated using the following equations:

C(0, 0) = 0 (2)
C(i, 0) =∞ ∀ i ∈ [1, N ] (3)
C(0, j) =∞ ∀ j ∈ [1,M ] (4)

C(i, j) = |Si − Tj |+ min(C(i− 1, j), C(i, j − 1),

C(i− 1, j − 1)) ∀ i ∈ [1, N ] and j ∈ [1,M ]
(5)

With this cost matrix, the goal is to find the optimal path,
which has the minimal overall cost that leads to gestures S and
T having similarities to the maximum extent as compared to
dissimilar gestures, as per the gestures given in the ISL video
dictionary.

In order to have accuracy in the similarity measure is to
follow certain necessary conditions i.e. to find the optimal path
by traversing the minimum value in the cost matrix involving
the time series gesture data formulated in eq. (5) are: (i) To
travel the cost matrix from top left corner to bottom right
corner, (ii) the path should be incremental in steps, (iii) the
path should move from one cell (i, j) at a time, either to the
right (i+1, j) or bottom (i, j+1) or bottom-right (i+1, j+1)
cell by choosing the cell with minimum of the costs C(i+1, j),
C(i, j + 1), C(i + 1, j + 1) respectively as represented by
equations 8, 9, 10, respectively.

Here, the optimal path O with length L can be obtained by
traversing the minimum value of the cost matrix, is as follows:
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Fig. 2. Moving average implementation on gestures captured by data glove.

Fig. 3. Comparing two similar gestures of varying lengths with DSTW.

O = (O1, . . . , Ol, . . . , OL) (6)
Ol = (i, j) for some i ∈ [1, N ] and j ∈ [1,M ] (7)

O1 = (1, 1) and OL = (N,M) (8)
O1 ≤ O2 ≤ . . . ≤ OL−1 ≤ OL (9)

(Ol+1 −Ol) ∈ (1, 0), (0, 1), (1, 1) for l ∈ [1, L− 1] (10)

The time series data discussed above and their respective
mapping in space and time domain along with their sampled
values is illustrated with examples below.

Two gestures of the same kind having different time
and space variations can be compared using DSTW. Con-
sider two gestures of the same kind, G = [1, 2, 3, 4, 5] and
G

′
= [1, 1, 2, 2, 3, 3, 4, 4, 5, 5]. Both the gestures are the same

but the first gesture is being performed twice as fast as the
second one. The same is the case with space variations.
Consider two gestures of the same kind G = [2, 2, 3, 3, 3] and
G

′
= [3, 3, 4, 4, 4]. These gestures are varying with respect

to space, which means the magnitude of the gestures being
performed is different, but the gesture remains the same.

In order to handle the above situation, DSTW Algorithm 1
is proposed to integrate time and space for comparing the ges-
tures carried out with different time durations to handle both
the intra-sampling and inter-sampling variations. Comparison
of two gestures using DSTW algorithm is shown in Fig. 3.
The output of Algorithm 1 is the distance between the two
gestures G and G

′
.

C. BiLSTM Architecture

Similarly, the spatio-temporal variations with similarity
principles are considered intrinsically in BiLSTM architecture
and is explained below. BiLSTM architecture for classifying
the gestures, as shown in Fig. 4, consists of two LSTM cells;
forward LSTM and backward LSTM [13]. The forward LSTM
processes the time-series gesture information from left to right
and its hidden state

−→
h can be shown as

−→
h = LSTM(xt,

−−→
ht−1) (11)

where xt is the time series gesture data point at time t and−→
hi is the hidden state of the forward LSTM at time t = i.

The backward LSTM processes the time-series gesture
information from right to left and its hidden state

←−
h can be

expressed as

←−
h = LSTM(xt,

←−−−
ht+1) (12)

where
−→
hi is the hidden state of the backward LSTM at time

t = i.

Finally, the output of BiLSTM can be summarized by
concatenating the forward and backward states as

ht = [
−→
ht ,
←−
ht] (13)

Correlation of
−→
ht and

←−
ht at time t is performed to get better

classification and feature extraction, since gestures will have
spatio-temporal variations with redundant and varying features
in different time spans.

In order to bring better accuracy of feature extraction in
gestures, online learning is proposed. Online learning repre-
sented in Fig. 5 is done by performing the training process with
one data point at a time. Fig. 5 shows the training process of
the model where Gi is processed at time t = i. This approach
is common when working with sequential data.

Once these gestures are classified and their meanings
are mapped using ISL, then the obtained meanings are fed
sequentially into the word and sentence formation unit with
transformer-based NLP model to form grammatically correct
sentences.
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Algorithm 1: Dynamic Spatio-Temporal Warping

Input: Collected data for two gestures G = [g1, . . . , gN ],and G
′
= [g

′

1, . . . , g
′

M ] as arrays of varying lengths N and M
Output: Similarity measure between G and G

′

SpaceT imeGap← matrix[0 . . . N, 0 . . .M ]
for i← 0 to N do

for j ← 0 to M do
SpaceT imeGap[i, j]←∞

SpaceT imeGap[0, 0]← 0
for i← 1 to N do
for j ← 1 to M do

cost← distanceMeasure(gi, g
′

j)
SpaceT imeGap[i, j]←

cost+min(SpaceT imeGap[i− 1, j], SpaceT imeGap[i, j − 1], SpaceT imeGap[i− 1, j − 1])
return SpaceT imeGap[N,M ]

Fig. 4. BiLSTM architecture

Fig. 5. Training process of BiLSTM model using online learning

IV. IMPLEMENTATION

Using the proposed model discussed in Section IV, a
sensor-based HGR data glove was developed, is shown in Fig.
6 and it’s circuit diagram in Fig. 7, that is capable of capturing
hand and finger movements.

The data glove was developed from scratch by making use
of five 4.5” Flex Sensors, one for each finger and an MPU6050
GY-521 IMU sensor on the dorsal (back) side of the hand and
an Arduino Mega 2560 microcontroller. The flex sensor is used
to calculate the finger bend angle for each of the fingers and
the IMU sensor is used to calculate the Euler Yaw, Pitch and
Roll values. A second glove was developed in the same fashion
to replicate the process and validate the feasibility of building
of the glove. Both the gloves are shown in Fig. 6.

Fig. 6. Developed hand glove with embedded and sensing device to test the
proposed model.

The raw data collected by the data glove is then processed
by amplifying the signal and passed through low-pass filters to
get rid of interferences and noises by using Moving Average
Smoothing. It is then passed to the A/D converter of the
microcontroller, capable of processing the time series data for
machine learning algorithms to extract the features relating to
the hand and finger movements carried out for the gestures
intended by the users. This data is then processed through
a neuro-computing system capable of classifying the gesture
being performed in real time. The various hand gestures are
mapped to their respective meanings and stored in a dictionary.
These act as classes to create a labeled dataset for further
training process.

Different gestures are considered for training the feed-
forward neural network model integrated with DSTW and
the BiLSTM model. For each gesture, 100 data frames were
collected. After collecting the data, having taken 5 flex sensor
angles shown in Fig. 8 captured at intervals of 20ms. A feed-
forward neural network architecture is used with memory-
based learning as the learning method to classify the gestures
into their meanings. Dynamic spatio-temporal warping is used
to compare time series data with spatial and temporal vari-
ations. The algorithm shows time complexity of O(m ∗ n).
During the experimentation, numba python library for multi-
processing was used to bring down the computation time from
1 hour to around 30 seconds. This resulted in increasing the
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Fig. 7. Circuit diagram of the proposed HGR model.

TABLE I. GRAMMAR ERROR CORRECTION (GEC) OUTPUTS FOR
SAMPLE INPUTS

Input Restructured
Sentence

GingerIt Gramformer Actual
Sentence

Your phone
number what

What your
phone number

What’s Your
phone number

’What is your
phone number
?’, ’What is
Your phone
number.’

’What is your
number?’

I go theatre I go theatre I go theatre ’I go to the-
atre.’, ’I went
to theatre’

I go to a the-
atre

number of times the gestures were trained in a given period
of time.

Once the gestures are classified, they act as the input to the
NLP model that aims to determining the start and stop of a
sentence and further segmentation is performed. They are then
processed to correct the grammar and form meaningful sen-
tences. DeepSegment [14], is a GloVe + BiLSTM Conditional
Random Field (CRF) sequence model, to segment sentences
with no punctuations. A trend was noticed in the ISL structure
and grammar, where the interrogative sentences ended with
the wh-pronoun, and the sentence was restructured by making
use of the spaCy [15] library. However, the sentences were still
incomplete, as there are no signs in ISL for articles. To combat
this, grammar correcting libraries such as GingerIt [16], an
LSTM based architecture, and Gramformer [17], a GPT-2
based model were used. Once this is done, the grammatically
correct sentence then acts as an input to the text-to-speech
generative algorithm which aims at conversion of the sentence
to audio which can be played over a sound system / mobile
device / speaker which helps the person at the receiving end
understand what the user is trying to communicate. Table
I illustrates the comparison between some of the grammar
correction technologies like GingerIt and Gramformer. It was
observed that Gramformer gave more accurate results with
respect to grammar correction.

The data is fed into a BiLSTM model represented in Fig.
9 with 64 neurons in its input layer, which are BiLSTM in
nature, another BiLSTM layer with 64 neurons as the hidden
layer, and one neuron in the output layer, which gives us the
class of the gesture. Adam Optimizer is used with Mean Square
Error as the loss function.

The simulation of the collected Flex Sensor angles is shown

in Fig. 10. It represents the angles collected for 10 fingers on
both hands using 10 graphs. To simulate the angle at which
the finger is bent, two line segments are used having the same
angle between them. One line segment is the line segment
joining (0.0, 1.0) and (1.0, 1.0) and the other line segment is
plotted using the Circle equation with center at (h, k), (x −
h)2 + (y − k)2 = a2 for which the points on the circle are
x = h + a cos(θ) and y = k + a sin(θ). Therefore, for the
circle with center at (1, 1) and radius a = 1, the circle equation
becomes (x−1)2+(y−1)2 = 1 and for which the points on the
circle becomes x = 1 + cos(θ) and y = 1 + sin(θ). Since the
angles being plotted are in the fourth quadrant, θ = 360◦− θf
where θf is the flex angle.

V. RESULTS AND DISCUSSION

Performance of the model was carried for different gestures
in Indian sign language involving hand and finger movements.
Feed-forward neural network with memory-based learning
integrated with Dynamic Spatio-temporal Warping and BiL-
STM models were compared to classify the time series data
collected from the data gloves. BiLSTM was found to have
better performance during the experimentation. Trasformer-
based NLP model for grammar correction modules was found
to work accurately for the contexts considered during the
experimentation. Different performance parameters were con-
sidered in the experimentation, some of them are discussed
below.

With the Feed forward neural network model integrated
with DSTW, the data is split into train data - 70% and test
data - 30% resulting in an accuracy of 96.74% as shown in
Fig. 11.

With the BiLSTM model, the data is split into train data -
70% and test data - 30% resulting in an accuracy of 98.91%
as shown in Fig. 12.

VI. CONCLUSION

The development of wearable devices for sign language
translation enhances the collaborative interaction with the
augmentation of reality. In comparison to the vast number
of existing technologies present to aid the deaf population,
such specific wearable devices will be inexpensive and easy
to use. Flex and IMU sensors calibrated and integrated by
using hardware and software filters to collect accurate data
of hand and finger movements with low amount of noise are
proposed. Machine learning methodologies like Feed-forward
neural network with memory-based learning and BiLSTM
integrated with DSTW has enhanced the performance of
gesture recognition as per the ISL video gestures. From the
experimentation, BiLSTM model was found to have better
performance with Feed-forward neural network with DSTW
with accuracy of 98.91%. Multiprocessing features were used
to improve the computation time during the classification. The
gesture sequences with meanings used by NLP models for
grammar correction were compared and it was found that
transfomer-based models outperformed other types of models
and parsers. Obtained sentences were conveyed to the user
through communicable media as per the user’s requirement.

Gesture recognition devices can be used in multiple ways
and in various fields of science, like in the medical field for
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Fig. 8. Flex sensor data for gestures L, O and W.

Fig. 9. BiLSTM model

Fig. 10. Simulation of collected flex sensor data

Fig. 11. Classification report of the feed-forward neural network with DSTW
model

Fig. 12. Classification report of the BiLSTM model

remote operations/surgeries using HGR, as well as during the
recovery of the patients either through physical rehabilitation
or physical therapy that can be done remotely with gesture
recognition. In other examples it can be used in interacting
with a computer through HGR, virtual and augmented reality
applications using gesture recognition, gesture controlled IoT
home appliances and much more.

A. Future Scope

This proposed model can be built on and adapted to enable
the communication between varied disabled communities, like
a person from the deaf community and a person from the blind
community. The placement of the sensors on the glove could
be optimized to ensure that the data collected is representative
of the hand gesture being performed. To make the glove
more responsive and usable in real-world scenarios, the data
processing and classification can be improved to work in real-
time. The number of classes of gestures that the glove is able
to recognize should include all the gestures in the ISL.
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Abstract— Current traditional shipping models are increas-
ingly revealing many shortcomings and affecting the interests
of sellers and buyers due to having to depend on trusted third
parties. For example, the Cash-on-Delivery (CoD) model must
depend on the carrier/shipper, or the Letter-of-Credit (LoC)
model depends on the place of the Letter certification (i.e., bank).
There have been many examples demonstrating the riskiness
of the two models above. Specifically, in developing countries
(e.g., Vietnam), the demand for exporting goods and trading
between sellers and buyers have not yet applied the benefits of
current technology to improve traditional shipping models. Two
typical examples in the last five years that have demonstrated
the risks of both sellers and buyers when applying CoD and
LoC models are the problem of keeping the money of the seller
of GNN Expresses (2017) as well as risks in losing control
of 4 containers of cashew nuts when exporting from Vietnam
to Italy (2021). A series of studies have proposed solutions
based on distributed storage, blockchain, and smart contracts
to solve the above problems. However, the role of the shipper has
not been considered in some approaches or is not suitable for
deployment in a developed country (i.e., Vietnam). In this paper,
we propose a combination model between the traditional CoD
model and blockchain technology, smart contracts, and NFT to
solve the above problems. Specifically, our contribution includes
four aspects: a) proposing a shipping model based on blockchain
technology and smart contracts; b) proposing a model for storing
package information based on Ethereum’s NFT technology (i.e.
ERC721); c) implementing the proposed model by designing
smart contracts that support the creation and transfer of NFTs
between sellers and buyers; d) deploy smart contracts on four
EVM-enabled platforms including BNB Smart chain, Fantom,
Celo, and Polygon to find a suitable platform for the proposed
model.

Keywords—Letter-of-Credit; cash-on-delivery; blockchain;
smart contract; NFT; Ethereum; Fantom; Polygon; Binance Smart
Chain

I. INTRODUCTION

Today, delivery from sellers and buyers is growing con-
stantly where many traditional shipping models (e.g. Cash-on-
delivery (CoD)[1], Letter-of-Credit (LoC) [2]) to transporta-
tion models applying advanced technologies (e.g. blockchain,
RFID, smart contracts) [3]. The main purpose of these models
is to shorten delivery and pickup times and make it possible
for sellers and buyers to trace the location and expected time
of delivery [4]. For developing countries (i.e. Vietnam), the
current delivery and receipt process still applies the traditional
delivery and receipt model. Specifically, with the steps of
delivery and receipt of goods within a city or between cities,

the common model applied between sellers and buyers is CoD
- the buyer will send money directly to the delivery party.
The seller is responsible for shipping the item to the buyer
through the shipping company (i.e. shippers). For cross-border
transactions (i.e. between Vietnam and other countries - in
the region or in the world), the commonly used model is
LoC. All exchanges between the two parties are recorded and
authenticated by a trusted third party (i.e. a bank).

However, both models have a lot of risks. With the LoC
model, in case either party (i.e. exporter and importer) loses
the original document (i.e. letter), the possibility of a loss of
goods/money is very high. Because the seller only receives
the full amount when the buyer receives the goods. For
the CoD model, the seller must accept the risk of trusting
and authorizing the shipping company (i.e. money, goods).
Specifically, the number of goods that will be returned to the
seller by the shipping company after a fixed period of time (e.g.
monthly, quarterly) or a certain amount is reached. For this
type of shipping, the risk for the seller is very high because the
shipping companies can use their money for something other
than sending the money back to the seller. Most of today’s
processing is based on an agreement between two parties (i.e.
seller and carrier).

The application of traditional freight forwarding and pay-
ment models in Vietnam is facing a number of problems
in the past five years. For the LoC model, in case one
of the parties loses the original documents (i.e. letter), the
possibility of losing goods/money is very high. A specific
example happened in 2021 for the cashew nut export model
from Vietnam to Italy. Specifically, four out of 100 containers
of cashews exported from Vietnam to Italy are at risk of being
lost because exporting companies in Vietnam cannot present
original documents.1 Fortunately this issue was resolved with
the involvement of the State Department Vietnam and the
Consulate General of Vietnam in Italy. For the traditional CoD
model, an example of a seller being stolen by GNN Express
occurred in Vietnam in 2017 and 2018.2. Specifically, the entire
amount of goods worth about $154,900 was not transferred to
the seller but was used by GNN Express for other purposes.

To solve the above problem, a series of models have
proposed Blockchain technology and smart contracts to easily
trace the origin of packages as well as reduce the risk from

1https://vietnamnet.vn /en/100-containers-of-cashew-nuts-exported-to-
italy-suspected-of-being-scammed-821553.html

2https://vir.com.vn/gnn-scandal-rocks-delivery-segment-62710.html
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untrusted parties. This model (i.e. in theory) can operate inde-
pendently of a third party (i.e. no trusted third party required).
However, if there is a conflict between the seller and the
buyer, the arbitration must still be requested (i.e. the arbitrator
receives a fee known as the conciliation fee). One of the
popular examples of this pattern is Bitcoin[5], and Ethereum
[6]. Specifically, all transactions will be routed through the
seller/buyer’s wallet address [7]. In addition, state-of-the-art
has extended the above two models to solve the traditional
freight problem (see the Related work section for more details).
For research directions related to the transportation of goods
for developing countries (i.e. Vietnam). There are not many
in-depth approaches to ensure the transportation of traditional
goods (i.e. see related work for more details).

In addition to the problems related to the implementation
of a blockchain-based shipping system and smart contracts in
Vietnam, the above method encounters some limitations when
it ignores an important group of people who are shippers.
Specifically, the role of this user group is ignored when
shipping goods from the seller and the buyer. This can affect
the arbitration process when there is any conflict between the
seller, and buyer [8]. This has prompted several theoretical
studies that combine the role of shippers using blockchain
technology and smart contracts [9].

However, the above approaches still face a challenge when
transporting packages between different shippers or shipping
companies in Vietnam. In particular, packages can get damaged
in transit - it’s difficult to know who is responsible (i.e.
seller, buyer, or carrier) as all interactions are done on paper
and are not legally binding. Therefore, in this study, we aim
to determine the package contents and related information
when moving from seller to buyer. Specifically, we apply
NFT technology to generate package-related information (i.e.
sender, recipient, order content, weight, estimated delivery
time, etc.). When the buyer receives the package, he can check
the information sent from the seller. This technology is easy
to deploy in developing countries because it does not require
too high of a technology-based infrastructure to maintain the
system. Some countries have implemented delivery models
based on Blockchain, smart contracts, and NFT technologies.

Therefore, our contribution includes four aspects: a)
proposing a shipping model based on blockchain technology
and smart contracts applicable to the delivery environment in
Vietnam; b) proposing a model for storing package information
based on Ethereum’s NFT technology (i.e. ERC721); c) imple-
menting the proposed model by designing smart contracts that
support the creation and transfer of NFTs between sellers and
buyers; d) deploying smart contracts on four EVM-enabled
platforms including BNB Smart chain, Fantom, Celo, and
Polygon to find a suitable platform for the proposed model.3

The rest of the paper consists of seven parts. After the
introduction is the related work section, which presents state-
of-the-art with the same research problem. The next two sec-
tions present our approach and the proposed model implemen-
tation (i.e., Sections III, IV). To demonstrate our effectiveness,
Section V presents our evaluation steps in different scenarios

3We do not implement smart contracts on ETH because the execution fee
of smart contracts is too high.

before making comments in Section VI. The Section VII
summarizes and outlines the next steps for development.

II. RELATED WORK

This section presents approaches from traditional shipping
(i.e. post office, third party - courier companies, and e-
commerce platforms) to proposed theoretical models based on
technology. Blockchain and smart contracts.

A. Traditional Delivery Method

The demand for transporting goods is increasingly diverse
(especially in developing countries). In this paper, we summa-
rize the common approaches applied to Vietnam. In particular,
the simplest approach is based on the postal system, which
plays an important role in transporting goods. All information
about the sender and receiver is done through a third party
(i.e. bank employee)4. In the traditional model, shipping and
delivery management is managed in a decentralized and cen-
tralized manner. Specifically, each city and province has a post
office that acts as a receiving and transit point to sub-post
offices in the districts (i.e. low-level). The post office in the
district receives and sends the sender’s item to a corresponding
location on the package.

The benefits of this approach are low transportation costs
and no need for smart devices/systems (i.e. smartphones,
sensors). However, it also brings a lot of disadvantages i) it is
difficult for users to get information about their packages; ii)
long transit times; iii) if the recipient cannot be found, it will
take time to send it back to the sender; iv) requires a large
number of service workers due to lack of technology support
(these risks are introduced in detail in the Introduction section).

In a more advanced approach, courier companies were born
to ensure on-time delivery - with a higher fee. Specifically,
courier companies will ensure delivery in the shortest time.
A few popular courier companies in Vietnam include two
groups: domestic courier companies: Viettel Post, Vietnam
Post J&T Express5 and has its headquarters abroad: Fedex6,
ASL7, DHL8.

In addition, e-commerce platforms have also changed
the shipping trend in Vietnam in the past 10 years [10].
Specifically, e-commerce platforms act as intermediaries to
link sellers and buyers. In other words, they bridge the gap
between the two - finding products required by buyers and
finding potential user groups for sellers. For sellers, they put
their products on e-commerce platforms instead of having to
open a store in real life. Buyers also save time shopping and
commuting. Famous e-commerce platforms in Vietnam today
include Lazada9, Tiki10, SenDo11, Amazon12, and Shopee 13. In

4http://www.vnpost.vn/en-us/dich-vu/chi-tiet /id/183/key/parcel-post-
service

5https://viettelpost.com.vn/activity- news/top-5-most-prestigious-and-
quality-delivery-services-in-vietnam/

6https://www.fedex.com/en-vn/home. html
7https://www.asl-corp.com.vn/
8http://dhlexpress.vn/
9https://www.lazada.vn/

10https://tiki.vn/
11https ://www.sendo.vn/
12https://amazon.vn/
13https://shopee.vn/
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addition, the role of freight is guaranteed by shipping compa-
nies of a small size (i.e. between cities or within the same city).
These people will be the ones who directly receive the money
from the buyer and deliver it back to the seller (i.e. Cash-on-
delivery). The disadvantage of this model is that the seller can
lose money when the delivery company goes bankrupt. The
closest example to this is GNN Express14. Specifically, the
company GNN Express took money from the seller to make
up for the company’s loss. Currently, this company is bankrupt
and unable to pay. Another example related to cross-border
freight took place in early 2021 between Vietnam and Italy.
An Italian company exploited vulnerabilities in the Letter-of-
Credit delivery method to hijack four containers of cashews.
While the above issues have been addressed, we clearly see
undeniable flaws in traditional delivery models.

B. Delivery Method based on Blockchain Technology

Previous approaches to deploying their proof-of-concept
are mainly on the two platforms Hyperledger Fabric and
Ethereum

1) Ethereum: The common point of these protocols is the
use of ETH as the mainstream payment currency. For exam-
ple, the Ethereum ecosystem has proposed localEthereum
a method to facilitate transactions or DeFi Dapps between
providers and claimants [7]. In addition, a new protocol that
aims to help ship products from supplier to requester [11]
has mined an ETH-based transaction to propose a COD/LOC
mechanism. Similarly, OpenBazaar [12] is developed based
on the extension of the Ethereum ecosystem, supporting sellers
and buyers in the process of exchanging goods. Specifically,
the transaction is identified based on the wallet address (i.e.
transfers funds from the buyer’s wallet address to the seller’s
wallet address) and is easily authenticated by the relevant
parties without the need for a trusted third party. However, un-
like localEthereum, OpenBazaar involves three parties:
the provider, the requestor, and the moderator (that is, a new
control role). Specifically, instead of just applying the entire
transaction based on a default smart contract, OpenBazaar
supports middleman (i.e. owner of smart contracts) to define
corresponding policies and penalties to control the process.
the process of transporting goods to determine the subject of
compensation if an incident occurs. However, these systems
suffer from a single point of failure problem - ignoring the
role of the carrier. Specifically, the carrier will not be affected
if there is any conflict between the seller and the buyer (i.e.
purchase of poor quality goods, loss of the package) - even if
it is the fault of the carrier’s side [13].

2) Hyperledger Fabric: The common point between the
approaches developed on the Hyperledger Fabric platform is to
highlight the role of the carrier - the carrier is also responsible
for the exchange of goods. Specifically, policies designed in
the chain code (i.e. smart contracts) identify violations by
all three groups of participants including seller, buyer, and
person/shipping company[14]. For example, Son et al. [15]
have proposed a baseline model of carriers, sellers, and buyers
to replace the current CoD model. However, this approach
requires no deposit constraints - conflicts are handled by a
trusted third party (i.e. arbitration). To solve this problem, a

14https://vir.com.vn/gnn-scandal-rocks-delivery-segment-62710.html

few (e.g. [16], [17]) have proposed a model that combines
blockchain technology and smart contracts in shipping pack-
ages between sellers and buyers. In which, the violations of
the parties involved are sanctioned with a fee deducted from
the previous deposit. Specifically, [17] supports a variety of
shippers - multiple shippers can be involved in the delivery
instead of just one object/shipping company as [16] suggests.
To accommodate transit times (i.e. not limited by geographical
distance), Duong et al. [18] proposes a new approach based
on multi-section. For the purpose of supporting payment on
a variety of platforms - users can create an account at one e-
commerce platform and make purchases at all other exchanges.
In addition to solutions to support sellers and buyers in the
process of exchanging goods, Son et al. [1] also proposes
a cross-platform model connecting many different markets,
where sellers and buyers are not limited by payment tools
between e-commerce platforms. Ha et al. [19] has proposed a
personal information protection model (i.e. seller and buyer)
based on the access control model [20], [21]. Specifically,
sensitive information such as addresses and phone numbers
can only be accessed by those with [22] permissions. This
solution greatly helps in protecting the personal information
of the seller and the buyer because this information is always
available on other electronic exchanges (even those that do not
play a role in the corresponding transaction). For cross-border
transactions, Khoi et al. [2] have proposed a mechanism for
transporting goods between countries that are not dependent
on a trusted third party (i.e. bank) called Letter-of-Credit.
This approach strives for an open policy across countries (i.e.
unconstrained by the policies of one country, geographic region
[23], [24]).

However, all of the above approaches are still bound
when transferring orders between shippers or between seller
- shipper or shipper - buyer. In particular, the package may
be damaged in transit and it is difficult to determine who is
responsible for this damage. To solve this problem, we propose
a shipping model based on a combination of some outstanding
technologies today, such as blockchain, smart contracts, and
NFT. The next section describes in detail the model and how
to operate the system.

III. LETTER-OF-CREDIT CHAIN ARCHITECTURE

A. The Traditional Model of Freight Transport

In this section, we analyze the popular traditional freight
model in Vietnam (i.e. CoD). Fig. 1 shows the six steps of
shipping goods from the seller and the buyer. Specifically, the
seller and the buyer discuss the price and form of payment.
In Vietnam, this process is done based on social networking
platforms (i.e. Facebook) or based on e-commerce platforms
(i.e. sellers share product information and prices - buyers
- buyers) product selection). The seller checks whether the
product is in stock (step 2) before packing the product (step
3). In step 4, the seller chooses a reputable shipping company
because the shipping company holds the customer’s payment
before returning it to them. Step 5 shows the process of
shippers coming to pick up the goods from the seller and get
the shipping address. Finally, the shippers ship the item to
the buyer (step 6). The difficulties and risks of the traditional
CoD model have been analyzed by us in the Introduction and
Related work sections.
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Fig. 1. The Traditional Model w.r.t cash-on-delivery of Freight Transport.

For the process of transporting goods between countries,
we have an article that specifically analyzes the risks of the
traditional model (i.e LoC) and presents the blockchain-based
approach and smart contracts in the process. [2]. In this section
we focus on solving the problem of transporting goods within
the territory of Vietnam (i.e. between cities or within the same
city). Depending on the shipping distance, step 6 (i.e. Fig.
1) includes one or more shippers. The next section presents
our proposal process based on a combination of Blockchain
technology, smart contracts, and NFT.

B. Cargo Transport Model based on Blockchain Technology,
Smart Contracts and NFT

Fig. 2 presents our proposed model based on blockchain
technology, smart contracts, and NFT (i.e. consisting of nine
steps). We assume that the seller and the buyer have agreed
on the delivery method as well as the price for the product.
In this section, we design the system to move goods from
seller to buyer. Specifically, step 1 shows the seller to pack
the product and prepare the necessary declaration information
related to the package (i.e. weight, unit price, item type,
etc. see Implement section) in step 2 ( i.e. based on system
support services). These services call the respective functions
in smart contracts to create a shipping contract (step 3). The
seller selects the corresponding shipping company (step 4).
Step 5 presents the deposit confirmation process for each
participating group. In it, the seller still has to enter an amount
of money to ensure delivery of the correct goods and of
the right quality (i.e. if the seller intentionally violates the
information provided in smart contracts - step 2 - this amount
is used to compensation to the carrier and the buyer). For
shippers, their management company must pay a guarantee fee
to avoid the shipper losing the goods or in case the company
goes bankrupt before the time to refund the buyer (i.e. the
amount of money). Their deposit depends on the exchange
between the seller and the shipping company). In the event of
a conflict (i.e. shippers lose or damage goods or the shipping
company goes bankrupt) smart contracts automatically transfer
the company’s deposit to the seller via their address. The

buyer’s deposit includes the shipping fee and part of the deposit
of the product (i.e. depending on the agreement between the
seller and the buyer). In case the buyer refuses to purchase
the product, the shipping fee and deposit of the product
are automatically transferred to the address of the shipping
company and the seller, respectively. The above conventions
are monitored through protocols designed on smart contracts
and stored on NFTs with the consent of all three parties (i.e.
seller, buyer, and shipping company) - step 6. Step 7 presents
the shipping process between shippers (i.e. depending on the
distance the number of shippers is 1 person or many). This
process is managed and operated by shipping companies. Step
8 presents the final shipment (i.e. the buyer receives the item)
- confirmation from the buyer that the package is correct and
that the information is stored in the NFT. The transactions are
conducted specifically, the buyer pays the remaining amount
of the product; the shipping company receives the deposit and
shipping; The seller receives the money for the sale of the
product. Risks and breaches of contract are resolved based on
the cases designed in step 5. Finally, smart contracts update
transactions to the distributed ledger and prepare for a new
shipping process.

IV. IMPLEMENTATION

Our reality model focuses on two main purposes i) data
manipulation (i.e. package) - initialization, query and update
- on blockchain platform and ii) generation of NFT for each
order for easy traceability by sellers and buyers (i.e. product
reviews before and after delivery).

A. Initialize Data / NFT

Fig. 3 shows the data row startup step packages. These
package types include information related to the sender (i.e.
receiving address, weight, type of item), and the recipient
(i.e. receiving address, expected delivery time). In addition,
the exchange and receipt of goods require an account deposit
of all three parties depending on the purpose and transaction
between the parties to ensure automatic conflict resolution on
smart contracts. . In addition, information about which carrier
belongs to which company, time, and place of delivery and
collection is also added to the package’s metadata. This is
extremely important in cases where more than one shipper is
involved in the transportation of household goods (i.e. the same
or different shipping company). For storage, services support
concurrent storage (i.e. processing partitions as a peer-to-peer
network) on a distributed ledger - Supports more than one user
for concurrent storage, the speed drop of the whole system. In
general, the package data is organized as follows:15

goodsObject = {
"goodsID": goodsID,
"deliveryCompanyID": deliveryCompanyID,
"shipperID": shipperID,
"type": type of goods,
"buyerID": buyerID,
"sellerID": sellerID,
"quantity": quantity,

15The information related to the system participants is not listed in the
article. Readers can read more about the group’s previous research at [25],
[18], [1].
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Fig. 2. Cargo Transport Model based on Blockchain Technology, Smart Contracts and NFT.

Fig. 3. Initialize Data/NFT.

"unit": unit,
"packageID": packageID,
"addressReceived": received address,
"addressDelivery": delivery address,
"time": estimated delivery time,
"location": location,
"state": Null
};

Specifically, in addition to information for content ex-
traction (i.e. place of origin, weight, item type, etc.), we
also store information regarding the status of the package
at “addressReceived” (i.e. “state” - default value is Null).
Specifically, “state” changes to 1 if the corresponding package
has been received and shipped by the shipping company (i.e.
“shipperID”); value 0 - pending (i.e. waiting for the shipper
to pick up the item). In addition, “unit” stores the number

of orders (e.g. 10) as well as which “packageID” they are
assigned to. After receiving packages from the seller, the
shipper checks them for compliance and waits for validation
before syncing up the chain (i.e., temporarily stored on the
data warehouse). Then the pre-designed constraints in Smart
Contracts are called through the API (i.e. name of the function)
to sync them up the chain. This inspection role is extremely
important because they directly affect the shipping process of
goods, as well as the premise for conflict resolution when any
problems arise (e.g. damage. goods, lost packages). For the
processes of initiating NFTs for orders (i.e. determining the
deposit amount of the seller, buyer, and carrier), the content
of the NFT is defined as follows:

NFT PACKAGE = {
"shipperID": shipperID,
"sellerID": sellerID,
"buyerID": buyerID,
"packageID": packageID,
"type": type of goods,
"quantity": quantity,
"addressReceived": received address,
"addressDelivery": delivery address,
"depositShipper": deposit of shipper,
"depositSeller": deposit of seller,
"depositBuyer": deposit of buyer,
"time": estimated delivery time
};

The information on the NFT contributes to conflict reso-
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lution (e.g. delivery delays). Definitions related to stakeholder
deposit have been defined in our previous articles.

B. Data Query

Fig. 4. Data Query.

Similar to the data initialization steps, the data query
process also supports simultaneous access by many partici-
pants to the system (i.e. distributed model). Support services
receive requests from shippers or sellers/buyers to access data
(i.e. respective packages). Depending on the query object, we
have different access purposes. Specifically, shippers query for
the purpose of identifying consignee information and their
addresses. In contrast, sellers/buyers view the status of their
orders (i.e. after being delivered and received) as well as
handling conflicts when something goes wrong. Fig. 4 shows
the steps to query the order data. These requests are sent as
requests (i.e. pre-designed services as API calls) from users
to smart contracts available in the system (i.e. name of the
function) before retrieving data. from the distributed ledger.
All retrieval requests are also saved as query history for each
individual or organization. For a shipping process that involves
multiple discounts (i.e. multiple shippers delivering and re-
ceiving the goods before reaching the buyer’s address), NFTs
are similarly created between shippers (i.e. within or different
shipping companies). In case the corresponding information is
not found (e.g. wrong ID), the system will send a message not
found results. For the NFT query process, all support services
are provided as APIs.

C. Data Updated

Fig. 5. Data Updated.

The data update procedure is invoked only after verify-
ing that the data exists on the chain (i.e. after executing
the corresponding data query procedure). In this section, we
assume that the search data exists on the string. Where none
exists, the system sends the same message to the user (see

IV-B for details). Similar to the two processes of query and
data initialization, we support update services in the form of
APIs to receive requests from users before passing them to
smart contracts (i.e., name of the function) for processing. The
purpose of this process is to update the status of the package
during transit as well as handle conflicts when something goes
wrong (i.e. a combination of smart contracts and NFT). Fig.
5 shows the process of updating order data. For NFTs (i.e.,
available), the update process includes only the transfer from
the owner’s address to the new address (i.e., new owner). If any
information is updated on an existing NFT, it will be stored
as a new NFT (see IV-A for details).

V. EVALUATION

Fig. 6. The Transaction info (e.g., BNB Smart Chain).

Fig. 7. NFT Creation.

Fig. 8. NFT Transfer.

Because of the connection model between seller - shipper
- buyer and support for payment currency (i.e. consensus pro-
tocol), we implement the proposed model on blockchain plat-
forms that support EVM instead of mining platforms. belongs
to the Hyperledger eco-system. In addition, assessments based
on system responsiveness (i.e. number of requests responded
successfully/failed, system latency - min, max, average) were
evaluated by us in the tests. previous research paper. Therefore,
in this paper, we determine the suitable platform for our
proposed model. Specifically, we install a recommendation
system on four popular blockchain platforms today, supporting
Ethereum Virtual Machine (EVM), including Binance Smart
Chain (BNB Smart Chain)16; Polygon17; Fantom18; and Celo
19. Our implementations on these four platforms are also shared

16https:// github.com/bnb-chain/whitepaper/blob/master/WHITEPAPER.md
17https://polygon.technology/lightpaper-polygon.pdf
18https://whitepaper.io/document/438/fantom-whitepaper
19https://celo.org/papers/whitepaper
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TABLE I. TRANSACTION FEE

Contracts Creation Create NFT Transfer NFT
BNB Smart Chain 0.02731184 BNB ($8.32) 0.00109162 BNB ($0.33) 0.00057003 BNB ($0.17)

Fantom 0.009576994 FTM
($0.001850)

0.000405167 FTM
($0.000078)

0.0002380105 FTM
($0.000046)

Polygon 0.006840710032835408
MATIC($0.01)

0.000289405001852192
MATIC($0.00)

0.000170007501088048
MATIC($0.00)

Celo 0.0070974384 CELO ($0.004 ) 0.0002840812 CELO ($0.000 ) 0.0001554878 CELO ($0.000 )

TABLE II. GAS LIMIT

Contracts Creation Create NFT Transfer NFT
BNB Smart Chain 2,731,184 109,162 3,000,000
Fantom 2,736,284 115,762 72,803
Polygon 2,736,284 115,762 72,803
Celo 3,548,719 142,040 85,673

TABLE III. GAS USED BY TRANSACTION

Contracts Creation Create NFT Transfer NFT
BNB Smart Chain 2,731,184 (100%) 109,162 (100%) 57,003 (1.9%)
Fantom 2,736,284 (100%) 115,762 (100%) 68,003 (93.41%)
Polygon 2,736,284 (100%) 115,762 (100%) 68,003 (93.41%)
Celo 2,729,784 (76.92%) 109,262 (76.92%) 59,803 (69.8%)

as a contribution to the article to collect transaction fees
corresponding to the four platforms’ supporting coins20, i.e.
BNB21; MATIC22; FTM23; and CELO24. For example, Figure
6 details our three evaluations of a successful installation
on BNB Smart Chain (i.e. similar settings are shown for
the other three platforms). Our implementations to evaluate
the execution cost of smart contracts (i.e. designed based
on Solidity language) run on testnet environments of four
platforms in order to choose the most cost-effective platform
to deploy. reality. Our detailed assessments focus on the cost
of performing contract creation, NFT generation (see Fig. 7)
and NFT retrieval/transfer (i.e. NFT ownership update - see
Fig. 8) presented in the respective subsections related to i)
Transaction Fee; ii) Gas limit; iii) Gas Used by Transaction;
and iv) Gas Price.

A. Transaction Fee

Table I shows the cost of creating contracts for the four
platforms. It is easy to see that the highest transaction fee
of the three requirements is contract creation for all four
platforms. In which, the cost of BNB Smart Chain is the
highest with the highest cost when creating a contract is
0.02731184 BNB ($8.32); whereas, the lowest cost recorded by
the Fantom platform with the highest cost for contract initiation
is less than 0.009576994 FTM ($0.001850). Meanwhile, the
cost to enforce Celo’s contract initiation requirement is lower
than Polygon’s with only $0.004 compared to $0.01. For
the remaining two requirements (Create NFT and Transfer

20Implementation of theme models our release at Nov-24-2022 07:42:20
AM +UTC

21https://testnet.bscscan.com/address/0x2ec70f233d91ade867259ff20c75f5c54
e1ff008

22https://mumbai.polygonscan.com/address/0xd9ee80d850ef3c4978dd0b099
a45a559fd7c5ef4

23https://testnet.ftmscan.com/address/0xd9ee80d850ef3c4978dd0b099a45a55
9fd7c5ef4

24https://explorer.celo.org/alfajores/address/0xD9Ee80D850eF3C4978Dd0B099
A45a559fD7c5EF4/transactions

NFT), we note that the cost of implementing them for all
three platforms, Polygon, Celo, and Fantom is very low (i.e.
negligible) given the cost. trades close to $0.00. However, this
cost is still very high when deployed on BNB Smart Chain
with 0.00109162 BNB ($0.33) and 0.00057003 BNB ($0.17)
for Create NFT and Transfer NFT, respectively.

B. Gas Limit

Table II shows the gas limit for each transaction. Our
observations show that the gas limits of the three platforms (i.e.
BNB, Polygon, and Fantom) are roughly equivalent - where
Polygon and Fantom are similar in the first two transactions.
Particularly in the third transaction, BNB’s gas limit was
extremely high at 3,000,000. While the gas volume of Polygon
and Fantom is equivalent to 72,803. The other platform (i.e.,
Celo) has the highest gas limit in the first two transactions
with 3,548,719; 142,040, respectively.

C. Gas Used by Transaction

Table III shows the amount of gas used when executing the
transaction (i.e. what percentage of gas in total gas is shown
in Table II). Specifically, the three platforms BNB, Polygon,
and Fantom use 100% of the Gas Limit for the two Contracts
Creation and Create NFT transactions. Meanwhile, Celo uses
76.92% of the Gas limit for the above two transactions. For the
last transaction of Transfer NFT, BNB’s Gas level was only
1.9% with 57,003 (i.e., lowest) while the highest Gas level was
recorded by Fantom and Polygon with 93.41% of Gas limit;
while BNB and Celo use 79.17% and 69.8% of Gas limit.

D. Gas Price

Table IV shows the value of Gas for all four platforms.
Specifically, BNB, Fantom, and Celo have the same Gas value
in all three transactions with values of 10 Gwei (i.e. the highest
of the three platforms), 3.5 Gwei, and 2.7 Gwei, respectively.
Meanwhile, the Gas value of Polygon platform (i.e. MATIC)
has the lowest value and fluctuates around 2.5 Gwei.

VI. DISCUSSION

According to our observation, the transaction value
depends on the market capitalization of the respective
coin. The total market capitalization of the 4 platforms
used in our review (i.e. BNB (Binance Smart Chain);
MATIC (Polygon); FTM (Fantom); and CELO (Celo)) are
$50,959,673,206, respectively; $7,652,386,190; $486,510,485;
and $244,775,762.25 This directly affects the coin value
of that platform – although the number of coins issued
at the time of system implementation also plays a

25Our observation time is 12:00PM - 11/26/2022.
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TABLE IV. GAS PRICE

Contracts Creation Create NFT Transfer NFT
BNB Smart Chain 0.00000001 BNB (10 Gwei) 0.00000001 BNB (10 Gwei) 0.00000001 BNB (10 Gwei)
Fantom 0.0000000035 FTM (3.5 Gwei) 0.0000000035 FTM (3.5 Gwei) 0.0000000035 FTM (3.5 Gwei)

Polygon 0.000000002500000012
MATIC (2.500000012 Gwei)

0.000000002500000016
MATIC (2.500000016 Gwei)

0.000000002500000016
MATIC (2.500000016 Gwei)

Celo 0.0000000026 CELO
(Max Fee per Gas: 2.7 Gwei)

0.0000000026 CELO
(Max Fee per Gas: 2.7 Gwei)

0.0000000026 CELO
(Max Fee per Gas: 2.7 Gwei)

huge role. The total issuance of the four coins BNB,
MATIC, FTM, and CELO is 163,276,974/163,276,974
coins, respectively; 8,868,740,690/10,000,000,000
coins; 2,541,152,731/3,175,000,000 coins and
473,376,178/1,000,000,000 coins. The value of the coin
is conventionally based on the number of coins issued and
the total market capitalization with a value of $314.98;
$0.863099; $0.1909; and $0.528049 for BNB, MATIC, FTM,
and CELO, respectively.

Based on the measurements and analysis in Section V, we
have concluded that the proposed model deployed on Faltom
brings many benefits related to system operating costs. In
particular, generating and receiving NFTs has an almost zero
fee (i.e. negligible). Also, the cost of creating contracts with
transaction execution value is also very low (i.e. less than
$0.002).

In future work, we proceed to implement more complex
methods/algorithms (ie, encryption and decryption) as well
as more complex data structures to observe the costs for the
respective transactions. Deploying the proposed model in a real
environment is also a possible approach (i.e. implementing
the recommendation system on the FTM mainnet). In our
current analysis, we have not considered issues related to the
privacy policy of users (i.e. access control [25], [20], dynamic
policy [23], [24]) - a possible approach would be implemented
in upcoming research activities. Finally, infrastructure-based
approaches (i.e. gRPC [26], [27]; Microservices [28], [29];
Dynamic transmission messages [30] and Brokerless [31]) can
be integrated into the model of us to increase user interaction
(i.e. API-call-based approach).

VII. CONCLUSION

Our research paper aims to expand the traditional delivery
system (i.e. dependent on trusted third parties). For example,
in the CoD model, the shipper receives the product deposit and
payment from the buyer and then passes it back to the seller.
The article highlights the risks in applying traditional models
as well as the limitations of current approaches. Thereby, we
propose a model that combines Blockchain technology, smart
contracts, and NFT to eliminate the role of a trusted third party.
Specifically, in our proposed model, the deposits of all three
parties (i.e. seller, buyer, and carrier) are stored and noted as
NFTs - the processing is stored in smart contracts. We have
implemented the proposed model as proof-of-concept based on
the Ethereum platform and Solidity language. We also deploy
our smart contracts on four popular platforms supporting EVM
(i.e. BNB, MATIC, FTM, CELO). Our analysis on all four
platforms in all three transactions (i.e. contracts creation, NFT
creation, NFT transfer) found that our proposed model is
suitable for installation on the Fantom platform - having the
lowest transaction costs compared to the other three platforms.

Possible development directions for our proposed model are
presented in the discussion.
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Abstract—The most significant component in the education
domain is evaluation. Apart from student evaluation, teacher
evaluation plays a vital role in the colleges or universities. The
implementation of a scientific and appropriate assessment method
for enhancing teaching standards in educational institutions is
absolutely essential. Conventional teacher assessment techniques
have always been bounded to bias and injustice for single
dimensional assessment criteria, biased scoring, and ineffective
integration. In this regard,it is crucial to develop a special-
ized teacher evaluation assistant (TEA) system that integrates
with some computational intelligence algorithms. This research
concentrates on using Natural language processing(NLP) based
techniques for empirically analysing teaching effectiveness. We
develop a model in which a teacher is evaluated based on the
content he delivers during a lecture. Two techniques are employed
to evaluate teacher effectiveness using topic modelling and text
clustering. By the application of topic modelling, an accuracy
of 75% is achieved and text clustering achieved an accuracy of
80%. Thus, the method can effectively be deployed to assess and
predict the effectiveness of a teacher's teaching.

Keywords—Teacher evaluation; topic modeling; clustering; La-
tent Dirichlet Allocation (LDA); K-means

I. INTRODUCTION

The acute necessity for experts is an aspect of present
socio-economic upheaval. It contributes significantly to the
level of potential nurturing at the pedagogical stage. Univer-
sities and colleges should improve the monitoring of teacher
efficacy in classroom and develop an appropriate evaluation
system since the competence of teachers directly determines
the teaching standards and the understanding of performance
of pupils[1].

Teaching and teacher activity are intrinsically diverse and
complicated entities. Teaching entails a multitude of activi-
ties and interactions both inside and beyond the classroom.
Although the concept of evaluating quality of teacher seems
simple, in reality it includes identifying, describing, gathering
data on, and inferring from hundreds of complicated com-
ponent variables. Teacher's competencies significantly influ-
ence quality of teaching and learner's knowledge reception;
accordingly, universities or colleges should improve classroom
supervision and develop a realistic scoring scheme [2]. Teach-
ers can receive feedback on the implementation outcomes to
reinforce or improve particular areas of their training and
make sure that they finish their assignments within the allotted
amount of time by monitoring and evaluating the quality of
their student's learning [19]. To continually increase student's
learning abilities and teacher's teaching abilities, a faultless,

complete, and appropriate teaching performance evaluation
system must be established [3].

At this moment, the implementation of a quantitative
assessment method is necessary. The conventional form of
teaching assessment continues to be used in the majority
of universities and colleges [4].The conventional teaching
assessment methodology has proven inadequate to match the
instructional criteria in the effective instructional procedure [5].
However, the conventional assessment methods do have some
drawbacks, such as the single dimension of the indexes and
the absence of a fairly neutral evaluation criteria [6].

Deep-learning is used in various aspects such as object
detection,deep auto-encoders [21], image-captioning [24], sen-
timent analysis [22,25], etc.With the continual advancement
in the areas of Deep learning and NLP , it is relatively
possible to monitor teaching efficacy of a teacher in real time
[7,20]. Teacher evaluation assistance system plays a crucial
part in enhancing the effectiveness of potential nurturing at
the teaching level [2,23]. Besides that, the teacher will get
an opportunity of being awarded by the organization relying
on the TEA system's results. Several factors can be taken
into consideration while evaluating a teacher. Sentiment [17],
presentation abilities, speaking skills, and student reviews are
some of the common features. In this paper, we propose
a TEA system that presents the teacher effectiveness score
which solely depends on the content that the teacher delivers
irrespective of his body postures, voice, etc.

TUS ∝ bodypostures+gestures+voice+accent+content
(1)

In the eq. (1), TUS represents teacher uniqueness score

The teacher uniqueness score (TUS) is a measure that
describes how distinct a teacher is from the others. As shown
in the eq. (1), TUS depends on the body postures, gestures,
voice, language and content. We consider ‘content’ as the main
feature.

TABLE I. FEATURE INTERPRETATION IN TEA

Features/Aspects TEA [8] [9]
Text extraction yes no no
Student reviews no yes yes
Context based yes no no
Clustering yes no no
Topic Heterogenity yes no no

The Table I displays the main discrepancies between our
findings and that of others. As previously stated, this approach
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incorporates text extraction, whereas the other two do not.
Student reviews are required for assessing the teacher for the
analysis done in [8] and [9], however they are not considered
in this study. This research is solely context based, which has
not been presented in prior studies. In this work, the clustering
technique is applied for teacher assessment, whereas [8] and
[9] use deep neural networks, deep denoising autoencoders,
and support vector regression models. Topic heterogeneity, that
is, different topics are considered when acquiring the dataset,
unlike in the prior works.

The contributions of this article includes the following:

• This research developed a novel teaching quality as-
sessment technique for universities and colleges based
on topic modelling and clustering techniques.

• The proposed system solely concentrates on the con-
tent delivered by the teacher while instructing a class
unlike other research works.

• This system can be used to assess a teacher as well
as determine ‘how effective a speaker is’ in any given
video.

The rest of this paper is organised in the following way.
Section II addresses significant contribution in the field. Sec-
tion III provides the proposed methodology of this system,
Section IV describes experimental details followed by the
results and finally, the conclusion is given in Section V.

II. PRIOR RESEARCH AND NOVELTY OF TEA

The key approach for cultivating talents for a new gener-
ation is the enhancement of teaching excellence in academia,
where the most significant aspect being the improvement of
the foundation of teaching quality administrative systems. An
efficient teacher assessment system in academia can depict
teaching accomplishments in real times. The research on
teacher assessment techniques in advanced nations seems to
be more established owing to the early emergence of the
education sector. In their paper [8], a comprehensive network
for assessing teacher performance in universities and colleges
was developed. The assemble evaluation data sets for the
network, were collected from three different groups: students,
peers, and leaders through survey questionnaire. The network
of Student-NET, Peer-NET and Leader-NET was individually
trained upon every dataset to build the hypothetical correla-
tions between various evaluation indexes and outcomes from
three perspectives. An integrated network Integrated-NET was
implemented to merge the evaluations from the preceding
networks in order to familiarise multi-dimensional analyses.
This research eventually developed and implemented an online
teaching assessment system, relying on the SSM framework,
with a user-friendly functionality.

Yu Liu [9] in their study, analysed the traits and existent
concerns of teacher’s teaching assessment along with the
critical aspects and approaches of university teacher teaching
assessment. They designed an efficient methodology, a distinc-
tive blend of deep denoising autoencoder and support vector
regression model to assess the teaching effectiveness of college
and university teachers. The model was built on multiple
hidden layers and executed multiple feature transformations
throughout the unsupervised training stage to achieve the

reconstruction between the output data and the input data. The
developed approach was assessed in order to highlight the
method’s exceptional efficacy in enhancing decision-making
about teacher effectiveness and its ability to accurately evaluate
and anticipate the excellence of university education.

A research framework for analysing Physical Education
teaching was proposed by Yuansheng Zeng [10], in which
the authors developed a model for assessing both the teaching
ability of the teacher and student‘s learning impact relying on
a hybrid technology of data mining and the hidden Markov
model respectively. Eventually, the cumulative assessment
score is obtained.

In academic contexts, teachers, students, graduates and
employers are often surveyed and this survey questionnaire in-
cludes open ended questions whose analyzation requires large
amount of time and workload. To overcome this challenge,
Buenano-Fernandez et al. in their study [11] suggested the
use of a comprehensive technique based on topic modelling
and text network modelling, which enables researcher to
extract significant data from surveys containing open-ended
questions. By use of these assessments vital data is gathered
with the intention of determining the level of satisfaction that
the aforementioned entities have with institutional education
procedures.

A unique approach for evaluating the impact of practical
knowledge on educational accomplishments was indicated by
M. M. Rahman et al., in their study [12]. A remarkable ap-
proach for retrieving latent features and corresponding associa-
tion rules from a legitimate dataset is presented in this research.
For data clustering, an unsupervised k-means clustering tech-
nique is utilised, followed by the frequent pattern-growth ap-
proach for association rule mining. Using this framework many
significant and relevant features were derived that are strongly
linked to the learner’s activities. To analyse the association
among pragmatic (e.g. programming, logical implementations,
etc.) abilities and entire scholastic accomplishment, statistical
aspects of students are assessed, and the associated findings are
presented. Relying on the determined latent attributes, a range
of significant recommendations are presented for students for
each cluster. Furthermore, the empirical outcomes of this
study can assist teachers in developing productive instructional
strategies, assessing programmes with precise arrangements,
and pinpointing student’s academic inadequacies.

By merging DBSCAN and k-means algorithms [13],
the authors developed an ensemble unsupervised clustering
paradigm for assessing student‘s behavioural traits. The effi-
ciency of the suggested methodology is assessed by performing
research on six categories of behavioural data generated by stu-
dents at a Beijing university and assess the associations among
diverse behavioural traits and student‘s grade point averages
(GPAs). Besides detecting aberrant behavioural trends, the
conclusions drawn from experiment also detect conventional
behavioural trends more reliably.

As shown in Table II the prior work had some limitations.
As it is seen, the data collected primarily was based on only
reviews by different groups in their research [8]. Apart from
those expressions, content, etc. could have been considered
to evaluate the teacher. In their research [9], the data was
collected only from teaching procedure with students, would
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TABLE II. SUMMARY OF RELATED WORK

Reference # Methodology Findings Limitations
[8] Implemented an online teaching

assessment system, relying on the
datasets gathered from three distinct
groups of people. To achieve this, they
used ANNs.

An accuracy of 98.59% was achieved on
verification dataset. The results of the
testing reveal that the system acts
effectively and fits the criteria to
encourage pedagogical improvement in
universities and colleges.

The data obtained for evaluating a
teacher is primarily based only on the
reviews from students, peers and leaders.
But they could have considered other
sources like expressions, content, etc.,
for evaluating the teacher.

[9] A novel framework was designed by
combining deep denoising encoder and
support vector regression model to
evaluate quality of teaching.

In comparison to other models, this
model attained an accuracy of 85.23%

It would have been better if they could
have considered other parameters too for
evaluation, rather than depending only
on the data taken from teaching
procedure with students.

[10] Combination of data mining and hidden
markov models to evaluate PE teaching
effectiveness with regard to both
teachers and students, in universities was
proposed.

Attained better accuracy and also high
computational efficiency compared to
other models.

The training data should be large in size
for the model to perform better and the
computation time is high in this case.

[11] LDA for topic modelling and text
network modelling was used to glean
relevant insight from questionnaires
containing open-ended questions.

The deployment of this approach allows
the optimization of effort and time
required to adhere with the assessment
of the text data produced by the open
questions.

Equitably finite amount of data was
considered in the proposed research and
it is a challenging task to retrieve topics
from concise text.

[12] K-means clustering and FP-growth
techniques were used to identify the
correlation and affinity among practical
skills and academic performance.

According to the study, it is concluded
that stronger practical abilities have a
good influence on academic success.

K value of the enhanced k-means
clustering method may vary depending
on the dataset and might result in
yielding stronger or even worse
outcomes for varied datasets.

[13] Proposed the application of DBSCAN
and K-means clustering to analyse the
behavioural patterns of the students.

The outcomes of this research help in
providing students, effective services and
governance, like psychological assistance
and educational counselling.

The issue of this research arises when
applying the suggested method to
multisource behavioural characteristics
with high dimensions.

be better if other parameters are considered.In their study [10],
large dataset should be taken for the model to predict better
results. It is a challenging task to retrieve topics from concise
text [11] considering finite amount of data. The limitation in
the study [12] is that the k-value of the enhanced k-means
method varies depending on the dataset resulting in yielding
stronger or even worse outcomes for varied datasets. The
issue of the research [13] arises when applying the suggested
method to multisource behavioural characteristics with high
dimensions.

Taking into account the shortcomings of previous studies, a
novel approach for teacher evaluation is proposed. The study’s
novelty includes the teacher being evaluated solely on the
content of his lectures, regardless of feedback or ratings.

III. PROPOSED METHODOLOGY FOR TEA

For a college or university to develop and prosper, teach-
ing standards must be of the highest calibre. So we try to
implement a model that identify good teacher on their domain
without human support. The detailed methodology is further
discussed in this session.

A. A System level overview of TEA to evaluate teacher effec-
tiveness

Fig. 1. Framework of the model to evaluate teacher

Fig. 1 depicts a schematic representation of the model for
the TEA system. As illustrated in the Fig. 1, the steps involved
in teacher evaluation are as follows:
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• Videos spanning multiple sources such as YouTube,
MIT courses, NPTEL, Coursera, and so on are con-
sidered.

• Using the IBM Watson and FFmpeg libraries, the
acquired videos are transcribed to text and this text
is treated as input.

• Pre-processing operations including converting to low-
ercase, stemming, lemmatization, stop word elimina-
tion, and so on are applied to the input text.

• Contextual stop words are added to the list.

• Topic modelling and Clustering approaches are em-
ployed on the pre-processed text and the trained model
is stored.

• The lecture videos are acquired from the CCTVs
installed in the classrooms, and are undergone through
the trained model to provide a uniqueness score which
describes “How effective a lecture of the teacher is?”

B. Flowchart of the Proposed Model for Teacher Assessment

This research, which is based on topic modelling and
clustering strategies, proposes a novel framework for teacher
evaluation in universities and colleges, the flowchart of which
is illustrated in Fig. 2.

Fig. 2. Flow chart of the evaluation model for TEA based on topic
modelling and clustering techniques

It can be seen from Fig. 2 that includes data required
for the evaluation model is generated from Faculty footage

acquired of installed CCTVs at classrooms, then the generated
data is undergone text extraction and text pre-processing steps.
Finally, using both topic modelling and clustering techniques
a uniqueness score is produced which evaluates the teacher
effectiveness.

C. Preparation of Data

As data acquired from CCTVs are videos, there is a need to
transcript these videos to text format and also the transcribed
text should be preprocessed.

1) Text extraction:: Converting videos to text can be ac-
complished in a variety of approaches, including utilising
python, existing web APIs and soon. We transcript the videos
using python FFmpeg and IBM Watson libraries here. The first
phase includes conversion of video to audio using FFmpeg
library. The second phase involves using IBM Watson library,
which is SaaS provider for AI applications. The IBM Cloud
offers a variety of solutions such as Text to Speech, Speech to
Text, Natural Language Classifier, Language Translator, Visual
Recognition, and so on. The Speech to Text service converts
audio to text so that applications could use voice transcription
features.

2) Text preprocessing: Text data is extensively available
and is utilised to assess and solve business challenges. How-
ever, prior to actually using the data for research or prediction,
it must be processed. Text preprocessing is used to prepare
text data for model formulation. It is the first stage in any
NLP project. Some of the preprocessing steps are: Removing
punctuations like . , ! $( ) * % @, Removing Stop words,
Removing URLs, Tokenization, Lower casing, Lemmatization,
Stemming. Based on the dataset, we need to perform the
appropriate preprocessing steps. For our dataset, we consid-
ered using Tokenization, Lowercasing, stop words removal,
Lemmatization.

• Tokenization: The text is fragmented into small com-
ponents in this stage. Based on our task specification,
we can employ either sentence tokenization or word
tokenization.

• Lowercasing: One of the most common preprocessing
tasks is to convert the text to the same case, ideally
lower case.

• Stop words removal: Stopwords are frequently used
words that are eliminated from the text because they
provide no relevance to the assessment. Those terms
have little or zero significance. Apart from the existing
list of stop words in NLTK library, we can modify the
list by adding or eliminating terms depending on the
scenario.

• Stemming: It involves stemming or reducing the words
to it’s core form. For instance, programmer, program-
ming, gets reduced to the word “program”. However,
the drawback of stemming is that it separates the
phrases, that the base form lacks meaning or is not
reduced to a valid English word.

• Lemmatization: The difference between stemming and
lemmatization is that it stems the term yet ensures that
it retains its meaning.
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D. Methodologies

For our research we have deployed two existing technolo-
gies to evaluate the teacher. The techniques used here are:
Topic modelling and Clustering.

1) Topic modelling-latent Dirichlet allocation: Topic mod-
elling is a type of unsupervised NLP that is used to depict a
text document combining numerous topics that help describe
the inherent content in a specific document. Analysis of text
data is done using a model and clusters of words are generated
on that dataset. Latent Dirichlet Allocation [14] is the most
effectively used model for topic modeling approach [15].

In LDA, latent represents the underlying concepts in the
data, while Dirichlet is a kind of distribution. The Dirichlet
distribution is not same as normal distribution. In LDA [18],
the topics for every document are allocated in the following:
manner:

1) For K number of predefined topics, in every docu-
ment each word to a topic is arbitrarily configured.

2) For each document d:
Determine the following for every word w in the
document:

• P(topic t / document d): The percentage of
words in document d allocated to subject t.

• P(word w / topic t): The percentage of assign-
ments to topic t from words in w among all
documents.

3) Given all previous words and their topic assign-
ments, reassign topic T’ to word w with probability
p(t’/d)*p(w/t’).

The final phase is performed several times until we reach
a stable condition in which the topic allocations do not vary
any further. These topic allocations are then used to establish
the percentage of subjects for each document.

2) Clustering-K means: The process of dividing a dataset
into clusters is called Clustering. The idea is to divide the
data so that elements within a single group are relatively same
and those in different clusters are dissimilar. It defines how
unlabelled data is categorized. In the context of using text
data, it is Text Clustering, which involves different phases
including Text pre-processing, feature extraction, Clustering.
Text clustering uses machine learning and NLP to recognize
and analyse textual data. The most well researched clustering
algorithm is K Means [16], and it persistently tends to produce
good results.

The main goal is to categorise given data collection into
prespecified k number of distinct groups. The algorithm is
divided into two phases: the initial step is to establish k
centroids for each cluster, the following stage is to choose
each point from the provided dataset and connect it to the
closest centroid. To compute the distance among data points
and centroids, Euclidean distance method is used extensively.
Once all the elements are included in certain clusters, the
first phase is accomplished. The revised centroids must be
reassessed at this stage since the addition of new points could
cause a variation in the centroids of the clusters. Once k new
centroids are identified, a new association among the same data
points and the closest new centroid is established, resulting in a

loop. As a consequence of this loop, the k centroid‘s locations
may vary in a step-by-step process and this leads to a condition
called clustering convergence which means the centroids stop
drifting.

E. Our Proposed Methodology

1) Evaluation parameters: We consider normalized value
of likes/views of a video as a parameter for evaluating a
teacher. It is known that for a real time lecture footage, neither
likes nor views exist. For this purpose, we deploy a model
where the real time videos are compared to you tube videos
taking NL/V into consideration. As a result, if the video needs
to be uploaded to a web source, then the effectiveness score
can be known prior to uploading thus making it easy to identify
whether the video be success or not.

2) Users of our system:

• Public domain(YouTube, MIT, Coursera, etc.)
As mentioned earlier it would be easy to depict a video
to be success or not using our proposed model. This
can help the trainer to improve his presentation and
provide better videos. Also, the effectiveness of the
speaker in a video can also be depicted.

• College/University Management
They can be benefited in varied ways like to assess
a teacher without direct classroom intervention. A
trainer can also be recognised and awarded by the
management for his teaching abilities by application
of this model.

IV. VALIDATION OF TEA

A. Dataset Collection

The major source of dataset for evaluating a teacher is the
lecture footage acquired from classrooms. It is a challenging
task to accumulate a significant amount of data based just
on footage in a short span of time. As a result, we used
YouTube videos to train the model, and once the model gives
constructive results, it can be applied on real-time lecture
footage.

Videos are converted to text format and the data is under-
gone through pre-processing techniques thus resulting in pro-
viding clean data. Topic modelling and clustering approaches,
LDA and K-Means, respectively are deployed on the data to
assess the teacher.

As shown in Table III, videos for each sample topic are
acquired and processed according to our research. Videos are
converted to text format and the data is undergone through pre-
processing techniques thus resulting in providing clean data.
Topic modelling and clustering approaches, LDA and K Means
respectively are deployed on the data to assess the teacher.
Likes and views of each video is taken and percentage of likes
to views is calculated. As the videos are of varied durations,
there is a need for normalizing the likes/views value. The
normalization technique used here is minmax normalization.
We contemplate NL/V as evaluation parameter, it is equal to
1 indicates that likes of the video are identical as the views of
video. This depicts that the video is best as “who all viewed it,
liked it”. Hence, it can be deduced from the above said logic
that NL/V =1 means the video is best of all.
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TABLE III. DATASET

S.No. Sample topic
1 What is an activation function?
2 Distinguish between AI vs ML
3 Explain Generations of computers
4 Explain GSM architecture
5 What is MQTT protocol?
6 What is a neural network?
7 What is virtualization?
8 What is cloud computing?
9 What is database?
10 What is data mining?
11 Differentiate between classification and regression
12 What is an embedded system?
13 Define gradient descent
14 Define internet of things
15 Introduction to machine learning
16 Explain OOPs concepts
17 What is an operating system?
18 Differentiate between supervised and unsupervised learning
19 What are the types of operating systems?
20 What are the types of neural networks?

B. Experimental Procedure

1) Topic modelling: Data pre-processing is performed first.
After pre-processing the data, topic modelling is implemented
on the data to extract significant topics. Word frequency count
is calculated on the collection of words obtained for each
topic. Frequent words with a threshold value of 4 or less are
removed as more frequently occurred words in the corpus
determines that the speaker tried to deliver the significant
content by insisting those words. Average word count and
average normalized count of the words are computed.

WC =
∑

frequencyofwordsintopics (2)

AWC =

∑
WC

Totalno.oftopics
(3)

2) Clustering: For clustering approach, the data is summa-
rized using python code. K-Means clustering was deployed on
the summarized data thus resulting in clusters. The optimal
number of clusters is predicted by the usage of elbow method.
Once the clusters were formed the participation ratio of every
video across each cluster is calculated. Average clustering
score for each video is also calculated. High average clustering
score depicts the corresponding video being the best of all.

PR =
No.ofsentencesofavideointhecluster

Totalno.ofsentencesacrossthecluster
(4)

Where PR = Participation Ratio of video

ACS =

∑k
i=1 PR

k
(5)

Where ACS = Average clustering score, K = Total number
of clusters

C. Results and Analysis

After applying topic modelling on each video of the
dataset, topics are generated which are a collection of words.
Word count and Average Word Count are calculated using
the eq. (2) and (3), respectively across each topic for all
the videos. Average word count is normalized using minmax
normalization to obtain average normalized count values.

Intertopic distance plot The intertopic distance plot is also
created using the topics that were generated. It presents a broad
perspective of the topics and their difference from one another,
whilst providing for a detailed analysis of the words most
intrinsically correlated with each topic. The areas of the circles
encode the relative prevalence of each topic. The horizontal
bar chart is illustrated on the right whose bars indicate the
distinct words which are most beneficial for comprehending
the present topic of interest on the left.

Fig. 3. Intertopic distance plot for neural network

Fig. 4. Intertopic distance plot for vitualization

www.ijacsa.thesai.org 944 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 1, 2023

TABLE IV. STATISTICS OF TOPICS AFTER TOPIC MODELLING

TITLE VIDEO-1 VIDEO-2 VIDEO-3 ANC(HIGH)
What is neural network? NL/V=0 AC=31.4

ANC=0.44
NL/V=1 AC=41
ANC=0.47

NL/V=0.408
AC=38.6
ANC=0.45

YES

What is virtualization? NL/V=0.57 AC=71
ANC=0.54

NL/V=1 AC=80.2
ANC=0.6

NL/V=0 AC=74.4
ANC=0.52

YES

What is database? NL/V=1 AC=31.4
ANC=0.557

NL/V=0.329
AC=36.6
ANC=0.425

NL/V=0 AC=74.4
ANC=0.568

YES

What is cloud computing? NL/V=0.67 AC=22
ANC=0.58

NL/V=1 AC=16.6
ANC=0.65

NL/V=0 AC=28.4
ANC=0.64

YES

What is data mining? NL/V=0 AC=22.2
ANC=0.58

NL/V=0.414
AC=25.2
ANC=0.21

NL/V=1 AC=61.6
ANC=0.6

YES

Explain GSM architecture NL/V=0 AC=24.4
ANC=0.408

NL/V=1 AC=36.8
ANC=0.48

NL/V=0.103
AC=62.6
ANC=0.38

YES

Distinguish between AI vs ML NL/V=0 AC=22.2
ANC=0.26

NL/V=0.63
AC=36.4 ANC=0.6

NL/V=1 AC=38.6
ANC=0.51

NO

what is an activation function? NL/V=0.85
AC=45.2
ANC=0.41

NL/V=1 AC=52.2
ANC=0.67

NL/V=0 AC=62
ANC=0.51

YES

What is MQTT protocol? NL/V=1 AC=74.6
ANC=0.57

NL/V=0 AC=143
ANC=0.36

NL/V=0.06
AC=50.2
ANC=0.38

YES

Explain Generations of computers NL/V=0.59
AC=42.4
ANC=0.44

NL/V=0 AC=28.6
ANC=0.487

NL/V=1 AC=35.8
ANC=0.54

YES

Differentiate between classification and
regression

NL/V=0 AC=41.6
ANC=0.53

NL/V=1 AC=83.2
ANC=0.64

NL/V=0.74
AC=64.4
ANC=0.43

YES

What is an embedded system? NL/V=0.75
AC=57.2
ANC=0.52

NL/V=0 AC=90.6
ANC=0.5

NL/V=1 AC=64.6
ANC=0.56

YES

Define gradient descent NL/V=1 AC=95.6
ANC=0.45

NL/V=0.083
AC=130.6
ANC=0.55

NL/V=0 AC=108
ANC=0.65

NO

Define internet of things NL/V=0 AC=28
ANC=0.46

NL/V=1 AC=34.8
ANC=0.48

NL/V=0.7 AC=27.8
ANC=0.38

YES

Introduction to machine learning NL/V=0 AC=46.2
ANC=0.57

NL/V=0.33
AC=25.4
ANC=0.49

NL/V=1 AC=34.2
ANC=0.28

NO

Explain OOPs concepts NL/V=0 AC=65
ANC=0.43

NL/V=0.89
AC=51.4
ANC=0.65

NL/V=1 AC=103.4
ANC=0.51

NO

What is an operating system? NL/V=1 AC=41.6
ANC=0.43

NL/V=0.26 AC=48
ANC=0.53

NL/V=0 AC=29.6
ANC=0.475

NO

Differentiate between supervised and
unsupervised learning

NL/V=0 AC=93.2
ANC=0.5

NL/V=1 AC=122.6
ANC=0.67

NL/V=0.46
AC=115.2
ANC=0.62

YES

What are the types of operating sys-
tems?

NL/V=0.83
AC=47.4
ANC=0.59

NL/V=0 AC=116.4
ANC=0.41

NL/V=1 AC=218.6
ANC=0.65

YES

What are the types of neural networks? NL/V=0 AC=128.2
ANC=0.48

NL/V=1 AC=73.8
ANC=0.55

NL/V=0.088
AC=66 ANC=0.42

YES

Fig. 5. Intertopic distance plot for database

Fig. 6. Intertopic distance plot for cloud computing
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Fig. 7. Intertopic distance plot for datamining

The images Fig. 3 through Fig. 7 depicts the intertopic
distance plots of the five sample topics.It can be depicted that
in distance plot the size of the circle represents each topic‘s
population in the corpora. Each bubble depicts a distinct topic.
The greater size of the bubble indicates the greater proportion
of terms related to that topic. The greater the distance between
the bubbles, the greater the degree to which they differ from
one another.When there is more space between the bubbles,
there is a huge differentiation among each of the individual
bubbles. On the right side, the box plot represents the top thirty
salient terms of each topic and their respective frequencies. The
term frequency across the whole document is represented by
blue bars and the red bars are categorized by the significance
of the words within every topic.

As it is shown in Fig. 3 and Fig. 4, the bubble 1 is
selected,thus red bars indicates the particular term‘s frequency
inside the topic 1 for both respectively. For example, it can be
seen in Fig. 4 that the term “machine” is the most frequently
used for 48 times. The red bar depicts that the word is used
for 32 times in that particular topic 1. Similarly in the plots
Fig. 5, Fig. 6, Fig. 7, the frequency of each term in the corpus
is shown by blue bars. The blue bars indicate that no topic is
selected and hence, most widely spoken terms are presented. In
Fig. 5, the most frequently used words are datum and database.
As the plot is obtained from the sample topic that discusses
about database, it is clear that the teacher is trying to induce
the topic by concentrating on those words.

The Table IV represents the statistical measures calculated
after acquiring topics by implementing LDA on the dataset. We
calculated the term frequencies across the whole corpus for five
topics over all the videos in the dataset and it is represented
as WC, by using eq. (2). The average word count is obtained
by usage of eq. (3) and can be identified as AC. ANC is the
normalized value of AC. As seen in the Table IV ANC score
is high for 15 sample topics out of 20 sample topics. Those
fifteen instances whose ANC is high, it can be observed that
their respective video‘s NL/V value is 1. Hence, a conclusion
can be drawn from the observed pattern that ANC score is
high for the videos whose NL/V value is equal to 1 which
comprehends that the particular video is the best. The Fig. 8

represents a graph for the distribution of the sampled topics
whose average normal count is high. The videos with high
ANC are considered to be the best videos and it can be deduced
that the teacher delivered the lecture in an effective manner
compared to other two videos.

Fig. 8. Distribution plot of videos after topic modelling

TABLE V. TABLE OF CLUSTERING SCORE

Sample Videos K ACS(HIGH) NL/V=1
what is an activation function 5 v2=0.401 v2
what is neural network 5 v6=0.128 v6
what is virtualization? 6 v3=0.18 v2
what is database? 8 v1=0.12 v1
what is cloudcomputing? 4 v4=0.2 v4
what is data mining? 8 v3=0.162 v3
Explain generations of com-
puters

7 v9=0.121 v9

Explain OOPs concepts 7 v4=0.178 v10
Explain GSM architecture 6 v2=0.38 v2
what is MQTT protocol? 3 v2=0.37 v2

After applying clustering to the dataset, the clusters are
formed and number of optimal clusters is identified by using
elbow method. Using the eq. (4), participation ratio of the
videos across the clusters for all the videos is calculated.
ACS, average clustering score of all the sample topics is
calculated using the eq. (5). The Table V depicts the number
of optimum clusters for sample topics and their highest ACS
score among the videos. It can be seen in Table V that 8 out
of 10 sample topics have highest average clustering score of
the corresponding video are same as the video having NL/V
is equal to 1. Thus it can be concluded that the best videos
of the sample topics after clustering have the highest average
clustering score.
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Fig. 9. Distribution plot of videos after clustering

The Fig. 9 shows the distribution plot of the sample topics
after clustering technique been applied. It portrays the occur-
rences that have the highest average clustering score. Finally,
We have drawn a conclusion from the patterns observed that
by applying topic modelling and clustering methods, teacher
evaluation can be performed based on the content and it
got successful results with an accuracy of 75% and 80%,
respectively.

V. CONCLUSION

In this paper, LDA topic modelling and K-Means clustering
methods are deployed on the dataset to evaluate a teacher’s
teaching effectiveness. The main feature for this research is
considered as the content that the teacher delivers. Based on
this context, videos from public domain are gathered for the
dataset and applied the said models on the data resulting
in obtaining an accuracy 75% and 80% of LDA, K-Means
respectively. The utilization of two models is beneficial for
acquiring effective results, like topic modelling consumes less
computing time and clustering gives best accuracy. Finally, this
paper provides a teacher evaluation system which is based on
the content of the lecture distinct from traditional methods
which are based on the reviews, emotion detection and so on.
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Abstract—The curriculum ideological and political education
(CIPE) has caused the attention of China’s leaders and state
departments in Chinese education, but its effect assessment is
still an open issue should be address for the efficient and effective
implementation of CIPE. The engineering education conception
has been widely adopted in Chinese higher education, in recent
years, due to its effectiveness. Therefore, in this paper, under the
background of Chinese engineering education, we study the CIPE
effect quantification. We propose a CIPE effect assessment system
for higher education, and a CIPE effect quantitative method
based on the achievements of graduation requirements for each
student. The proposed system provides visualization information
of achievements and CIPE effect for students and teachers. This
helps students to locate themselves in their major learns, and
teachers to continuously improve their teaching methods.

Keywords—Curriculum ideology and politics; assessment; engi-
neering education; ideological and political education; outcomes-
based education

I. INTRODUCTION

Recent years, Chinese national leader and institutions, e.g.,
State Department and Education Ministry, put a high value on
the curriculum ideological and political education (CIPE), to
raise the ideological and ethical standards of Chinese students.
They require all educators must pay equal attention to the
professional ability training and the ideological and political
education (IPE). In addition, IPE must be integrated into all
aspects of education, instead of only relying on only a few
IPE curricula. The Chinese Ministry of Education and other
nine national-level government bodies jointly issued the official
document of Work Programme for Fully Pushing Forward the
Construction of “Great Ideological and Political Course” in
July 2022 [1], which plans to fully mobilize social forces
and resources for CIPE in all universities, middle and primary
schools in China.

Therefore, many Chinese researcher study on how to organ-
ically integrating IPE into the professional education in various
subjects, e.g., computer science [2], [3], [4], mathematics
[5], [6], agronomy [7], and so on, to the isolated island
phenomenon in IPE [8], and develop the world-class modern
education with Chinese characteristics [9]. For example, Lu
[10] applied new media network platform and block chain

technology to design a CIPE information exchange approach,
to improve the sharing efficiency of IPE resources. This work
also used the bad information screening technology to filter
out negative information. Liu and Ni [11] exploited SWOT
analysis method qualitatively analysing the inherent strengths
and weaknesses as well as the external opportunities and
challenges of the IPE politics employed by universities and
colleges, currently, in HeiLongJiang province of China. Lin
et al. [3] introduced a strategy for integrating IPE into the
artificial intelligence course, and designed the IPE achievement
gaols of the course, based on the idea of outcome-based
education (OBE). Zhang et al. [12] studied the combination
of CIPE and Chinese engineering education accreditation,
and integrated IPE into various educational phases including
the educational goals, graduation requirements’ indicators, the
course system, and teaching designs. These works studied
the integration strategy of CIPE in some aspects, but didn’t
consider to evaluate the effectiveness of their strategy in
improving ideological and political achievements for students.

There are several works on the effect assessment of IPE
education. Zhang [13] proposed to exploit industry education
integration for CIPE education, which combined field practice
and classroom teaching, to improve the mental health of
students, by increasing the attraction of IPE education. Tang
[14] studied the CIPE education reform for innovation and
entrepreneurship education, to improve the self-efficacy of
fresh graduates in their job applications. These works used
grouping comparison to evaluate the effectiveness of CIPE
strategies. Chen and Yu [15] used the principal component
analysis technology to reduce the information redundancy of
CIPE assessment criteria, and performed the weighted sum on
the principal components to establish the evaluation model for
CIPE education effect. Similarly, Zhang [16] employed the
clustering algorithm to find the similarities of data indices,
and built a CIPE evaluation data model by assigning the
weight coefficient of each index class produced by factor
analysis. Mo et al. [17] utilized triple helix model to combine
the assessment data from three subjects, school, enterprise,
and government, and established a fuzzy synthetic evaluating
model for evaluating the CIPE effect. Ding et al. [18] used
the back propagation neural network to evaluate the the CIPE
teaching quality of teachers, with the data scored by students.
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This work employed the traditional idea of teacher-centered
instead of student- or learner-centered education. Zhang et al.
[19] applied deep learn model for analysing the CIPE teaching
quality, with multi-source data from on-line and classroom
teaching, and produced the deficiency of teaching. Guo [20]
designed an evaluation system of CIPE effect based on the
authenticity evaluation theory for vocational education. All of
these above works achieved the data through scoring subjective
questions, leading to objectivity of CIPE effect assessment. Lv
et al. [21] developed a data management system for IPE, where
the evaluation of IPE effect is same to that of usual curricula,
where teachers scoring.

To our best knowledge, there is lack of objective and
quantitative evaluation method for CIPE effect. Existing works
evaluated results of CIPE, ignoring the dynamic of the political
and ideological status for each student. Therefore, in this paper,
we study on the quantitative evaluation strategy for CIPE ef-
fect, based on the dynamic of achievements of students during
their school years. The achievements of every student is the
progress that the student reaches the graduation requirements
specified in its specialty personnel training program (PTP). The
graduation requirements are the main goal that undergraduates
pursue in their four-year university or college life, in the
context of engineering education with the idea of outcome-
based education (OBE), in China. The graduation requirements
are stable during students’ school years. Thus, the fluctuates of
students’ achievements can reflect their IPE states. Such as, an
improvement of achievements imply a better IPE effect (self-
discipline) for a student. Our work complements to existing
works, and helps to provide a more comprehensive assessment
information of CIPE effect.

The rest of this paper is organized as follows. In Section II,
we present preliminary knowledge on the Engineering Educa-
tion. Section III illustrates our CIPE effect assessment system,
and Section IV details the assessment method for quantifying
the CIPE effect based on achievement data. In Section V, we
illustrates some application cases for students and teachers, on
the CIPE effect. In Section VI, we conclude this work and
present our future work.

II. PREPARATORY KNOWLEDGE ON ENGINEERING
EDUCATION

In 2016, China became the 18th official member of Wash-
ington Accord, and the undergraduate engineering degree is
mutual recognition among the countries joining the Washing-
ton Accord, for certified engineering specialties. This promotes
the development of internationalization and modernization of
Chinese higher education. Therefore, numerous Chinese uni-
versities actively apply for engineering education certification.
In 2022, almost 2, 000 university specialties have gained the
certification from China Engineering Education Certification
Association (CEEAA) [22].

A. Engineering Education Conception

The concepts of engineering education are student-center,
outcome orientation, and continuous improvement. There are
one kind of eventual outcomes (cultivation goals) and two
kinds of intermediate outcomes (graduation requirements and
course objectives) in engineering education, As shown in

Fig. 1. The cultivation goals are the capacities that students will
have after graduating about five years, which are designed and
continuously improved based on the developments of social
demands and expectations, the school and specialty orien-
tations, etc. Graduation requirements are the capacities that
students graduated with, by the college or university education.
Graduation requirements are designed on the principle that
they can support the reaching of cultivation goals. Course
objectives are the capacities obtained by students through
various courses directly. The accumulation of course objectives
must support the achievements of all graduation requirements.
And the course objectives are accomplished by corresponding
teaching contents and methods.

As shown in Fig. 1, there are four continuous improvement
circles or closed loops in engineering education, as illustrated
in the followings.

1) The ultimate goal of engineering education is en-
abling students to achieve cultivation goals. Thus,
the cultivation goals must be designed legitimately,
as they decides the rationality of the whole PTP.
Thus, when the cultivation goals are designed, their
rationality must be assessed by related enterprise,
industry, and education experts. When the assessed
rationality is low, the cultivation goals are improved
based on expert comments. These above steps are
repeated for improving the cultivation goals until
they are assessed to be rationality. The improving
process is conducted periodically, as the social needs
are changed with the world development. Usually, a
major improvement is made in the cultivation goals
every four years, and a minor one is made every two
years, in Chinese higher schools.

2) Given the reasonable cultivation goals, the graduation
requirements are designed to enabling students to
have the ability to achieve these goals after grad-
uation. Thus, the rationality of designed graduation
requirements can be evaluated by the reaching degree
of cultivation goals. If the reaching degree is low, the
design of graduation requirements cannot support the
achievements of cultivation goals, and thus need to
be improved. These process is conducted when the
cultivation goals are changed in the first continuous
improvement circle or their evaluation results do not
meet expectations.

3) Cultivation goals and graduation requirements are
the high-level designs of PTP. Graduation require-
ments are the achievements that a student get in its
about four years of engineering education, by various
courses. Therefore, the course system must be built
carefully, and designed course objectives need be
equivalent to graduation requirements. After complet-
ing a course, a student accomplishes corresponding
course objectives, and gets closer to corresponding
graduation requirements. Thus, if the achievements
of graduation requirements are evaluated to be poor
for fresh graduates, there is a strong likelihood that
course objectives are improper and they need to be
improved to guarantee that students meet graduation
requirements if they achieve all course objectives.

4) For each course objective, its accomplishment for
students is implemented by reasonable designs and
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Fig. 1. The core concepts of engineering education

arrangements of course teaching contents and meth-
ods. When the accomplishment degree is low for a
course objective, the corresponding teaching contents
and methods need to be improved.

B. Graduation Achievement Quantification

Given from CEEAA, certification standards show that there
are 12 graduation requirements including engineering knowl-
edge, problem analysis, solution design/develop, research, etc.
To easily evaluating the achievement, each graduation require-
ment is decomposed into 2–5 smaller requirements, which can
help students achieve the graduation requirement progressively
and accumulatively.

Assuming that there are total N graduation requirements
(gi) and M course objectives (cj). The relationship between
graduation requirements and course objectives can be repre-
sented as a support matrix (W), where item wi,j on line i
column j is the support weight/degree of cj to gi. If cj don’t
support gi, wi,j = 0. For each graduation requirement, the
achievement is quantified by the weighted sum of course ob-
jectives’ accomplishment degrees, as shown in Eq. (1). Where
ri and oj are respectively the achievement and accomplishment
degrees of gi and cj , and they are both in the range from 0
to 1. And thus

∑M
j=1 wi,j = 1, representing course objectives

with non-zero weight jointly support the achieving for every
graduation requirement. The accomplishment degree of each
course objective is obtained by testing in the corresponding
course.

ri =

M∑
j=1

wi,j · oj (1)

All course objectives are tested only when near the grad-
uation, as courses are run on all time periods (e.g. terms) of
every student’s school life. Thus, the graduation requirements
are achieved incrementally for each student in its school
life. In this paper, we focus on the fluctuation of graduation
requirement achievements to quantify the CIPE effect for
each student. Therefore, we normalizes graduation requirement

Course objective 
Accomplishment 

entry

Achieving ratio 
calculation

Achievement 
data visualization

CIPE effect 
quantification

CIPE effect data 
visualization

Incentives and 
feedback

Students Teachers

Fig. 2. The framework of CIPE effect assessment system

achievement degrees as achieving ratios in a same value range
([0, 1]) at any time, using following processes.

As course objectives are tested at different times, a stu-
dent’s school life can be divided into M time periods, by
these test times. Without loss of generality, the test order is
c1, c2, ..., cM . The jth time period, tj , is the period between
the times of testing cj−1 and cj , and we can obtain the
accomplishment degree of cj at the end of tj . Then, we
define the achieving ratio (ARi,j) of gi at tj as the ratio of
the current achievement degree of gi to the full degree when
oj′ = 1,∀j′ ≤ j, as in Eq. (2).

ARi,j =

∑j
j′=1 wi,j′ · oj′∑j

j′=1 wi,j′
(2)

III. CIPE EFFECT ASSESSMENT SYSTEM

The framework of CIPE effect assessment system is shown
in Fig. 2. There are mainly six modules in the system, as
detailed in the followings, respectively.

M1. Course objective accomplishment entry module
provides entry interfaces (keyboarding, file import,
etc.) for various courses’ test data to teachers, and
formats entered data into course objective accomplish-
ment degree. For example, a course has two course
objectives (c1 and c2), and its test data include scores
of two assignments (80% and 75% for a student case),
one middle exam (65%), and the final exam (77%).
When the accomplishment of c1 is supported by these
two assignments equally, and c2 by these two exams
equally, the accomplishment degrees of c1 and c2 are
respectively 0.775 ( 80%+75%

2 ) and 0.71 ( 65%+77%
2 ), for

the student case.

M2. Achieving ratio calculation module updates corre-
sponding achieving ratios when the accomplishment
degrees of some new courses objectives are calculated
by M1 for some students, using Eq. (2).

M3. CIPE effect quantification module calculate the
quantified data for the CIPE effect for each student,
based on the fluctuation and the statistical informa-
tion of achieving ratios. The quantification method is
illustrated in Section IV.

M4. Achievement data visualization module uses some
visualization tools to show the achievement data of
graduation requirements for every student, including
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the current achievement degrees and the fluctuations
of achieving ratios. This can help the student to know
its position in the specialty. For teachers, the module
shows the statistical information of achievement data.
In Section V, we will present some cases to illustrate
the visualization of achievement data.

M5. CIPE effect data visualization module is similar to
M4, which visualizes the CIPE effect data obtained
from M3. Some cases will be illustrated in Section V.

M6. Incentives and feedback module recommends incen-
tive strategies to students and teachers according to
the historical achievement and CIPE effect data, and
evaluates the effectiveness of an incentive strategy by
testing whether there is a different before and after per-
forming the incentive strategy. The recommendation
of incentive strategies can be implemented by modern
artificial intelligent algorithms, which is one of our
future works.

IV. CIPE EFFECT QUANTITATIVE METHOD

In this paper, we design a CIPE effect quantitative metric
based on the achieving ratio of each graduation requirement
according to following principles.

• CIPE effect will be good if the achieving ratio is
increased, and opposite when the achieving ratio is
decreased.

• The small fluctuation of the achieving ratio can reflect
the discipline of the student, and thus corresponds to
a good CIPE effect.

• If the rank of a student is risen, the CIPE effect is
likely to be good.

Thus, we construct the CIPE effect quantitative metric using
following indicators.

• The increment of the two successive achieving ratios.
∆i,j = (ARi,j − ARi,j−1) is the current increment
at tj for gi. ∆i,j can be negative when the achieving
ratio is decreased.

• The number of the achieving ratio increasing. Ii,j =∑j
j′=1(∆i,j′ > 0) represents the number for gi at tj ,

where (∆i,j′ > 0) returns 1 if ∆i,j′ > 0 and otherwise
0.

• The number of the achieving ratio decreasing, Di,j =∑j
j′=1(∆i,j′ < 0), similar to the previous indicator.

• The standard deviation of historical achieving ratios,
σi,j =

√∑j
j′=1(ARi,j′ − µi,j)2/j, where µi,j is the

average of achieving ratios, which is
∑j

j′=1 ARi,j′/j.
This indicator reflects the fluctuation degree of the
achieving ratio.

The CIPE effect quantitative metric is defined by Eq. (3)
based these above four indicators, for each graduation require-
ment, and the overall CIPE effect quantitative metric is defined

by Eq. (4). The greater values these metrics have, the better
CIPE effect is.

ei,j =

{
Ii,j ·(1+∆i,j)

σi,j ·Di,j
if ∆i,j > 0

Ii,j
σi,j ·Di,j ·(1−∆i,j)

else
(3)

Ej =

N∑
i=1

ei,j
max1≤i≤N ei,j

(4)

V. CASE STUDY

In this section, we first present cases for illustrating how
students and teachers can be benefited from our CIPE effect
assessment system by visualization information.

A. Visualization for a Student

For each student, our system first provides its latest achiev-
ing ratios for all graduation requirements by a combination
chart, as shown in Fig. 3. As shown in the figure, the system
provides not only its achieving ratios, but also the average and
the best ones of all students, for the student. In addition, the
chart highlights the achieving ratios not passing in red color.
By comparing its achieving ratios with the average ones or the
passing lines, the student can get a clear sight in its position
and reasonably plan next goals.

In addition, the CIPE effect assessment system provides
the dynamic changes of each graduation requirement achieving
ratio for a student, in two forms, as shown in Fig. 4 and
5, respectively. Fig. 4 gives the achieving ratio for the first
graduation requirement in all time periods. The system also
provides the achieving ratios of others graduation requirements
for the student, as same as Fig. 4. From Fig. 4, the student
can see its achieving ratios, as well as the average and the
best ones. In addition, Fig. 4 gives the suggest of the next
goal for the student, according to its current achieving ratio.
The suggested goal is set as the average achieving ratio of
students with a higher grade than the current achieving ratio.
For example, for a student, the current achieving ratio is 0.73.
The average achieving ratio of students with achieving ratios
between 0.8 and 0.9 is 0.84. Then the next goal is suggested
to be 0.84. To give a more clear sight of the fluctuation of the
achieving ratio, the system also provides the variations of the
achieving ratio for each student, as shown in Fig. 5.

Based on the achieving ratio, the system calculates the
overall CIPE effect by Eq. (4), and shows the result by a bar
graph, as Fig. 6. By this graph, the system provides the overall
CIPE effect, and the average and the best one for every student,
which helps it to locate itself in its major learn and CIPE effect.

B. Visualization for a Teacher

For a teacher, the assessment system provides the statistical
information on achieving ratio and CIPE effect by boxplot
graphs, as Fig. 7 and 8, respectively. From these graphs,
the teacher can see clearly the relative difference among
achievements and CIPE effects of all graduation requirements.
With the knowledge of which graduation requirement has poor
or good achievements and CIPE effects statistically, the teacher
can analysis the strengths and weaknesses of its teaching
methods, and hasten the strengthening and make up for the
weaknesses in the future.
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Fig. 3. The latest achieving ratios of a student
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Fig. 4. The dynamical change of a graduation achievement for a student
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Fig. 5. The fluctuation of graduation achievement for a student

VI. CONCLUSION

In this paper, we study on the CIPE effect assessment for
Chinese higher education. We present a CIPE effect assessment
system to manage the data of graduation achievements and
the CIPE effect assessment of students, and propose a CIPE
effect quantification method for the CIPE effect based on the
graduation achievements. Our CIPE effect assessment system
and method can be helpful for continuous improvements on
achievements of students and teaching methods of teachers.
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Fig. 6. The overall CIPE effect assessed value for a student

   1       2        3        4         5        6       7        8        9        10       11     12

Fig. 7. The statistical information on achieving ratio for a teacher

To our best knowledge, this is the first attempt for quantify
the CIPE effect based on objective data. In the future, we will
study on the integration of our method with the subjective
assessment for the CIPE effect, to provide more comprehensive
knowledge for students and teachers.
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Bogotá D.C., Colombia

Abstract—This study proposes a reinforcement learning ap-
proach using Generalized Advantage Estimation (GAE) for
autonomous vehicle navigation in complex environments. The
method is based on the actor-critic framework, where the actor
network predicts actions and the critic network estimates state
values. GAE is used to compute the advantage of each action,
which is then used to update the actor and critic networks.
The approach was evaluated in a simulation of an autonomous
vehicle navigating through challenging environments and it was
found to effectively learn and improve navigation performance
over time. The results suggest GAE as a promising direction for
further research in autonomous vehicle navigation in complex
environments.

Keywords—Actor-critic; autonomous vehicles; generalized ad-
vantage estimation; navigation; reinforcement learning

I. INTRODUCTION

Autonomous vehicles have the potential to revolutionize
transportation by reducing accidents, improving efficiency, and
providing access to mobility for those who may not be able
to drive [1], [2]. However, their deployment is limited by
their ability to navigate complex environments, which can be
affected by various factors such as weather, traffic, and pedes-
trians [3]. In addition, traditional approaches to autonomous
navigation often rely on hand-designed rules or pre-defined
maps, which may need to be revised to handle the variety
and unpredictability of real-world environments [4], [5]. This
can lead to poor performance and even accidents in complex
scenarios.

From the point of view of robotic applications, one of
the main problems in autonomous navigation is localizing
the robot’s position and orientation in the environment [6],
[7]. This is typically done using sensors such as cameras,
lasers, and inertial measurement units (IMUs), which provide
noisy and partial observations of the environment [8], [9].
The robot must then fuse these observations with a map of
the environment and estimate its pose using techniques such
as Kalman filters, particle filters, or SLAM (simultaneous
localization and mapping). However, these techniques can
suffer from drift, ambiguity, and inconsistency, especially in
dynamic or cluttered environments, leading to erroneous or
uncertain pose estimates [10].

Another problem is planning and executing safe, efficient,
and feasible trajectories [11], [12]. The robot must consider
various constraints and objectives, such as avoiding collisions,
respecting traffic rules, minimizing energy consumption, and

following a given path or mission [13]. This requires sophis-
ticated algorithms that can reason about the robot’s dynamics,
kinematics, sensor models, and the environment’s geometry,
dynamics, and hazards [14]. These algorithms may include
motion planners, path followers, and trajectory optimizers,
which can be implemented using sampling-based planning,
optimal control, and reinforcement learning techniques [15].
However, these techniques can be computationally intensive
and may only sometimes find a solution, especially in complex
or changing environments.

A third problem is adapting and learning from the en-
vironment [16]. The robot must learn and generalize from
past experiences and observations to improve its performance,
robustness, and flexibility [17]. This requires deep learning,
transfer learning, and meta-learning, enabling the robot to learn
features, models, and policies from data and transfer them to
new tasks or situations [18], [19]. However, these techniques
require large amounts of data and computation and may suffer
from overfitting, generalization error, and sample efficiency.

To address this problem, a reinforcement learning approach
using Generalized Advantage Estimation (GAE) to enable au-
tonomous vehicles to learn to navigate complex environments
is proposed [20], [21]. Reinforcement learning enables agents
to learn by interacting with their environment and receiving
feedback as rewards or penalties [22]. It has been successfully
applied to various problems, including autonomous navigation
[23]. However, traditional reinforcement learning approaches
often require many interactions with the environment to learn
effectively, which can be impractical in real-time scenarios
such as autonomous navigation.

II. BACKGROUND

GAE is a method for estimating the advantage of each
action in a reinforcement learning algorithm, which is used
to update the policy [24]. It was developed to address the
problem of high variance in traditional reinforcement learn-
ing approaches, which can lead to slow learning and poor
performance. GAE uses a linear combination of the value
function and the reward to compute the advantage, which helps
to reduce the variance and accelerate learning. It is effective
in various environments, including robotic manipulation tasks
[25].

To this end [26] propose Observational Imitation Learning
(OIL), a novel imitation learning variant that supports online
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training and automatic selection of optimal behavior by ob-
serving multiple imperfect teachers. [27] describe a generic
navigation algorithm that uses data from sensors onboard the
drone to guide the drone to the site of the problem. [28]
propose a two-stage reinforcement learning (RL) based multi-
UAV collision avoidance approach without explicitly modeling
the uncertainty and noise in the environment. It is particularly
an arduous task when handling multi-agent systems where the
delay of one agent could spread to other agents. To resolve this
problem [29] propose a novel framework to deal with delays
as well as the non-stationary training issue of multi-agent
tasks with model-free deep reinforcement learning. MIDAS
uses an attention mechanism to handle an arbitrary number of
other agents and includes a “driver-type” parameter to learn a
single policy that aims of [30]. A neural network-based reactive
controller is proposed for a quadrotor to fly autonomously in
an unknown outdoor environment [31]. [32] aim to combine
cloud robotics technologies with deep reinforcement learning
to build a distributed training architecture and accelerate the
learning procedure of autonomous systems. A deep reinforce-
ment learning-based UANOA (USVs autonomous navigation
and obstacle avoidance) method is proposed [33]. Nowadays,
modern Deep-RL can be successfully applied to solve a wide
range of complex decision-making tasks for many types of
vehicles. Based on this context [34] propose the use of Deep-
RL to perform autonomous mapless navigation for Hybrid
Unmanned Aerial Underwater Vehicles (HUAUVs), robots that
can operate in both, air or water media. Other influential work
includes [35].

This work proposes a reinforcement learning approach
using GAE for autonomous vehicles navigating complex envi-
ronments. Our method is based on the actor-critic framework,
where the actor-network predicts the actions to take, and
the critic network estimates the value of each state. GAE
is used to compute the advantage of each action, which is
applied to update the actor and critic networks. Our method is
evaluated on a simulation of an autonomous vehicle navigating
through a series of challenging environments and show that it
can learn to navigate effectively and improve its performance
over time. Our results demonstrate the potential of GAE for
enabling autonomous vehicles to navigate through complex
environments and suggest that it could be a promising direction
for further research.

III. PROBLEM STATEMENT

Autonomous vehicles have the potential to revolutionize
transportation, but their ability to navigate complex environ-
ments is crucial for their practical deployment. Unfortunately,
traditional approaches to autonomous navigation often rely on
hand-designed rules or pre-defined maps, which may need to
be revised to handle the variety and unpredictability of real-
world environments. This can lead to poor performance and
even accidents in complex scenarios.

Reinforcement learning is a promising approach for en-
abling autonomous vehicles to learn to navigate through com-
plex environments. However, traditional reinforcement learn-
ing approaches often require many interactions with the envi-
ronment to learn effectively, which can be impractical in real-
time scenarios such as autonomous navigation. To address this
problem, the use Generalized Advantage Estimation (GAE) to

reduce the variance and accelerate learning in reinforcement
learning for autonomous vehicles is proposed.

This research aims to develop a reinforcement learning
approach using GAE for autonomous vehicles navigating
through complex environments and evaluate its performance
on a simulation of an autonomous vehicle navigating through a
series of challenging environments. The aim is to demonstrate
that our method can learn to navigate effectively and improve
its performance over time and to show that GAE has the
potential to be a promising direction for further research in
this area.

A simplified example to illustrate the basic ideas of using
GAE to enable an autonomous vehicle to navigate through
a complex environment can be seen in Algorithm 1. In
practice, additional factors such as perception, planning, and
dealing with real-world constraints and uncertainties must be
considered. In this example, the environment is represented
by the Environment class, which simulates the vehicle’s
interactions with the environment. The actor network and
criticnetwork are neural networks that predict the actions
to take and the value of each state, respectively. The Adam
optimizer is used to update the networks based on the loss.

The algorithm’s main loop runs through the episodes,
where an episode represents one complete run through the
environment. Within each episode, the algorithm runs through
the timesteps, where a timestep represents one action taken
by the vehicle. At each time step, the algorithm predicts the
action and the value using the actor and critic networks, takes
action, and observes the next state, reward, and done flag.
The reward and the value are stored in buffers, and the state
is updated.

When the episode is complete, the algorithm computes
the advantage using the GAE algorithm. It does this by
first predicting the value of the final state using the critic
network and then using this value along with the rewards
and values from the episode to compute the returns using the
compute gae function. The difference between returns and
values then defines the advantages.

Then actor and critic losses are calculated. Actor loss is a
measure of the quality of the action selection. It is computed
using the log probability of the action taken, as predicted by
the actor-network, and the advantage, as estimated by the GAE.
The advantage represents the excess reward obtained from
an action over the baseline value, and it reflects the relative
importance of the action in the long run. The log probability
represents the confidence of the actor-network in the action
and reflects the risk of the action in the short run. The
actor loss is defined as the negative dot product of these two
quantities, which indicates the trade-off between exploration
and exploitation. The actor loss is minimized during training
to improve the action selection of the robot. Mathematically,
the actor loss is defined as (Eq. 1):

actor loss = −mean (log probs× advantages) (1)

where log probs is a tensor of log probabilities, and
advantages is a tensor of advantages.
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Algorithm 1 Pseudocode for Reinforcement Learning Algo-
rithm using GAE

1: # Initialize the actor and critic networks
2: actor = Actor network()
3: critic = critic network()
4:
5: # Initialize the optimizer and the GAE parameters
6: optimizer = Adam(actor.parameters(), lr=learning rate)
7: gamma = 0.99 # Discount factor for future rewards
8: beta = 0.95 # Weight factor for the advantage
9:

10: # Loop through the episodes
11: for episode in range(num episodes): do
12: # Initialize the environment and the state
13: env = Environment()
14: state = env.reset()
15:
16: # Initialize the reward, value, and advantage buffers
17: rewards = []
18: values = []
19: advantages = []
20:
21: # Loop through the timesteps
22: while not env.done: do
23: # Predict the action and the value using
24: # the actor and critic networks
25: action = actor(state)
26: value = critic(state)
27:
28: # Take the action and observe the next state,
29: # reward, and done flag
30: next state, reward, done = env.step(action)
31:
32: # Store the reward and the value
33: rewards.append(reward)
34: values.append(value)
35:
36: # Update the state
37: state = next state
38: end while
39: # Compute the advantage using GAE
40: next value = critic(state)
41: returns = computate gae(next value, rewards)
42: returns = computate gae(values, gamma, beta)
43: advantages = returns− values
44:
45: # Compute the actor and critic losses
46: actor loss = (-log probs * advantages).mean()
47: critic loss = advantages.pow(2).mean()
48:
49: # Backpropagate the losses and update the actor
50: # and critic networks
51: loss = actor loss+ critic loss
52: optimizer.zero grad()
53: loss.backward()
54: optimizer.step()
55: end for

The critic loss is a measure of the quality of the value
estimation. It is computed using the advantage, as estimated
by the GAE, and the value, as predicted by the critic network.
The advantage represents the excess reward obtained from a
sequence of actions over the baseline value, and it reflects the
relative importance of the actions in the long run. The value
represents the expected reward obtained from a state or action,
and it reflects the long-term potential of the state or action. The
critic loss is defined as the mean squared error between these
two quantities, which indicates the deviation of the value from
the true advantage. The critic loss is minimized during training
to improve the value estimation of the robot. Mathematically,
the critic loss is defined as (Eq. 2):

critic loss = mean (advantages.pow (2)) (2)

where advantages is a tensor of advantages.

Finally, losses are backpropagated, and the model weights
are updated. The losses are backpropagated through the
model’s computation graph to compute the model weights’
gradients concerning the losses. The gradients are accumu-
lated over an episode’s timesteps and are used to update the
model weights using the optimizer algorithm. The optimizer
algorithm performs stochastic gradient descent on the model
weights, using the gradients as the updated direction and the
learning rate as the updated step size.

IV. METHODS

The algorithm is developed for a small autonomous robot
under the following considerations that replicate the functional
characteristics of our working platform (the robot could move
to any of the four adjacent cells in the grid by selecting one
of the following actions: up, down, left, or right). [36]:

• The robot has a state space of size four, representing
the state of the robot in the environment.

• The robot has an action space of size two, which
represents the actions that the robot can take in the
environment.

• The robot can be rewarded for performing a specific
action in the environment.

• The robot’s state can change after taking action in the
environment.

• The robot’s episode can be terminated (done flag set to
True) based on a particular environmental condition.

• The robot has an actor-network, which takes in the
current state of the robot and outputs a probability
distribution over the possible actions.

• The robot has a critic-network, which takes in the
current state of the robot and outputs a value estimate
for the current state.

Python and PyTorch are used for the implementation. The
first step consists of importing the libraries and defining algo-
rithm parameters, such as the number of episodes (1000) and
the learning rate (0.001). Next, the actor and critic networks is
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defined using PyTorch. The actor-network is a simple feedfor-
ward neural network with four input units (corresponding to
the state size), two output units (corresponding to the action
size), and two hidden layers with eight units each. The critic
network is also a simple feedforward neural network with four
input units (corresponding to the state size) and one output
unit (corresponding to the value estimate). Both networks use
ReLU activation functions.

Then, a function called compute gae() is defined to com-
pute the generalized advantage estimate for a given set of
rewards, values, and discount factor. This function takes in the
following value estimate, the rewards, the values, the discount
factor, and the weight factor for the advantage, and returns the
generalized advantage estimates.

The next step would be to define the environment with
which the robot will interact. This can be done by creating
a class for the environment, which should have methods for
resetting the environment, stepping through the environment
with an action, and checking if the episode is done. The envi-
ronment should also have necessary attributes, such as the state
and reward at each timestep and other relevant information.
For example, in the case of a small robot navigating through
a maze, the environment may have a 2D grid representation
of the maze, with the state being the current position of the
robot and the reward being based on the distance to the goal.

Finally, the algorithm’s main loop is implemented, consist-
ing of running through a series of episodes. In each episode,
the environment is restarted, and the state is initialized. At
each time step, the actor and critic networks are used to
predict the action and the value, respectively, and the action
is performed on the environment. The reward and value are
stored in buffers. Once the episode is terminated (either by
a termination condition or by reaching a maximum number
of timesteps), the GAE algorithm is used to compute the
rewards. For this purpose, the function compute gae() is used,
which takes the following value (predicted by the critical
network), the rewards, the values (predicted by the critical
network at each timestep), the discount factor (gamma) and
the weight factor (beta). In the end, it returns the calculated
payoffs. The losses of the actor and the critic are calculated
using the advantages and the stored probabilities and values.
These losses are backpropagated through the networks, and the
optimizer updates the networks. This process is repeated for
the specified number of episodes, updating the actor and critic
networks at each iteration based on the observed rewards and
advantages.

V. RESULTS

The experimental setup was designed entirely in Python
3.8.16 (GCC 7.5.0) and respected the motion constraints of
our ARMOS TurtleBot robot as well as the experimental
navigation environment. The robot was modeled as an agent
of the environment. The Deep-RL algorithm with GEA was
also implemented with Python and the PyTorch 1.13.0 library.

For all training episodes, the initial position of the vehicle
was set at the origin of the environment (lower left corner),
with coordinates (0.0, 0.0), with its front pointing towards the
positive x-axis. In each episode, a randomly generated target

point (final navigation destination) was created in the environ-
ment that the agent had to reach. In case of encountering an
obstacle, or a boundary of the environment, the agent turns its
position at a random angle and continues to move forward. The
episode ends if the vehicle has reached a total of 1000 steps
in that episode. Reaching the target point does not terminate
the episode.

The Adam optimizer was used to train the actor and critical
neural networks, with a learning rate of 0.001 for each method.
In both instances, a 256-piece minibatch size was chosen.
According to the reward values the agents attained, a training
cap of 1000 episodes was established. In order to ensure a
robust and effective learning algorithm, an exploration rate of
0.5 was employed for the actor network and 0.2 for the critic
network.

The reward value of one of the tests developed can be seen
in Fig. 1. It can be observed that it takes on average a little
more than 200 episodes to start learning the task, but after
this stage, it increases almost steadily the reward value until
it reaches close to the maximum saturation value.

Fig. 1. Moving of the reward over 1000 episodes of the training

Our algorithm has been extensively validated and has con-
sistently demonstrated accurate and effective agent behavior in
the environment. The agents were able to learn the features of
the environment and generalize their knowledge to successfully
navigate without the use of external maps. In addition, they
were able to adapt and learn how to avoid obstacles to
reach their target destination. These results demonstrate the
effectiveness of our algorithm in training intelligent agents
to navigate complex environments in a lifelike simulation.
This has important practical implications as it shows that our
approach can be used to train agents for real-world navigation
tasks without the need for external maps. Overall, our findings
highlight the potential of our algorithm as a powerful tool for
comprehending and learning complex behaviors in simulated
environments.

VI. DISCUSSION

The results of this study demonstrate the effectiveness of
using a Deep-RL algorithm with GEA for navigation tasks in a
simulated environment for a TurtleBot robot. The experimental
setup, implemented in Python and utilizing the PyTorch library,
successfully modeled the robot as an agent of the environment
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and respected the motion constraints of the TurtleBot. The
Adam optimizer was used to train the actor and critic neural
networks, with a learning rate of 0.001 and a minibatch size of
256. The exploration rate was set to 0.5 for the actor network
and 0.2 for the critic network.

The results show that the agent was able to effectively
navigate to the randomly generated target points in the envi-
ronment, while also avoiding obstacles and boundaries. It was
observed that it took on average a little more than 200 episodes
for the agent to start learning the task, but after this stage, the
reward value increases almost steadily until it reaches close to
the maximum saturation value. This suggests that the agent is
able to learn the navigation task in a relatively short amount
of time and perform well in the environment.

One limitation of this study is that the experiments were
conducted in a simulated environment, which may not fully
reflect the complexities of a real-world environment. Addi-
tionally, the agent’s decision-making process was based on a
predetermined set of rules, which may not be optimal in all
situations. However, the study’s results are still a promising
step towards the development of intelligent robots that can
navigate autonomously in complex environments.

In conclusion, this study has successfully demonstrated the
effectiveness of using a Deep-RL algorithm with GEA for
navigation tasks in a simulated environment for a TurtleBot
robot. The results show that the agent is able to learn the
navigation task in a relatively short amount of time and
perform well in the environment. Future work can further
improve the algorithm’s performance by incorporating more
realistic environments, and exploring other decision-making
methods.

VII. CONCLUSION

In this paper, a reinforcement learning algorithm for a
small robot using generalized advantage estimation (GAE) is
presented. The algorithm was implemented in Python and was
designed to enable the robot to navigate and interact with its
environment to maximize its reward. The robot was designed
to operate in a simple 2D environment. The environment
consisted of a grid of cells, each of which could be occupied
by the robot or contain an obstacle. The robot could move to
any of the four adjacent cells in the grid by selecting one of the
following actions: up, down, left, or right. At each timestep,
the robot received a reward based on its current position and
the presence or absence of obstacles in its environment. To
enable the robot to learn how to navigate its environment
and maximize its reward, a reinforcement learning algorithm
using GAE is implemented. The algorithm consisted of two
key components: an actor-network and a critic network. The
actor network was responsible for predicting the action the
robot should take at each timestep based on the current state
of the environment. The critic network was responsible for
predicting the value of each state, which was used to estimate
the expected future reward of each action. A combination
of supervised learning and reinforcement learning to train
the actor and critic networks is used. Specifically, the actor-
network to predict the action the robot should take at each
timestep based on the current state of the environment is
used. The actor-network was trained using supervised learning,

with the input being the current state of the environment and
the output being the predicted action. The critic network was
trained using reinforcement learning, with the input being the
current state of the environment and the output being the
predicted value.

The algorithm was run for a series of episodes, resetting the
environment and initializing the state at the beginning of each
episode. At each timestep, the actor and critic networks predict
the action and value, respectively, and the action is performed
on the environment. The reward and value are stored in buffers.
Once the episode is terminated, the GAE algorithm calculates
the payoffs, and the losses for the actor and critic networks
are calculated. These losses are backpropagated and used to
update the networks. The results of our experiments show that
the robot can successfully navigate through the environment
and reach the goal state, with the average reward increasing
throughout training. It was observed that the losses of actor
and critic networks decrease as training progresses, indicating
that the networks are learning effectively.

Overall, our implementation of the GAE algorithm for
the small robot demonstrates its effectiveness in learning to
navigate through an environment and reach a specific goal
state. Furthermore, this algorithm can be extended to other
reinforcement learning tasks in various environments, such as
control and decision-making.
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Abstract—A bicycle is a form of transport that not only
positively impacts the health of users, and the general population
by reducing pollution levels but also constitutes an accessible and
affordable means of transport for developing societies. However,
when coexisting with other forms of transport, the accident rate
is elevated, and the risk is high. Among the factors contributing
to accidents involving bicycles are collisions with motor vehicles.
These accidents can occur when a motor vehicle maneuvers and
does not see the bicycle or when a motorist drives distracted.
These types of accidents can be avoided if cyclists and motorists
are aware of the environment and respect traffic laws and
safety regulations. This research aims to develop a low-cost
autonomous electronic system that provides extra protection to
bicycle users, particularly by making them visible to other road
users on cloudy days or at night. The system uses a 32-bit
processor with brightness and acceleration sensors that trigger
visual alerts to both the bicycle user and possible nearby vehicles.
It also monitors and logs the signals on a server for route
evaluation. The laboratory successfully evaluated the prototype,
demonstrating its autonomy and performance. The test results
obtained demonstrate the system’s capacity to provide extra
protection, in addition to its robustness and accuracy.

Keywords—Autonomous system; bicycle users; embedded sys-
tem; protection; wearable

I. INTRODUCTION

The bicycle is a mode of transportation that has gained
increasing importance in developing countries such as Colom-
bia due to its multiple benefits [1]. First, it is an affordable
and accessible form of transportation for many people who
cannot afford to buy or maintain a motorized vehicle [2]. In
addition, the bicycle is an environmentally friendly means of
transportation, as it does not emit polluting gases or produce
noise, making it an attractive option in urban environments
where air pollution and noise can be severe problems [3].

Another advantage of the bicycle as a means of trans-
portation is its positive impact on people’s health [4]. Cycling
as a means of transportation is a physical activity that can
help improve cardiovascular fitness and burn calories, which
can help prevent diseases related to sedentary lifestyles [5].
Furthermore, in developing countries where access to health
services can sometimes be limited, cycling can effectively
improve the population’s health [6].

Cycling can also be an efficient form of transportation
in environments with little or no road infrastructure [7]. In
many developing countries, road infrastructure can be poor or
non-existent, making cycling a practical and effective form of
transportation [8]. In addition, cycling as a mode of transport
can help reduce traffic congestion in cities, as it takes up less
space on roads and streets.

Despite its many benefits, cycling also needs some help
as a means of transportation [9]. One of the main problems
is the need for adequate cycling infrastructure in many cities
and rural areas [10]. This can include a need for dedicated
bicycle lanes or safe and adequate parking spaces. This lack
of infrastructure can make it difficult and dangerous to use
bicycles as a means of transportation in some areas.

Another problem is the need for more acceptance and
respect by motor vehicle drivers for bicyclists [11]. So often,
drivers are not habituated to sharing the road with cyclists and
may be inconsiderate or hostile towards them [12], [13]. This
can make it difficult and dangerous for cyclists to share the
road with motor vehicles.

Bicycle user accidents in developing countries are a serious
and worrying problem [14]. Bicycle accidents can have severe
consequences for those involved, including serious injury or
death. In addition, bicycle accidents can have a significant
economic and social impact, as they can require costly medical
care and disrupt people’s ability to work and support their
families.

Several factors can contribute to bicycle accidents [15].
One of the main factors is the need for adequate infrastructure
for bicyclists, such as dedicated bicycle lanes or safe and
adequate places to park bicycles. This lack of infrastructure can
make it difficult and dangerous to use bicycles as a means of
transportation in some areas. However, the most critical factor
is the need for more awareness and respect by motor vehicle
drivers for cyclists [16]. Often, drivers are not accustomed
to sharing the road with cyclists and may be inconsiderate
or hostile towards them. In addition, lighting and visibility
conditions on the road increase the risk of bicycle accidents.

Lack of adequate lighting on roads and streets is a signif-
icant factor in nighttime bicycle accidents [17], [18]. When
there is little or no lighting, it can be difficult for bicyclists
and other road users to see obstacles or potential hazards,
increasing the risk of accidents [19]. In addition, poor lighting
can make it difficult for motor vehicle drivers to see bicyclists,
which can also increase the risk of crashes [20].

This research proposes a low-cost electronic system ca-
pable of increasing the visibility of bicycle users [21]. This
system incorporates a 32-bit microcontroller with two cores
capable of high-speed response and Wi-Fi and Bluetooth
communication [22], [23]. This processor works hand in hand
with an illumination level sensor (illuminance) to identify risk
states and generate visual and acoustic alerts [24], [25].

The problem addressed in this research is the high accident
rate of bicycles when coexisting with other forms of transporta-
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tion, particularly motor vehicles. Bicycle accidents can occur
when a motorist does not see the bicycle or when the motorist
is distracted. These accidents can have severe consequences
for cyclists, including injury or death.

One contributing factor to these accidents is the difficulty
in seeing bicycles, especially on cloudy days or at night.
Cyclists may not be visible to other road users, leading to
collisions. In developing societies, where bicycles are often an
affordable and accessible form of transportation, this problem
is especially relevant.

To address this problem, the research aims to develop a
low-cost autonomous electronic system that provides extra
protection to bicycle users by making them more visible to
other road users. The system uses a 32-bit processor with
brightness and acceleration sensors that trigger visual alerts
to both the bicycle user and nearby vehicles. It also monitors
and logs the signals on a server for route evaluation. The goal
is to create a robust, accurate system, and capable of providing
extra protection to bicycle users to reduce the risk of accidents.

The following section presents a review of the background
considered in the design of the prototype, both at the functional
and implementation levels. The methods section summarizes
the design criteria, its implementation, and system usage
considerations. The results section presents the performance
tests and the behavior recorded in laboratory conditions, and
finally the conclusions section presents the summarized results.

II. BACKGROUND

In recent years, there has been a growing interest in
the development of innovative Human Activity Recognition
(HAR) systems that exploit the potential of wearable devices
integrated with deep learning techniques. One such example
is presented by [26], who propose an innovative HAR system
with the aim of recognizing the most common daily activities
of a person at home. The authors use a combination of
wearable sensors and deep learning techniques to accurately
classify activities such as walking, sitting, and standing. They
evaluate the performance of their system using a dataset of
daily activities collected from 20 participants and achieve an
overall accuracy of 96.7%. This study highlights the potential
of using wearable devices and deep learning techniques for
accurate recognition of daily activities.

Another area of research in the field of robotics and
intelligent systems is the design and construction of low-cost
Internet of Things (IoT) sensor meshes for remote measure-
ment of parameters. The author in [27] present a design and
construction of a low-cost IoT sensor mesh that enables the
remote measurement of parameters of large-scale orchards.
The authors propose the use of a mesh network of low-cost,
low-power sensors to collect data on temperature, humidity,
and soil moisture. The sensor mesh is designed to be easy to
deploy, maintain and provides real-time data to the farmers.
The system is evaluated in a commercial orchard and the
results demonstrate that it can accurately measure temperature,
humidity, and soil moisture.

[28] explore the technical development of a multi-user
multi-modal traffic simulation platform that expands on the ca-
pabilities of traditional traffic simulators. The authors propose

a platform that combines traditional traffic simulation with
virtual reality (VR) technology, allowing for multi-user and
multi-modal simulations. The platform is evaluated through
a case study of a complex urban intersection and the results
demonstrate its ability to accurately simulate traffic flow and
pedestrian behavior. This study highlights the potential of using
VR technology to enhance the capabilities of traditional traffic
simulation platforms and improve their accuracy in simulating
complex traffic scenarios.

[29] introduce a novel low-cost solar-powered wearable
assistive technology (AT) device, whose aim is to provide
continuous, real-time object recognition to ease the finding of
the objects for visually impaired (VI) people in daily life. The
authors propose the use of a low-cost, solar-powered wearable
device equipped with a camera and a deep learning-based
object recognition system. The device is evaluated through
user studies with VI individuals and the results demonstrate its
ability to accurately recognize objects in real-time and improve
the independence of VI individuals in their daily life.

[30] present a new “active mask” paradigm, in which the
wearable device is equipped with smart sensors and actuators
to both detect the presence of airborne pathogens in real time
and take appropriate action to mitigate the threat. The authors
propose the use of an active mask equipped with sensors
for detecting airborne pathogens and actuators for releasing
disinfectants. The device is evaluated through laboratory tests
and the results demonstrate its ability to accurately detect
pathogens and effectively release disinfectants.

[31] aim at helping the mobility-challenged individuals
with a novel robotic companion, which is a walker-type mobile
robot capable of accompanying the human user and keeping
user at the center for protection and possible power assistance.
The authors propose a robot that can assist mobility-challenged
individuals with navigation, object recognition, and power
assistance. The robot is evaluated through user studies with
mobility-challenged individuals and the results demonstrate its
ability to improve the independence and safety of the users.

[32] use VR 360° panoramic technology to develop a vir-
tual wetland ecological system for applications in environmen-
tal education. The authors propose the use of VR technology to
create an immersive virtual wetland ecosystem for educational
purposes. The virtual wetland is evaluated through a user study
with students and the results demonstrate its ability to improve
the understanding and engagement of students in learning
about wetland ecology. This study highlights the potential of
using VR technology in environmental education to create
immersive and interactive learning experiences.

[33] present a new “active mask” paradigm, similar to
the one presented by [30], in which the wearable device
is equipped with smart sensors and actuators to both detect
the presence of airborne pathogens in real time and take
appropriate action to mitigate the threat. The authors propose
an active mask equipped with sensors for detecting COVID-
19 and actuators for releasing disinfectants. The device is
evaluated through laboratory tests and the results demonstrate
its ability to accurately detect COVID-19 and effectively
release disinfectants.

[34] introduce an artificial intelligence-powered multi-
modal robotic sensing system (M-Bot) with an all-printed
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mass-producible soft electronic skin-based human-machine in-
terface. The authors propose a robot that can sense and interact
with its environment through an electronic skin interface. The
robot is equipped with AI algorithms for object recognition
and tactile sensing. The robot is evaluated through laboratory
tests and the results demonstrate its ability to accurately sense
and interact with its environment through its electronic skin
interface.

[35] develop an air quality monitoring platform that com-
prises a wearable device embedding low-cost metal oxide
semiconductor (MOS) gas sensors, a PM sensor, and a smart-
phone for collecting the data using Bluetooth Low Energy
(BLE) communication. The authors propose a wearable device
for monitoring air quality, specifically for PM and gas pollu-
tants. The device is evaluated through laboratory tests and the
results demonstrate its ability to accurately measure PM and
gas pollutants in the air.

III. METHODS

The project’s objective was to develop a low-cost wearable
system (accessible to the average user) with high processing
and communication capabilities. To meet these criteria, a
vest was developed with embedded electronics equipped with
sensors and display units, both for the user and individuals on
the road. The control unit selected was the ESP32 SoC (System
On a Chip) from Espressif Systems, which is supported by a
32-bit, dual-core Tensilica Xtensa LX6 microprocessor. This
processor supports a clock frequency of up to 240 MHz,
with a performance of up to 600 DMIPS (Dhrystone Mil-
lion Instructions Per Second). In addition, the SoC has Wi-
Fi/Bluetooth functionalities that cover the protection system’s
communication requirements.

The protective vest also incorporates other essential safety
elements for urban cyclists, among them are the following:

• Reflective elements: The vest includes reflective
stripes and other reflective elements to help make the
wearer more visible to other road users, especially in
low-light conditions.

• High visibility colors: The design of the vest uses
brightly colored and evident materials, such as neon
yellow and orange, to help improve visibility.

• LED lights: A signaling system with LED lights have
been incorporated into the vest to increase visibility.
The protection system control unit controls these
lights.

• Breathability: Breathable materials have been used in
the vest design, which is especially important if you
are cycling in hot climates to avoid overheating.

• Fit: The vest incorporates adjustable straps to fit
different body types. To improve safety, a good fit
should be ensured, and comfort should be improved.

• Durability: The vest must be made of durable mate-
rials that can withstand regular use and wear.

• Water resistance: Special care was taken to ensure
that the vest would function in wet conditions. In

addition, a water-resistant vest can help keep the
wearer dry and comfortable.

A series of sensors were incorporated into the control unit,
including the illuminance sensor (luminous flux per unit area).
The BH1750 sensor was used, a digital light sensor that mea-
sures in Lux (lumen/m2). The sensor uses I2C communication,
has high precision, and ranges from 1 to 65535 lx. This sensor
was calibrated in the laboratory with a reference lux meter
in a dark room with lighting control (Fig. 1). Low values
correspond to low illumination conditions, and high values
to high illumination conditions. The measured error averaged
4.8%, with maximum values of 14.6%.

Other sensors and peripherals incorporated into the system
include:

• A U-Blox NEO-6M GPS (Global Positioning Sys-
tem) U-Blox NEO-6M, a high-accuracy, low-cost GPS
module for global tracking.

• A GY-521 MPU-6050 module incorporating a gy-
roscope and accelerometer, both with MEMS tech-
nology, has six axes of freedom (three axes of the
accelerometer and three axes of the gyroscope).

• Two 32×8 pixel LEDs grid with Bluetooth to alert
people close to the cyclist.

• One 84×48 pixel monochrome graphic display with
PCD8544 controller for communication with the user.

• A small Lithium-ion (Li-ion) battery pack.

A road safety vest for cyclists is a portable system designed
to increase the visibility and safety of cyclists when riding on
the road. Functionally, the essential part is the control unit,
based in our case on the ESP32 SoC, which is responsible for
processing the inputs coming from the sensors and controlling
the output of the vest. The following describes in detail how
the control unit of the road safety vest works with illuminance
sensors, gyroscope, accelerometer, GPS, and LED displays to
show the status to vehicle drivers and a display to inform the
user.

First, let’s consider the role of the illuminance sensors.
These sensors detect the ambient light level in the environment
where the vest is being worn. This information is vital because
the vest’s LED displays, which communicate the wearer’s
status to vehicle drivers, need to be bright enough to be seen
in low-light conditions but not too bright to be distracting in
bright-light conditions. The SoC control unit will use the illu-
minance sensors’ data to adjust the LED displays’ brightness
accordingly. The information displayed is congruent with the
state of the cyclist, which is supported by the accelerometer.
Therefore, this information is accentuated in the LED array,
as well as if he/she is stopped or brakes suddenly.

Next, let’s consider the role of the gyroscope and ac-
celerometer. These sensors are used to detect the movement
and orientation of the vest. The gyroscope measures angular
velocity, which allows the microcontroller control unit to
determine the vest’s orientation in space. The accelerometer
measures acceleration, which allows the microcontroller con-
trol unit to determine the vest’s movement. This information
is helpful for several reasons. For example, suppose the vest is
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Fig. 1. Illuminance sensor vs. reference sensor characteristics

worn while cycling. In that case, the accelerometer can detect
when the wearer is braking or accelerating, which can activate
the LED displays to alert vehicle drivers of the wearer’s
intentions. Likewise, the gyroscope can detect when the wearer
is turning, which can also activate the LED displays to alert
vehicle drivers of the wearer’s intentions.

The GPS (Global Positioning System) sensor determines
the vest’s location. This information is used by the SoC control
unit to display the wearer’s location on the display screen and
to report the tracking information to a web server, which can
be helpful for navigation purposes. Additionally, the GPS data
can activate the LED displays when the vest is approaching
a location where it is vital for the wearer to be more visible,
such as a busy intersection.

The LED displays on the vest are used to communicate
the wearer’s status to vehicle drivers. For example, the LED
displays can be activated to show a solid red light when the
wearer is braking, a solid yellow light when the wearer is
turning, and a solid green light when the wearer is accelerating.
The LED displays can also display a flashing red light when
the vest is approaching a location where it is crucial for the
wearer to be more visible, such as a busy intersection.

Finally, the vest should also have a display screen to inform
the user of various information, such as the vest’s battery level,
the current time, and the wearer’s location on a map. The SoC
control unit can use the data from the various sensors to update
this information on the display screen in real time.

The SoC control unit of the road safety vest incorporates
illuminance sensors, a gyroscope, accelerometer, GPS, LED
displays to show the status to vehicle drivers, and a display
to inform the user should function by using the data from
the various sensors to control the output of the vest. The
illuminance sensors are used to adjust the brightness of the
LED displays, the gyroscope and accelerometer are used to
detect the vest’s movement and orientation, the GPS sensor is
used to determine the vest’s location, and the LED displays

are used to communicate the condition of the cyclist to other
road users, primary drivers of motorized vehicles (Fig. 2).

IV. RESULTS AND DISCUSSION

The performance evaluation of the system was aimed at
ensuring that the vest effectively increases cyclists’ visibility
and safety when riding on the road. In this regard, firstly, the
role of illuminance sensors was considered. The performance
of these sensors can be evaluated by measuring the accuracy
of the ambient light level readings they provide. This was done
by comparing the sensor readings with the actual ambient light
level in the environment using a light meter. The sensors must
provide accurate readings because the vest’s LED displays,
which are used to communicate the wearer’s status to vehi-
cle drivers, must be bright enough to be seen in low light
conditions but not too bright to be distracting in bright light
conditions (Fig. 3).

Another critical part of the testing considered the role of
the gyroscope and accelerometer. The performance of these
sensors was evaluated by measuring the accuracy of the
angular velocity and acceleration readings they provide. This
was done by comparing the sensor readings with the actual
angular velocity and acceleration of the vest using a separate
device (a gyroscope and a high-precision accelerometer). The
sensors must provide accurate readings because they are used
to detect the vest’s motion and orientation, which activate
the LED displays that alert vehicle drivers of the wearer’s
intentions.

The performance of the GPS (Global Positioning System)
sensor was evaluated by measuring the accuracy of the location
readings it provides. This was done by comparing the sensor
readings with the actual location of the vest using an inde-
pendent GPS device and a map. Accurate location readings
are essential for the sensor because the vest’s display uses this
information to show the user’s location. This information is
also used to track the user on the Internet. In addition, the
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Fig. 2. Proposed operating strategy

Fig. 3. Illuminance sensor tests

GPS data is used to activate the LED displays when the vest
approaches a location where it is vital for the wearer to be
more visible, such as a busy intersection.

The performance of the LED displays was evaluated by
measuring their visibility from different distances and angles.
This was done by observing the displays from different posi-
tions while wearing the vest and comparing the visibility to
a standard. The displays must be evident from a distance and

at different angles as they communicate the wearer’s status to
vehicle drivers.

Finally, the performance of the display screen that informs
the user of various data, such as the vest’s battery level, the
current time and the user’s location coordinates, was evaluated
by measuring the accuracy and readability of the information
it displays. This was done by comparing the information
displayed on the screen with that of another device and by
viewing the screen from different positions while wearing the
vest. The display screen must provide accurate and legible
information because it is used to inform the wearer of various
vital details. In addition, the logging of information of all
variables detected by the vest to the web server was verified,
which should include the date and time information, and match
the information displayed to the user in real-time (Fig. 4).

In summary, the cycling safety vest’s performance meets
the design profile’s performance expectations. It has an ex-
cellent response to changes in illuminance and provides high
visibility by combining LED lights with bright, high-visibility
colors. The response characteristics to sudden changes in
acceleration and geographic location increase user protection
in situations beyond their control. The system will be further
tested for mechanical robustness, ergonomics and comfort to
meet additional design parameters.
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Fig. 4. Tracking of system variables

V. CONCLUSION

In conclusion, the proposed safety vest for cyclists is a
portable and innovative device that aims to improve the visi-
bility and safety of cyclists on the road. The vest incorporates
illuminance sensors, a gyroscope, an accelerometer, GPS, and
LED displays to show the status to vehicle drivers and a display
to inform the user. The SoC that controls the vest is responsible
for processing the information from the different sensors and
controlling the output of the vest. The illuminance sensors
measure the ambient light level in the environment in which the
vest is worn, which is vital for adjusting the brightness of the
LED displays accordingly. The gyroscope and accelerometer,
meanwhile, measure the movement and orientation of the vest
and are used to activate the LED displays and alert vehicle
drivers of the wearer’s intentions. The GPS sensor determines
the location of the vest. It is used to display the wearer’s
location on the screen and to activate the LED displays when
the vest approaches a location where the wearer needs to
be more visible, such as a busy intersection. All detected
information is transmitted in real-time to a web server for
logging and tracking. LED displays are used to communicate
the user’s status to vehicle drivers, showing solid red light
when the user brakes, solid yellow light when turning, and a
solid green light when accelerating. They can also be used to
display a flashing red light when the vest approaches a location
where the wearer needs to be more visible. Finally, the vest
also has a display that informs the user of the vest’s battery
level, the current time and the user’s location on a map.

The results of the laboratory tests show that the vest is
a well-designed and effective device that can significantly
improve the visibility and safety of cyclists. The ability to
adjust the brightness of the LED displays based on the ambient
light level detected by the illuminance sensors ensures that the
displays are always visible to vehicle drivers, regardless of
lighting conditions. In addition, the gyroscope and accelerom-
eter allow the vest to detect the wearer’s movement and orien-
tation, which can activate the LED displays and alert drivers
of the wearer’s intentions. Finally, the GPS sensor allows the
vest to determine its location, which can be displayed on a
map on the display screen for navigation purposes and used to

activate the LED displays when the vest approaches a location
where the wearer must be more visible.

Future work on this vest could include the integration of
additional sensors, such as a heart rate monitor, to provide the
user with even more information about their physical condition
while cycling. Another potential improvement could be the
integration of a communication system, such as a two-way
radio, to allow the user to communicate with other cyclists or
vehicle drivers in their vicinity. Additionally, the vest could
be integrated with a smart phone app that allows the user to
remotely control the vest’s functions and view real-time data
from the sensors. Finally, further testing and evaluation of the
vest in real-world conditions, including in different weather
conditions, would help to further optimize its performance and
effectiveness.
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Abstract—Change Impact Analysis (CIA) is essential to the
software development process that identifies the potential effects
of changes during the development process. The changing of
requirements always impacts on the software testing because
some parts of the existing test cases may not be used to test
the software. This affects new test cases to be entirely generated
from the changed version of software requirements specification
that causes a considerable amount of time and effort to generate
new test cases to re-test the modified system. Therefore, this paper
proposes a novel automatic impact analysis approach of test cases
based on changes of use case based requirement specification.
This approach enables a framework and CIA algorithm where
the impact of test cases is analysed when the requirement
specification is changed. To detect the change, two versions
as before-change and after-change of the use case model are
compared. Consequently, the patterns representing the cause of
variable changes are classified and analysed. This results in the
existing test cases to be analysed whether they are completely
reused, partly updated as well as additionally generated. The new
test cases are generated automatically by using the Combination
of Equivalence and Classification Tree Method (CCTM). This
benefits the level of testing coverage with a minimised number
of test cases to be enabled and the redundant test cases to be
eliminated. The automation of this approach is demonstrated with
the developed prototype tool. The validation and evaluation result
with two real case studies from Hospital Information System
(HIS) together with perspective views of practical specialists
confirms the contribution of this tool that we seek.

Keywords—Change impact analysis approach; test case; black-
box testing; use case based requirement specification; combination
of equivalence and classification tree method

I. INTRODUCTION

Software testing is one of the most necessary and integral
stages in the software development life cycle [1]. It consists
of a set of activities that are performed by using a systematic
approach. This enables a System Under Test (SUT) to be exe-
cuted on a set of test cases to ensure that the software system
is free from error. Black-box testing is one of the software
testing methods that examines the functionality of software
without knowing the internal structures or mechanisms. It is
sometimes called specification-based testing as this type of
software testing is being performed to validate the complete
or integrated software based on the Software Requirements
Specification (SRS) document. Test cases are usually derived
from software artifacts such as specifications and design.
Software testers initially go through the requirement document
to understand requirements and specifications before designing
and generating test cases.

Recently, black-box testing techniques have been widely
applied in many practical software development domains in-
cluding Point of Sales (POSs) [2], Internet of Things (IoTs)
[3], School Payment Information System [4] and e-Learning
system [5]. The result of this application can confirm that
black-box testing can guarantee the correctness of the system
functionality whether it meets the expected users’ needs.
Furthermore, in the software testing community, several black-
box testing techniques have been introduced. The widely
known black-box testing techniques include Equivalence Class
Partition (ECP) [1], Boundary Value Analysis (BVA) [1], Clas-
sification Tree Method (CTM) [6], [7], Decision Table–Based
Testing [1], State Transition Testing [1]. These influence the
benefit which maximises test case coverage with a minimised
number of test cases. However, one of the research chal-
lenges in software testing is that since the generated test
case is normally derived from the SRS document, changing
requirements always impacts on the existing previous test cases
which are unable to be retested in the modified system [8],
[9]. As the advanced technology demands businesses grow
and evolve their needs, the requirement of systems becomes
more complex and continuously changes. Over time, some
domain features may not be needed, therefore either removing
or replacing them with a new feature, whilst may be refined
[8], [9]. Whenever the software requirement is changed, the
testing process is affected. This leads to new test cases being
created from the changed version of software requirements
specification. Consequently, this causes considerable time and
resource effort to generate test cases to test all new systems
to ensure that all components in the system are connected and
functioning correctly. Thus, Change Impact Analysis (CIA) for
testing is needed to determine how much software testing and
test automation should be performed by software testers after
the change.

Therefore, in our previous work [10], we proposed the con-
ceptual vision of impact analysis framework of test cases based
on changes of use case based requirements. This framework
analyses the impact on changes of test cases when variables
in use case specification are changed. Five patterns of atomic
changes were designed specifically according to the change of
use case specification affecting the test case as 1) change of
variable name, 2) change of variable type, 3) change of variable
range value, 4) change of number of variables, and 5) change
of variable order. The result of this impact analysis enables
the existing test cases to be completely reused, partly updated
as well as additionally generated. The modified version of
test cases is generated with the Combination of Equivalence
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and Classification Tree Method (CCTM), the hybrid testing
generation approach of ECP with CTM testing technique.
The combination of testing technique increases the level of
testing coverage and reduces the redundant test cases. The
effectiveness of this framework was demonstrated manually
with the real case study, Kidney Failure Diagnosis (KFD)
system.

The work proposed in this paper is extended from our
previous work [10]. This paper presents an automated impact
analysis approach of test cases based on changes of use
case based requirement specification. The automation of this
approach is demonstrated by an automatic prototype tool in
which the CIA algorithm of the approach is implemented in
this tool. To detect changes, the tool provides consistency
checking by comparing two versions as before-change and
after-change of use case XML files. Five patterns of atomic
changes designed specifically are encoded into this tool to
analyse and classify the cause of the change. The tool also
performs the analysis of level of change impact on the before-
change version of test cases that are classified into four groups
as no-change, delete, update and create categories. To create
the new test cases, CCTM was implemented in the tool.
Furthermore, we show the applicability and efficiency of the
proposed automatic approach and tool with two case studies
formulated from real-world Hospital Information System (HIS)
with perspective views of practical specialists. The result of
this test case generation from these case studies by the tool
was compared with the expected test cases that were calculated
manually to validate the accuracy and effectiveness of both
approach and implementation. The reusability level of test
cases was also evaluated by the case studies. Moreover, the
satisfactory level of the proposed approach and tool was
evaluated from practical specialists for potential application
in the future.

The rest of the paper is structured as follows. Section
II gives the necessary background and related work. Then,
Section III describes and demonstrates the proposed impact
analysis approach and the detailed algorithm with our experi-
enced case study. In Section IV, we demonstrate the proof of
concept of our proposed approach through the evaluation of
implemented prototype tool for impact analysis of test cases
with two real-world case studies. Section V presents lesson
learned and discussions of this study. Finally, conclusions and
areas of future work are summarised in Section VI.

II. RELATED WORK

There are some research studies dealing with the applica-
tion of the CIA approach to analyse the effect level of test case
changes [11], [12], [9], [8], [13]. Some of these focus on the
impact analysis of test cases from changes in database schema
such as the work proposed by [12], [13]. The author in [12]
presented a tool for analysing the changes of database schema
encoding in terms of embedded SQL in the source code. The
database schema change is detected from the recorded log
file before the impact of the corresponding embedded SQL
in the source code is analysed and new test cases are finally
generated. In [13], the impact of changes in database schema
requirements such as addition, deletion, modification or change
of some schema values is analysed before a set of test cases
corresponding to the change is generated.

Some research studies proposed a CIA framework for test
cases from the change of specification [11], [9], [8], [14]. The
author in [11], [9] proposed the impact analysis framework
of test cases from the change of use case specification. The
author in [11] proposed a test case selection framework based
on the change of two versions of use case description. These
two versions of the use case description are encoded in XML
file format and used as input for this framework. Requirement
validation matrix mapping the use case with its corresponding
generated test cases is used to check and track the change of
use cases. When there are changes in the use case, the existing
test case affected from the change is considered whether is
can be reusable. The author in [9] extended the capability of
[11] in which the requirement validation matrix is generated
automatically from the old version of use case description
when it does not exist. However, both former research studies
only analyse the impact results in either the existing test case
from the previous version can be reused or the new test case
must be generated. They do not classify the cause of change
into a pattern which may help testers to analyse the change
of test cases faster and more efficiently. Furthermore, their
framework does not support the automatic test case generation
in the case that new test cases are required to be generated due
to the added feature or requirement. Recently, [14] proposed
a CIA approach for test cases affected from the change of
inputs or outputs of functional requirements. The approach
offers the change process enabling the change control over
functional requirements, test cases and database schema. The
rollback mechanism is also provided to support in the case
of cancelling of changes. Similar to other earlier mentioned
studies, the cause of change is not classified and the level of
reusability is not specified in this work.

The closely related work is proposed by [8]. They proposed
the impact analysis framework of test cases from the change
of use case specification. They introduced seven patterns
indicating the cause of changes into their impact analysis tool.
This includes the change of 1) variable name, 2) data type,
3) variable value, 4) variable tag, 5) order, 6) link and 7)
variable number. They are used to analyse the two versions
of HTML document and XML schema file representing the
previous and changed version of input and output specified in
the Graphic User Interface (GUI) of web application. ECP and
BVA testing techniques are used to generate the new test case.
From our literature reviews, we can conclude that there are few
attempts at the specification level. Therefore, our challenge is
to contribute an impact analysis approach for test case based
on changes of requirement specification.

III. MATERIALS AND APPROACH

A. Framework of Impact Analysis of Test Cases

A conceptual overview of an impact analysis framework
of test cases based on changes of use case proposed in our
preliminary work [10] as shown in Fig. 1. This framework is
divided into four steps: 1) variables in two versions as before-
change and after-change of the use case specification model
are extracted. Then, 2) the extracted variables from these two
versions are compared. This results in the variables affected
from the requirement change to be identified. The cause of
changes is also identified. There are five patterns of atomic
changes classified for the cause of changes that are a) change of
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variable name, b) change of variable type, c) change of variable
range value, d) change of number of variables and e) changes
of variable order. After that 3) the impact analysis of test cases
is performed. This enables the corresponding test case from the
before-change version recorded on the database to be retrieved
in order to analyse the level of change impact. Consequently,
the analysed test cases are classified into four groups that are
no-change, delete, update and create categories. In the case
of no change effect, the test case is totally reused in the new
version. However, if change impacts of test cases are detected,
either the affected test case is updated giving it improvement
or 4) the new test case is fully generated according to the
additional requirement by using CCTM technique.

Fig. 1. Framework of impact analysis of test cases [10]

B. Case Study

To demonstrate the effectiveness of our approach, we
formulate our case study, Medical Record System (MRS) from
a real-world system, Hospital Information System (HIS)1, an
open-source software based on Java platform. The system
was deployed over 90 hospitals in Thailand. This system
has been chosen as it is a safety-critical system related to
human diagnosis that requires a high degree of correctness.
Furthermore, we select two real case studies from the sub-
system that has the requirements changing issues, these types
of modules require a high degree of accuracy calculation and
measurement. To explore the effectiveness of our approach, we
chose Kidney Failure Diagnosis (KFD) and Online Nursing
Assessment (ONA) subsystems from HIS. Table I shows the
criteria of the selected case studies from the different level
of complexity. Number of implemented use cases is the first
criteria to demonstrate the complexity of system. As the
Cartesian product method is used in testing technique in which
all variable range value are multiplied together to generate test

1http://www.opensource-technology.com

cases, number of variable is the second criteria. Number of
change requests influencing five patterns of atomic changes
is the other criteria used for case study selection. As can be
seen in this table, KFD is a simple case study that is used
to demonstrate and evaluate how the proposed approach and
its implemented prototype tool work. ONA is a more complex
case study compared to KFD in terms of number of use cases,
variables and change requests. Moreover, it contains the change
requests covering all patterns of atomic changes. Therefore,
ONA is more focused on the evaluation of the efficiency of the
approach and implementation. Specifications of these systems
are described in the following sections.

TABLE I. CASE STUDIES CHARACTERISTICS
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KFD 3 6 3 × × - × ×
ONA 5 19 4 × × × × ×

1) Kidney Failure Diagnosis (KFD) Subsystem: KFD is a
subsystem in MRS that records the history of patient treatment.
KFD subsystem provides the result of kidney failure analysis
to physicians helping them to diagnose whether their patients
kidney disorders are abnormal. The Chronic Kidney Disease
(CKD) of a patient is calculated and used to interpret the stage
of kidney disease by this system. This calculation is based on
two factors: Glomerular Filtration Rate (GFR) and Uric Acid
Creatinine (UO). GFR is a calculation that is used to determine
how well the kidneys function by estimating the blood that is
filtered by the kidneys. GFR is normally calculated by using
mathematical formula including the Age, Gender and Serum
Creatinine (SCr) of patients. Failure of the patient kidney
is interpreted by determining GFR values together with the
effects of UO. This results in the stage of kidney failure to
be interpreted and suggests what treatment is applied to the
patient. After this diagnosis and applying the treatment to
the patient, the nurse records the information regarding the
measured factors, interpretation and diagnosis results into the
system, so that the physician can view the history of treatment
in order to monitor the patient disease later.

Requirements. The requirements of this system are sum-
marised as follows:

• REQ1: The system shall automatically calculate GFR
value for the patient from Gender, Age and Scr.

• REQ2: The system shall accurately perform the kid-
ney failure state from GFR and UO value mapping in
five stages.

◦ Stage 1 (Risk Stage): GFR >=90 AND UO >
300 mg/g

◦ Stage 2 (Injury): GFR = 60-89 AND UO >
300 mg/g

◦ Stage 3 (Failure): GFR = 30−59 AND (UO
= 30−300 mg/g OR UO > 300 mg/g)

◦ Stage 4 (Loss): GFR = 15−29 AND (UO <
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30 mg/g OR UO = 30-300 mg/g OR UO >
300 mg/g)

◦ Stage 5 (ESRD): GFR < 15 AND (UO < 30
mg/g OR UO = 30-300 mg/g OR UO > 300
mg/g)

• REQ3: The interpreter of kidney failure states per a
patient must be displayed at only one stage.

Use Case based Specification Model. The use case
diagram of KFD subsystem is shown in Fig. 2. It consists
of three modules as demonstrated as use cases UC001-UC003
that covers all KFD functionality including GFR calculation,
interpretation and display that correspond to requirements
REQ1-REQ3, respectively. The detailed functionality of each
use case is represented in the form of use case description as
shown in Fig. 3. This figure demonstrates a brief description
of use case UC001 that describes the behaviour of function
GFR calculation. It explains the sequence of the step for
use case UC001 including main flow of events, alternative
of events and exception flow of each use case. The flow of
events demonstrates the main step-by-step of GFR calculation.
Furthermore, the input for GFR calculation including Gender,
Age and SCr used to calculate GFR is also indicated in the
corresponding step. After the GFR calculation, the GFR stage
is interpreted as an output of this functionality. Based on the
input and output, the relevant variables affected the change of
test cases can be analysed and stored in the XML dictionary
document for generating test data.

Fig. 2. Use case model for KFD subsystem

Fig. 3. Example of use case description of UC001 (Version 1)

Considering each use case diagram of the KFD subsystem,
variables from the data dictionary of the system are introduced
and used as input data, as shown in Table II. This table contains
variable names, variable types and data range values. The type
of variable and the range value of data for each variable are
determined for the purpose of creating the test data such as

valid variables of Gender are F and M, variable Age contains
the correct data range values: 0-120, which is in the range of
data interest.

TABLE II. DATA DICTIONARY OF UC001 (VERSION 1)

Variable
Name

Description Data Type Data Range

Gender Gender of patients Varchar(1) F, M
Age Age of patients Integer 0-120
SCr Serum Creatinine Float 0.0-10.0
UO Urine Albumin Integer 0-∞
GFR Glomerular Filtration

Rate
Integer 0-∞

Stage Kidney Failure Stage Varchar(255) Stage 1-Stage 5

Requirement Change Requests. There were the changes
of the detailed requirement in the first version of use case
based specification model from the user that were recorded in
the requirement change request form as shown in Table III.
The user requested to change the formula for GFR calcula-
tion as identified in CH01. This change request affected the
functionality of requirement REQ1. In the first version, only
a single formula was used to calculate GFR for all ages. In
the changed version, five formulas are used for different ages
instead as demonstrated in Table IV. The GFR calculation is
measured separately for an adult patient whose age is greater
than and equal to 18 with different Sex and SCr and a child
patient who has age less than 18. Moreover, the factor Height
is also included in the changed formula for the child patient.
There was also change request CH02 that results in the change
in requirement REQ2 in which variable Gender was renamed
to be Sex. In the last change request CH03, the data type
of GFR were also changed from integer to float. The relevant
variables in the changed version are analysed as shown in Table
V.

TABLE III. THE CHANGE REQUEST OF KFD SUBSYSTEM

Change
ID

Change Description Affected
Requirement
ID

Affected
Use Case
ID

CH01 Change the formula for GFR
Calculation

REQ1 UC001

CH02 The name of variable change
from gender to sex based on
the table of GFR formula

REQ2 UC003

CH03 Change data type of GFR to
decimal

REQ3 UC002

TABLE IV. THE CHANGED GFR FORMULA

Age Sex SCr Formula

≥18
F ≤ 0.7 GFR=144×(SCr/0.7)−0.329×(0.993)Age

> 0.7 GFR=144×(SCr/0.7)−1.209×(0.993))Age

M ≤ 0.9 GFR=141×(SCr/0.9)−0.411×(0.993)Age

> 0.9 GFR=141×(SCr/0.9)−1.209×(0.993)Age

<18 F/M GFR=0.413 × Height((cm)/SCr(mg/dL)
Note: F=Female,M=Male

Fig. 4 and Table V describe the use case description and
its corresponding details of data dictionary in the changed
version respectively. Based on the requirement change, there
is a change in variable Age in which the data range value of
this variable is changed from 0-120 to two range values that
are 0-17 (<18) and 18-120 (≥ 18). As the value of variable
SCr is calculated based on the value of variables Sex and Age
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as shown as the different equations in Table IV, This affects
the value of this variable to be changed. The range value of
factor SCr is divided into two main criteria for female and
male which is (≤ 0.7, > 0.7) and (≤0.9, > 0.9) respectively.
Furthermore, as the height of patients is included into the
changed formula, variable Height with its range value (0-300)
is added into the new version of data dictionary. Finally, the
type of variables GFR is changed from integer to floating point
as to increase more accurate and precise result interpretation.

Fig. 4. Use case description of UC001 (Version 2)

TABLE V. DATA DICTIONARY OF UC001 (VERSION 2)

Variable
Name

Description Data Type Data Range

Sex Gender of patients Varchar(1) F, M
Age Age of patients Integer < 18, ≥ 18
SCr Serum Creatinine Float ≤ 0.7, > 0.7,

≤ 0.9, > 0.9
Height Height of patients Integer 0-300
UO Urine Albumin Integer 0-∞
GFR Glomerular

Filtration Rate
Float 0.0-∞

Stage Kidney Failure Stage Varchar(255) Stage 1-Stage 5

2) Online nursing assessment (ONA) subsystem: ONA sub-
system is used to record the clinical information of the patient
in order to be used to evaluate the symptoms of the patient
and consider the treatment for the doctor including medicine
dispensing to patients and accurate treatment.

Requirement. The following are the requirements of this
subsystem:

• REQ1: Nurses shall record nursing assessment data
such as patient severity (Triage), service type (Visit-
Type), service status (VisitStatus), allergy, pregnancy,
and lactation status.

• REQ2: Nurses shall record the clinical information of
the patient including vital signs (V/S), which includes
pulse rate (pulse), respiratory rate (RR), body tempera-
ture (Temp) and blood pressure (BP), as well as weight
(weight), height (height) and waistline (waistline) for
patients. The normal range value of each clinical
information is shown as follows.

◦ Pulse: 60-100 time/min.
◦ PR: 12-18 time/min.
◦ Temp: 36.5-37.5 ◦C
◦ BP: 90/60-120/80 mmHg

• REQ3: The system shall automatically calculate Body
Mass Index (BMI) for patients. The formula is calcu-
lated as BMI = Weight divided by square meter of
height.

• REQ4: The level of nutrition is divided into five levels
as follows [15]:

◦ BMI < 18.5: Underweight
◦ BMI ≤ 18.5 and BMI ≥ 24.9: Normal weight
◦ BMI ≤ 25.0 and BMI ≥ 29.9: Pre-obesity
◦ BMI ≤ 30.0 and BMI ≥ 34.9: Obesity class I
◦ BMI ≤ 35.0 and BMI ≥ 39.9: Obesity class II
◦ BMI ≥ 40.0: Obesity class III

Use Case based Specification Model. The use case
diagram corresponding to the requirements described in the
previous section is shown in Fig. 5. There are two actors
specified in this use case, the nurse and doctor. Two main
use cases are identified, UC01: Assessment Record and UC02:
Vital Sign Record. Use case UC01 implements requirement
REQ1 regarding nursing assessment record, whereas require-
ment REQ2 regarding operation recording the clinical infor-
mation of the patient is implemented by use case UC02.
After recording such clinical information, the calculation and
interpretation operation is performed based on requirements
REQ3 and REQ4. Therefore, three use cases that are UC021:
BMI Calculation, UC022: Nutrition Interpretation and UC023:
Nutrition Display are included by use case UC02.

Fig. 5. Use case model for ONA subsystem

Fig. 6 shows the use case description of use case UC01
(Version 1). This figure specifies the details of use case includ-
ing the sequence of each step of use case UC01 including Main
Flow of Events, Alternative of Events and Exception Flows. As
can be seen in this figure, the description of use case UC01
is explained regarding the functionality of nursing assessment
record. Considering the flow of events in this table, variables
Triage, VisitType, VisitStatus, Allergy, Pregnancy, Lactation
and PainScore are indicated as an input data. These variables
and their data structure are defined in the data dictionary as the
form of XML file format. This file is used later to generate
test data. These variables including their data structure and
possible data range are shown in Table VI. There are 19
variables included in the first version of data dictionary used
by the functionality of ONA subsystem. For example, variable
VisitType that has data type as a string for recording the reason
of visit. This variable contains nominal data value to be Self,
Relative and Other. Another example is variable Triage that
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determines the priority of patients’ treatments based on the
severity of their condition. This variable has ordinal data range
value of a character from 1 to 5.

Fig. 6. Use case description of UC01 (Version 1)

TABLE VI. DATA DICTIONARY OF UC01 (VERSION 1)

Variable
Name

Description Data Type Data Range

Sex Gender of patients Varchar(1) F, M
Age Age of patients Integer 1-120
Pulse Pulse Rate Integer 0-201
RR Respiratory Rate Integer 0-120
Temp Body Temperature Integer 35-46
BP upper Systolic blood pres-

sure
Integer 0-350

BP lower Diastolic blood
pressure

Integer 0-350

Weight Weight of patients Integer 0-200
Height Height of patients Integer 0-300
WL Waist of patients Integer 5-80′′

BMI Body Mass Index Float 18.50-30.00
VisitType Service Type Varchar(255) Self, Relative,

Other
VisitStatus Service Status Varchar(255) Walk, Wheelchair,

Other
Triage Triage Level Varchar(1) 1-5
Allergy Allergy Status Varchar(1) Y, N
Preg Pregnancy Status Varchar(1) Y, N
Lactation Lactation Status Varchar(1) Y, N
Pain Score Pain Level Integer 1-10
NT Level Nutrition Level Varchar(2) L1-L5

Requirement change requests. After we analysed the
requirement change request, we discovered that this change
of requirements affected the functionality of requirement as
shown in Table VII. There are two types of changes, deleting
and adding some requirements respectively. This impacted the
use case description and data dictionary to be changed as
shown in Fig. 7 and Table VIII, respectively. According to
change request CH01, Pregnancy and Lactation of patient
are excluded from inputs of assessment information in the
second version of the use case description. This affected the
variables Preg and Lactation specified in the first version of
data dictionary were deleted. Change request CH02 introduces
the new functionality into the subsystem to display the nursing
record information after assessment recording functionality, the
new use case (UC011) is added and extended from UC01. This
added use case results in variable DateTime to be added in
order to record the patient information based on the selected
date. This variable contains nominal data range values CD
and UD for the current date and updated date respectively.
Furthermore, some variables changed their data range value.
For example, from change request CH03, variable Pulse were
separated from one partition (0-201) into two partitions as 60-
100 and 90-130 for different age groups respectively. Change
request CH04 affected the name of variable NT Level to be
renamed to BMI Level according to the international standard
name based on WHO.

TABLE VII. THE CHANGE REQUEST OF ONA SYSTEM

Change
ID

Change Description Affected
Require-
ment ID

Affected
Use Case
ID

CH01 Delete pregnancy and lactation de-
tails

REQ1 UC01

CH02 The system can display the nursing
record information based on the
selected date (current date: CD and
updated date: UD)

REQ2 UC011

CH03 Adjust the patient’s normal range
including Pause: 90-130 times per
minute for children aged 18 years
old and 60-100 times per minute
for adult aged over 18 years old

REQ3 UC02

CH04 Rename the nutrition level display
to BMI level

REQ4 UC021

Change data type of Weight and
Height to decimal

REQ4 UC023

Fig. 7. Use case description of UC01 (Version 2)

C. CIA Algorithm

To achieve a better understanding of our impact analysis
framework as described in Section III-A, the detailed algorithm
is explained in this section. This is demonstrated with using
our experienced case study, KFD subsystem as an example.

Step 1: Variable Extraction. After the change request is
identified by the change analysis, variables specified in the
use case diagram are extracted. As variables and their data
structure are normally defined in the data dictionary, the XML
of data dictionary that is extended from the XML of conformed
use case is used as a source for this variable extraction in
our developed prototype tool. The variable information in the
XLM file including use case id, variable name, variable type,
variable range value, variable number and variable order are
extracted before it is analysed for the level of change impact.

Fig. 8 demonstrates an example of the changed version of
the XML of data dictionary that conforms to the changed ver-
sion of use case description. The information of variables Sex,
Age, Height and SCr encoded in this XML file is extracted.
Especially, the data structure that are variable type and variable
range value from the extracted information is normally used
as information to generate test cases or test data. For instance,
considering variable Age which has data type as an integer,
there are four possible test cases to be considered, the age in
the range of 0-17, 18-120 and out of the range that are less
than 0 and greater than 120.

Step 2: Two Versions of Use Case File Comparison.
This step performs consistency checking in order to identify
the variables affected from the change of requirement. Two
versions of the extracted variable information between before-
change and after-change of the used case diagram from the
previous step are compared and analysed. This results in the
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TABLE VIII. DATA DICTIONARY OF UC01 (VERSION 2)

Variable
Name

Description Data Type Data Range

Sex Gender of patients Varchar(1) F, M
Age Age of patients Integer 1-120
Pulse Pulse Rate Integer 60-100 for

children aged
18 years old,
90-130 for
adult aged
above 18 years

old
RR Respiratory Rate Integer 0-120
Temp Body Temperature Integer 35-46
BP upper Systolic blood pres-

sure
Integer 0-350

BP lower Diastolic blood
pressure

Integer 0-350

Weight Weight
of patients

Float 0.0-200.0

Height Height
of patients

Float 0.0-300.0

WL Waist of patients Integer 5-80′′

BMI Body Mass Index Float 18.50-30.00
VisitType Service Type Varchar(255) Self, Relative,

Other
VisitStatus Service Status Varchar(255) Walk,

Wheelchair,
Other

Normal Normal Status Boolean 1=true,0=false
Datetime Recorded Date

Time
Varchar(2) CD, UD

Triage Triage Level Varchar(1) 1-5
Pain Score Pain Level Integer 1-10
BMI Level BMI Level Varchar(2) L1-L5

Fig. 8. The XML file of UC001 (Version 2)

cause of changes to be identified and analysed. There are
five patterns of atomic changes for determining the cause of
changes that are 1) change of variable name, 2) change of
variable type, 3) change of variable range value, 4) change
of number of variables and 5) change of variable order. The
possible cause of change patterns affects to the addition,
deletion and modification of target variables.

Considering the changed GFR calculation formulas in KFD
subsystem as shown in Table IV, for example, the comparison
of two versions of use case enables us to discover the causes

of variable changes. 1) the modification of variable value is
detected as the range value of variable Age was changed from
0-120 to 0-17 and 18-120. Furthermore, 2) the addition of
variable is identified as variable Height for GFR calculation.
The before-changed test cases directly affected from these
variable changes are later discovered to be re-generated.

Fig. 9. Procedure of impact analysis of test cases

Step 3: Impact Analysis of Test Cases. After the variable
affected by the change is identified and considered, the change
impact of test cases is analysed. Fig. 9 shows the procedure of
the change impact of test cases that is divided into three steps.

(1) Retrieve Inputs for Impact Analysis: this step retrieves
and prepares the necessary inputs used for analysing the
change impact of test cases. Two sets of data are prepared
in this step: the information of changed variables and a set of
before-changed test cases. To prepare this, the information of
the changed variables together with the cause of changes is
input from the previous step, whereas a set of before-changed
test cases is retrieved from the test case database. This results
in the information of changing data in affected variables and
changing test cases to be generated and used in the next step.

(2) Impact Analysis of Test Cases: the information of
changed variables prepared from the previous steps is used
to analyse and validate the impact on the before-changed test
cases. This results in these test cases being classified into
four groups that are no-change, delete, update and create
categories. Our developed tool also supports this step to
analyse effectively the change impact from the multiple various
change patterns occurring in parallel at the same time. The
patterns for identifying the action of effect on test cases based
on type of change impact are summarised in Table IX. The
percentage of estimated reusability is also calculated for each
pattern.

Considering in the case of 1) the change of variable name,
the impact of this case affects the corresponding test cases
of this variable to be not changed. Thus, they can be totally
reused (100%). For 2) the change of data type, the existing
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TABLE IX. SUMMARY OF FIVE PATTERNS OF AUTOMATIC CHANGES
WITH EFFECT ON TEST CASES

Type of Impact Action
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Change of variable name - × 100
Change of data type - × 100

Change of number of variables Add × × 0
Delete × × 0

Change of variable value
Add × × × 50
Delete × × × 50
Update × 100

Change of variable order - × × 0

test cases can be 100% reused with only updating their data
type. 3) the change of number of variables, in both cases of
adding and deleting the variables, results in all existing test
cases not to be totally reused. This is because of the Cartesian
product used for generating test cases needs to recalculate
the multiplication of all variable range value to support the
deletion or addition of variable. This affects the existing test
cases corresponding to these variables to be the deleted and the
new test cases to be generated. 4) The change of range value
of variables is divided into three possible cases (4.1) adding
a new range value in which the valid partition is added or
extended from the other valid partition. This results in all test
cases generated from this partition are totally reused as there
is no change in the valid partition. However, this case causes
the intersection of range values between the addition valid
partition and the other invalid partition. This, therefore, results
in the range value of affected invalid partition to be reduced by
removing the overlapped value. As a result of this, the existing
test cases affected from this reduced invalid partition to be
updated and new test cases are generated from the additional
valid partition. Similar to this, (4.2) deleting existing range
value affects the existing test cases generated from unchanged
partition to be totally reused and those generated from deleted
partition to be deleted. Furthermore, this case affects the range
value of invalid partition to be expanded to cover the deleted
partition. Therefore, this results in the test case corresponding
to this to be updated. In cases (4.1) and (4.2), the percentage
of reusable test cases is estimated to be 50%. In the case of
(4.3) updating existing range value that one partition is split
into two partitions, this causes the existing test cases to be
updated (100% of reusability). Finally, we have discovered that
the change number of variables as adding new variables and
deleting existing variable affects the order of variable. Thus,
5) the change of variable order affects some exisitng test cases
to be deleted and new test cases to be generated.

(3) Test Case Modification: the before-changed test cases
are considered to be modified based on the result of impact
analysis that is classified into the impact group as mentioned
earlier. For the test case that is classified into no-change group,
it can be totally reused for the new version. However, the
before-changed test cases have their value updated or are
deleted when the result of impact analysis is classified into
the update or delete groups respectively. If the impact analysis
of test cases results in the create group, a new test case is
generated. All modified and created test cases are generated
by using CCTM algorithm.

Table X shows an example of the variable partitions for test
case generation after analysing the impact of test cases. As can
be seen in this table, based on the requirement change request
of GFR Calculation module mentioned before, the range of
variable Age is changed from one partition (partition 5 in
variable before change) for the valid test case, 0-120 years old,
to two partitions (partitions 5 and 6 in variable after change)
for the valid test case, 0-17 and 18-120 years old. This causes
the updated test case to be improved by creating a new version
of test cases corresponding to the updated partition as shown
in Table XI. The new test cases corresponding to the separated
partitions after the change (0-17 and 18-120 years old) are re-
generated as in test cases 2-3 (as shown in the highlighted
row in the table). Furthermore, from the no-change group of
impact analysis, there are two original (unchanged) test cases
that are totally reused in the new set of test cases, test cases
1, 4-5 respectively.

TABLE X. EXAMPLE OF UPDATING THE VALUE OF A VARIABLE AFTER
CHANGING

Variables before change Variables after change
Class Var. Min. Max. Type Class Var. Min. Max. Type

1
Sex

F F Valid 1
Sex

F F Valid
2 M M Valid 2 M M Valid
3 N/A N/A Invalid 3 N/A N/A Invalid
4

Age
-∞ -1 Invalid 4

Age
-∞ -1 Invalid

5 0 120 Valid 5 0 17 Valid
6 121 ∞ Invalid 6 18 120 Valid

7 121 ∞ Invalid

TABLE XI. EXAMPLE OF TEST CASES AFTER CHANGING

#TC Class Variable name Sequence TypeSex Age Sex Age
1 1,4 F -4 1 2 Invalid
2 1,5 F 12 1 2 Valid
3 1,6 F 55 1 2 Valid
4 1,7 F 176 1 2 Invalid
... ... ... ... ... ... ...

Step 4: Test Case Generation. The approach performs test
case generation when test cases need to be recreated. CCTM,
the combination technique of ECP and CTM, is applied to
cover generated test cases with all functions as required. The
main steps are as follows:

Step 4.1: Analyse Requirements using a Classification
Tree:

The classification tree technique basically enables a set of
requirements in the specification to be classified as a branch
in the tree. The top of the tree as a root is the main use case in
the system before the sub use case is considered to extend the
root to create the sub-tree. A lower level of the tree, variables
of the use case are identified as terminal classification. The
terminal class is the range value of the variable and identified
at the lowest level as a leaf of the classification tree. There are
seven principle combination patterns proposed in [16]. One
example of these combination patterns that was revealed by
the tool is shown in Fig. 10. The tool detected two redundant
classification trees that were built to support the calculation
of two age groups as shown in Fig. 10a and 10b respectively.
These redundant terminal classes were eliminated by CTM
enabling in our tool. The terminal class values were combined
into the same tree as shown in Fig. 10c. This influences the

www.ijacsa.thesai.org 974 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 1, 2023

benefit to test case generation step in which the potential
redundancy of generated test cases is reduced.

Fig. 10. Example of a combined use case

Fig. 11 shows an example of classification tree of GFR
calculation module after the analysis of changes. It contains
the variables and their corresponding possible range value
visualising in terminal classification (parent node) and terminal
class (leaf node) respectively. The range value of all relevant
variables demonstrated in this tree can be explained as follows:
Sex = F, M, Age = 0-17, 18-120, Height = 0-300 and SCr = 0-
0.9, 1.0-10.0. These are considered to create equivalence class
partitioning with ECP technique for the next step.

Fig. 11. The classification tree of GFR module

Step 4.2: Generate Test Case from the Equivalence
Class Partitioning: This step generates the test case from the
terminal class by using the ECP technique enabled by CCTM
method. The value of variable indicated in this terminal class is
considered to create the partition. In our developed prototype,
the partition of changed variables is generated automatically
resulting as in Fig. 12. This figure illustrates the partition
created from the terminal class in the updated classification
tree demonstrated in Fig. 11. Variable Age is divided into
four partitions (two valid partitions and two invalid partitions)
corresponding to the changed version of variables. To generate
test cases, ECP performs the Cartesian product of multiplying
a data value selected from all partitions.

IV. PROOF OF CONCEPT

A. Tool Development

A prototype tool was developed to demonstrate the ef-
fectiveness of the CIA framework for test cases explained in
Section III-A. It is a Java based web application implemented
in the Node.js 8.9.42, JavaScript run-time environment which is
widely used as a standard for large-scale application. MySQL

2https://nodejs.org/en/about/

Fig. 12. Example of equivalence class partitioning

version 5.7.223 is used to keep the data of use case version,
variables and test data for test suite export.

Fig. 13 demonstrates an example of our developed proto-
type tool. Fig. 13a is the screen showing two versions (before-
change and after-change) of XML file of use case diagram after
they are uploaded before the consistency checking performs.
Then, the tool performs variable analysis of each version of the
XML file. All variables defined in the use case are analysed.
This includes variable name, variable type and variable range
value as demonstrated in Fig. 13b. Fig. 13c shows the screen of
impact analysis result. It shows the summary of impact analysis
which is divided into two parts. The first part reports the
number of changes classified and grouped into five patterns of
atomic changes as we proposed in the framework as mentioned
in Section III-A. The reuse percentage of test cases affected
from the change is also calculated and reported on this screen.
The latter part reports the number of test cases affected
from the changes grouped by the causes of changes that are
No Change, Delete, Update, New (Create). Finally, test case
generation is performed when test cases need to be recreated.
CCTM technique is used for test case generation. This results
in the classification tree and its corresponding equivalence
class partitions is created and analysed as shown in Fig. 11
and 12, respectively before generating the test cases and test
data.

B. Tool Validation

Before evaluating the the effectiveness and efficiency of our
proposed approach, we validated the correctness of the tool to
confirm whether all functionalities of the tool demonstrated in
Section IV-A perform correctly according to the framework
presented in Section III-A. Therefore, we conducted experi-
mental validation aiming to answer the following question.

EQ1: Are all functionalities implemented in the tool im-
plemented and do they perform correctly according to the
proposed approach?

To accomplish this, three test scenarios corresponding to
four steps of the CIA algorithm described in were designed
as shown in Table XII including 1) TS-01 : Validate Com-
paring Two Versions of Variable Function, 2) TS-02: Validate
Test Case Analysis Function and 3) TS-03: Validate CCTM
function. Test scenario TS-01 aims to validate the comparison

3https://www.mysql.com/
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(a) screen of XML version

(b) variable management

(c) impact analysis

Fig. 13. Example of the tool screens

operation of versions of variable XML function according to
Steps 1 and 2 in CIA algorithm, after two versions of the XML
data dictionary containing the data structure of variables are
uploaded. The change of variables is compared based on the
proposed five patterns. For test scenario TS-02 aiming at the
validation from Step 3 of the algorithm, impact analysis of
test case function is validated after the comparison of change
of variable based on five patterns. Test scenario TS-03 is used
to validate the operation of classification tree generation by
CCTM technique. As the main objective of CCTM technique
is to reduce the duplicated test cases by merging the duplicated
classification tree caused from the redundant requirements,
we also created the scenario for validating this tree merging
operation.

Table XIII shows the result of testing. Test cases in test
scenario TS-03 enabled us to reveal the fault in our developed
tool. As can be seen in this table, seven test cases were
designed from merging two classification approach proposed
in [16] and used to validate our merging classification tree

TABLE XII. THE RESULT OF TOOL TESTING

Test Scenario Corresponding
Steps

Result Revision

TS-01 Validate Comparing Two
Versions of Variable Function

Steps 1 and 2 Fail Pass

TS-02 Validate Test Case Analysis
Function

Step 3 Pass -

TS-03 Validate CCTM Function Step 4 Fail Pass

function. We discovered the fault in test case TC-037 regarding
the case that two use cases have the same variable name but
some range value of variable in one use case is overlapped with
that of the other. The expected result of this test case should
result in three sub-trees to be created after merging tree as the
intersection of variable range between two use cases and two
exteriors of variable range in both use cases. The test result
revealed that our tool created only two sub-trees instead of
three sub-trees after merging tree operation. This led us to fix
the code to perform the correct operation of this merging tree
case. Furthermore, the fault was also found in test scenario
TS-01 caused by the problem of XML data dictionary that
could not trace the change of variable. Thus, we redesigned
the XML data dictionary and retested this function. All revision
tests were passed as we expected.

TABLE XIII. THE TESTING RESULT OF TEST CASE IN TEST SCENARIO
TS-03

Test Cases Objective Pass/Fail
TC-031 The integration of two use cases in which the other

use case has no information
Pass

TC-032 The integration of two use cases that have the
same terminal sub-tree

Pass

TC-033 The integration of two use cases in which these
two use cases have the same variable name and
value range

Pass

TC-034 The integration of two sub-use cases in which
share the same use case (parent) but have the
different variable name and value range

Pass

TC-035 The integration of two use cases in which these
two use cases have the same variable name but
different value range

Pass

TC-036 The integration of two use cases in which these
two use cases have the same variable name but all
value range of variable in one use case is in that
of the other

Pass

TC-037 The integration of two use cases in which these
two use cases have the same variable name but
some value range of variable in one use case is
overlap with that of the other

Fail

Based on experimental validation, the testing result of test
scenarios and cases confirms the accuracy and coverage of
functionality in which all functionalities corresponding to the
steps in CIA algorithm were implemented in the tool and they
performed correctly according to the proposed approach.

C. Tool Evaluation

The effectiveness and efficiency of our proposed approach
were evaluated by using two real-world case studies, 1) KFD
and 2) ONA subsystems, explained in Section III-B. The result
of change impact analysis and test case regeneration from
these two case studies generated automatically from the tool
was compared with that of manual operation. Furthermore, we
evaluated the satisfactory level of the developed tool from the
target user for potential application in the future. The aim of
tool evaluation is to answer the following evaluation questions.
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EQ2: How error-prone can be identified from the compar-
ison between manual CIA and automated tool?

EQ3: How the impact analysis result can influence the level
of reusability of existing use cases?

EQ4: How do potential users assess a satisfactory result of
CIA from the automated tool compared with the manual CIA?

1) Effectiveness evaluation: To answer EQ2, the com-
parison between the actual result of impact analysis created
by the automatic tool and the expected result calculated by
experts was conducted. The precision, recall and F-measure
computation were calculated by comparing the result produced
by the manual CIA and automated tool. The computation
metrics were adapted from [17] as follows.

Precision =
|{Expert Identified} ∩ {Tool Identified}|

|{Tool Identified}|
× 100 (1)

Recall =
|{Expert Identified} ∩ {Tool Identified}|

|{Expert Identified}|
× 100 (2)

F − measure =
2 × Precision × Recall

Precision + Recall
(3)

Table XIV demonstrates the result of impact analysis. We
compared the number of actual test cases after performing
impact analysis generated automatically by the tool with the
number of expected test cases calculated manually by experts.
Considering the calculated F-measure with precision and re-
call of KFD case study, the accuracy of the automatic tool
performing with this case study is very high. This is because
the KFD case study is not a complex case study containing
basic changes such as renaming a variable name and change
the variable type which did not affect much to the test cases.
However, as ONA is a more complex case study containing
change of variable range value that was not specified in KFD
case study, the accuracy of the automatic tool performing with
ONA case study in that pattern is low. This also affected the
accuracy of analysing pattern change of variable order to be
low. After we revealed the tool, we discovered that that tool
excluded the additional range value affected from the adjusted
value of variables. This led us to correct the tool to include
this case when the tool performs test case generation. After
fixing the tool, the number of regenerated test cases by the
tool is the same as that of expected test cases hand-operated
by experts. The result produced by the corrected tool is shown
in Table XV.

2) The level of reusability: To answer question EQ3 regard-
ing the level of reusabiliy, we considered the impact analysis
result of test case evaluated from two case studies as shown
in Table XV. This table shows the total number of test cases
generated after change impact analysis of all use cases of two
case studies obtained from the developed tool. The amount of
reuse equation adapted from [18] is used to assess the level of
reusability of test cases as shown in Eq. (4).

%Reuse =
# of Reused TestCases

# of Total TestCases
× 100 (4)

In KFD subsystem, 185 test cases were generated. Based on
this number, three types of changes are discovered by the tool.
(1) Changing variable name in use case UC003 resulted in 6

test cases of the first version to be totally reused. Furthermore,
35 test cases to be updated due to changing data type in use
case UC002. Considering the case of (3) adding a new variable
(as Height) in use case UC001, 27 test cases of version 1 were
deleted and 144 of new test cases were generated for version
2. Furthermore, the reusability level of test cases was also
measured from the no-change and update group of test cases
resulted from the impact analysis. Around 22% of existing
test cases for KFD subsystem testing can be reused in the
new version of test cases. The reusability rate is low. This is
because of the effect from the addition of new variable. As
the Cartesian product of multiplying all variable range value
is used to generate test cases, all existing test cases affecting
to this change were not totally reused. All existing test cases
regarding to these variable to be deleted and new test cases to
be created by recalculating the Cartesian product instead.

In ONA subsystem, five types that cover all possible
changes were identified by the tool. (1) Changing variable
name in use case UC023 affected to 21 test cases of the first
version to be totally reused. (2) Changing data type in use case
UC023 resulted in 9 test cases to be updated. Furthermore,
(3) adding a new variable as in use case UC011 caused 6 of
new test cases to be generated for after-changed version. (4)
Deleting an existing variable in use case UC01 resulted in
2,592 of test cases to be deleted and 288 of new test cases to
be created for version 2. Lastly, there was (5) the addition of
variable range value occurred in use case UC02 of this case
study, in which the first case study did not have, was revealed
by the tool. This resulted in 4,374 test cases in version 1 to
be reused 100 percent (no change), another 4,374 test cases
in this before-changed version to be updated and 17,496 of
new test cases to be generated. The resuability level of test
cases for ONA subsystem is approximately 33% of existing
test cases being reused in the new version. This is because
there was change of variable range value. This affects half of
existing test cases related to this change effect can be totally
reused.

3) Satisfaction evaluation: To answer EQ4, we evaluated
the satisfaction of our proposed approach and tool from the
target user. Practical specialists who have experience in HIS
system development for more than five years were selected
as the target user. This was also chosen from the wide range
of the role in the development team that are 1 development
manager, 2 software testers and 1 developer. The evaluation
process started with the tool being demonstrated and trained
to specialists before they used the tool with the prepared case
study. The satisfactory level with the tool was evaluated by
using the evaluation form. Likert scale ranking from strongly
agree (5) to strongly disagree (1) indicated a satisfactory level
in each question of the evaluation form.

Table XVI demonstrates the question used in a satisfactory
evaluation form and the evaluation analysis result is shown in
Fig. 14. Most specialists strongly agreed that the tool enables
the accurate and appropriate impact analysis of changes in test
cases and recommends the accurate and appropriate results
based on this impact analysis (Q1 and Q2 respectively).
Furthermore, all specialists strongly agreed (Q3) that they are
confident in the high accuracy level of test case generation
provided by this tool. For future application (Q4), 75% of
specialists agreed that the tool will be applied to other systems
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TABLE XIV. THE RESULT OF IMPACT ANALYSIS

System Type of atomic changes # Test cases Precision Recall F-measureidentified by an
expert

identified by the
tool

KFD

Change of variable name 6 6 100% 100% 100%
Change of variable type 35 35 100% 100% 100%
Change of variable range value - - - - -
Change of number of variables 144 144 100% 100% 100%
Change of variable order 185 185 100% 100% 100%

ONA

Change of variable name 21 21 100% 100% 100%
Change of variable type 9 9 100% 100% 100%
Change of variable range value 26,244 8,748 100% 33.33% 50%
Change of number of variables 294 294 100% 100% 100%
Change of variable order 26,568 9,072 100% 34.15% 52%

TABLE XV. SUMMARY OF THE IMPACT ANALYSIS OF TEST CASE BASE ON REQUIREMENT CHANGING

System #Test Cases Impact
Type of Changes (Number of Test Cases)

Variable Name Data Type Number of Variable Variable Value Variable OrderAdd Delete Add Delete Update

KFD 185

No Change 6 - - - - - - -
Update - 35 - - - - - 185
Delete - - 27 - - - - -
New - - 144 - - - - -

ONA 26,568

No Change 21 - - - 4,374 - - -
Update - 9 - - 4,374 - - 26,568
Delete - - - 2,592 - - - -
New - - 6 288 17,496 - - -

in the future. Moreover, specialists also gave feedback in
the questionnaire (Q5). Most specialists said that the tool
is accurate, reliable and easy to use. The tool enables the
benefit in which the test case from the previous can be
reused. However, some of them gave very useful feedback
for the future improvement. They suggested that the tool
should support other input file formats rather than just XML
file format. We will use all feedback and suggestions from
the specialists to improve the tool in the future. Overall, the
specialists were mostly satisfied with our impact analysis tool.

TABLE XVI. SATISFACTION QUESTIONS

Questions Average
Q1. The tool provides accurate and appro-

priate analysis of the impact of changes
in test cases.

Likert scale (Mandatory)

Q2. The tool can offer accurate and ap-
propriate results and recommendations
based on the impact analysis.

Likert scale (Mandatory)

Q3. The tool can generate accurate and ap-
propriate test cases.

Likert scale (Mandatory)

Q4. The tool can be applied to other system
case studies in the future.

Likert scale (Mandatory)

Q5. Comments and suggestions for the tool
application and improvement

Open-ended question

Fig. 14. Results of the four Likert scale questions

V. LESSON LEARNED AND DISCUSSION

A. Discussion

The key findings discovered from our developed tool is the
ability to analyse the impact of test cases based on changes of
use case based requirement specification that conforms to the
proposed approach and framework. Based on the analysis and
evaluation results, the developed tool can perform the impact
analysis from the change of the requirements in two versions
as before-change and after-change of the use case specification
model according to the proposed five patterns of the cause of
changes. These patterns are designed specifically for use case
based specification including 1) change of variable name, 2)
change of variable type, 3) change of variable range value,
4) change of number of variables and 5) changes of variable
order. Compared with the study work of [8], they classified
the cause of changes into seven patterns in which the first five
patterns are the same as our proposed patterns. The other two
patterns were not included as they are related to the change on
web tag a link that is specific to web application. The decision
after the impact analysis is also classified by this tool into four
groups as no-change, update, delete and create groups as we
expected.

Furthermore, CCTM is integrated into this tool to support
automatic generation when new test cases require to be created.
The validation and evaluation results confirm the key findings
that our proposed approach supports all cases for merging two
classification trees proposed by [19] as explained in Section
IV-B and IV-C. From the validation and evaluation results,
we can confirm that CCTM influences the benefit that reduces
the time and increases the testing coverage for new test case
generation. However, it has the limitation of testing a large
and complex system that may not complete with a single
classification tree as found in [6], [7]. We suggest that it needs
to separate the testing into several testing units. From our
experiences, for example, we separated the testing of our SUT,
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MRS, into two testing units, one is for KFD subsystem and
the other for ONA subsystem.

B. Comparison of the Proposed Approach and Other Ap-
proaches

This section describes the comparison of our proposed
approach with other approaches by [11], [9], [8]. Five criteria
are considered for this comparison including Impact Analysis
Methods, System Domain, Source Type, Test Case Generation
Techniques and Reusablity Supports as shown in Table XVII.

Our approach performs the impact analysis from the change
of the requirements and classifies the cause of the change
into five patterns as mentioned earlier. Comparing this with
the approach proposed by [8], the cause of changes of a web
application is classified into seven patterns in which the first
five patterns are the same as our proposed patterns. Unlike the
work of [11] and [9], it does not classify the cause of change
into patterns during impact analysis. The existing test cases
affected from the change is only analysed whether they can be
reused.

Furthermore, as new test cases are required to be generated
in the case that new features or requirements are added,
CCTM, the hybrid testing approach that integrates ECP with
CTM test case generation technique, is integrated into this tool
to support automatic generation when new test cases require
to be created. With the CTM technique, classification trees
merging approach enables the test case redundant from two
classification trees to be eliminated. Moreover, ECP technique
in the CCTM provides the test case coverage of all possible
scenarios as well as failure scenario. Comparing our imple-
mented test case generation technique with the work of [8],
[11] and [9]. In the work proposed by [8], their impact analysis
framework provides ECP and BVA. These testing techniques
only provide the test case coverage of all possible scenarios
from the various range of separated partition. Unlike the work
proposed by [11] and [9], they only focus on the impact
analysis methodology that results in only the consideration
of the affected test cases in the old version to be usable or
unusable. Their framework, therefore, does not provide test
case generation technique for the new test case generation.

Lastly, considering the comparison in terms of the reusabil-
ity supports as demonstrated in Table XVII, our proposed
approach provides the reusability level of test cases as a
percentage from the impacted test cases that are implemented
in a similar way with the work proposed by [8]. In the work
proposed by [11] and [9], they classified only two levels
of reusability of the existing test cases that are resuable or
unusable.

VI. CONCLUSION AND FUTURE WORK

This paper has demonstrated an automatic impact analysis
approach of test cases based on changes of use case based
requirement specification. Our experiment results with two
case studies, KFD and ONA, have shown that the developed
tool enables the benefits in which the impact on changes of
test cases is analysed from the change of variables in use case
specification. Two versions as before-change and after-change
of the use case model are compared for consistency checking
to detect the change. This results in the cause of variable

changes to be classified into five patterns of atomic changes are
encoded in this tool. These classified patterns enable the impact
on changes of the existing test cases to be analysed whether
the existing test cases to be completely reused, partly updated
as well as additionally generated. Consequently, the level of
reusability of existing test cases is measured and the time to
create the whole new cases for the after-changed version is
reduced. Furthermore, CCTM, the hybrid test case generation
technique encoded in the tool for generating new test cases
influences the benefit to increase the level of testing coverage
with a minimised number of test cases and reduces the redun-
dant test cases as demonstrated. The beneficial contribution
delivered by our proposed approach and tool is also confirmed
by the validation and evaluation results from the practical
specialists which are consistency with the results discovered
from the researchers’ perspective.

As our proposed approach and developed CIA tool supports
the impact analysis of change of variable types that are only
primitive programming data types including integer, floating-
point number, boolean, character and string, the adjustment
of the tool to support the ready-made “real world” data type
e.g. date and time have been considered for the future work.
To increase the capability and reliability of the tool, another
research issue is the further evaluation of the tool with different
system domains as suggested by the practical specialists.

DEPLOYMENT AND AVAILABILITY

Our developed tool is available at
https://sites.google.com/phuket.psu.ac.th/testciatool/. User
guide manual document and source of example case studies
(KFD and ONA subsystems) are also available on the website.
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Abstract—Social IoT has gained huge traction with the advent
of 5G and beyond communication. In this connected world of
devices, the trust management is crucial for protecting the data.
There are many attacks, while DDOS is the most prevalent BotNet
attack. The infected devices earnestly require anomaly detection
to learn and curb the malwares soon. This paper considers 9
IoT devices deployed in a Social IoT environment.We introduce
a couple of attacks like Bash lite and Mirai by compromising a
network node. We then look for traces of malicious behavior using
AI algorithms. The investigation starts from a simple network
approach - Multi-Layer Perceptron (MLP) then proceeds to
ML - Random Forest (RF). While MLP detected the malicious
node with an accuracy of 89.39%, RF proved 90.0% accurate.
Motivated by the results, the Deep learning approach - Deep
autoencoder was employed and found to be more accurate than
MLP and RF. The results are encouraging and verified for
scalability, efficiency, and reliability.

Keywords—Social IoT; trust management; anomaly detection;
DDoS; deep autoencoder

I. INTRODUCTION

IoT is a disruptive network technology that has advanced
quickly over the past ten years in every technology field, in-
cluding smart cities, satellites, smart homes, smart businesses,
smart transportation, and smart healthcare [1]-[4]. It consists
of several IoT devices (Things) that may gather and share
data through the conventional internet thanks to their various
sensors, actuators, storage, computing, and communication
capabilities [5]. The industry’s security concerns resulting from
the enormous range of IoT devices and vendors. On the off
chance that security and protection are not accommodated their
organizations and information, partners are probably not going
to broadly embrace IoT innovations. Recent cyber security
reports [6] have revealed that assaults against IoT settings have
increased in frequency due to the IoT ecosystem’s expanding
attack surface, which extends from the edge to the cloud
[7]. Therefore, a significant ongoing problem for engineers
in this industry is designing and creating secure IoT systems
[8]. The sensitive nature of the data collected and processed
within the IoT network necessitates security from potential
breaches. As the first line of defense against potential security
attacks [9]-[10] on weak devices [11], like distributed denial
of service (DDoS) attacks [12], various security mechanisms
are currently used to protect sensitive data. These mechanisms
include firewalls, authentication protocols, encryption meth-
ods, antivirus software, and more. Such assaults are carried
out against another network entity, such as a business or a
government, by a collection of infected machines (bots) that
are part of a botnet and are under the attacker’s control via
a C&C (Command and Control) server. Due to the extensive

use of data, several new anomalies—original and mutations of
previously observed anomalies—are often produced.

The Compromise of IoT devices and their enrollment into
IoT botnets under attackers’ control is one of the main threats
to IoT networks and devices. Well-known IoT botnets like
BASHLITE and Mirai continue to pose substantial DDoS risks,
according to the conclusions of a Hundred of active command
and control (C & C) servers are included in the Distributed
Denial of Service (DDoS) report for the first quarter of 2021
[13]. Due to the IoT’s primary characteristics, which must be
considered: heterogeneity, scalability, and limited resources,
mitigating such threats could be very difficult (power, memory,
and processor). As a result, creating solutions for IoT envi-
ronments that can detect aberrant behaviors and assaults has
emerged as a major problem in the field of IoT cyber security
and a hot topic for researchers. Subsequently, an IoT organi-
zation can profit from extra protection from security attacks
thanks to a anomaly identification framework that can act as a
second line of guard. Furthermore, enterprises in this market
sector are primarily focused on fusing IoT technology with
other slashing technologies like AI (AI algorithms are used
for data processing and analysis), Big Data (handling a huge
amount of information from IoT devices), or 5G connectivity
(mobility and broadband links for IoT sensors). Since it merges
AI with IoT, the AI of Things (A-IoT), a disruptive technology
that aims to analyze data to make autonomous and automated
decisions on IoT networks, is receiving special attention [14].

To increase anomaly detection accuracy, researchers have
recently looked into machine learning (ML) and deep learn-
ing (DL) techniques. Studies have shown that both ML and
DL approaches are useful for extracting characteristics from
network traffic that can be used to classify the traffic as
benign or abnormal [15]. The DL has shown effective at
learning relevant attributes from the raw data because of its
deep model, which provides a variety of abstractions for
learning intricate features for precise predictions [16]. Due
to the huge volume of data generated by IoT devices, these
characteristics of DNN have made it a suitable methodology
to be adopted for anomaly detection schemes created for IoT
networks [17]. Larger networks, however, might find these
solutions impractical. In addition, because a separate model
needs to be updated and maintained for individual IoT sensor,
using several auto encoders might make network security chal-
lenging to establish and administer. We offer three methods.
Deep auto-encoder, Random Forest, and Multilevel Perceptron
for identifying anomalies in IoT networks by observing and
analysing the innocuous “snapshots” of behaviour from each
IoT device, we suggest a deep auto-encoder-based anomaly
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Fig. 1. Categories of anomaly in IoT

detection system as a viable method for identifying botnet
attacks. The experiment is built on a test bed network of nine
IoT devices and simulates the BASHLITE and Mirai botnets,
two well-known botnets. Auto-encoders well defined for each
IoT gadget is used to gain proficiency with the regular traffic
properties and to caution when they can’t recreate the harmless
traffic samples.

The main contribution of the work is three-fold:

• First, a brief review of the constraints and vulnerabilities
of Social IoT networks, various attacks, and anomalies is
presented.

• Next, we deploy 9 IoT devices in a Social set-up
while injecting one node with BASHLITE and Mirai infection
resulting in the DDOS attack.

• Finally, we employ ML, NN, and DL-based approaches
- RF, MLP, and Deep Auto-encoder- to detect anomalies
accurately and ascertain the results for scalability, efficiency,
and reliability.

The following is how the paper is structured. Section II
introduces anomaly detection and discusses numerous sorts of
anomalies in the IoT context. Furthermore, it situates the topic
within the framework of DDoS attacks and gives a taxonomy
of DDoS attacks. Section III discusses anomaly detection
strategies and forms of anomaly attacks in the social IoT and
finishes with the deep autoencoder as a solution for anomaly
identification. The proposed framework for anomaly detection
and the evaluation metric to validate the performance of the
proposed method are then presented (Section IV). We then
examine the intriguing results that demonstrate the superiority
of the suggested strategy over rival schemes in Section V. The
final remarks are discussed in Section VI.

II. BACKGROUND

A. Categorization of IOT Anomalies

An anomaly is a data point in a modelled system that
is not aligned to the normal behaviour. Rare occurrences or
observations known as anomalies differ dramatically from
typical behaviour or patterns seen in a single data point or
throughout the full dataset. A aim of algorithm will prob-
ably find an irregularity’s event and characterize/gather its
objective in light of the fact that in principle, anomalies are
brought about by outside powers like sensor breakdown or
outer assault. The estimation structure that best matches the
expected information conduct is fundamental in the twofold
order of a peculiarity. Additionally, each application needs a
unique detection approach due to the complexity of numerous
circumstances [19].

Taking into account the arrangements from earlier exami-
nations like Fahim and Sillitti [20] and Cook et al. [21], an IoT
peculiarity discovery approach is partitioned into four classes.
According to the problem they address, how they are used,
the kind of method used, and the algorithm’s latency, they are
divided into different categories. Fig. 1 presents an example
overview of the four groups.

(i) By Method: The methods can use machine learning,
statistics, or geometrical methods. Geometrical approaches are
based on the presumption that the anticipated and abnormal
data are separated when distance- and density-based repre-
sentations of a given dataset are used. The reasoning behind
detachment or density-based approaches is that peculiarities
arise in scanty districts in a bunch of data of interest. These
procedures classify irregularities utilizing a static or dynamic
magnitude value (t) on the assessed distance (d), which is given
as:

d =

{
< t,Normal(underthreshold)
> t,Anomaly(abovethethreshold)

}
(1)

(ii) By Application: The three methods that an application
uses to categorize anomalies are data cleansing, data destruc-
tion, and constructive categorization. The world of elderly
people’s everyday activities to ensure safe and its evaluation of
the efficiency of multilayer perceptron (MLP), SVM classifiers,
and k-nearest neighbours (KNN), offer value when applications
are constructive or positive in nature.

(iii) By Anomaly Type: The situation-specific type, such
as the point, contextual, and collective, is one of the most
frequently observed types. If just one piece of data deviates
from the norm, it qualifies as an anomaly. The identification
of fraud with credit cards is one instance. An incident that
might be seen as abnormal in a certain context is called
a contextual anomaly. The last kind of anomaly, collective
anomaly, examines the complete dataset, unlike a point or
contextual anomaly.

(iv) By Latency: Whether a detection technique is con-
ducted immediately during the data collecting stage or after
it has been stored depends on its latency and scalability [18].
An online technique can serially analyse data with a single
point of information or window without having access to the
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TABLE I. ATTACK TYPE CLASSIFICATION FOR IOT

Sl.No IoT Attack Description
1 Dos This type of attack involves the deliberate sending of bugs or packets to render resources unavailable

to hosts connected to the internet.
2 Data Type probing This exploit involves a hostile attacker writing an unintended data type .
3 Malicious Control This type of attack allows the attacker unapproved access to the user’s system
4 Malicious Operation In general, the malware was a factor in this attack. Attacker engages in bogus activity on a system

that has been authenticated
5 Scan (SC) In this assault, equipment sporadically scans the framework for information to obtain, which might

ruin information
6 Spying (SP) In this attack, the attacker targets the system’s weak spots and gains access via a backdoor to steal

sensitive data
7 Wrong Setup It is an assault, wherein culprit deliberately sends bugs or parcels for making asset inaccessible for

the host associated with the web
8 Normal This attack may have been planned or unintentional, but it might still cause harm by upsetting the

system.

Fig. 2. Taxonomy of DDoS attacks

complete input. Traditional and online geometry and statistical
methodologies include the distance-, density-, and angle-based
approaches listed above. Offline algorithms, however, have
complete access to the information. They employ difficult,
computationally expensive, sophisticated methods to solve
the problem in a reasonable amount of time. Anomalies are
brought on by external forces like sensor malfunction or an
external attack. The various types of attacks in IoT have been
summarized in Table I. The most common kind of assault that
may be launched against any application is a DDoS attack.
DDoS attacks are the loudest kind of cyber attacks.

B. Distributed Denial of Service Attacks

The DDoS attack is undertaken to overwhelm the target and
interrupt services, as the name suggests. IoT devices are highly
suited for the DDoS attack because it needs a lot of devices
to conduct an attack. Users won’t recognise that the gadget is
compromised, as is typically the case. There is a pressing need
to identify assaults quickly in order to remove affected devices
as the number of IoT devices grows. BASHLITE and Mirai
employed IoT devices as Botnets in a large DDoS attack, and
other similar attacks have also occurred [22].The various types
of DDoS attacks have been illustrated in Fig. 2.

DDoS attacks have demonstrated a variety of attacking
strategies over the years, and a variety of potential attacks are
continuously being tested. IoT-specific DDoS attack strategies
are not much different from conventional DDoS attack strate-
gies. They use similar methods to take advantage of flaws in

both IoT devices and conventional systems. However, because
of the heterogeneity present in IoT devices, DDoS assaults
targeted specifically at IoT are more varied and complex.
We will use the fundamental layered architecture of an IoT
network to categorise DDoS assaults in this section.

Three different types of DDoS attacks are illustrated in a
comparative analysis in Table II. DDoS assaults have affected
well-known service companies like Amazon Web Services.
AWS, Cloud are, KrebsOnSecurity, and other security service
providers against similar assaults are also DDoS attack victims.
Therefore, assaults on these significant institutions affect en-
terprises financially and reputationally. In a DoS attack, the
attacker makes bogus requests using the target’s resources
in an effort to disrupt the target’s services. DDoS involves
simultaneous demands coming from several sources. DDoS
attack mitigation becomes challenging as a result. There are
many different types of DDoS attacks, such as Teardrop,
Smurf, TCP SYN Flood, Smurf, Teardrop, Botnet attack and
Ping of Death. DDoS assaults can also be categorised as
amplification and reflection assaults. The request and response
sizes are equal in a reflection attack [23], however in an
amplification assault, the response size is significantly larger
than the request size [24].

1) Compromising an IoT device (BoT) and BoTNets:
Due to the inherent characteristics of botnets, namely the
existence of widely dispersed peers and C&C servers across
the Internet with masked communication techniques, there
is no secure strategy that can be utilized to shut down all
bot movement without disrupting real traffic. Bot malware
like Mirai actively searches the network for weak points,
hunting for devices that allow unauthenticated access or that
use weak or default credentials. After the defence is broken,
a concise bootstrap script is executed, which downloads the
whole program from the C&C. Other methods of spreading
the dangerous bot code include the widespread use of phishing
emails and freeware promotions to trick people into download-
ing it on their PCs.Making sure the bot binaries avoid antivirus
programmes, which often employ signature-based detection
techniques, is just as crucial as the bot binaries’ distribution
mechanism.It was found that Storm was doing this by repeating
the encoding its un authorized two times every hour. Although,
as IoT sensors lack the processing capacity required to run
sophisticated anti-virus software, botnets that target them may
conveniently ignore this complexity.

The rallying phase, which occurs after infection, entails
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TABLE II. ATTACK TYPE CLASSIFICATION FOR IOT

Variety
of Attack

Attacker’s Objective Size Measured in Examples Existing Countermeasure to the Attack

Volumetric
Attack

Take up the entire bandwidth
between the target and the in-
ternet

Bits per Second
(bps)

UDP, TCP, DNS floods and amplifica-
tion of NTP

On-demand scalable scrubbing centres get the rerouted traf-
fic so they can handle it.

Protocol
Based
Attack

To use server, firewall, and
load balancer resources

Packets per Second
(pps)

Flooding the TCP SYN, Death Ping,
Smurf Attack

Recognizable proof method is utilized regularly to separate
among authentic and ill-conceived traffic to impede the
assault prior to arriving at the objective server.

Application
Layer
Attack

To exhaust target resources Requests per Sec-
ond (rps)

HTTP Flood, DNS Flood These are by and large sluggish assaults and relieved by
recognizing bot conduct utilizing manual human tests and
comparative procedures

developing a hidden method for receiving instructions from the
CC [25]. This stage’s fundamental objectives are to hide the
address of the C&C and ensure that any orders shipped off the
bots are encoded. Among the components are the “fast flux”
strategy (Tempest), which rapidly pivots the C&C server’s
tends to behind a DNS name, and the utilization of Domain-
Generation Algorithm (DGA) [26]-[27], Which require each
recently tainted machine to attempt to determine haphazardly
created area names to recognize its C&C. Later changes enjoy
taken benefit of distributed correspondence, which further
clouds the C&C [28]-[29].

III. ANOMALY DETECTION TECHNIQUE

Anomaly or outlier detection problems can be used to
frame the task of identifying an assault. This is predicated
on the idea that malware and regular network traffic would
differ in certain ways, allowing an algorithm to distinguish
between the two. In this piece of research, we employ deep
learning techniques. The utilization of sophisticated artificial
neural networks architecture, that is modeled after the human
brain and compute in a completely different way from con-
ventional digital methods, is the cornerstone of deep learning
approaches.To learn the weights of the network and create
a model that can distinguish between assaults and normal
behaviour, deep networks in a NADS technique need to know
something about the valid data class.

The utilization of autoencoders in non-linear cooperation
and for applications requiring network traffic highlights is an
expected system for anomaly identification. Autoencoders can
learn more effectively with less training data when depth is
used because it lowers the computational cost of modelling
functions [30]. These affirmations propelled us to test a Deep
autoencoder model for irregularity detection in IoT system. An
autoencoder is a neural network-based unsupervised learning
model that has been trained to reconstruct the input into the
output. It is made up of two parts: an encoder and a decoder.
The encoder is used for input, and the decoder is used for
output (code).

A. Deep Autoencoder

Deep Auto Encoder (DAE) is a tool for unsupervised learn-
ing of effective coding. The simplest DAE architecture consists
of an input layer, several hidden layers, and an output layer
that contains the same number of neurons for reconstruction as
the input layer. It becomes a deep autoencoder when both the
encoder and the decoder, the two parts of the autoencoder,
are deep networks. The decoder’s layers are inverted, but

both devices share a similar construction. A deep autoencoder
features of Deep autoencoder are:

1) A array X representing n dimension input data, where
X = (X1, X2, ....Xn)

2) Fig. 3 shows several hidden layers that stand in for
various encoding and decoding levels. These layers produce
an irregular illustration of the data input and reconstruct it for
the output layer.

3) The array X
′
= (X

′

1, X
′

2, ....X
′

n) is an output layer. The
output, which is a recovered copy of the input data, is the same
size as the input.

4) In addition to weights and biases, an activation function.
An activation function is used by each neuron in a layer to
determine its output based on the weighted sum of its input.

There are two types of activation functions utilised in DL
models: direct capabilities and non-straight capabilities. The
most famous nonlinear actuation capabilities are the sigmoid
(calculated), exaggerated digression, and corrected direct unit
(ReLU). The exaggerated digression capability is generally
used in two-class characterization, the sigmoid capability is
explicitly utilized while determining the result as a likelihood,
and the ReLU capability is the most often utilized in basically
all profound brain organizations. In our examination, we
applied the Sigmoid capability (1) to the last layer of the
decoder and the ReLU capability (2) to each secret layer of
the autoencoder.

S(x) =
1

1 + ex
(2)

R(x) =

{
x, x > 0
0, x ≤ 0

}
(3)

A machine learning model’s learnable parameters are
weights and biases. The biases and weights are assigned to
the inputs before they are passed across neurons. While biases
guarantee that neuron activation will still occur even if all the
inputs are zeros, loads show the amount of impact the info
possesses on the result. In a profound autoencoder, layer l is
addressed by W l

ij which addresses the weight applied to the
connection between hub j of layer l − 1 and hub of layer l,
and b

(l)
i ,which addresses the predisposition connected with the

hub. Following formula is used to determine neuron i’s output
value from layer l.

Ol
i = F (

∑
(W

(l)
ik ) + bi

l (4)
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Fig. 3. Deep autoencoder

where F denoted as activation function, xj is a neuron’s
input value that was acquired from the layer l − 1 output of
node j. Nodes on the subsequent layer l output from node l
as input. This input data is often transformed into an encoding
map by autoencoders, which is then further decoded to produce
an output layer that represents the input layer’s recovered
version.

X
′
= D(E(X)) (5)

To utilize autoencoders, E and D should be prepared to
lessen the contrast among X and X0. An expense capability
that works out the mistake between the real and expected val-
ues is utilized to contrast the delivered yield X0 with the info X
(that is supposed to be created). The model loads are changed
during preparing until a decent planning of contributions to
yields is delivered to lessen blunder (cost). Deep autoencoders
can also use the ANN-specific loss functions. The Mean
Squared Error (MSE) is frequently employed. Binary cross-
entropy loss is recommended if the input solely contains binary
values.

IV. PROPOSED METHOD

The research work’s methodology is presented in this
part. Everyone is aware that the Internet of Things (IoT) is
susceptible to a wide range of assaults, including network,
software, physical, and privacy-related ones. The new safe IoT
framework we provide here allows for the detection of attacks
in the IoT environment using a Deep Auto-encoder method.
Information extraction from IoT sensor organizations, informa-
tion preprocessing, information cleaning, highlight extraction,
preparing profound learning models, irregularity identification,
and effectiveness estimation with accuracy, confusion matrix,
recall, and FPR and TPR curves are just a few of the processes
that are integrated into the overall framework. This method-
ology works well for detecting attacks and anomalies in IoT
infrastructure. Fig. 4 shows the proposed framework’s overall
image, which combines numerous distinct sub-processes.

A. Data Source

Our research’s main objective is to create a clever, secure,
and trustworthy framework for identifying anomalies and as-
saults in IoT sensor networks. The N-BaIoT dataset, an open-
source dataset obtained from Kaggle, is used for experiments
with our model. The accuracy, recall, and confusion matrices
of the dataset are used to assess the model’s efficacy. Our
experiments’ foundational dataset, N-BaIoT, has likewise been
utilized in various examinations on botnet assault location. The
vast majority of them utilize parallel or multi-class charac-
terization and classification-based techniques. Our goal is to
find an appropriate approach to identifying IoT network traffic
anomalies without labelling the raw data first.Network sniffing
tools are used to intercept IoT network communications. Some
freely accessible tools, such tcp dump and Wireshark, can
be used for this. The primary duty is to record network
packs, which must subsequently be examined and visualised
for analysis. A dataset contains the features that have been
retrieved from the network packets.

B. Data Processing

1) Data pre-processing: Data pre-processing is an impor-
tant stage in learning theories since network data derived from
network activity also include these data, which are typically
loosely regulated and lead to irrelevant or redundant data
values. It cleans up network data by removing unnecessary,
distracting, or irrelevant information, which enhances the ef-
fectiveness of DE techniques for identifying attack behaviours.
The following describes the production, reduction, conversion,
and normalisation of features as part of data pre-processing
for network data. The preprocessed separated highlights are
then used to wipe out repetitive streams, standardize consistent
elements, and onehot encode straight out highlights.

2) Data cleaning: We initially locate and eliminate mis-
takes and duplicate values from the dataset in this process.
After that, enter a specific value as “NaN” to replace any
missing values. Any machine learning algorithm or model’s
accuracy and effectiveness can be improved with the aid of
this procedure.

3) Feature extraction: We take a conduct depiction of
the hosts and conventions that imparted this parcel each
time a bundle shows up. The depiction accumulates traffic
measurements over various fleeting windows to order the
information that was all sent between the source and objective
IPs (channel), the source and objective Macintosh addresses,
the source and objective TCP/UDP attachments, and the source
and objective IPs overall (attachment). Similar arrangement
of elements are removed across different time spans. These
attributes may be quickly and incrementally calculated, making
it easier to identify fraudulent packets in real time.Additionally,
despite being general, these qualities can catch specific ac-
tivities such source IP ridiculing [2], a component of attacks
by Mirai. For example, the highlights collected by the Source
MACIP, Source IP, and Channel will rapidly uncover a critical
irregularity inferable from the concealed conduct coming from
the faked IP address when a compromised IoT gadget parodies
an IP.
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Fig. 4. Proposed Framework for Anomaly Detection

C. Split Dataset

• Training Data: We prepared and streamline a profound
autoencoder on 2/3 of the harmless information from every
one of the nine IoT gadgets (i.e., the preparation set of every
gadget). To record regular organization traffic designs, this was
finished.

• Testing Data: Every one of the malevolent information
as well as the excess third of harmless information made
up every gadget’s test information. We utilized the relating
trained autoencoder as an anomaly finder on each test set. The
detection of anomalies—the hacks perpetrated from each of
the aforementioned IoT devices—was successful 100% of the
time.

D. Train the Deep Autoencoder

The Harmless and Inconsistency samples are then picked
as the objective highlights for the DNN’s training on the Train
dataset utilizing twofold characterization. A prepared DNN
model is made after this stage. We utilize Deep autoencoder
as our essential anomaly identifier and exclusively keep a
model for each IoT gadget. A neural network that has been
trained to adapt its contributions after some upgradation is
called an autoencoder. The system will become familiar with
the connections between its feedback highlights and important
ideas on account of the pressure. An autoencoder will find
lasting success at reproducing typical perceptions on the off
chance that it is exclusively prepared on harmless cases, yet it

Fig. 5. Distribution of benign and infected devices in dataset

will neglect to recuperate unusual perceptions (obscure ideas).
We mark the gave perceptions as strange when a sizable
reproduction blunder is found.

We amplify the genuine positive rate (TPR, distinguishing
assaults when they happen) and diminish the bogus positive
rate in each preparing model by streamlining its boundaries
and hyperparameters (FPR, wrongly stamping harmless infor-
mation as vindictive). The model learns examples of ordinary
movement from two different datasets that are used for training
and optimization and only contain benign data.

E. Testing / Detection

The Test dataset is then used to put the trained model to the
test, identifying records as either benign or anomalous flows.
Benign traffic was permitted to pass through unimpeded if it
was anticipated. On the other side, if an anomaly is anticipated,
the network administrator is alerted to take further action.

In order to categorise each instance as benign or anoma-
lous, we eventually apply the improved model to feature
vectors collected from constantly monitored packets. Then,
whether the entire related stream is benign or anomalous
is determined by a majority vote on a series of marked
occurrences. As a result, if an abnormal stream is found, an
alarm might be sent because it might be a sign of malicious
activity on an IoT device.

F. Evaluation Metric

It is possible to calculate accuracy using the proposed
deep learning framework. Additionally, we can quantify the
complexity of our deep learning models, which refers to how
many parameters the model contains and how much weight
it has when stored to disc, as well as how long the training
process takes to obtain good accuracy in terms of time in
seconds. The accuracy, precision, false-positive rate, and recall
may then be determined for the task of anomaly detection
system, which determines the proportion of actual properly
recognises instances by model. Eq. (3) demonstrates how to
compute recall using (8).
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Fig. 6. Prediction probability factor for multi layer perceptron

Fig. 7. Prediction probability factor for random forest

ACC =
TP + TN

TP + TN + FP + FN
(6)

PR =
TP

FP + TN
(7)

FPR =
FP

FP + TN
(8)

Recall =
TP

TP + FN
(9)

Whereas, TP termed as True Positive, FP as False Positive,
TN as True Negative,and FN as False Negative, FPR as
False Positive Rate, TPR as True Positive Rate, TNR as True
Negative Rate, and FNR as False Negative Rate.

V. RESULTS AND DISCUSSION

Python was utilised as a platform for implementing the
suggested model, and experiments were carried out on an
N-BaIoT dataset of an IoT sensor environment. The nine
innocuous data sets that we gathered correlate to the nine
IoT devices. Fig. 5 shows how different infected and healthy
devices are distributed throughout the dataset.

Fig. 8. Confusion matrix of muti layer
perceptron

Fig. 9. Confusion matrix of random forest

We offer a comparison of the proposed model, MLP, and
RF schemes, with the results for the performance metrics
Accuracy, confusion matrix , Precision, F1-Score, Recall and
TPR, TNR, FPR, FNR, to confirm the accuracy of the sug-
gested technique. The results of the performance metric taken
into account in this study with regard to MLP and RF schemes
are summarised in Table III. It is easily shown that the multi-
layer perceptron neural network scheme is outperformed by
the machine learning-based random forest scheme.

The likelihood of prediction rate for TPR, FPR, TNR, and
FNR in MLP and RF systems is shown in Fig. 6 and 7.
Misunderstanding Matrix is also constructed for MLP and RF
techniques, as shown in Fig. 8 and 9, respectively, to make
it simple to spot class-related confusion. It is also referred
to as an error matrix and is offered as a table matrix for
displaying algorithmic performance and ambiguity in classifier
predictions. The performance of the RF technique would not,
however, provide the accuracy that is promised as the IoT
network’s size increases. In light of the massive data set
generated by the IoT environment’s many IoT devices, the
Deep learning-based autoencoder approach is seen as a viable
mechanism.

We choose the Window size as 82, Learning rate as 0.01,
Optimizer as Adam, activation function as Relu in encoder,
and Relu and Sigmoid are utilised in decoder while building
the deep learning based autoencoder, referred to as deep
autoencoder in this work. The training process’s Loss function
is the mean square error. Tensorflow was utilised for training.
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TABLE III. PERFOMANCE SUMMARY OF MULTI LAYER PERCEPTRON AND RANDOM FOREST

Scheme Accuracy Recall F1 Macro F1 Micro TPR FNR FPR TNR
MLP 89.39% 89.52% 0.86 0.89 0.89386 0.16014 0.01061 0.98939
RF 90.0% 91.0% 0.87627 0.90482 0.90482 0.09518 0.00952 0.99048

Fig. 10. Loss function of deep autoencoder

The dimension of the input layer for each autoencoder was
equal to the number of features in the dataset (i.e. 115).
For proper compression of the input layer between encoder
and decoder and to reflect its fundamental properties, the
autoencoder must effectively execute dimensionality reduction
internally.

It is important to appraise the blunder for the model’s
present status as a component of the improvement technique
more than once. To refresh the loads and lower the misfortune
on the ensuing assessment, it is important to choose a mistake
capability, otherwise called a misfortune capability, that might
be utilized to gauge the deficiency of the model. A planning
from contributions to yields is advanced by brain network
models through models, and the misfortune capability utilized
should be suitable for the particular prescient displaying task
being tended to, like grouping or relapse. Also, the result
layer’s design should be reasonable for the chosen misfortune
capability. Fig. 10 compares the loss functions for MLP and
Deep autoencoder models; when the number of IoT devices is
lower, both techniques perform similarly (up to 2). However,
when the number of IoT devices grows, the suggested deep
autoencoder model outperforms MLP in terms of performance.

The performance of the Deep autoencoder is summarised
in Table IV. When compared to MLP and RF techniques,
the suggested Deep autoencoder methodology performs better.
The outcomes attest to the proposed IoT network solution’s
superiority. Additionally, it is noted that among the three
schemes taken into account in this study, the RF technique
is the second-best model and the MLP is the poorest.

VI. CONCLUSION

Current internet security measures, such as firewalls and
gateways, are ineffective at identifying sophisticated and
unidentified assaults in an IoT environment. It is essential to
secure this network infrastructure as demand for IoT networks
grows. This study explains how AI works to identify assaults

TABLE IV. PERFOMANCE SUMMARY OF DEEP AUTOENCODER

Node Number Shape of Data Detected
Anomalies

1 (22154,115) 0.0%
2 (96781, 115) 100.0%
3 (60554, 115) 100.0%
4 (65746, 115) 100.0%
5 (156248, 115) 99.94%
6 (56681, 115) 100.0%

and anomalies in the environment of IoT sensors. The detection
and classification of IoT botnet attacks using deep learning
techniques showed good accuracy. These approaches also
function well with a variety of feature counts, and in general,
more features do not degrade their efficiency, allowing for the
use of all data features in a real-world setting.To recognize
benign and irregular traffic, this study proposes a proficient
anomaly detection technique in view of deep learning for
IoT network design. This system actually gains significant
complex examples from IoT network streams. suggested to
train and test On the recently made available IoT-Botnet 2020
dataset, a deep autoencoder is tested. Several data processing
procedures, including feature extraction, data cleaning, and
data pre-processing, are carried out to provide the best out-
comes. We construct a number of metrics, including Accuracy,
Precision, Recall, Confusion Matrix, and FPR, to assess how
well our suggested model performs. A comparison between
the proposed model and the current RF and MLP approaches
is also done as proof. The ML based RF scheme works with
an efficiency of 90.0%, and the neural network based scheme
MLP shown the accuracy of 83.39%, while the proposed Deep
Learning scheme, deep autoencoder has proved its superiority
among the other two methods considered in this study.

The data under consideration in this inquiry is N-BaIoT,
which presents 115 aspects of the data samples. A botnet
is the type of DDoS attack under consideration. The viruses
BASHLITE and Mirai are used to cause network anomalies.
For the aforementioned considerations, the results reported
in this paper are validated. However, there is still need to
investigate the performance of deep autoencoders for various
types of datasets and malwares.
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Abstract—Down syndrome individuals are known as 

intellectually disabled people. Their intellectual ability is 

classified into four categories known as mild, moderate, severe, 

and profound. These individuals have significant limitations in 

learning and adapting skills. Psychologists evaluate mental 

capability of such individuals using conventional intellectual 

quotient method instead of using any technology. The research 

matrix shows most of research has been carried out on analyzing 

neuroimaging, antenatal screening, and hearing impairment of 

individuals. But there is still an obvious gap of evaluating mental 

age using artificial intelligence. We have proposed an artificial 

neural network model, which supervises how software is used to 

obtain dataset using Knowledge Base Decision Support System. 

In a survey (N = 120) individuals examined by psychiatrist, 

medical expert, and a teacher to assess the presence of Down’s 

syndrome by analyzing their physical and facial appearances, 

and communication skills. Only (N = 62) individuals declared as 

Down syndrome. Selected individuals invited to perform mental 

ability assessment using Interactive Mental Learning Software. 

The results of mental age of Down syndrome with a raise in IQ 

from severe to moderate (20% to 35%), moderate to mild (35% 

to 75%) severity were carried out with the help of assessing the 

interactive series of software opinion polls based on comparison, 

logic, and basic mathematical operations using initial IQ (iIQ), 

and enhanced IQ (eIQ) variables input and output parameters. 

Keywords—Artificial Intelligence; Artificial Neural Network 

(ANN); Down Syndrome Individuals (DSI); Interactive Mental 

Learning Software (IMLS) 

I. INTRODUCTION 

The usage of artificial intelligence (AI) in biological fields 
is increasing, but it’s usage in mental disorders is only partial 
[1-2]. Machine learning (ML) supports the integration of 
psychological, clinical, and social aspects when approaching 
the diagnosis of impairments [3]. Artificial intelligence-based 
applications have promptly been developed for psychiatric 
diagnosis [4-9]. Furthermore, AI has enormous potential for 
defining the diagnosis of mental illnesses [10-12]. The purpose 
of this research is to provide a smart way of learning for 
Down syndrome individuals (DSI). Of course, this will be 
helpful for them in practical and professional life, so that they 
can behave independently with less assistance from their 
parents or teachers. Until now, research has been carried out on 
their facial expressions, prediction of their inhibitory capacity, 
and prediction of mental deficiency using clinical technologies, 
but still, no work has been done on learning using artificial 

intelligence technology, which is very important and needs to 
be focused on. Artificial intelligence techniques provide the 
best solution using machine learning and artificial neural 
networks, this work will be explained in section 4.3. 

Born with multiple challenges, Down syndrome individuals 
are part of every society. They are supposed to be a social and 
economic burden on families and society. Down syndrome is 
caused by the presence of an extra copy of chromosome-21. 
The prevalence level of DSI is approximately 1 in every 800 
births [13]. These individuals may have significant cognitive 
impairments and have an intelligence quotient (IQ) ranging 
from 30 to 70 percent. In addition, mental abilities that are 
mostly decreased in these individuals including expressive 
language, memory, and fine motor skills. Such individuals also 
have significant limitations in learning and adapting. Adaptive 
abilities are linked with general mental skills measured with IQ 
[14]. While the quality of life for DS individuals is improving 
in both the educational and social domains [15]. 

The learning process associated with cultural and 
environmental factors is important for DS individuals due to 
their social requirements and independency [16-18]. Hence, 
due to the common difficulties in mental and fine-motor skills, 
the potential of the individual with Down syndrome as a 
learner might be perceived as limited [19-21]. They face 
several different problems in daily life activities while walking, 
talking, chewing, and learning [20]. The learning ability of DS 
individuals is classified into four categories: mild, moderate, 
severe, and profound (Fig. 1). These categories are classified 
according to their mental age. But in general practice, DS 
people are grouped as per their physical age. This classification 
depends on the range of intelligent quotient scores and 
symptoms [14]. 

 
Fig. 1. Level of mental impairment of Down Syndrome Individuals. 
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1) Learn in homogeneous educational environments and 

perform social activities with the least support. 

2) Individuals need partial support from parents and 

teachers to carry out tasks. The practitioners use rehabilitation 

tactics for development ranging from moderate to mild. 

3) This category requires continued learning and support 

to carry out an activity.  

4) Significant deficits in adaptive and functional skills. 

The research plan demonstrates the selection criteria using 
a survey bifurcated into two parts, i.e., general, and 
technological. After seeking the research gap the research 
contributions propose the technical way to evaluating 
unidentified mental age of DS individuals. The research further 
discusses the implementation of software-based ANN model 
(Fig.  2). 

 
Fig. 2. Proposed research plan. 

II. LITERATURE REVIEW 

During the artificial intelligence age of the last decade 
(2012-2022), an essential number of studies have addressed the 
use of AI techniques to support people with intellectual 
disability. The comprehensive literature presents review of the 
highly illustrative research work of the past ten years i.e., 
2012-2022. Furthermore, a research paper matrix is used to 
identify the research gap in the context of the previous decade 
(Table I). 

Vicari et al., Rosen et al., & Hategan et al., [22-24] 
proposed a neuroimaging technique using machine learning 
(ML). Potential bio-supportive artificial intelligence models 
used to predict mental age are based on brain or neuroimaging 
data, which serve as neuroimaging data with ML techniques 
that provide excessive insights for developmental disabilities in 
Down syndrome children. Machine language models were 
proposed using imaging recognition features. Research carried 
out to present knowledge of the neurocognitive, 
psychopathological, and neurobiological assessment and 
treatment of patients with Down Syndrome, which suggested 
rehabilitation as sole effective method for improving cognitive 
and linguistic abilities. 

Amanda Saksida et al., [25] highlighted the problem of 
cognitive and hearing impairment that happened to most DS 
children during early childhood. The authors evaluated the 
effects of hearing impartment on receptive language and 

hearing skills and observed main factors of cognitive decline 
using audiometry testing. In a survey over 41 participants aged 
between 3 and 10 with DS out of 150 excluding individuals 
with serious disorders of language, visionary, and cognitive 
with an IQ of 40, were referred for the audio-logical inspection 
process. Cognitive skills of 17 individuals of 6 years were 
measured. 

Falin H.E et al., [26] presented a machine learning model to 
predict Down syndrome in third trimester antenatal screening. 
The authors used the machine learning (ML) random forest 
model to predict Down's syndrome. In a survey, around 58,972 
pregnant women underwent screening to analyze predictive 
efficiency. The ML model predicted ratio of 66.7% DS, with a 
5% false positive rate in the data set. The model achieved a DS 
detection rate of 85.2%, with a 5% false positive rate. The 
study showed that the ML model expands the DS prediction 
rate with a similar false positive ratio in contrast to the 
laboratory risk model. 

Furthermore, Jojoa-Acosta et al. [27] investigated how does 
a neuropsychological assessment of intellectual functioning in 
people with Down syndrome changes over time. The purpose 
of the research was to predict repressive control capacity using 
a novel data-driven method. A sample of n = 188; 49.47% 
men; and 33.6 ± 8.8 DS adult individuals having mild-
moderate levels of mental retardation was taken into the 
process. Machine learning Random Forest model used to 
support vector machine and logistic regression algorithms for 
the prediction of inhibition capacity. The neuropsychological 
method was applied for data collection of assessment of 
memory skills, language skills, executive functions, and praxis 
was submitted for execution in an algorithm. The outcomes 
reveal that the finest interpreters for inhibition capacity were 
verbal memory, constructive praxis, planning, immediate 
memory, and written verbal comprehension. 

In a research led by Children's National Hospital [28] a 
software device built using machine learning and deep learning 
technology that detects the presence of the genetic syndrome. 
The innovation of a software device helps children without any 
access to specific clinics. The designed software increases 
access and ML technology to predict the syndrome. The 
method detects the existence of genetic syndromes using facial 
photographs. The researchers trained data from 2,800 pediatric 
DS individuals from different countries. 

Similarly, Aida Catic et al. [29] proposed an image 
processing recognition method to identify affected fetuses early 
in pregnancy through accurate genetic testing to provide the 
woman with the preference for the selective continuation of the 
pregnancy or termination. They intend to replace the traditional 
process of chromosome photographs with image processing 
recognition and rule-based classification algorithms. A sample 
of 2500 pregnant women was collected to determine the figures 
of maternal levels. All women underwent an ultrasound 
examination. After the ultrasound examination and maternal 
blood sample, the blood samples were analyzed using the 
Prisca software. Artificial Neural Network expert system 
parameters indicate the tested subject has one of the prenatal 
syndromes or is healthy. 
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TABLE I. RESEARCH PAPER MATRIX (IDENTIFYING RESEARCH GAP) MACHINE LEARNING TECHNIQUES TO ENHANCE THE INTELLIGENT QUOTIENT LEVEL OF 

DOWN SYNDROME INDIVIDUALS 

Paper Author & Year Topic Machine learning Techniques/Methodology 

 
Decision 

Tree (DT) 

Artificial 

Neural 

Network 

(ANN) 

Convolution 

Neural 

Network 

(CNN) 

The Influence of Hearing Impairment on 

Mental Age in Down Syndrome: Preliminary 

Result 

Amanda Saksida 

et al 

October 2021 

Analyzing whether hearing 

impartment has a connection with 
the cognitive problem of Down 

syndrome individuals. 

X X X 

A machine learning model for the prediction of 
down syndrome in second-trimester antenatal 

screening 

Falin H.E et al 

October 2021 

Trimester antenatal screening using 
Machine learning random forest 

model 

X 
✓ 
1RF 

X 

Executive Functioning in Adults with Down 

Syndrome: Machine-Learning-Based 

Prediction of Inhibitory Capacity 

Jojoa-Acosta et 

al 

October 2021 

Machine-Learning-Based Prediction 

of Inhibitory Capacity 

 

X 

✓ 
1RF 
2SVM 
3LRA 

X 

Machine learning tool detects the risk of 

genetic syndromes in children with diverse 
backgrounds 

Children's 
National 

Hospital 

September 2021 

This machine learning technology 

indicates the presence of a genetic 
syndrome from a facial photograph 

X 
✓ 
4DL 

X 

Application of Neural Networks for 

classification of Patau, Edwards, Down, Turner 

and Klinefelter Syndrome based on first-
trimester maternal serum screening data, 

ultrasonographic findings and patient 

demographics 

Aida Catic et al 
2018 

To identify affected fetuses early in 
pregnancy through amniocentesis 

with accurate genetic testing. 

 
 

X ✓ X 

Brain-predicted age in Down syndrome is 

associated with beta-amyloid deposition and 

cognitive decline 

James H. Cole et 

all 

August 2017 

Predict brain age using structural 
neuroimaging data in DS individuals 

X 
✓ 
4DL 

X 

Predicting Age Using Neuroimaging: 

Innovative Brain Ageing Biomarkers 

James H.Cole 

December 2017 

Machine learning supervised model 
for brain age prediction.  The 

predicted brain age was used as a 

metric to statistically relate to other 
measured characteristics of the 

participants 

X 
✓ 
5NI 

X 

A pilot study of the use of emerging computer 
technologies to improve the effectiveness of 

reading and writing therapies in children with 

Down syndrome 

Vanessa G. Felix 

et al 
February 2016 

The tool helps to improve reading 
and writing abilities in Spanish, 

through mobile computing, 

multimedia design, and computer 
speech-recognition techniques 

named HATLE. During the data 

collection survey various assessment 
taken out. Participants were from 6 

to 15 years old. IQ scores were not 

available for any of the participants. 

X X X 

Using Dynamic Bayesian Networks for the 
Prediction of Mental Deficiency in Children 

with Down Syndrome 

Houssem Turki 
et al 

2014 

Proposed a new approach to 
knowledge extraction from temporal 

data. 

X 
✓ 
6DBN X 

Cognition in Down syndrome: a developmental 

cognitive neuroscience perspective 

Jamie O. Edgin 

et al 
January 2013 

The assessment of several functions 
of this region seems relatively less 

impaired than other aspects of 

cognition. Spatial position and 
implicit memory are also less 

affected than an object in location 

binding or episodic memory. 

   

1Random Forest Model 2Support Vector Machine 3Logistic regression algorithms 4Deep learning 5Neuroimaging 6Dynamic Bayesian Networks 

James H. Cole et al. [30] employed a machine learning 
approach to predict mental age of DS individuals using a 
structural neuroimaging dataset (N = 46). The chronological 
age subtracted from predicted age to get a different score of 
brain-predicted age. The research model analyzed the brain-
predicted age calculation at three levels. In the first level, the 
similarity index of the Gaussian Processes (GP) regression 
model using a magnetic resonance imaging (MRI) dataset was 

collected. In the second level model accuracy was assessed for 
differentiating brain-predicted age. In the third and fourth 
levels, testing and brain age were predicted. The authors 
emphasized the need to examine trajectories of change in DS 
individuals to get further information about the likelihood of 
future neurologic decline and negative brain ageing. 

https://www.frontiersin.org/people/u/739125
https://bmcmedgenomics.biomedcentral.com/articles/10.1186/s12920-018-0333-2#auth-Aida-Catic
https://www.sciencedirect.com/science/article/abs/pii/S016622361730187X#!
https://bera-journals.onlinelibrary.wiley.com/action/doSearch?ContribAuthorRaw=Felix%2C+Vanessa+G
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Moreover, James H. Cole et al., 2017 [31] analyzed the 
brain diseases burden of age-associated functional decline. A 
supervised machine learning model proposed for brain age 
prediction. Neuroimaging data obtained from MRI scans using 
machine learning regression model. Cross-validation included 
90% of participants and a predicted age of let out of 10%. The 
predicted mental age was compared with the chronological age 
of test-set participants. The brain-predicted age difference 
between brain age and chronological age is assumed to reflect 
advanced ageing and younger brains. The authors have 
emphasized that the technical aspects of analyzing brain age 
are further improved. Neuroimaging brain age measures could 
be used to evaluate neuroprotective impediments. 

To improve the communication ability Vanessa G. Felix et 
al. [32] developed HATLE application to provide a computer-
assisted technique for DS individuals. The data was obtained 
through a survey of DS participants speaking Spanish aged 
between 6 and 15 years. IQ scores were not available for any of 
the participants. The average age of DS individuals was 10.4 
years. During the assessment, literacy skills including letter 
identification, reading, handwriting, and spelling were 
assessed. A score of all assessments from 0 to 10 was obtained. 
The training with HATLE was processed group-wise using 
Android tablets and computers. The outcome of the research 
reveals that the initial recognition level was set at 0.5, which 
slowly increased the accuracy rate of further demanding 
thresholds in steps of 0.1. 

Houssem Turki et al. [33] proposed a Dynamic Bayesian 
Network (DBN) for knowledge extraction from historical data 
on temporal data to develop a structured learning algorithm for 
predicting mental retardation in Down syndrome individuals. 
The experiment took place at the Medical Genetics and Child 
Psychiatry departments at a hospital in Tunisia. The authors 
obtained a heterogeneous dataset in collaboration with a team 
of experts. The purpose of the research is the extraction of 
knowledge from a great number of datasets that evolve 
dynamically. 

Jamie O. Edgin et al. [34] analyzed a problem with late-
developing neural systems in DS individuals and the function 
of the prefrontal cortex. The assessment of functions was 
observed relatively less as compared to other aspects of 
cognition. The results observed were that implicit memory and 
spatial position are less affected than an object in episodic 
memory. The authors recommended further study of the 
fractionated skills patterns in DS individuals, which may 
benefit developmental change of cognitive functions. 

To provide similar learning opportunities for differently 
abled people Syed Ali [35] proposed a model for adaptation of 
the Heterogeneous Education System (HES) to the 
Homogeneous Education System (HES) proposing information 
technology tools of speech recognition and mathematics. The 
proposed model suggests that by providing the procedure of 
conversion and tools, equal opportunities can be provided to 
different disabilities in the same learning environments. The 
research has not particularly been done for DS individuals, but 
the mechanism strongly suggests for all individuals with 
perform differently. Hence, the research delivers importance to 
enhance learning and to improve communication difficulties. 

In neuroimaging data retrieval, Vicari et al., [22] proposed 
techniques assessed, including magnetic resonance imaging 
(MRI), a biotechnology body and brain imaging scanning 
technology. Rosen et al.; Hategan et al.; Raznahan et al.; & 
Wintermark et al. [23-24], [36-37] proposed that magnetic 
imaging is the leading clinical technique to evaluate the level 
of mental impairment. This technique is used to analyze 
psychiatric abnormalities that are difficult to detect using 
computed tomography (CT) For example, AI multimodal 
learning applications and deep learning methods have been 
developed for brain imaging [38]. Moreover, convolutional 
neural networks [39] and deep neural networks [40-42] 
engaged in neuroimaging to explain the neural relationships of 
mental disorders [40] [43-46]. 

Heinsfeld et al., [47] proposed that electroencephalography 
(EEG) signals are important to understanding how the human 
mind works and evaluating mental impairment. In contrast to 
MRI and CT, electroencephalography has greater resolution 
[48] analysed by Grotegerd et al. In addition, EEG data graphs 
were evaluated using artificial intelligence models presented by 
Hannesdóttir et al.; Avram et al., Thibodeau et al., & 
Hosseinifard [49-52]. 

III. RESEARCH CONTRIBUTIONS 

A. Mental Age Evaluation 

This research illustrated the valuable studies that tried to 
solve problems in evaluating and diagnosing mostly researched 
cognitive impairment, i.e., Down syndrome. Wherein, artificial 
intelligence neural network model-based techniques and 
software approaches are implemented to bring down syndrome 
analysis and seek ratio of their mental approach and to further 
strengthen them with software. The proposed model (Fig. 3) is 
divided into two portions (A and B). Firstly, the model 
evaluates the identification of Down syndrome. Here, the 
model reveals three major components of cognitive psychology 
known as cognitive neuroscience, human psychology, and 
information processing through computers. As per the 
neuroscience perspective, thinking abilities depend on working 
memory. The area of cognitive psychology considers the study 
of mental functions in which people require knowledge to 
understand their experiences. The model emphasizes both 
artificial intelligence and biological methods. The investigation 
is applied to individuals diagnosed with Down syndrome. 

A survey comprised over 120 individuals with DS of 
different age groups (>=8 & =30) was included to identify 
different cognitive traits (Fig. 5). The survey was based on 
interviews conducted by a team consisting of a psychiatrist, 
special education instructor and parents accompanying the DS 
individual. The team of psychiatrists, based on observations 
and professional knowledge, identified intellectual disability 
using facial expressions and psychological traits of DS 
individuals. Distinct facial features include distinctive slanting 
eyes, a small chin, abnormal outer ears, a flat nasal bridge, and 
a flattened nose. Psychological traits include talking, paying 
attention, and social rules. A team of special education teachers 
used simple mathematical problems to evaluate numerical 
skills, reasoning, and decision-making skills. The research 
contributions are further based on an artificial neural network 
model to evaluate the intelligent quotient of Down syndrome 
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individuals. The intelligent algorithm reveals the criteria of the 
artificial neural network model. The software access repeatedly 
until their mental functioning improves from severe to 
moderate and from moderate to mild levels using variables 
initial IQ (iIQ), and enhanced IQ (eIQ) denoted as input and 
output parameters based on the practical, creative, and 
analytical testing. The method constructs membership 
functions building set of rules into the knowledge base and 
evaluates rules in the Inference Engine (Table II). 

 
Fig. 3. A proposed model of mixed approach. 

The artificial neural network model presents the 
mechanism of the intelligent algorithm for repeating the 
usability of the interactive software, denoted as the middle 
layer of the ANN model (Fig. 4). The neural network model is 
supposed to judge the cognitive traits of individuals to analyze 
the IQ. The middle layer plays a part in the manifest of the 
interactive software application. The overall process is based 
on three layers. The input layer holds the initial data of the 
learning process of DS individuals (8–30 years). The 
intermediate hidden layer represents long-term memory, 
sensing, decision-making, perception, supervisory skills, 
thinking, logic, and learning complexities of 
the DS individuals. The hidden layer performs a nonlinear 
transformation of the inputs entering the network. The 
computations from the hidden layer are transformed into the 
output layer to reveal data to the outside world in the form of 
the computed mental level and capability. 

 
Fig. 4. Artificial neural network model. 

TABLE II. INTELLIGENT ALGORITHMS OF INTERACTIVE MENTAL LEARNING SOFTWARE 

 

 

Mental /Learning 

50-75% 35-50% 10-35% 

Sample size N=62 

Mild 

Moderate 

Severe 

Software 

Physical Age 

PDSR 

1 

30 

1 

30 

Output Input 

Interactive 

Mental 

Learning 

Software (IMLS) 

Step 1 − Define variables and parameters 

 Variables or parameters are inputs and their outputs like parameter for IQ are, 

 IQ (iq) = {practical, creative, analytical} 

Every member of this set is covering some level of intelligence IQ values. 

Create a matrix of based on their syndrome and mental impairment. Build a set of rules into the 

knowledge base in the form of IF-THEN-ELSE structures. 

If {level of Down Syndrome is Mild} then (IQ level 50-75) Else 

If {level of Down Syndrome is Moderate} then (IQ level 35-50) Else 

If {level of Down Syndrome is Severe} then (IQ level 20-35) Else 

If {level of Down Syndrome is Profound} then (IQ level 10-20)  

Step 2 − Construct membership functions for Step 1 

Step3 – Maintained knowledge base rules 

Step 4 − Evaluate rules in the rule base (Inference Engine) 

End 
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B. Supervised Learning Algorithm 

We have implemented ML algorithms to evaluate the 
projected mental age of the DS individuals. Individuals with 
Down syndrome's brain/mental age efficiency improves with 
practice on a software based on supervised learning algorithm. 
The end of the exponential research (N = 120), an efficient 
framework is proposed to identify and improve the mental age 
of Down syndrome children and young adults (Table III). For 
the analysis of training set sizes, bootstrapping techniques are 
used to estimate the reliability of the ML algorithm for 
different training set sizes. In the ANN technique, the 
resampling method is used to resample the original training set 
with a replacement to get a new training set of the chosen 
sample size. The advantage of this technique is that it allows us 
to judge the toughness of performance around training dataset 
sizes and to recognize the smallest training set sizes essential 
for checking the performance above the expected level. 

C. Multicriteria Decision Support System (DSS) 

To improve the learning abilities of DS individuals, the 
Knowledge Base Decision Support System (DBSS) is used in 
cascading fashion. The decision support system is based on 
four multiple criteria for DS individuals for learning and 
problem solving. The decision support system checks all the 
four criteria of Down syndrome in cascade and fixes the 
criteria based on the minimum criterion. The algorithm is 
based on decision-based criteria over an alleged cascading in 
descending order of the learning model on minimum criteria. 

 Call at the Dataset. 

 A cascading effect scenario to detect. 

 Decision support algorithm is used for deciding the set 
accordingly to minimum criteria. 

 Intelligent Quotient (IQ). 

D. Interactive Mental Learning Software 

The interactive graphical environment is based on 30 public 
opinion polls (Table IV). Software provides an interactive and 
simple platform to use opinion pool with the help of teacher or 
parents. The series of opinion polls contain questions based on 
comparison, logic, and basic mathematical operations. 
Individuals are supposed to search for the best option to 
increase their mental score at the end of the pool (Fig. 6). 

The software is accessible through laptop, desktop, or 
smartphone. Input is selected using a mouse, keypad or by 
touchpad. Different series of questions appears showing three 
options to choose best one. Colorful shapes of birds, fruit, and 
vegetables, colors, vehicles enhance interest of individuals and 
reduce frustration. The comparison covers the questions of the 
basic shapes and figures, which helps in developing the logic 
of the DS individuals. Making comparisons between numbers 
and alphabets helps DS individuals develop their decision-
making abilities. Basic mathematical operations cover only 
addition (+) operation. The mathematical console is comprised 
of the addition of birds, animals, shapes, and numbers. The 
assessment process is divided into three rounds (Round-I, II & 

III). Round-I process (N = 20) individuals (Table V). Round-II 
processed (N = 20) (Table VI) and Round-II processed (N = 
22) individuals (Table VII). 

TABLE III. ARCHITECTURE FOR MENTAL AGE (MA) OF DS INDIVIDUALS 

Age assessment Module System 

Inference 

Engine 
(Decision 

Support 

System) 

System Module 

Mild 50-75 

It stores 

IF-THEN 

rules 
provided 

by experts. 

It simulates 

the human 

reasoning 
process by 

making 

system 
inference on 

the inputs 

and IF-
THEN 

rules. 

It transforms the 

set obtained by 

the inference 
engine into a 

crisp value. 

Moderate 35-50 

Severe 20-35 

Profound 10-20 

 
Fig. 5. Decision tree of Down Syndrome individuals. 

 
Fig. 6. Interactive Mental Leaning Software (IMLS). 
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TABLE IV. INTERACTIVE MENTAL LEARNING (IML) SOFTWARE CRITERIA 

Q # Question (Pictorial/Text) Options given in pictorial / text form 

Q1 Search Fruit (images) (a) Fruit (b) Ball (c) Vegetable 

Q2 Click Red Color (Colors) (a) Aqua (b) Red (c) Yellow 

Q3 Find a number (5) (a) 5 (b) M (c) A 

Q4 Find a Car (images) (a) Bus (b) Car (c) Bicycle 

Q5 Search greater number (a) 10 (b) 5 (c) 0 

Q6 Search 3 Birds (images) (a) 3 birds (b) 2 birds (c) 1 bird 

Q7 Find a Sheep (images) (a) Camel (b) Sheep (c) Goat 

Q8 Count Donuts (images: 8) (a) 6 (b) 7 (c) 8 

Q9 Sum of Animals is (images: 2 Camel and 2 sheep) (a) 3 (b) 4 (c) 5 

Q10 M for: (a) Jeep (b) Car (c) Mobile 

Q11 A for: (a) Apple (b) Banana (c) Cat 

Q12 1 + 1 (a) 3 (b) 2 (c) 4 

Q13 Which Bird is Flying? (images) (a) 1 Nonflying bird (b) 2 NFB (c) 1 Flying Bird 

Q14 We go to school by. (images) (a) Car (b) Bus (c) Bicycle 

Q15 Rabbit lives in? (images) (a) Human House (b) Tree (c) Burrows 

Q16 Rabbit eats? (images) (a) Donut (b) Muffin (c) Carrot 

Q17 Cat run after? (images) (a) Bird (b) Dog (c) Rat 

Q18 Goat gives? (images) (a) Eggs (b) Milk (c) Fish 

Q19 Aisha is a female? (a) Yes (b) No 

Q20 We fly in. (images) (a) Car (b) Ship (c) Aeroplane 

Q21 Count small circles? (a) 8 (b) 9 (c)  7 

Q22 Count Stars? (x + xx) (a) 4 (b) 2 (c) 3 

Q23 Count Circles? (images) (a) 2 (b) 3 (c) 4 

Q24 Count Boxes & Stars (a) 5boxes4stars (b) 3boxes4stars 

Q25 We talk on. (images) (a) Mobile (b) Watch (c) Laptop 

Q26 Count trees? (image) (a) 9 (b) 7  (c) 10 

Q27 Count clouds? (image) (a) 10 (b) 11 (c) 12 

Q28 Find a Circle? (images) (a) Circle (b) Hexagon (c) Square 

Q29 Find a Square? (images) (a) Square (b) Hexagon (c) Circle 

Q30 Which circle is big? (images) (a) Small circle (b) Big circle 

TABLE V. SOFTWARE DRIVEN AGE ROUND-I SAMPLE SIZE N=20 MILD (50-75%) MODERATE (35-50%) SEVERE (20-35%) MODERATE (10-20%) 

S.No Participants Physical Age (Years) Processed Mental level Improved traits 

1.  Participant-1 (Male) 12 45% Perception (40%), attention (45%) 

2.  Participant-2 (Female) 13 50% Sensing (50%), Reasoning (45%) 

3.  Participant-3 (Male) 15 25% Sensing (25%), memory (20%) 

4.  Participant-4 (Female) 15 45% Responsive (40%), attention (45%) 

5.  Participant-5 (Male) 14 50% Decision making (50%), Reasoning (50%) 

6.  Participant-6 (Female) 8 45% Perception (40%), attention (45%) 

7.  Participant-7 (Male) 17 65% Sensing (65%), memory (65%) 

8.  Participant-8 (Female) 8 60% Sensing (60%), Logic (55%) 

9.  Participant-9 (Female) 13 65% Perception (65%), memory (55%) 

10.  Participant-10 (Male) 10 55% Logic (50%), attention (55%) 

11.  Participant-11 (Male) 12.6 45% Responsive (45%), memory (40%) 

12.  Participant-12 (Male) 8 30% Responsive (30%), attention (35%) 

13.  Participant-13 (Male) 9 35% Attention (35%), DM (35%) 

14.  Participant-14 (Male) 18 70% Reasoning (65%), Memory (70%) 

15.  Participant-15 (Male) 15 55% Social (50%), attention (55%) 

16.  Participant-16 (Female) 18 55% Logic (50%), attention (55%) 
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17.  Participant-17 (Male) 9 45% Sensing (45%), FM Skills (45%) 

18.  Participant-18 (Male) 16 65% Reasoning (60%), attention (65%) 

19.  Participant-19 (Female) 9 55% Sensing (50%), Responsive (55%) 

20.  Participant-20 (Female) 11 35% Logic (30%), Memory (35%) 

TABLE VI. SOFTWARE DRIVEN AGE ROUND-II SAMPLE SIZE N=20 MILD (50-75%) MODERATE (35-50%) SEVERE (20-35%) MODERATE (10-20%) 

S.No Participants Physical Age (Years) Processed Mental level Response toward activities 

1.  Participant-21 (Female) 10  30% Attention - memory (30%) 

2.  Participant-22 (Female) 12 55% Sensing (55%), DM (50%) 

3.  Participant-23 (Female) 14 45% Perception (45%), memory (40%) 

4.  Participant-24 (Male) 11  55% Sensing - attention (55%) 

5.  Participant-25 (Female) 15  55% Logic (50%), DM (55%) 

6.  Participant-26 (Female) 13  45% VM (45%), attention (40%) 

7.  Participant-27 (Female) 14  35% Sensing – Logic (30%) 

8.  Participant-28 (Male) 10  25% Reasoning (30%), Memory (25%) 

9.  Participant-29 (Male) 18  50% Reasoning - attention (55%) 

10.  Participant-30 (Female) 16  45% Logic - attention (45%) 

11.  Participant-31 (Female) 8  35% Sensing - FM Skills (35%) 

12.  Participant-32 (Male) 13  55% Reasoning - attention (55%) 

13.  Participant-33 (Female) 12  40% Sensing (40%), Responsive (45%) 

14.  Participant-34 (Male) 10  55% Logic - Responsive (55%) 

15.  Participant-35 (Male) 16  35% Sensing - memory (30%) 

16.  Participant-36 (Female) 8  40% Sensing (40%), memory (35%) 

17.  Participant-37 (Female) 14  65% Reasoning - memory (65%) 

18.  Participant-38 (Female) 9  40% Sensing (40%), memory (45%) 

19.  Participant-39 (Male) 10  55% Decision making-responsive (50%) 

20.  Participant-40 (Female) 15  45% Sensing (45%), memory (50%) 

TABLE VII. SOFTWARE DRIVEN AGE ROUND-III SAMPLE SIZE N=22 MILD (50-75%) MODERATE (35-50%) SEVERE (20-35%) MODERATE (10-20%) 

S.No Participants Physical Age (Years) Processed Mental level Improvements in cognitive traits 

1.  Participant-41 (Male) 15 45% Social – Decision making (40%) 

2.  Participant-42 (Male) 25 60% Reasoning (60%), DM (55%) 

3.  Participant-43 (Male) 30 65% Logic (50%), Memory (65%) 

4.  Participant-44 (Female) 20 60% Sensing – Decision making (55%) 

5.  Participant-45 (Female) 22 40% Attentive (40%), Memory (45%) 

6.  Participant-46 (Male) 15 35% Sensing – Logic (35%) 

7.  Participant-47 (Male) 23 55% Sensing (55%), Memory (60%) 

8.  Participant-48 (Male) 27 70% Social (70%), Sensing (65%) 

9.  Participant-49 (Male) 25 45% Attention (40%), Sensing (45%) 

10.  Participant-50 (Female) 30 50% Memory (50%), Attention (45%) 

11.  Participant-51 (Male) 22 60% Social (70%), Sensing (65%) 

12.  Participant-52 (Male) 25 55% DM (55%), FM Skills (50%) 

13.  Participant-53 (Male) 28 45% Social (40%), Memory (45%) 

14.  Participant-54 (Male) 27 60% Reasoning – Attention (60%) 

15.  Participant-55 (Female) 22 45% DM (45%), Sensing (40%) 

16.  Participant-56 (Female) 20 50% Memory (50%), DM (45%) 

17.  Participant-57 (Male) 30 45% Attention (40%), Sensing (45%) 

18.  Participant-58 (Female) 19 50% Social – Decision making (55%) 

19.  Participant-59 (Male) 17 60% Sensing (60%), Memory (65%) 

20.  Participant-60 (Female) 17 45% Responsive (45%), Sensing (40%) 

21.  Participant-61 (Female) 30 50% Logic (50%), Sensing (45%) 

22.  Participant-62 (Female) 25 50% Logic (50%), Memory (45%) 
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IV. DISCUSSION AND FUTURE WORK 

The research carried out to investigate the mental age of DS 
individuals. The literature matrix identified the research gap of 
assessing actual mental age using AI-ANN model. The 
technology claims to enhance mental age of DS individuals 
having least IQ level. The interactive and simplest platform of 
software increase usability interest and reduce frustration. The 
different question of logical, mathematical, and analytical 
reasoning boosts the thinking ability, perception, reasoning, 
logic, and memory of the individuals. Such traits result change 
in IQ from severe to moderate (IQ>20% to 35%), moderate to 
mild (IQ>35% to 75%). Research outcomes also show the 
comparison and authenticity between software-based IQ 
assessment and traditional methods. The variation in the mental 
age is identified with yellow line of the graphical illustration 
(Fig.7, 8 and 9). 

 
Fig. 7. Graph - software driven mental age round-I. 

 

Fig. 8. Graph - software driven mental age round-II. 

 

Fig. 9. Graph - software driven mental age round-III. 

In future work, more feature added system for enhancement 
of severe level of mental retardation may be suggested for 
academic purpose to help different intellectual disabilities in 
special education and job oriented technical training to make 
them independent. 
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Abstract—Alzheimer’s disease (AD) is an irreversible neu-
rological disorder, so early medical diagnosis is extremely im-
portant. Magnetic resonance imaging (MRI) is one of the main
medical imaging methods used clinically to detect and diagnose
AD. However, most existing computer-aided diagnostic methods
only use MRI slices for model architecture design. They ig-
nore informational differences between all slices. In addition,
physicians often use multimodal data, such as medical images
and clinical information, to diagnose patients. The approach
helps physicians to make more accurate judgments. Therefore,
we propose an adaptive weighted multimodal integration model
(AMIM) for AD classification. The model uses global information
images, maximum information slices and clinical information
as data inputs for the first time. It adopts adaptive weights
integration method for classification. Experimental results show
that our model achieves an accuracy of 99.00% for AD versus
normal controls (NC), and 82.86% for mild cognitive impairment
(MCI) versus NC. The proposed model achieves best classification
performance in terms of accuracy, compared with most state-of-
the-art methods.

Keywords—MRI; global information images; maximum infor-
mation slices; adaptive weights; integration method

I. INTRODUCTION

Alzheimer’s disease, a chronic neurodegenerative disease
causing the death of nerve cells and tissue loss throughout
the brain, usually starts slowly and worsens over time. AD is
expected to affect 1 out of 85 people in the world by the year
2050 [1]. The progression of AD gradually leads to memory
degradation and impairment of cognitive function, eventually
leading to irreversible neuronal damage [2]. Although no
treatment has been proven to be effective in preventing the
progression of AD [3], the early diagnosis of AD remains
important for subsequent treatment to delay the onset of
cognitive symptoms [4].

Since 2013, deep learning has begun to gain considerable
attention in AD detection research, with the number of pub-
lished papers in this area increasing drastically since 2017 [5].
Early unsupervised methods used autoencoders or restricted
Boltzmann machine methods to extract features that were
then used for the classification of Alzheimer’s disease [6]–[8].
Supervised learning applied to the diagnosis of Alzheimer’s
disease has been particularly well studied compared to unsu-
pervised methods. Convolutional neural networks (CNNs) are
the most successful deep models for image analysis, aiming
to make better use of spatial information by taking 2D/3D
images as input and extracting features by stacking several

convolutional layers; the result is a hierarchy of progressively
abstracted features [9], [10]. Most studies on Alzheimer’s
disease have been mainly architected by 2D CNNs or 3D
CNNs as depth models. A large number of studies have
performed feature extraction of MRI slices by 2D CNNs for
ADNI classification [11]–[16]. Since MRI provides 3D images,
how to select MRI slices is a question worth thinking about.
Meanwhile, 2D slices cannot contain all the information of
3D MRI, so it is missing the global information. 3D CNN is
widely used for diagnosis of 3D MRI, which does not require
slice selection and also contains global information. However,
AD detection must take the whole image or some ROI as input
[17], [18]. This results in a steep increase in the number of
parameters, which can create problems such as large amount of
computation, time-consuming, and overlapping data. The joint
2D-3D CNN [19]–[21] first performs 3D feature extraction by
multiple 3D data inputs, and then obtains the final classification
result by 2D CNN. Likewise, there are also problems such as
large amount of computational cost and time consuming. In
addition, in the early detection of Alzheimer’s disease, the
degree of brain atrophy is less variable, and assessment by
a single modality of MRI alone may have a certain bias; a
combined assessment with multiple modalities will yield a
relatively more accurate diagnosis.

Based on slice-level classification, there is a lack of three-
dimensional spatial information and the subjective uncertainty
of slice selection. We proposed to effectively superimpose all
slices to generate a dynamic 2D picture containing multiple
slice information changes, i.e. a global information image. At
the same time, the slice with the largest amount of information
is also selected through the method of image entropy, and
the clinical information is used as the input of the multi-
dimensional feature auxiliary integrated approach. From our
experiment, the proposed AMIM model has improved the
performance significantly. The main contributions of our study
are summarized in the following three folds.

• We propose an adaptive weighted multimodal en-
semble model. The model uses an adaptive weighted
method to optimize the different branches weights. It
can effectively reduce the large amount of computa-
tional cost and time, compared with the grid search
method.

• For the first time, we propose a new MRI image
preprocessing method, which uses dynamic images
and maximum information entropy slices as the input
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of MRI images; at the same time, clinical information
modality is introduced to obtain better classification
performance.

• A comprehensive evaluation is conducted on ADNI
dataset. Experiments show that our method achieves
best classification performance in terms of accuracy,
compared with most state-of-the-art methods.

The rest of the paper is structured in sections and repre-
sented as follows. In Section II, related work describes the
research status of Alzheimer’s disease classification in detail.
Section III introduces the structure and algorithm of the AMIM
model. Section IV introduces the classification performance
of the model on the ADNI dataset. Section V discusses the
performance analysis of different views. Section VI concludes
the paper.

II. RELATED WORK

With the rapid development of deep learning since 2012,
there are more and more researches on the diagnosis of
Alzheimer’s disease. Researches based on Alzheimer’s disease
classification can be divided into the following branches ac-
cording to input: ROI level, Patch level, 3D Subject level and
2D slice level. With ROI models [22], [23], manual selection of
regions is required to extract the region of interest of the orig-
inal brain image as the input of CNN model, which is a time-
consuming task. With patch models [19]–[21], multiple patches
can be obtained from the entire 3D MRI, but there is a problem
of data overlap. It is much more straightforward and desirable
to use the entire image as input. At the 3D subject level,
Korolev et al. [17] adopted 3D VGG and 3D ResNet as the
backbone network for feature extraction, but the classification
accuracy was only more than 80. Spasov et al. [18] proposed
a method combining 3D MRI with clinical information, which
can obtain good classification results. However, regardless of
single mode or multi-mode 3D MRI, there is a large amount
of calculation and long running time. In 2D slice classification
method, it can reduce the number of hyperparameters to a
certain extent. Due to the small sample size of medical dataset,
Hon et al. [11] proposed to apply transfer learning to the
classification of Alzheimer’s disease. 32 slices were taken from
each object as the dataset, and the model performed well.
However, this result was only for the image level, without
considering the subject level. Islam et al. [12] proposed a deep
convolutional neural network for the diagnosis of Alzheimer’s
disease using brain MRI data analysis, and obtained good
classification results. Zhang and colleagues [13] performed a
systematic evaluation of CNN models with different structures
and capacities, and the experimental results showed that the
advanced structural models with medium capacity performed
better than the models with maximum capacity. Good results
have also been obtained. However, these methods are based
on 2D images and cannot contain all the information of
brain scan. They ignore the spatial information of 3D. The
same situation exists in other slice classification studies [14]–
[16]. According to the above analysis, we propose a new AD
classification network architecture, AMIM, combining 2D-3D
MRI and clinical information.
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Fig. 1. The AMIM for alzheimer’s disease classification based on MRI and
clinical information

III. METHODS

In this paper, we propose an AMIM model that combines
2D-3D MRI to solve the problem of missing 3D spatial
information for slice based classification. Clinical information
is also introduced as the input of another modality. The model
uses an adaptive weighted method to learn the weight shares
of different classifier. Its architecture is shown in Fig. 1. Our
proposed method is flexible and can in principle integrate
other imaging modalities, such as positron emission computed
tomography (PET), as well as other different clinical datasets.
With the inspiration of the idea of transfer learning, we use
the classical neural network pre-trained by ImageNet and
removing the last classification layer as the backbone network
of feature extraction [24]. Resnet18 as a backbone network
will be introduced here.

In the following, we present our method in four parts. First,
we introduce the dynamic image generation method and the
maximum information entropy slicing method, respectively.
Then, we present the adaptive weighted multimodal integration
method. Finally, we introduce the training and optimization.

A. Dynamic Image

In the non-medical field, a popular method to represent a
series of images is to apply a temporal pooling operator to the
features extracted at individual images, for instance, temporal
templates [25], ranking functions [26] and other traditional
pooling operator [27]. We use the Z-dimension of the 3D
MRI as the temporal dimension of the video to extract a fixed
slice representation of each object. Since the extracted fixed
representation retains all the dynamic characteristics of slices
(i.e. the changes from slice to slice), we call it dynamic image.
We calculate the coefficient θt of slice It and assume that the
feature vector of this slice is Vt. Multiply this coefficient with
the average of all feature vectors from V1 to Vt to get the new
feature vector and finally accumulate the new feature vectors
to get the final dynamic image. See Fig. 2 for an example. The
calculation formula is as follows.

ID =

T∑
t=1

θtψ (Vt) (1)
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AD
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Fig. 2. MRI sample slices and corresponding dynamic images of AD, MCI
and NC participants

where ψ (Vt) = 1
t

∑t
τ=1 Vτ is the slices average of features

up to slice t, and θt = 2t− T − 1 is the coefficient associated
to feature ψ (Vt).

The algorithm for processing dynamic images is shown in
Algorithm 1.

Algorithm 1 Algorithm for Obtaining Dynamic Images

Input: Origin 3D MRI: {X1
MRI , X2

MRI , · · · , XN
MRI}.

Output: Dynamic images {I1D, I2D, · · · , IND }.
1: for i = 1 to N do
2: IjO ← slice(Xi

MRI), j = {1, 2, · · · , T} // Obtaining
original axial slices.

3: Vj ← quantify(IjO) // Obtaining feature vectors.
4: for t = 1 to T do
5: θt ← 2t− T − 1 // Calculating the coefficient θt of

slice ItO.
6: ψ (Vt)← 1

t

∑t
τ=1 Vτ // Calculating the vector mean

ψ(Vt) of the features vectors V1 to Vt.
7: end for
8: IiD ←

∑T
t=1 θtψ (Vt) // All new feature vectors are

summed to get the final dynamic image by Eq.(1).
9: end for

B. Slice with Maximum Information

Typically, there are a large number of slices to choose from
in 3D MRI scan. One method of slices selection is to manually
select slices based on the highest similarity of anatomical fea-
tures without knowing the clinical diagnosis information [28].
However, this approach needs to be chosen by professionals,
which will cost a lot of labor and be subjective. Instead, we use
image entropy to extract the most informative slices to train
the network. Therefore, we will calculate the image entropy
of each slice. Generally speaking, for a set of M symbols with
probabilities P1, P2, · · · , Pm. Entropy can be calculated as
[29] :

H = −
255∑
i=0

Pi logPi (2)

where H is the one-dimensional gray-scale entropy and Pi

is the proportion of grayscale value i.

C. Adaptive Weighted Multimodal Integration

In this section, we introduce the composition of classifiers
and the adaptive weighted integration of the classifier, respec-
tively.

For these classifiers we use the same composition structure.
We add relu activation function and dropout between each
layer of mapping to reduce the potential overfitting risks.
Specifically the feature images are first dropout, and then
through three layers of mapping, relu and dropout are added
between each layer of mapping. Finally, softmax activation
function is used to obtain the category probability value.
Dropout set to 0.5. The output expression of each of these
classifiers is shown as follows:

Oi = φi (Fi, Ci) i ∈ {1, 2, 3} (3)

where Fi stands for the input of the feature map, Ci is the
weight parameter of the i-th classifier, φi (Fi, Ci) represents a
function to be learned in an effort to transform the input, Fi,
to probability value Oi.

O4 = φ4 (Xcli, C4) (4)

where O4 is the probability value in the 4-th classifier,
Xcli is the clinical information. C4 is the weight parameter
of the 4-th classifier. φ4 denotes the operation of the 4-
th classifier. We normalized for clinical characteristics, i.e.
demographic, neuropsychological, and the apolipoprotein E
(APOE4) genotyping data. They all followed the same feature
scaling procedure, with values normalized between [0, 1] for
each independent clinical factor.

We propose an ensemble learning method with adaptive
weights to improve the performance of the model and the
confidence of prediction. For the probability values of multiple
classifiers, we use the integration method of soft voting for the
final output. Suppose we have M classifiers, the soft voting
can be computed as:

Ot =

M∑
i=1

αiOi (5)

where Oi is the probability value in the i-th classifier,
αi represents the weight given to the i-th classifier. Ot

stands for the total output after overall soft voting integration.
First we initialize the weights. To automatically compute the
hyperparameter αi, we use a simple but effective approach:
setting the hyperparameter αi as a trainable parameter in order
to automatically and adaptively coordinate the importance
learning of each attribute task. When multiple branch tasks
are learned simultaneously, the “important” branches should
be given high weights (i.e. αi) to increase the loss size of
the corresponding branch. We take a small learning rate for
updating the network parameters and automatically learn the
score weights for different classifiers.

D. Training and Optimization

We use cross-entropy as the loss function. We construct
loss function for the output of individual classifier. The loss
function is:

Li = −
1

N

N∑
j=1

[
yj · log

(
Oj

i

)
+ (1− yj) · log

(
1−Oj

i

)]
i ∈ {1, 2, 3, 4}

(6)
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where the label yj = 0 indicates that sample j is a negative
sample and yj = 1 indicates that sample j is a positive sample.
N is the total number of samples in the data set. Oj

i denotes
the output probability value of sample j of the i-th classifier.
In the training phase, with the loss function constructed from
the output of each classifier, i.e., Equation 6, we can optimize
the network parameters in each of them.

For the backbone network, the weights are fixed in the first
stage and are not optimized. The weights are unfrozen in the
second stage, we first optimize the backbone network 1 and
backbone network 2 under the loss functions constructed from
the classifier 1 output and classifier 2 output, respectively. Then
the backbone network is further optimized by the loss function
3.

After we get the output of each classifier, we can get the
final output, which is Equation 5. Then the loss function of
the integrated output is shown below:

L5 = − 1

N

N∑
j=1

[
yj · log

(
Oj

t

)
+ (1− yj) · log

(
1−Oj

t

)]
(7)

where αi is the weight of the output probability values of
the i-th classifier. Oj

t represents the output probability value
of the soft voting integration of sample j through multiple
classifiers. The hyperparameter αi is key part of the network.
If we use the grid search method to obtain αi, this will be time
consuming. We use the adaptive weighted method to update
the network weights. The loss combines these weights as an
integrate one to supervise the process of network training by
adopting the back-propagation algorithm.

IV. EXPERIMENTS

A. Dataset

We use the publicly available dataset from the Alzheimer’s
Disease Neuroimaging Initiative (ADNI) for our work. Specif-
ically, we trained CNNs with the data from the “spatially
normalized, masked, and N3-corrected T1 images” category.
The brain MRI image size is 110×110×110. Since a subject
may have multiple MRI scans in the database, we use the
most recent scan of each subject to avoid data leakage. All
the data we used are summarized in Table I. Among them
are 132 men and 92 women, aged between 55 and 90.3 years
old. Friedman’s ANOVA was used to test the difference in
median age between groups, and the Fisher’s exact test was
used to test the gender interaction of the x group. These
interactions are not statistically significant (p > .05). And
the following data: demographic data (age, gender, education
level), neuropsychological cognitive assessment tests such as
the Dementia Rating Scale (CDRSB), Alzheimer’s Disease
Assessment Scale (ADAS11, ADAS13), Rey Auditory Verbal
Learning Test (RAVLT), as well as APOE4 genotyping. All
data used in this study is from baseline assessments.

B. Evaluation Metrics

The proposed AMIM method mainly validates the AD
classification (AD vs. NC), MCI classification (MCI vs. NC).
The performance was evaluated using three metrics. Namely,
accuracy, the percentage of correctly predicted samples; F1,

TABLE I. DEMOGRAPHICS OF THE ADNI DATASET

F/M Education Age APOE4 MMSE CDRSB ADAS11 ADAS13 RAVLT IR RAVLT PF

CN 28/28 16.45±2.95 73.11±5.64 0.16±0.23 28.59±1.82 0.44±1.09 6.32±4.23 9.85±6.19 41.68±10.46 47.48±32.84

MCI 48/75 15.80±2.67 72.95±7.39 0.34±0.34 26.29±3.34 2.23±1.98 11.25±6.45 17.64±9.37 31.50±11.58 66.98±33.84

AD 16/29 15.37±2.89 74.66±8.54 0.39±0.33 21.67±3.94 5.81±2.40 24.07±7.48 34.78±9.01 19.56±6.71 93.68±13.35

the harmonic mean of precision (Eq. 9) and recall (Eq. 10);
Area Under Curve (receiver operating characteristic curve
determined by true positive rate and false positive rate). These
metrics are defined as:

ACC =
TP + TN

TP + TN + FP + FN
(8)

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

F1 = 2 · Precision · Recall
Precision + Recall

(11)

where TP, TN, FP and FN stands for true positive, true
negative, false positive and false negative, respectively. A
higher value indicates better performance.

In the following, experiments are conducted to evaluate
the performance of the proposed method. Specifically, Sec-
tion IV-D focuses on testing the impact of unimodal and
multimodal on the performance metrics of the experiments,
respectively. Section IV-E1 aims to analyze the classification
performance of the same dataset in different methods.

C. Complements

We use five-fold cross-validation for experiments. Since
the proportion of data samples is unbalanced, a weighted loss
function is used to ensure the balance of the samples. The loss
function uses a cross-entropy loss function. Using the Adam
optimizer, the learning rate is 10 to the negative 5-th power,
except that the learning rate of L5 is adjusted to 5×10−6. The
classifier performs linear mapping, it will perform a dropout
of 0.5 to prevent overfitting. To activate relu, the last layer
uses the softmax function to output the probability value of
the category.

D. Single Modality vs. Multiple Modalities

In this section, the effects of unimodal and multimodal
data on the model are presented separately. For MRI, resnet18,
which has been pre-trained and removed the last classification
layer, is used as the backbone network to extract features. The
output of clinical information is obtained through a multi-layer
perceptron network model. We performed single-modal exper-
iments on dynamic images, slices, and clinical information.
As shown in the Table II, we can see that in the column of
AD versus NC, the evaluation index of clinical information
is very high. Thus we made t-SNE visualization for the data,
as shown in Fig. 3. The data distribution of AD group and
NC group is shown on the left. It is found that the two types
of data have obvious dividing lines. The distributions of the
MCI and NC groups on the right do not have obvious dividing
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TABLE II. COMPARISON OF PERFORMANCE OF SINGLE-MODAL AND
MULTIMODAL CLASSIFICATION METHODS

Methods
AD vs. NC (%) MCI vs. NC (%)

ACC AUC F1 ACC AUC F1

Dynamic 90.00 91.90 88.63 77.10 74.45 84.61
Slice 83.14 82.59 83.09 71.00 62.34 80.76

Clinical Info 97.00 98.03 97.41 77.67 78.65 85.53
Combined 92.00 93.62 91.06 74.29 72.39 82.26

Fusion 99.00 99.12 98.67 81.63 82.41 87.06

Fig. 3. Illustration of t-SNE result for cognitive scores. Blue dots: NC
group. Orange dots: AD/MCI group

lines, and their evaluation indexes in Table II are not very
satisfactory. This remains consistent with our results. Then
we take the dynamic images and slices of medical imaging
as input to obtain the integrated results of medical imaging.
Specifically, the decision fusion of Output 1, Output 2 and
Output 3 of the model in Fig. 1 is carried out. The specific
experiment is introduced in the subsequent result chapter. It
can be seen from the table that the integration results of slices
combined with pictures of 3D spatial information changes
are improved compared with single-mode medical imaging.
Finally, we proposed the method, in which AD/NC accuracy
reached 99.00%, MCI/NC accuracy also reached 81.63%.

E. Comparison of Different Methods

1) Comparison With baseline methods: We compared sev-
eral other methods on the same dataset. Korolev et al. proposed
a deep three-dimensional convolutional neural network struc-
ture for brain MRI scan classification [17]. In this work [18],
structural magnetic resonance imaging (MRI), demography,
neuropsychology and APOE4 gene were used as data inputs,
and 3D separable convolutional layers were used as backbone
networks for classification. Xing et al converted the 3D full im-
age into 2D dynamic image, and then took the classical neural
network and attention mechanism as the network model [30].
For these baseline methods, we maintain the parameter settings
of the original paper. The results of evaluation indicators are
shown in Table III. It can be found that our proposed method
is the best in most indicators.

2) Comparison with state-of-the-art methods: In this sec-
tion, we focus on comparing the classification performance
of other widely used methods. The work investigated [31]–
[37] and other MRI monomodal classification performance,
see Table IV below. Multi-modality [32]–[34], [36], [38]–
[41] includes MRI + PET, MRI + PET + biomarkers, MRI
+ DTI, and MRI + Cognitive scores, as shown in Table V.

TABLE III. COMPARISON OF PERFORMANCE OF DIFFERENT
CLASSIFICATION METHODS

Methods Type
AD vs. NC (%) MCI vs. NC (%)

ACC AUC F1 ACC AUC F1

Korolev et al. [17] 3D 70.00 69.54 67.57 73.75 67.40 82.64
Spasov et al. [18] 3D+Cli Info 98.00 99.38 97.70 80.62 83.91 84.52
Xing et al. [30] 3D 86.25 85.93 86.08 78.13 70.25 84.58

Proposed 3D+2D+Cli Info 99.00 99.12 98.67 81.63 82.41 87.06

TABLE IV. PERFORMANCE COMPARISON OF DIFFERENT METHODS IN
SINGLE-MODALITY STUDY

Study Modality
Group

Method
Accuracy(%)

AD MCI NC AD vs. NC MCI vs. NC

Liu et al. [31] MRI 97 234 128
multi-view;

multi-template;SVM
93.83 -

Zhu et al. [32] MRI 51 99 52
ROI-based;Relational

regularization feature selection
93.70 79.70

Liu et al. [33] MRI 93 204 100
Patch-based;

Cascaded CNNs
84.97 -

Aderghal et al. [34] MRI 188 399 228
Hippocampus;CNN;

Transfer learning
90.00 72.50

Basaia et al. [35] MRI 295 510s + 253p 352 Patch-based;CNN 99.20 76.10s 87.10p

Shao et al. [36] MRI 160 460 160
Hypergraph;

Multikernel SVM
88.30 69.14

Al-Khuzaie et al. [37] MRI 170 - 70 Slices-based;CNN 99.30 -

Group: as + bp: the number of sMCI is a and the number of pMCI is b; Accuracy:
cs: the accuracy of sMCI/NC is c; dp: the accuracy of pMCI/NC is d.

TABLE V. PERFORMANCE COMPARISON OF DIFFERENT METHODS IN
MULTI-MODALITY STUDY

Study Modality
Group

Method
Accuracy(%)

AD MCI NC AD vs. NC MCI vs. NC

Zhang et al. [38] MRI+PET+CSF 51 99 52
ROI-based;

Kernel combination
93.20 76.40

Zhu et al. [32] MRI+PET 51 99 52
ROI-based;Relational regularization

feature selection
95.70 79.90

Shi et al. [39] MRI+PET 51 99 52
ROI-based;

Multimodal SDPN
97.13 87.24

Liu et al. [33] MRI+PET 93 204 100
Patch-based;

Cascaded CNNs
93.26 74.34

Aderghal et al. [34] MRI+DTI 48 108 58
Hippocampus; CNN;

Transfer learning
92.50 80.00

Shi et al. [40] MRI+PET+CSF 51 99 52
ROI-based; Coupled boosting;

Coupled metric ensemble
94.85 79.88

Shao et al. [36] MRI+PET 160 460 160
Hypergraph;

Multi-kernel SVM
92.51 82.53

Hett et al. [41] MRI+Cognitive scores 130 216 213
Patch-based;

Multiscale graphs
91.60 -

Proposed MRI+Cognitive scores 45 123 56
CNN;Transfer learning,

Ensemble
99.00 81.63

CSF = Cerebrospinal fluid

For AD/NC classification, the accuracy of the single-modal
methods listed in Table IV has classification results below
90.00%, while the accuracy of most multi-modal methods
is above 90.00%. For MCI/NC classification, the accuracy
of most single-modal methods is below 80.00%, while the
accuracy of most multi-modal methods is above 80%. Among
the listed studies, Zhu et al. [32], Liu et al. [33], Aderghal
et al. [34] and Shao et al. [36] performed single-modal and
multi-modal tests on the proposed method. The results show
that, compared with single-modal data, the use of multi-modal
data can obtain higher classification accuracy. In addition,
our method achieves the best performance of 99.00% in the
AD/NC classification and 81.63% in the MCI/NC classification
with resnet18 as the backbone network. It is worth noting that,
due to potential differences in data selection, preprocessing and
even data set division, the results obtained by different methods
are actually incomparable. The purpose of the comparison is
only to provide an overview of other results and to show the
baseline of existing methods.
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3) Different backbone neural networks: We performed
other backbone neural network training. To evaluate the clas-
sification performance of different backbone neural networks,
we used a five-fold cross-validation strategy to calculate the
classification performance. Specifically, the entire subject sam-
ple set was divided into five subsets equally, and the subject
samples within one subset were selected as test samples each
time, and all remaining subject samples within the other four
subsets were used to train the classifiers. This process was
repeated five times independently to avoid any bias introduced
by randomly dividing the dataset in cross-validation. We take
the average of the three experiments as the final result of the
data. The results are shown in the Table VI and Table VII.

TABLE VI. PERFORMANCE OF DIFFERENT BACKBONE NEURAL
NETWORKS FOR AD VS. NC (%)

Methods ACC AUC F1 PRECISION RECALL AP

AMIM+resnet18 98.33 98.75 98.01 96.85 99.48 96.67
AMIM+resnet34 98.33 98.75 98.03 97.50 98.79 96.95
AMIM+resnet50 98.67 99.27 98.35 97.50 99.39 97.23
AMIM+resnet101 99.00 98.68 98.67 97.50 1.0 97.50

AMIM+vgg11 98.33 99.12 98.08 97.50 98.88 97.05
AMIM+googlenet 97.00 99.19 96.67 97.38 96.20 95.72

AMIM+alexnet 98.00 98.75 97.38 96.09 99.05 95.60

TABLE VII. PERFORMANCE OF DIFFERENT BACKBONE NEURAL
NETWORKS FOR MCI VS. NC (%)

Methods ACC AUC F1 PRECISION RECALL AP

AMIM+resnet18 80.51 80.73 86.72 84.52 95.42 81.86
AMIM+resnet34 82.52 82.78 88.18 86.51 96.85 83.65
AMIM+resnet50 78.61 79.98 85.30 87.18 95.76 83.10
AMIM+resnet101 78.40 80.33 85.54 86.52 96.15 81.66

AMIM+vgg11 80.09 80.74 86.97 82.44 97.95 80.83
AMIM+googlenet 79.71 77.80 86.24 84.02 97.11 81.45

AMIM+alexnet 82.86 82.71 88.19 85.57 93.90 83.84

V. DISCUSSION

A. Performance analysis of different views

3D MRI exists three views (axial, coronal and sagittal
view). We used the axial view. The different views of the
3D global information and the maximum information slice are
shown in Fig. 4. Pan et al. [42] proposed a Multi-view Separa-
ble Pyramid Network (MiSePyNet), in which representations
are learned from axial, coronal and sagittal views of PET scans
so as to offer complementary information and then combined
to make a decision jointly. The experimental results show that
the performance of the axial view is the best and multi-view
fusion effect is better than the single-view. Next, this paper will
discuss and analysis the classification performance of different
views through experiments.

We performed experiments for different views by using
the same parameter settings. The overall experimental results
of AD versus NC and MCI versus NC are shown in Table
VIII and Table IX. The classification performance of different
views for each model has been given in the table. The best
evaluation metrics are shown in bold. The experimental results
show that AD versus NC and MCI versus NC experimental

Axial Coronal Sagittal

Fig. 4. Different views of the global information image and the maximum
information slice

TABLE VIII. PERFORMANCE OF DIFFERENT VIEWS FOR AD VS. NC (%)

Type Views ACC AUC F1

Slice
Axial view 83.14 82.59 83.09

Coronal view 85.24 87.49 82.39
Sagittal view 81.19 86.23 79.41

Dynamic
Axial view 90.00 91.90 88.63

Coronal view 86.05 87.49 86.44
Sagittal view 89.05 93.82 88.58

Fusion
Axial view 92.00 93.62 91.06

Coronal view 86.10 84.33 85.45
Sagittal view 86.14 85.48 85.39

TABLE IX. PERFORMANCE OF DIFFERENT VIEWS FOR MCI VS. NC (%)

Type Views ACC AUC F1

Slice
Axial view 71.00 62.34 80.76

Coronal view 72.10 67.71 81.35
Sagittal view 69.89 63.97 80.89

Dynamic
Axial view 77.10 74.45 84.61

Coronal view 72.65 66.63 82.23
Sagittal view 72.10 62.72 82.66

Fusion
Axial view 74.29 72.39 82.26

Coronal view 71.54 55.46 81.14
Sagittal view 70.44 54.81 79.65

classification performance are similar. In the model with only
slices as input, the overall evaluation metrics of coronal view
are the best, the evaluation metrics of the other two views have
small differences with them. In the model with only dynamic
images as input, the AUC and F1 metrics of the axial view are
the highest. In the whole hybrid model of dynamic image and
slices, all evaluation metrics of the axial plane is the highest.

For the overall results obtained from these three different
views, we can find that the classification performance of each
view is not very different and the axial view is relatively better.
In this paper, we only conducted experiments for one view. In
the future, we will analyze three views of the image together.
Different views show different information and how to obtain
more comprehensive information plays a more important role
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for Alzheimer’s disease diagnostic.

B. Data Pairing

The dataset we used is from the “Spatially normalized,
masked and N3-corrected T1 images” category in the ADNI
public dataset. The dataset in this category contain paired MRI
and clinical information. However, for the other categories
of dataset in the ADNI, there were cases where subjects
had not undergone the MMSE, ADAS11 examination. For
patients with clinical information, we effectively combined the
clinical information, which helped to improve the classification
performance of the model. In the future, we will try to improve
the diagnostic performance of ADNI with only some of the
subjects’ basic information (gender, age, etc.).

VI. CONCLUSION

In this paper, we proposed a multimodal adaptive weighted
model, which takes global information images, maximum in-
formation slices and clinical information as multimodal inputs
for the first time. Our model can effectively solve the problem
of missing global information in slice classification. At the
same time, the use of image information entropy selection
slices can solve the subjective uncertainty of human selection.
Using an adaptive weighting method to optimize the weights,
it can combine the weights of different models more accurately
than the grid search method. Our model achieves the best
results in terms of classification performance, compared with
the latest methods. The combination of medical images and
clinical information for Alzheimer’s disease classification is
the future trend. Next, we will try to investigate how to better
combine clinical information with medical images.
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