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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—In this era of Industry 5.0, businesses 
worldwide are attempting to gain competitive advantages, 
increase profits, and improve consumer engagement. To achieve 
their goals, all businesses undergo extensive digital 
transformations (DT) by implementing cutting-edge technologies 
such as cloud computing, artificial intelligence (AI), the Internet 
of Things, and blockchain, among others. DT is a 
costly journey, including strategy, people, and technology. At the 
same time, many digitization efforts are failing miserably, 
resulting in project abandonment, loss of critical stakeholder 
trust, and the dismissal of important staff. Poor strategy, which 
may have pre-evaluated organizational flexibility and cultural 
misfits, is often criticized. As a result, it is critical to extensively 
investigate theoretical frameworks such as the Technology 
Acceptance Model (TAM), Task Technology Fit (TTF), and 
Unified Theory of Acceptance and Use of Technology (UTAUT), 
which were developed via significant research into various 
organizational kinds. All of these aspects are covered in this work 
by evaluating academic papers from the IEEE, Scopus, and Web 
of Science databases and reaching conclusions in future sections. 

Keywords—Data growth; digital transformations; TAM; TTF; 
UTAUT; sustainability; FTM 

I. INTRODUCTION 
With the increasing rise of social media, proper data 

storage and retrieval in a modern data-driven company model 
are important for long-term viability and competitive 
advantage. In the ever-expanding business sector, AI and 
machine learning are emerging as feasible digital domains for 
information storage and recovery, promising to improve access 
to knowledge and effective decision-making [1]. A recent 
Google analysis shows DT themes and trends rapidly rising, 
the most contested subjects worldwide [2]. Digitalization 
provides greater functional assistance to clients while also 
illuminating performance and producing more substantial 
revenue streams [3]. The following factors have been 
recognized as driving the growth of unstructured big data and 
digitalization worldwide. 

A. Data Growth 
As data storage costs continue to decline due to the 

emergence of the cloud, organizations retain substantial 
volumes of transactional data for analysis and research [4]. 
Every industry type is seeing an increase in data due to the 
daily growth of e-transaction volumes in institutions. The 
dollar equivalent of electronic transactions will likely total 

roughly $118.3 billion globally in 2021, according to a recent 
Business Wire estimate [5], with developing markets 
increasing 15–20% faster than developed ones [6]. 

For a few decades, the objectives of businesses and the 
adoption of digitalization have changed due to the tremendous 
growth in data volume and quality. Because of these enormous 
data quantities, governance and regulatory organizations are 
under pressure to manage and preserve sensitive data. Data 
growth over the years depicts the price development for storing 
a gigabit of data from 1966 to 2020, as shown below. The cost 
of storing a gigabyte of data decreased drastically from $1.05 
million in 1966 to $0.02 in 2017 [7]. Financial institutions are 
prompted by the cheaper storage costs to retain and process 
this enormous volume of data for important insight retrieval, 
organizational development, and decision-making [4]. 

B. Swing in the Business Model 
The convenience and cost of online transactions are made 

possible by digitalizing essential products and services. 
Because of the aforementioned considerations and the 
developing global market, global institutions operate 
differently than they did a few decades ago. Self-service 
analytics and unstructured data storage are helping modern 
digital enterprises hold onto market share in the face of 
escalating intra- and inter-domain competition. With the 
evolution of smartphones, Know Your Customer (KYC), and 
Know Your Product (KYP), the pressure on businesses 
mounted to promote speed, efficacy, and quality by going 
digitalization [7]. Thus, in contemporary customer-focused 
business models, data security, storage, and meaning extraction 
are gaining center stage. 

II. DIGITALIZATION AND ITS CHALLENGES 
Data is the new gold as digitization approaches its zenith 

[8]. As data growth happens with constantly decreasing storage 
costs, organizations get the much-required push to be more 
data-driven than before in daily operations, as shown in Fig. 1. 
This study was significant because it expanded our 
understanding of the factors that push firms to adopt a data-
driven approach to all facets of daily operations and works as 
catalyst for organizational sustainability. But making big data 
useful and facilitating faster information retrieval is now 
enterprises’ key issue [9]. According to the study mentioned 
above by Chowdhary [9], firms can examine consumer insights 
and behavioral trends but cannot take particular data-driven 
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action because of decision management issues. This failure can 
result from issues with organizational implementation or poor 
C-suite execution. Some businesses are also aware of the value 
of data and digitization. However, the difficulty they have in 
filling the positions is the absence of human resources with the 
necessary degree of expertise and strategy. Below are some 
discussions of why an organization’s digitalization journey 
fails and the cause of this. 

 
Fig. 1. Cost per gigabyte of data storage over time 

A. Lack of Transformation Objectives 
Without a solid leadership vision or goal, achieving 

digitalization objectives is very hard. The fact that digital 
transformation never had a chance to succeed is one of the key 
reasons it failed [6, 7]. It is generally viewed as a publicity 
stunt that will give a company an air of optimism, imagination, 
and the future. Therefore, no clear objectives have been set to 
guide digital transformation efforts, which are typically 
solutions looking for a problem to solve. This leads to a 
company releasing the latest technology to release emerging 
innovations without having performance indicators in place. 
When the project is closely examined, it dragged out, exceeded 
budget, and ultimately failed. 

B. No Planning for Change Management 
Agile operation and change management are essential in 

the modern digitalization journey. Businesses may decide how 
their daily operations will run while introducing new 
technology with the help of a change management strategy 
[10]. Whether it's a new ML model, Cloud adoption, ERP, or a 
different data pipeline build, a change management plan 
outlines how operations will run until the migration is 
successfully completed. If change management is properly 
outlined, the project is definitely going to lose its control, both 
concerning cost and time, and it is bound to fail. 

C. Organizational Culture and Inner Endurance to Change 
Recent research shows that 40–50% of Executives believe 

their teams never utilize the majority of the functionality 
offered by digitalized products because of internal resistance to 
change [10]. This problem affects more than just product 
development, sales, or finance; it also affects disciplines like 
marketing, business development, and architecture design. 
Professionals typically think that their own systems they've 
created are more dependable than other software. Similarly, 
they could not have the training required to properly use a new 
product and opt to put it on hold for the time being. It is 
majorly a cultural thing affecting many companies globally and 
ultimately leads to digital transformation failure. 

D. Too Fast in Bringing Transformation through Technology 
To be the first to market (FTM), many firms set an 

accelerated schedule for a digital transformation program 
shorter than their implementation partners and consultants 
advise. As a result, because the leadership needs to be made 
aware of the technical effort involved in transferring to 
alternative IT systems, some of the critical processes or Key 
Performance Indicators (KPIs) required to make the switch are 
skimped on for enterprise adaptability and sustainability[10]. It 
leads to performance and quality compromise and ultimately 
leads to failure. 

E. Poor Vision and Adoption of new Technology 
Different corporate departments have various digitalization 

aspirations. For instance, marketing may desire to boost traffic 
regardless of whether it converts to customers, the engineering 
department may want to solve challenges that will improve 
performance, and the human resource team may want to meet 
hiring goals while not engaging with the rest of the company 
often [7, 10]. It could be challenging to get funding, get 
departmental buy-in, or commit to doing things to make a 
digital transformation program successful without a common 
organizational vision. 

When only some people utilize the new IT solution as 
regularly as the leadership had planned, a company may 
effectively move to it just to run into a new challenge. When 
they are uncertain about the training they have received, 
employees understandably shy away from new technologies.   
Similarly, there is always a time when employees are reluctant 
to try out new tools in favor of tried-and-true methods. 
Organizations must create a strategy to enhance the digital 
adoption of new apps to achieve project Return on Investment 
(ROI). Sometimes it happens that junior staff members in an 
organization see the need for an improved alternative to the one 
they now use.  They ask the leadership for a new response as a 
result. They are frequently declined, and even if they are 
grudgingly approved, the project does not obtain the required 
cash, help, and operational support to be effective throughout 
the whole organization. Sometimes these forced buy-ins 
adversely impact employee commitment and break the trust in 
the digitalization journey before it really starts [10]. 

F. Lack of Basics and Ignoring Customer Expectations 
A digital transformation initiative should prioritize 

enhancing the company's capacity to serve its key customers. 
Any digital transformation effort will only succeed if it enables 
us to give value to our customers, regardless of how much 
better the design is, how quickly you put it out, or how good 
our implementation partners were. If we ignore our core loyal 
customers and design a new digital app or product that lacks 
our domain-specific information, then it’s a waste of time and 
money, which will not meet business needs [8]. 

The biggest enterprises are leaders in technology, product, 
and innovation, but they also need a better history of losing 
millions to a failed digitalization journey [8, 9]. These 
businesses made unavoidable mistakes when using 
digitalization to empower their operations. The table below 
(see Table I) shows some of these world-famous brands and 
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the gaps in their journey to lose financially during their digital 
adoptions [10]. 

TABLE I.  INFAMOUS  DIGITALIZATION FAILURES AND THEIR REASONS 

Organization Targeted for Reason for Failure 
Hershey (1996) Hershey was targeting 

more powerful ERP 
systems to replace their 
legacy IT systems. 

1- No clear vision and 
trying to execute a pet 
project.   
2-The transformation was 
rushed without proper 
testing.          

HP (2003) HP planned to stop 
legacy ERP systems and 
move to SAP for better 
customer and sales 
tracking. 

1- Migration exceeded 
the target time frame. 
2- Bad change 
management planning. 
3- Didn't plan for a 
backup if this ERP 
implementation fails. 

Miller Coors (2013) MC planned 
digitalization through 
new app development 
and advanced ERP 
implementation to boost 
the supply chain. 

The project went 3 years 
without any end with bad 
vendor selection and bad 
planning, ending with a 
lawsuit.  

Revlon(2018) Revlon was targeting to 
migrate its new ERP 
solutions to 22 countries 
where they operate 

Due to bad planning, 
poor change 
management, and 
implementation issues, 
the company lost $64 
million, and the market 
cap dropped by 6.9%.  

III. THEORETICAL FRAMEWORKS AND THEIR ASSESSMENT 
Academics develop theoretical frameworks through in-

depth research, surveys, and testing. Theoretical frameworks 
aid in understanding the implicit theory in adopting, 
developing, or clarifying expressly stated norms before 
implementing new initiatives, strategies, and regulations. It 
aids in reducing biases that might skew our interpretations in a 
novel environment owing to cultural and technological 
incompatibilities in an organizational or public context. One 
theoretical framework may be used to analyze other theoretical 
frameworks, which can change our perspective and reduce the 
risks of theory selection and application [11]. Theoretical 
frameworks help us recognize the boundaries of our study's 
scope by helping us understand the nature of our research 
problem. Better and clearer theoretical framework analysis 
helps us improve our decisions, develop better strategies, and 
understand our objectives. 

Digital transformations are expensive, people-focused, and 
strategy-driven. It is, therefore, quite challenging to select the 
ideal theoretical framework to analyze the benefits of a 
digitalization project. Quantitative program or project design 
and theoretical underpinnings are interrelated. The study's 
goals and a comprehensive literature review are used to select 
the research design. Quantitative project planning employs 
deductive reasoning, which starts with choosing the theoretical 
framework that will provide the project with a solid foundation 
and direction. The early sections of a quantitative research 
proposal include theoretical frameworks to provide the 
justification for the inquiry. To direct the methods we use, 
choosing the right theoretical framework is essential. Thus, the 
study of the right methodology will provide conclusions that 

are compatible with the organization, its end goal, and its 
culture. The details about the theoretical framework needed to 
study before adopting digital transformations are discussed 
below in detail. 

A. TAM 
Decision-making about digital transformation and 

organizational sustainability can be enhanced using Davis' [11] 
Technological Acceptance Model. The study’s guiding 
principle is usefulness and usability, which served as the 
foundation for the TAM model. TAM was first designed to 
provide a logical framework for evaluating the user 
acceptability of a certain information system or piece of 
information technology [12, 13]. TAM is developed and 
utilized regularly in fields other than IT, such as healthcare, 
retail, and finance. Perceived utility (PU) and perceived ease of 
use (PEU) are the two main components of TAM (see Fig. 2). 
(PEU). These criteria were all created to characterize the 
usability and effectiveness of new procedures or technologies. 
External factors impact both PU and PEU, favorably affecting 
users’ feelings about using the target system. Additionally, the 
variables affect users' use behavior (UB) on the target system 
and process [13]. Fig. 2 shows how individuals and 
organizations feel about using the TAM model to analyze 
unstructured data and gain insights for better outcomes. 

 
Fig. 2. Technology acceptance model and key attributes 

According to contingency theory, the compatibility of an 
organization and its environment is a necessary condition for 
organizational performance. Verma et al. [14] investigated the 
adoption of self-serve analytics and digitalization by utilizing 
the TAM model to examine how system features affected 
managers' opinions. Despite the past effort, research has yet to 
employ a complete strategy to experimentally evaluate the 
technical fit, organizational fit, and environmental fit views. To 
evaluate the influence of technology fit, organization fit, and 
environment fit on applying data analysis, KPIs, and insights 
for data-driven performance outcomes, the TAM and TTF 
models were merged in this study. 

B. TTF 
More effectively than technical, environmental, and 

individual factors, Task Technology Fit (TTF) is a framework 
that encourages innovation and adaptability [14]. Adopting 
cutting-edge technology by a business is influenced by various 
elements, including financial competence, organizational 
growth, technical services, and external environmental factors 
[15]. The primary external factors influencing adoption were a 
relative advantage, competitive pressure, and government 
support. Individuals' behaviors in converting inputs into 
outputs were referred to as task characteristics [16]. This study 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

4 | P a g e  
www.ijacsa.thesai.org 

aimed to predict performance using a combination of 
organizational structure, technology utilization, and the 
application of information technology to strategy better to 
account for the unpredictability of the external environment. 
The task-technology fit hypothesis was developed in the 
adoption of information systems, and the use of the idea of fit 
to assess a technology's influence on business performance has 
increasingly increased [16]. Generally speaking, this idea 
contends that the effectiveness of an information system 
depends on how effectively a job and technology interlock (see 
Fig. 3). 

 
Fig. 3. TTF model for digital adoption 

From the TTF perspective, novelty, output quality, and 
compatibility are crucial requirements for effective knowledge 
use and better outcomes. According to Wu and Chen [17], it 
still needs to be determined which elements, based on the TTF 
model, affect the performance of technology-driven 
companies. According to Wu and Chen, increasing TTF from 
the perspectives of technical, organizational, and 
environmental fit may impact technology-driven performance 
in any corporation to close the gaps. The Fintech mechanism is 
driven by business, and technological advancements are 
essential to any current Fintech perspective [18]. Excellent 
customer service and the development of distinctive products 
are essential for a firm to succeed in the Fintech industry. 

C. UTAUT 
The TAM model is the foundation for the UTAUT, which 

is enhanced by "adding social influence and positive factors" 
[19]. A technological acceptance model using UTAUT was 
created by Venkatesh et al. [20] and describes users' intentions 
to adopt information technology, digital transformation, and 
subsequent user behavior. The theory strongly emphasizes four 
key concepts: (a) performance expectancy, (b) effort 
expectancy, (c) social characteristics, and (d) enabling 
conditions. This section's first three components cover usage 
behavior, while its final element emphasizes user behavior (see 
Fig. 4). UTAUT, sometimes referred to as child TAM, 
accounts for 50% of the variance in actual usage or user 
behavior (UB) and 70% of the variance in behavioral intention 
(BI) [21, 22]. 

A study of customer behavior is essential in this situation 
because it clarifies studies that show that customers' 
perceptions of performance improvement from technology are 
based on performance expectations [20]. TTF is used for 
utilities, UTAUT is used for companies, and the TAM 
framework is utilized for persons. The main focus of the new 
UTAUT model is on the economic or social effects of 
technology use. Fig. 4 shows how data-driven finance has 
changed from Fintech to TechFin [18-23] due to the major 

changes in the worldwide regulatory environment in the 
finance industry following the 2008 financial crisis. 

 
Fig. 4. Organizational technology adaptation applying the UTAUT model 

[18] 

Decentralized norms and regulations provide AI, IoT, and 
modern technologies a platform to participate in money 
absorption, securities dealing, and illegal fund-raising that goes 
beyond what applies to it [20]. This study’s concept and 
framework provide a new business and technical innovation 
paradigm. The study’s findings provide theoretical 
underpinnings and practical advice for further education. Every 
corporation's technology and resources are its true assets [24], 
and business goals, procedures, and technical innovation 
determine the results. 

IV. KEY TAKEAWAYS FROM TAM, TTF, AND UTAUT 
• Both internal and external elements are included in the 

TAM model. To ascertain if a new endeavor or 
computer project will be embraced by its potential 
users, TAM places a high value on "perceived utility" 
and "perceived ease of use." The TAM model examines 
exterior elements, including utility, content, pricing, and 
design, to examine their links with perceived usefulness 
and perceived usability [16]. Before we continue to 
investigate the idea of reasoned action, these external 
elements that impact organizational culture or 
commercial acceptance must be addressed (TRA) [25]. 
The TAM has a weakness, though, in that social 
influence is disregarded and has less of an impact in 
corporate settings today because it is based on 
individual ideas. 

• In the current research, TTF is determined by evaluating 
how well the system function satisfies the demands of 
each specific activity [15]. Both corporate settings and 
specific workers can benefit from TTF. Every action we 
take inside the business must be assessed from both 
corporate and personal viewpoints to ensure that it 
meets the needs of all stakeholders. TTF is the 
connection between a task's needs, a person's aptitudes, 
and a digital device's and its software's capability. 
Additionally, TTF has been connected to the standard 
of personal performance, which may be applied in a 
wider framework of thinking about how information 
technology affects human performance [26]. The clear 
message here is that anything incompatible with people 
cannot be useful in an organizational setting. 
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• The UTAUT model is crucial because it compares the 
most popular technology acceptance theories and offers 
empirical insights into how people embrace new 
technologies. An important aspect of this paradigm that 
affects whether people or organizations should utilize 
the new system is the effect of social or competitive 
factors [15, 26]. A low or high social influence score 
may impact a company's journey toward digital 
transformation. This study describes how social impact 
influences executives' and workers' motivation, 
ultimately affecting organizational decision-making. 
Fig. 4 loudly highlights the impact of social influence 
and organizational cultural change as an output of that 
(see Fig. 5, which explains that the journey of necessity 
starts with a journey of influence). 

• The veracity and viability of theoretical models for 
digitalization validation increase along with 
technological advancement. The interactivity, 
adaptability, and brilliance of digital systems are now 
considered prior elements in the UTAUT model. All 
three above models showed that attitude was 
fundamental to behavioral intentions and usage 
behaviors, partially mediated the effects of exogenous 
constructs on behavioral intentions, and directly 
affected organizational usage behaviors. This was 
shown to be true in both direct and indirect ways. 
Numerous implications for theory and practice are 
made using the study findings, and conclusions are 
formed. 

 
Fig. 5. UTAUT theory of social influence and digitization drive 

V. LIMITATIONS 
The construction and analysis of theoretical frameworks aid 

in clarifying our implicit theory in a more specified manner. It 
is beneficial to evaluate other alternatives as well to avoid 
biases that may influence our understanding. However, it’s 
different, and we need to realize that no one model that fits all. 
These frameworks are ancient and were created with a few 
scenarios in mind. However, contemporary organizations have 
complicated processes and needs. So, no single model can 
address all of their questions here. As a result, planners, project 
managers, and executives must investigate all three 

frameworks and associated alternatives to prevent biases while 
attempting to match these models with some considerations 
and aspects to be avoided. 

VI. RECOMMENDATIONS 
Because of the worldwide influences of 5G, smartphones, 

and shifting client sentiments, digital transformation is very 
necessary for modern enterprises [24]. Companies increasingly 
use people, technology, and procedure to their advantage in a 
multidimensional environment. But because it is expensive and 
cultural in character, affecting all aspects of the company 
domains, it is crucial to prepare it well. It is very much 
recommended to employ tested techniques and frameworks to 
analyze any positive and negative effects of any such major 
projects before beginning them. The existing organizational 
stance, its short- and long-term goals, and the cultural 
background may all be accessed using the theoretical 
frameworks TAM, TTF, and UTAUT [27, 28]. It is strongly 
advised that companies thoroughly research these works before 
selecting the right technology, vendor, and change 
management process to avoid misfiring in the future [29, 30]. 
Additionally, study results may affect behavior motivators and 
outside variables when analyzing executive-level intents and 
may serve as a basis for future analyses of the DT projects. 

VII. CONCLUSION 
The practical assessment of theoretical frameworks, their 

drawbacks, the consequences for ongoing research, and 
sensible advice are highlighted in this study. This paper 
emphasizes the value of theoretical frameworks and explains 
why they are essential in post-pandemic organizations before 
beginning any new, expensive, and labor-intensive 
digitalization endeavor. Building software using these 
frameworks during pre-project strategy is crucial to achieving 
both qualitative and quantitative goals. As these models 
provide comprehensive perspectives of technology 
acceptability, technology use, and behavioral intents, future 
research is advised to improve data collecting from Fortune 
500 businesses internationally and dialogues, including 
executives and stakeholders. 
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Abstract—In this research, we focus on the usage of 
adversarial sampling to test for the fairness in the prediction of 
deep neural network model across different classes of image in a 
given dataset. While several framework had been proposed to 
ensure robustness of machine learning model against adversarial 
attack, some of which includes adversarial training algorithm. 
There is still the pitfall that adversarial training algorithm tends 
to cause disparity in accuracy and robustness among different 
group. Our research is aimed at using adversarial sampling to 
test for fairness in the prediction of deep neural network model 
across different classes or categories of image in a given dataset. 
We successfully demonstrated a new method of ensuring fairness 
across various group of input in deep neural network classifier. 
We trained our neural network model on the original image, and 
without training our model on the perturbed or attacked image. 
When we feed the adversarial samplings to our model, it was able 
to predict the original category/ class of the image the adversarial 
sample belongs to. We also introduced and used the separation of 
concern concept from software engineering whereby there is an 
additional standalone filter layer that filters perturbed image by 
heavily removing the noise or attack before automatically passing 
it to the network for classification, we were able to have accuracy 
of 93.3%. Cifar-10 dataset have ten categories of dataset, and so, 
in order to account for fairness, we applied our hypothesis across 
each categories of dataset and were able to get a consistent result 
and accuracy. 

Keywords—Adversarial machine learning, adversarial attack; 
adversarial defense;  machine learning fairness;  fairness testing; 
adversarial sampling; deep neural network 

I. INTRODUCTION 
With some of the latest advances in artificial intelligence, 

deep learning (DL) can now be applied in areas as diverse as, 
face recognition system [19], fraud detection system [20], and 
natural language processing (NLP) [21]. As deep neural 
network model continues to be increasingly associated with 
important decision in our daily life, we cannot just view it as 
only a mathematical abstraction but also as a technical system 
for the modern society[22],[18][17]. Apart from looking at the 
various metrics to better understand and evaluate the logic 
behind the prediction of machine learning model, it is also 
imperative to look at the ethics in order not to infringe on 
people's privacy in which the ability to ensure fairness across 
all groups without bias in dnn model prediction is of serious 
concern to the community[23], while it is possible to have 
intentional or unintentional discriminatory pattern in 
dataset[24] which are being used to train a dnn model, it is 
imperative and to have some mechanism to identify such 

discrimination in dataset before training model with it as such 
discrimination in dataset are eventually passed onto the trained 
model when the model is trained with discriminatory dataset 
especially when the discrimination is among the minority and 
the vulnerable in the society. 

There are several forms in which discrimination can exists 
in dataset set, some of the forms includes group discrimination 
[25], [26] and individual discrimination [27], [28],[29]. Some 
of this discrimination can also be defined over a set of certain 
attributes such as gender, race age and so on., and when a  
machine learning model is trained with a discriminatory 
dataset, such discrimination in dataset is always passed to the 
trained model which make the model to make bias prediction 
over the same group being discriminated against in the dataset 
and this can be seen when ML model makes different decisions 
for different individuals (individual discrimination) or 
subgroups (group discrimination). Note that the set of protected 
attributes is often application-dependent and given in advance. 

Our research work is focussed on the usage of adversarial 
sampling to test for the fairness in the prediction of deep neural 
network model across different classes of image in a given 
dataset. We are not dealing with the problem of individual 
discrimination or samples that differs only by some protected 
features. We aimed to use adversarial sampling to test for 
fairness in a dnn model, while also making an avenue for 
scaling the fairness through the misclassification rate across all 
group of image. Several adversarial samples were generated 
from the original image through several adversarial sampling 
techniques which includes Calini & Wagner, fast gradient sign 
method (FGSM), adversarial patch, gradient base evasion, and 
projected Gradient Descent (PGD). Although proposals and 
conceptual framework had been researched and formulated to 
address the issue of fairness in ML model [30], [31], [32]. One 
example is THEMIS randomly samples each attribute within 
its domain and identifies those discriminative samples [30], 
and also AEQUITAS which aims to improves the testing 
effectiveness with a two-phase (global and local) search [31] 
while SG [32] combines the local explanation of model [33] 
along with the symbolic execution [34] to cause an increment 
both in the discriminatory samples and diversity 

II. BACKGROUND 
Adversarial machine learning deals with the study of 

attacks on machine learning algorithms, and of the defenses 
against such attacks.[1] .Many years ago, the focus of machine 
learning engineers and scientist was on obtaining high 
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accuracy for correct prediction, and while this had greatly been 
resolve in the past few years. The new challenge had focused 
on adversarial attack and defense against machine learning 
model there had been series of research survey which establish 
the need for protecting machine learning model against various 
forms of attach which make it to misclassify [2]. 

During the training of machine learning model, it is usually 
assumed that the training and test data are generated from the 
same statistical distribution. This assumption makes the final 

model vulnerable to various forms of attack, majority of which 
includes evasion attacks, [3] data poisoning attacks, [4] 
Byzantine attacks [5] and model extraction [6]. 

A. Current Adversarial Techniques 
1) Gradient-based evasion attack:  In gradient base 

evasion attack, a perturbed image which seems like 
untampered to human eyes is made to be misclassified by 
neural network model (Fig. 1)[35]. 

 
Fig. 1. Adversarial sampling based on addition of perturbation [35]

We can carry out this type of attack by trial and error 
method as we don't know in advance, the exact data 
manipulation that will break the model and make it to classify. 

Let say we want to probe the boundaries of a machine 
learning model designed to filter out spam emails, it is possible 
for us to experiment by sending different emails to see what 
gets through. And so, a model has been trained for certain 
words like "momentum", and now we want to make an 
exceptions for emails that contains other words, if we want to 
attack, we can craft email with enough extraneous words which 
will eventually make the model to misclassify it. 

B. Fast Gradient Sign Method (FGSM) 
Let’s assume we want to produce an adversarial sample x’ 

= x + η such that x’ is misclassified by the neural network. For 
us to make x’ and x produce different outputs, η should be 
greater than the precision of the features. Let's represent pixel 
of an image by 8 bits, and we want any information below 
1/255 of the dynamic range to be discarded. Here, the input is 
perturbed with the gradient of the loss with respect to the input 
which gradually increases magnitude of the loss until the input 
is eventually misclassified. 

While ε decides both the size and sign of each and every 
element of the perturbation vector which might be matrix or 
tensor which are being determined by the sign of the input 
gradient. Here, we just have to linearize the cost function and 
find the perturbation that maximizes the cost subject to an L∞ 
constraint. This technique causes varieties of models to 
misclassify input and is also faster than other methods 

1) Projected gradient descent (PGD): PGD initializes the 
sample to a random point in the ball of interest which is being 

decided by the L∞ norm and does random restarts. This 
applies the same step as FGSM multiple times with a small 
step size while at the same time clipping the pixel values of 
intermediate results of each step to ensure that they are in an 
ε-neighborhood of the original image the value of α used is 1 
which means that pixel values are changed only by 1 at each 
step while the number of iterations were heuristically chosen. 
This made it sufficient enough for the adversarial example to 
reach the edge of the ε max-norm ball. 

2) Carlini and wagner (C&W) attack: Berkeley, Nicholas 
Carlini and David Wagner in 2016 propose a faster and more 
robust method to generate adversarial examples [7]. The 
attack proposed by Carlini and Wagner begins with trying to 
solve a difficult non-linear optimization equation. However 
instead of directly the above equation, Carlini and Wagner 
propose using a different function and then propose the use of 
the below function in place of f using z, a function that 
determines class probabilities for given input x. 

With the use of stochastically gradient descent, we can use 
the above equation to produce a very strong adversarial sample 
especially when we compare it to fast gradient sign method 
which can effectively bypass a defensive distillation technique 
which was previously proposed for adversarial defense [7], [8], 
[9], [10]. 

3) Adversarial patch attack: Adversarial patch can be 
devised to fool a machine learning models. They work by 
causing physical obstruction in an image or by randomizing 
images with algorithm. Since computer vision models are 
trained on images that are straight forward. It is inevitable that 
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any alteration to the input image can make the model to 
misclassify depending on the severity of the alteration. 

We could define a patch function p corresponding to every 
transformation t € T which applies the transformed patch onto 
the image and Hadamard product, and the final adversarial 
perturbed image  x̂ which must satisfy x̂ = pt (x; ž) in order to 
trained patch ž and some t € T. 

For us in order to train patch ž, we could use a variant of 
the Expectation over Transformations (EOT) framework of 
Athalye et al. [3]. Let’s assume a family of transformations T, a 
distance metric d in the transformed space, and the objective is 
to find a perturbed image x̂ 

As the image is expected to be within €-ball in anticipation 
for transformations T. The attack could find some 
unconstrained optimization problem. The adversarial patch 
exploits the way machine learning model are trained for image 
classification by producing more salient inputs than real world 
objects. Such salient inputs are misclassified when fed to a 
machine learning model 

C. Current Defense Strategy and Limitation 
1) Adversarial training: Adversarial training is a form of 

brute force supervised learning technique where several 
adversarial examples are fed into the model and are explicitly 
labeled as threatening. The approach is similar to a typical 
antivirus software, which is constantly being updated on a 
regular basis. As effective as adversarial training may be in 
defense against adversarial attack, it still requires continuous 
maintenance or update in order to be effective in combating 
new threats and it is still suffering from the fundamental 
problem of the fact that it can only successfully defend against 
threats or attack that has already happened and is already 
trained against. 

2) Randomization: Several adversarial defense methods 
relied on randomization as a technique for mitigating the 
effects of adversarial Perturbations in the input and/or feature 
domain [11]. The idea behind this defense technique is the 
robustness of deep neural network model to random 
perturbation. The aim of randomization-based defense is to 
randomize the adversarial effects of the adversarial sampling 
into several random effects which is a very ok and normal 
thing for varieties of deep neural network models. 

High success had been achieved by successful defense of 
Randomization-based defense technique against both black-
box and gray-box based attacks, but it is still vulnerable white-
box based attack, for example, the EoT method [12] can be 
easily attacked and compromised simply by considering the 
randomization process during attack. 

3) Denoising: In denoising several research works had 
pointed to both input denoising and feature denoising as a 
technique for an effective adversarial defense. While input 
denoising is aimed at complete of partial removal of 
perturbation from the adversarial samplings or input, feature 
denoising is aimed at alleviating, reducing or mitigating 

effects of adversarial perturbation on important features i.e 
features that are more impactful on the decision of deep neural 
network model. 

Several methods had been proposed for denoising as a 
technique for adversarial defense such as conventional input 
denoising, GAN-based input denoising, auto encoder-based 
input denoising, feature denoising. 

Each of these methods of denoising had been shown to be 
vulnerable to one form of adversarial attack or another. For 
instance, Sharma and Chen [13] had shown that input 
squeezing can bypass by EAD, While good performance was 
achieved on Testbed by APE-GAN techniques[14], it is easily 
defeated by white-box based attack[16], As for auto encode-
based input denoising,  Carlini and Wagner [15],[16] 
successfully demonstrated that it is vulnerable to the 
adversarial samples generated by attack, but with feature 
denoising, research had shown that it merely increase accuracy 
by 3% which makes it vulnerable to PGD attack. 

III. RESEARCH METHODOLOGY 
Fairness when using adversarial sampling as input had 

shown to cause disparity in accuracy and robustness among 
different groups [16]. Our method of approach is such as to 
investigate the cause and offer a solution. The methodologies 
were in three(s) phases of activities; 

A. Phase-1: Development and Optimization of DNN Model 
from Scratch 
We created a python project in jupyter notebook and 

created a deep neural network model (DNN) for image 
classification.  We used cifar-10 dataset which consists of 
60000 colored images with each image having 32x32 
dimensions and categorized into 10 classes of image [Airplane, 
Automobile, Bird, Cat, Deer, Dog, Frog, Horse, Ship, Truck], 
with each category containing 6000 colored images. The whole 
50000 images in the training dataset folder of cifar-10 was 
used for training our DNN model while the 10000 images in 
the test folder of cifar-10 dataset was used to validate our 
model. 

With an initial accuracy of 72%, we needed a higher 
accuracy and hence, we did some hyper parameter turning by 
adjusting the learning rate, the number of convolusional layers, 
and adding some regularization until we are able to get a good 
accuracy that we can work with, after which we decide to 
compile and save our new model with KERAS being a high 
level neural network library that runs on tensorflow. 

B. Phase-2: Generation of Adversarial Sampling 
Another python class was created in jupyter notebook in 

which we wrote algorithms for several adversarial attacks. We 
wrote adversarial algorithm for adding various kind of noise 
perturbation to all the images in the training folder (adversarial 
sampling) (Fig. 2). The algorithm automatically creates new 
folder and then puts all the adversarial sampling into the new 
folder. The adversarial folder which contains all the perturbed 
image or adversarial sampling is named dogsa (Fig. 3). 

https://en.wiktionary.org/wiki/x%CC%82
https://en.wiktionary.org/wiki/x%CC%82
https://en.wiktionary.org/wiki/%C5%BE
https://en.wiktionary.org/wiki/%C5%BE
https://en.wiktionary.org/wiki/%C5%BE
https://en.wiktionary.org/wiki/x%CC%82
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Fig. 2. Creation and addition of random gaussian noise distribution to image having image path and position as argument

 
Fig. 3. Generated adversarial sampling in the dogsa folder after iteration and noise attack 

At this point, it was needful for us to test our model with 
the newly created adversarial sampling to see if it will 
misclassify those images, having satisfied the criteria of 
misclassification, it was needful for us to test for fairness 
across each of the 10 categories of images in the cifar-10 
dataset. To actualize this, we separated each category of image 
in the cifar-10 dataset as separate entity and then observe the 
accuracy of misclassification across each entity to see if the 
accuracy of misclassification for each entity will be close, and 
indeed the accuracy of misclassification for each of the 10 
categories of images were closely called which ensure fairness 
across each group. 

C. Phase-3: Evaluation and Removal of perturbation 
This is a very tricky part, as several methods had been 

proposed with little or no effectiveness. Here, we write 
algorithm to remove the perturbation, considering the existence 
of several adversarial attack, we wrote an algorithm to remove 
all forms of perturbation while at the same trying to maintain 
the original property of the image. The algorithm iterate 
through all the images in the adversarial folder where we have 
our adversarial samplings and remove perturbation in each of 
them, and in the process creating a new folder name dogsa-
clean where all the clean images from the adversarial folder are 
saved (Fig. 4). 

 
Fig. 4. Images in the dogsa-clean folder after passing through the new separation of concern layer from software engineering concept
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At this point, we wrote few lines of python code to load our 
model through keras, and iterating through each of the images 
in the dogsa-clean folder where the cleaned images are saved 
and observe the result. After this, each categories of image 
were treated as separate entity to account for fairness across 
each group of images. 

IV. RESULT AND DISCUSSION 
On iterating through each category of adversarial samplings 

in our adversarial folder to see the rate of misclassification 
across each image, it was found that there is unfairness as some 

of classes have high rate of positive misclassification than the 
others. 

The rate of misclassification was not consistent as Airplane, 
Automobile, and truck (Fig. 5) has very low rate of 
misclassification compared with other groups, calini & wagner 
form of adversarial attack were added to them, while also 
updating the learning rate and regularization of our initial 
model and rebuild. The purpose of this is to ensure fairness and 
consistency across all the classes of image through consistence 
rate of misclassification (Fig. 6). 

 
Fig. 5. Plotting of the misclassification rate of the generated adversarial sampling and visualization of fairness across each of the 10 category of images

 
Fig. 6. Plotting of the misclassification rate of the generated adversarial sampling and visualization of fairness across each of the 10 category of images after 

Calini & wagner attack
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With some consistencies in the rate of misclassification, 
series of algorithms were written to remove greater part of the 
noises and perturbation for better accuracy. Rather than 
labeling the attacked images as invalid input, we want the 
model to be able to predict the attacked images correctly and 
classify them to the category of images they belonged to. 

We wrote an algorithm to iterate through all the images in 
our adversarial folder, remove as much pertubation and denoise 
as possible while creating a new folder dogsa-clean to store all 
the new images.  Substantial lines of python codes where 
written to iterate through various classes of cleaned and 
denoised images in our dogsa-clean folder, and feeding them to 
the DNN model. 

To our surprise and amazement, without making any 
further hyper-parameter tuning, we were able to have high rate 
of fairness and consistency across each of the classes of clean 
images while still maintaining a very good accuracy of 
prediction in our classifier. 

V. CONCLUSION 

In this research, we successfully demonstrate a new method 
of ensuring fairness across various group of input in deep 
neural network classifier. Rather than the existing method of 
training the model on the adversarial sample and label them as 
invalid. We trained our neural network model on the original 
image, and without training our model on the perturbed or 
attacked image. When we feed the adversarial samplings to our 
model, it was able to predict the original category/ class of the 
image the adversarial sample belong to. 

Through our, method we were able to achieve fairness 
across all the categories of images in the cifar-10 dataset. We 
also introduce Separation of Concern (SOC) method from full 
stark software engineering which ensures that we can manage 
the filter layer as separate entity at any point in the 
development life cycle without re-training the model. 

Surprisingly, we tried to compare the true rate and false rate 
of fairness for the adversarial sampling across each of the 
classes of image with that of the cleaned images. We found 
that the fairness rate was high, consistent and almost the same 
without any hyper parameter tuning or modification to the filter 
layer. 

VI. LIMITATION AND FUTURE RESEARCH 

In this research, we use the existing forms of adversarial 
attack for the images. However, we envisage that there will be 
more sophisticated forms of attack in the future. It is for this 
reason that we adopt the model of separation of concern from 
software engineering for our filter layer. In the event of a more 
robust and sophisticated attack, rather than going back to 
development to retrain our model, we only need to improve the 
filter layer. 

In addition, the filter layer can be made into a cloud based 
handy toolbox library. In that case, the filter layer can be 
managed in the cloud against any future robust attack and be 
automatically available to all existing deployed model. 

A. Material and Source 

We use python 3.9 for this project, pip version 22.3.1, 
tensorflow, keras to save, load and consume our model and a 
host of other python libraries. 

Our source code for the hypothesis and experiment on this 
research had been uploaded to github and is made available to 
the public, and can be accessed through the Uniform Resource 
Locator (URL) below: 
https://github.com/IGETOSIN1/Research-Adversarial-
Sampling-for-Fairness-Testing  
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Abstract—Recent research has developed knowledge 

visualization techniques for generating interactive visualizations 

from textual knowledge. However, when applied, these 

techniques do not generate precise semantic visual 

representations, which is imperative for domains that require an 

accurate visual representation of spatial attributes and 

relationships between objects of discourse in explicit knowledge. 

Therefore, this work presents a Text-to-Simulation Knowledge 

Visualization (TSKV) technique for generating visual simulations 

from domain knowledge by developing a rule-based classifier to 

improve natural language processing, and a Spatial Ordering 

(SO) algorithm to solve the identified challenge. A system 

architecture was developed to structurally model the components 

of the TSKV technique and implemented using a Knowledge 

Visualization application called ‘Text2Simulate’. A quantitative 

evaluation of the application was carried out to test for accuracy 

using modified existing information visualization evaluation 

criteria. Object Inclusion (OI), Object-Attribute Visibility 

(OAV), Relative Positioning (RP), and Exact Visual 

Representation (EVR) criteria were modified to include Object’s 

Motion (OM) metric for quantitative evaluation of generated 

visual simulations. Evaluation for accuracy on generated 

simulation results were 90.1, 84.0, 90.1, 90.0, and 96.0% for OI, 

OAV, OM, RP, and EVR criteria respectively. User evaluation 

was conducted to measure system effectiveness and user 

satisfaction which showed that all the participants were satisfied 

well above average. These generated results showed an improved 

semantic quality of visualized knowledge due to the improved 

classification of spatial attributes and relationships from textual 

knowledge. This technique could be adopted during the 

development of electronic learning applications for improved 

understanding and desirable actions. 

Keywords—Knowledge visualization; visual simulation; text-to-

simulation knowledge visualization technique; natural language 

processing; electronic learning 

I. INTRODUCTION 

Knowledge visualization is the application of visualization 
techniques to disseminate knowledge among individuals [1], 
[2]. The main purpose of knowledge visualization is to 
improve the communication of knowledge through visual 
means. Although most available knowledge sources are in 
either numeric or textual formats, it is highly necessary to 
provide a visual representation of such knowledge for easier 
assimilation and retention in human minds and for fostering 
required action [3]. Visual knowledge could be represented 

with charts, maps, images, scenes, simulations, and videos. In 
this article, a textual knowledge visualization technique that 
visually simulates textual knowledge was developed. A visual 
simulation is a visual representation containing visual objects 
that dynamically move based on predefined spatial attributes 
or collisions. Although visual metaphors, scenes, and 
animations could be used for the visualization of textual 
knowledge, these techniques do not emphasize precision in the 
visual representation of spatial attributes. Such techniques 
may not be appropriate for related domains that require 
accuracy in visual object positioning and movement. 
Furthermore, expressing textual knowledge in visualizations is 
of utmost importance for effective assimilation to be achieved 
[4]. This paper, therefore, presents a Text-to-Simulation 
Knowledge Visualization (TSKV) technique for generating 
visual simulations from domain knowledge. A review of 
related works is described in the next section of this article 
which is followed by an implementation of the TSKV 
technique. A quantitative evaluation is finally presented to test 
for accuracy using modified existing information visualization 
evaluation criteria. 

II. REVIEW OF RELATED WORK 

Knowledge visualization, according to [5] and [6] can be 
summarized into four major formats. Sketches, diagrams, 
images, and interactive visualizations. Fig. 1 show a word 
cloud of knowledge visualization techniques. A sketch is a 
visual representation that shows an abstract drawing or 
prototype of an idea or concept. Diagrams consist of boxes 
and circles that represent concepts and entities; and lines, and 
edges that depict the relationship between the entities. 
Diagrams are used to illustrate the classification and clustering 
of related concepts in a domain. Examples are Knowledge 
Graphs used for visualizing search histories [7]; concept maps 
used to illustrate concepts and relationships between them in 
specific domains such as medicine [8]; teaching and learning 
among others [9]. An image (visual metaphor) is a pictorial 
representation of humans and events. It is usually generated 
through rendering, photography, or paintings. Images are used 
to express emotions and give an idea about a concept such as 
comic images, icons, and emojis for storytelling [10]. 
Interactive visualization involves visually representing 
knowledge with animated objects and shapes. It allows users 
to interact and make decisions while viewing the visualization. 
Visualizations are usually shown in an ordered sequence of 
images. Examples are models such as archetypes [11]; 
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semantic visualization tools [12]; virtual reality [13]; 
simulations, and animation [14]. 

 
Fig. 1. Knowledge visualization techniques 

Existing literature research has shown that explicit 
knowledge could be visually represented with knowledge 
graphs, knowledge maps, and concept maps. Hao [15] used 
knowledge graphs to develop a surveying and remote-sensing 
application. Li [16] employed a concept map to develop 
adaptive learning systems. Visual metaphors replace key terms 
and concepts found in textual documents which visual 
characters. Huron [17] used data feeds to represent sediments. 
Chau [18] also used flowers to represent search results from 
the web. Hiniker [19] applied visual metaphors for clustering 
and viewing citations of literature from a large database. Keith 
[20] used visual metaphors to develop narrative maps for 
visualizing online narratives. 

More recent KV techniques such as text-to-scenes, text-to-
videos, and text-to-simulations generate more realistic visual 
presentations in form of images [21]; animations [22]; scenes 
[23], [24]; videos [25] and visual simulations [14]. A brief 
discussion of the major techniques related to our work is 
presented thus: 

A. Text-to-Scene 

Text-to-scene conversion generates static scenes from 
natural language text. Several authors have worked on this 
research area by applying different AI approaches. The first 
conversion system was WordEye [26]. Other authors applied 
machine learning techniques for text-to-scene conversion [27], 
[28]. Deep learning techniques such as Variational Auto 
Encoders (VAE) and Generative Adversarial Networks (GAN) 
are recently being applied for text-to-scene conversion [29], 
[30]. Our technique does not produce static scenes but 
dynamic simulations showing object-to-object collision 
behavior and movement. 

B. Text-to-Simulation 

Visual simulations are generated from textual inputs. Very 
limited research in this area exists in [14], [31], [32], and [33]. 
VoxSim architecture was presented in their work. They 

applied a rule-based approach specifically predicate logic to 
set rules for each motion verb which was applied during 
conversion.  However, precise geometric information of 
objects and their relative positions with other objects were not 
specified. Also, behavioral attributes of objects such as motion 
were not specified. The above issues were reported to have led 
to ambiguities in some simulation results. In our work, precise 
spatial grounding information of visual objects was included. 
Exact geometric information and their behavior attributes for 
all visual objects was also defined. 

C. Text-to-Video 

This involves converting natural language text to Videos 
that semantically depict the textual input. Recent research on 
text-to-video conversion exist [25], [34], [35]. A.I. techniques 
have been applied. Specifically, machine learning [36]; deep 
learning and neural networks such as convolutional neural 
networks [34]; recurrent neural networks [37], long short-term 
memory networks [38], and generative adversarial networks 
[25], [35] Although a rule-based approach was adopted, there 
is a slight resemblance between our work and most text-to-
video conversion systems in that our prototype tool coupled 
with TTS and an existing screen capturing tool can generate a 
video of all simulations performed. 

D. Natural Language Processing (NLP) 

This involves NLP which involves several tasks such as 
sentence segmentation, tokenization, Part-of-Speech (POS), 
Named Entity Recognition Dependency parsing among others 
[39]. SpaCy [40], Natural Language Processing Tool Kit [41] 
and Stanford CoreNLP tool [42] are some NLP tools that 
perform NLP tasks. Although these tools perform these tasks, 
classification and extraction of domain-related keywords and 
attributes remain a research challenge due to the semantic 
interpretation of such words. A rule-based classifier was 
developed to classify and extract domain-related keywords, 
keyword attributes, and relations between keywords. 

E. Spatial Relations and Arrangement 

This involves defining the specific mapping of spatial 
keywords to predefined spatial information. Chang [28] and 
Ma [24] developed spatial relations for prepositions. Fisher 
[43] presented an arrangement model for determining the 
order of object placement and position. Our work also defines 
specific relation information for spatial keywords and 
prepositions by developing an algorithm for spatial 
positioning and rendering of objects. 

F. CAD Models and Scenes 

Computer-Aided Design is employed for creating models 
which are visual replicas of real-world objects. Most KV 
applications make use of existing CAD model datasets such as 
ShapeNet [23]; ScanNet [44] and Scene datasets such as 
SceneNet [45] for developing visual representations of textual 
knowledge. This work did not make use of existing datasets 
but developed new models. This is due to the scarce 
availability of models in the selected domain used for 
application validation. 
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III. METHODOLOGY 

We present a mathematical model for generating visual 
simulations from textual knowledge and a system architecture 
in the subsequent subsections. 

A. Mathematical Model Formulation 

We mathematically model the task of generating visual 
simulations from textual knowledge. This is carried out using 
linear functions given a set of textual inputs      
         . The following definitions show each milestone 
required from textual input to visual simulation output. 

Definition 1: Suppose there exist a Semantic Classifier  ; 

 (  )   [{ } { } {       }] (1) 

Where the set of entities is                      is the 

attribute(s) set;   is the relationship between entities,    and 

   are entities. 

Definition 2: Suppose there exist a model repository   
and entity set  ; 

          (2) 

Where   and   are some models and entities in   and   
and all entities in    have a one-to-one function in   

Definition 3: Suppose there are a finite set of shapes 
                 with scaling factor    ; centroid 

coordinate         , spatial attributes    and relation  . Let 

  be some numeric value;    be the length of    and       
Let there exist Scaling and relative positioning Transforms    
and    respectively. Let there exist a rendering Engine    The 
visual simulation is given by  . 

1) For single object placement   ; 

 (  )      (     ) (3) 

     (  )  (4) 

2) For two relatively positioned objects    and   ; 

 (  )       (     )  

                              

     (       )  (6) 

Where: 

  (     )   [            ]    and 

   (       )        (     )                      

3) For two relatively positioned objects    and    with 

spatial attribute   ;  

  (  )       (     )                       

          (       )  (7) 

Where: 

 (     )   [(        ⁄    )       ] and 

 (       )        (     )                      

Given textual input, the semantic classifier extracts all 
entities, attributes, and relationships between entities from 
textual input as described in Eq. (1). Next, a set of entities are 
extracted from the model repository (Eq. (2)). Each model has 
a unique centroid coordinate           and a scaling vector. 
Eq. (3) and (4) describe how single models are rendered while 
taking into consideration its centroid coordinate and its scaling 
vector. To render two objects relative to each other (Eq. (6)) 
the centroid coordinate of an object is recalculated using the 
centroid coordinate of its relative object    and some numeric 
value which could be the height or thickness of the relative 
object added to    to get the   . For object relative positioned 

to each other with spatial attributes (Equation 7), the    value 

of an object is recalculated by; first subtracting the value of 
the spatial attribute from the mid-length value of its relative 
object. This result is further subtracted from the    value of its 
relative object. Some numeric value which could be the height 
or thickness of the relative object added to    to get the    . 

B. System Architecture 

Fig. 2 shows the Text-to-Simulation Knowledge 
Visualization architecture. It comprises four major modules: 
Natural Language Processing module, 2D Graphic Models 
Knowledge Base, Spatial Ordering module, and the user 
interface module. 

 
Fig. 2. Text-to-simulation knowledge visualization (TSKV) architecture 

The Natural Language Processing module performs natural 
language processing tasks which are tokenization (breaking 
down the user‘s input sentence into words, numbers, 
punctuation marks, full stops, and discrete items); Part of 
Speech Tagging (allocating a POS tag per word); Dependency 
Parsing (assigning dependency labels to show relationship 
patterns between object and subject tokens); Classification and 
Extraction of domain-specific words, attributes, and 
relationships. 2D models can be found in the image repository. 
The Spatial Ordering Module determines the order of model 
rendering. The Graphic and Physics Engines are built into the 
application developed to cater for collision and interaction 
among models and also for rendering. 
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1) Natural language processing and dependency parsing: 

We make use of SpaCy toolkit for natural language processing 

and dependency parsing. It is an existing industrial natural 

language processing library written in Python programming 

language [40]. SpaCy is known for a higher level of speed and 

accuracy in major NLP tasks such as POS tagging [46] and 

dependency parsing [47] when compared to other NLP 

applications. Tokenization of text, POS tagging, and parsing 

sub-libraries are used in our work. The NLP pipeline selected 

for this research supports English Language since it is the 

commonest medium of communication where this architecture 

was implemented and evaluated. 
Each word in the user‘s input is passed through a text 

corpus for relevance. If the sentence is not domain-related, the 
user is prompted to input domain-related sentences. 
Tokenization is done by converting each word in the sentence 
to tokens. Dependency parsing is done by assigning POS tags 
to each word, assigning dependency labels that show 
relationship patterns between object and subject tokens. Fig. 3 
shows an example of a dependency graph given the sentence: 
place a ruler‖ 

 
Fig. 3. Dependency graph for ‗place a ruler’ 

2) 2D models: A repository was created to store 2D 

models. Major apparatus objects used for performing High 

school experiments in Mechanics (a subtopic in Physics) are 

modeled in 2D for this research.   The intended and purposely 

selected users for evaluation of the implemented architecture 

informed the choice of 2-Dimensional modelling. 2D graphic 

models provide necessary visual knowledge without much 

distraction and complexity. 
The apparatus image library consists of 14 classes as 

shown in Fig. 4. 

Each 2D apparatus model was created using modified 
existing objects from the Pymunk library. An apparatus model 
comprises of one or more objects. Fig. 4 is a class diagram 
showing each apparatus class, the attributes, and the methods. 
It also shows the relationship among the apparatus classes. 
The classes are CircularWeight(), BlockWeight(), 
RetortStand(), SpiralSpring(), KnifeEdge() and MetreRule(), 
Table(), Cup(), InclinedPlane(), TestTube(), Beaker(), 
GraduatedCylinder() and ErlenmeyerFlask(). 

 
Fig. 4. Class diagram for apparatus model repository 

Thirteen sub-classes inherit attributes ‗polygon_shape‘ and 
‗body‘ from the main class ‗Apparatus_Image‘ as shown in 
Fig. 4. Each object class contains the following methods: 

a) _init_ (): This is a constructor which is called when a 

model is instantiated. It is used to initialize each class‘s 

attributes.  

b) getShape (): This method returns the model when 

called  

c) getBoundaries (): This returns the dimensions of each 

model (left, right, top, bottom, centroidCordinate(x,y)) 

d) placeObject (): This places the model in space when 

called. 

3) Rule-based classification and extraction algorithm: We 

present a novel rule-based classification algorithm that accepts 

a predefined objects-of-interest list and tokens (Fig. 5).  

Extracted noun tokens from the POS tagging must exist in the 

predefined list of objects of interest. The algorithm returns an 

object list, objects-attribute list, relations list, and object-rel-

object list which shows the relationship between objects. In 

this work, the relationship between two objects is only 

considered. 

 

Fig. 5. Rule-based classification and extraction algorithm 
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4) Attributes and relations grounding: We consider 

spatial attributes such as the weight, size, and unique position 

of objects which are extracted during NLP. The object‘s color 

and other characteristics are not emphasized as much work has 

been done on this area in literature [24], [28]. The spatial 

attributes are very essential for precision in visual simulation 

output. Three predefined sets of relations: on, under, and 

inside are considered. The bounding box approach was 

employed to determine close distance and positions 

appropriately. The (x, y) axis coordinates, the height, and the 

width of the bounding box of the model were used to 

determine relative positions. 

5) Spatial Ordering: Spatial ordering is the task of 

sequentially rendering models and determining relative 

positioning for related models. Given a set of object list O, 

object-attribute list P, relations list Q, and object-rel-object list 

R, a visual simulation is sequentially rendered based on the 

following procedure: 

                           

Render Object_Set_1 (s); 

Render Object_Set_2 (s) 

Render Object_Set_3 (s) 

Where: 

a) Object_Set_1_list = o   o ϵ O: ∄ r (o, q)// o is 

independent of q 

b) Object_Set_2_List = o   o ϵ O:   r (o, q), q ϵ 

Object_Set_1 

c) Object_Set_3_List = o   o ϵ O: o ∉ Object_Set_1 & o 

∉ Object_Set_2. 
The next section presents an implementation of the 

methodology. 

IV. ―TEXT2SIMULATE‖ KNOWLEDGE VISUALIZATION 

SYSTEM 

We develop a knowledge visualization system called 
Text2Simulate based on the architecture shown in Fig. 2. 

A. Software Requirement Gathering and Elicitation 

Domain experts (three teachers) who taught physics in 
High schools located in a remote area were interviewed to 
retrieve system requirements since the targeted users of the 
application are high school physics subject tutors and senior 
high school students from remote areas. It is expected that the 
users have an elementary level of proficiency in English 
language. The users should also be familiar with basic 
concepts and terms used in high school physics. The 
Text2Simulate Knowledge visualization system can be used 
by students with little or no supervision of teachers. 

B. Dataset 

The dataset used for this application is the models in the 
apparatus image library and physics-related sentences in 
natural language text. The apparatus object image library 
contains apparatus object images. Existing objects in the 
Pymunk library are modified and used to create apparatuses 
models for Ruler, knife-edge and other apparatuses shown in 
Fig. 2. 

C. Graphic User Interface 

The user interface is divided into three major sections as 
shown in Fig. 6. The visual simulation is viewed in the right 
section. On the upper left, the textbox is used for accepting 
textual input from users. Apparatus models can also be viewed 
by clicking on objects from the Toolbar. Selected models are 
then viewed on the right viewing pane. When the button 
‘analyze’ is clicked, the extracted objects, object-attribute list, 
and the object-rel-object list are shown on the lower-left pane. 
The user then clicks the ‘simulate’ button to generate visual 
simulations which are shown on the right pane. 

 
Fig. 6. Text2Simulate knowledge visualization system interface 

D. Implementation Results 

The models can be viewed by clicking each model as seen 
in Fig. 7. A table model is shown when clicked. Fig. 8 to 10 
are screenshots of sentence inputs, classification results and 
visual simulation. The classification results show the objects, 
attributes and relations extracted from the sentence input. The 
figures show the screenshot of the visual simulation of the 
sentence. Fig. 8 shows a visual simulation result for ‗Hang a 
spring to a retort stand and place a mass of 6kg on the 
spring’. During visual simulation, the motion can be viewed 
when the mass is attached to the spring. The spring continues 
to oscillate till it gets the equilibrium position. The screenshot 
was taken when the spring got to its equilibrium position. 

Fig. 9 and 10 show visual simulation for sentence inputs 
describing principle of moments using a balanced ruler 
experiment [48]. 
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Fig. 7. A visual representation for ‗Table‘ model 

 
Fig. 8. Visual simulation screenshot of ‗Hang a spring to a retort stand and 

place a mass of 6kg on the spring’ sentence when spring is at equilibrium 

position 

 
Fig. 9. Visual simulation screenshot of ‗place two masses of 20kg and 60kg 

at the 36cm and 90cm mark of the ruler and place the ruler on a pivot‘ 

 
Fig. 10. Visual simulation screenshot of ‗place two masses of 5kg and 5kg at 

the 20cm and 80cm mark of the ruler and place the ruler on a pivot‘ 

V. QUANTITATIVE EVALUATION 

We first perform a quantitative evaluation on the rule-
based semantic classifier.  Then, the accuracy of converting 
textual knowledge to visual simulation representation is 
evaluated. Finally, a user evaluation on the knowledge 
visualization tool is conducted. 

A. Rule-Based Classification Evaluation 

A total of 110 sentences were purposively selected and 
used for evaluation. A total of 60 sentences were extracted 
from the general domain; while the remaining 50 were 
domain-specific sentences. Objects_of_Interest, 
Object_Attribute and Object_Relation_Object classification 
results are compared with human-generated classification. 
Standard performance evaluation metrics (recall, accuracy, 
precision, and F1 score) based on the confusion matrix are 
employed. Each outcome is assigned True Positive (TP) if it 
correlates with human-generated classification; assigned False 
Positive (FP) if it is extracted as a member of a list but false 
with human-generated classification and assigned False 
Negative (FN) if human-generated classification assigns it to a 
list but is not included in the extracted list. Eftimov [49] and 
Popovski [50] reported that the True Negative metric is not 
required for the evaluation of rule-based entity classification 
methods. Hence, True Negative values are not reported. Table 
I presents the three classification categories; Objects of 
Interest list; Object-Attribute list and Object-Relation-object 
list. 

TABLE I.  THE CONFUSION MATRIX FOR EVALUATION OF OBJECTS, 
ATTRIBUTE AND RELATIONS CLASSIFICATION 

 LIST TP FP FN 

1 Objects of Interest 242 0 11 

2 Object-Attribute 32 0 4 

3 Object-Relation-Object 52 0 4 
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Fig. 11 displays the graph showing recall, accuracy, 
precision, and F1 score values for Objects_of_Interest, 
Object_Attribute, and Object_Relation_Object classification. 

 

Fig. 11. A graph showing performance evaluation metrics for 

Objects_of_Interest, Object_Attribute and Object_Relation_Object 

classification 

The accuracy for Objects_of_Interest classification is 
0.9565 as presented in Fig. 11; precision is 1; recall is 0.9565 
and F1 score of 0.9777. For object_Attribute classification and 
extraction, the accuracy is 0.8888; precision is 1; recall is 
0.8888 and F1 score is 0.9411. Evaluation for the 
Object_Relation_Object classification produces; 0.9286 
(recall); 1 (precision); 0.9286 (accuracy); and F1 score of 
0.9630. The precision value of 1 for all the classifications is 
achieved because objects belonging to the list from the 
classifier actually belong according to human judgment. It can 
also be attributed to the advantage of employing a rule-based 
approach for the classifier modeling as reported in Al-Moslmi 
[51]. Accuracy and recall have the same value for all the 
categories. This shows that the classifier can correctly classify 
and extract all three categories to separate lists. This is also 
because True Negative outcome is not computed for this 
evaluation. Summarily, it can be concluded that evaluation 
results show that the classifier performed well above average. 
During error analysis of semantic classifier results, the 
dependency parser did not identify a few relations existing 
between objects as a preposition. They were identified as 
modifiers. However, human judgment categorized them as 
prepositions. Some attributes were also not identified since 
they did not have numeric values. The dependency parser did 
not identify a few compound words as nouns (objects). The 
words were split into modifier and noun (‗inclined plane). 
However, human classification categorized them as Nouns. 

B. Evaluation of Knowledge Visualization System based on 

Visual Simulation Results 

Existing evaluation criteria used for evaluating the visual 
representation of information visualization techniques in [52] 
and [53] were adopted and modified to include Object‘s 
Motion criteria. Two domain experts were selected to evaluate 
Text2Simulate Knowledge Visualization application based on 
visual representation results. The simulation generated from 
the Text2Simulate application were evaluated using 50 
purposively selected domain-specific sentences and compared 
with human judgment based on the following modified 
criteria: Objects Inclusion (OI); Object-Attributes Visibility 
(OAV); Object‘s Motion (OM); Relative Positioning (RP) and 

Exact Visual Representation of Text (EVR). Each criterion 
was evaluated using performance metrics based on a 
confusion matrix. Each result is Assigned True Positive (TP) 
if the visual simulation matches with human judgment; 
Assigned False Positive (FP) if the visual simulation is not 
semantically correct based on human judgment and Assigned 
False Negative (FN) if there is no visual simulation (object is 
static) but there should be simulation-based on human 
judgment. The confusion matrix for visual simulation tasks is 
presented in Table II. 

TABLE II.  CONFUSION MATRIX OUTCOMES FOR VISUAL SIMULATION 

 CRITERIA TP FP FN 

1 Objects Inclusion (OI) 82 0 9 

2 Object-Attributes Visibility (OAV) 21 0 4 

3 Object‘s Motion (OM) 82 0 9 

4 Relative Positioning (RP) 27 0 3 

5 Exact Visual Representation of Text (EVR) 48 1 1 

Fig. 12 shows the evaluation results for precision, 
accuracy, recall, and F1 score metrics of Objects Inclusion, 
Object-Attributes, Object‘s Motion, and Relative Positioning. 

 
Fig. 12. A graph showing performance evaluation metrics for visual 

simulation 

The visual presentation results showed almost a hundred 
percentage positivity for the knowledge presented as shown in 
Fig. 12. Spatial attributes were significantly visualized as well 
as the motion of objects which was dependent on their unique 
attributes, sizes, and intersection with other relative objects. 
During error analysis, a statement such as ‘place two masses 
of 5kg and 20kg on a table’ produced a visual representation 
showing only one mass and a table. Although the second mass 
was also rendered, it was hidden as both masses were placed 
at the same default location. Also, it was observed that some 
objects were not rendered even though the classifier identified 
them as objects as their models were not found in the image 
library. 

C. User Study Evaluation 

A total of 10 physics teacher participants and 20 student 
participants who have little or no prior graphic knowledge and 
reside in developing areas were purposively selected for the 
user study. Both set of participants were trained on how to 
simulate physics experiments on the knowledge visualization 
tool. They were then asked to perform two experiments 
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namely: Principle of Moments Using a Balanced Ruler and 
Hooke‘s Law as shown in Fig. 8, 9 and 10. The participants 
were finally asked to fill a user feedback questionnaire which 
was based on a two-point Likert scale (Yes/No) after the 
performing both experiments. The questions in the survey was 
drafted to indicate the level of system effectiveness and their 
overall satisfaction with the application developed based on 
the following 10 purposively selected metrics: Graphic design 
(T1), User-Friendliness (T2), Meaningful Arrangement (T3), 
Meaningful Size (T4), Object-Attribute visible (T5), Semantic 
Correlation of Text and Simulation (T6), Ability to 
Understand (T7), Ease of Use (T8), Reading Robustness (T9), 
Reusability (T10).Text2Simulate knowledge Visualization 
application was chosen as the independent variable while T1 
to T10 were the dependent variables. Results of the analysis of 
mean is in Fig. 13. 

 
Fig. 13. Graph of mean for teachers and students evaluation of Text2Simulate 

based on T1-T10 metrics 

Fig. 13 showed that the teachers were fully satisfied as T2, 
T3, T4, T5, T6, T8, T9, T10, and T11 metrics have an average 
value of 1. The metrics are User-Friendliness, Meaningful 
Arrangement, Meaningful Size, Object-Attribute visible, 
Semantic Correlation of Text and Simulation, Ease of Use, 
Reading Robustness, Reusability, and Knowledge Sharing. 
This can be attributed to the essential need for Text2Simulate 
application as a teaching aid and for electronic learning due to 
the recent pandemic occurrence as stated by one of the 
teachers. The high performance on these metrics is also due to 
the current non-availability of the laboratory apparatuses in 
schools of the participants and their preference for 
Text2Simulate application over conducting the experiment for 
students in their laboratories if available. The mean scores for 
student‘s overall satisfaction based on the metrics are well 
above 0.5. It is shown that the scores range from 0.7 to 0.95. 
This reflects that most of the students were satisfied with the 
application. 

VI. CONCLUSIONS AND FUTURE WORK 

A Text-to-Simulation Knowledge Visualization (TSKV) 
technique for generating visual simulations from domain 
knowledge has been presented and implemented using a newly 
developed Knowledge Visualization application called 
‗Text2Simulate‘. The generated results have shown that 
precise semantic visual representations of spatial attributes 
and relationships between objects of discourse can be 
generated from natural language text using the above 

technique. The developed rule-based semantic classifier can 
be used for domain-related classification of text which 
requires classification and extraction of objects, object 
properties, and the relationship between objects. The text-to-
simulation technique for knowledge visualization produced a 
better visual representation of textual knowledge than existing 
knowledge visualization techniques due to its ability to 
visualize spatial object attributes retrieved from the text. This 
technique could be employed when developing electronic 
learning applications. 
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Abstract—Artificial Intelligence (AI) is seen as the most
promising among Industry 4.0 advancements for businesses.
Artificial intelligence, defined as computer models that mimic
intelligent behavior, is poised to unleash the next wave of digital
disruption and bring a competitive advantage to the industry. The
value of AI lies not in its models, but in the ways in which we can
harness them. It is becoming more common for industry objects
to be converted into intelligent objects that can sense, act, adapt,
and behave in a given environment. Leaders in the industry will
need to make deliberate choices about how, when, and where
to deploy these technologies. Our work highlights some of the
primary AI emerging trends in Industry 4.0. We also discuss the
advantages, challenges, and applications of AI in Industry 4.0.

Keywords—Artificial intelligence; Industry 4.0; intelligent man-
ufacturing; industry analysis

I. INTRODUCTION

Industry 4.0 is a term used to describe the Fourth Indus-
trial Revolution. Manufacturing technologies are part of this
revolution. Among the technologies included in this group are
technologies like the Internet of Things (IoT), cyber-physical
systems (CPS), and artificial intelligence (AI). A machine’s
ability to perform human functions, such as learning, reason-
ing, and solving problems, is commonly referred to as artificial
intelligence. Using sensor technologies, machine intelligence
agents can perceive and interact with their surroundings.

Artificial Intelligence allows computer systems to learn
from experience, adjust to new input data, and make intelligent
tasks. Fig. 1 illustrates the major areas and technologies
associated with artificial intelligence.

• Machine learning is the process of developing com-
puter systems that can detect patterns from raw data.
There are two major types of machine learning: su-
pervised and unsupervised.

• Supervised learning involves algorithms that generate
a predictive model from a set of training data, which
includes both training observation/examples and la-
bels [3].

• Unsupervised learning refers to the creation of a model
from observations/examples that do not have class
labels [3].

• Deep Learning is concerned with algorithms inspired
by the structure and function of the brain called
artificial neural networks. These algorithms are used
for a variety of tasks, such as image classification,
by learning from large amounts of data and using
multiple layers of artificial neural networks to produce
intelligent decisions [4].

• Natural Language Processing (NLP) is a subfield of
computer science and artificial intelligence concerned
with the interactions between computers and human
languages, with a focus on making it possible for
machines to read, understand, and generate human
language [5].

• Expert systems are designed to mimic the decision-
making abilities of a human expert in a specific
domain. They use a combination of knowledge rep-
resentation, inference rules, and a database of facts
to provide reasoning and advice to solve complex
problems in fields such as medicine, finance, and
engineering [6].

• Computer Vision is concerned with enabling comput-
ers to interpret and understand visual information from
the world in the same way that humans do. It involves
the development of models to perform tasks such as
image and video recognition, object detection, and
image segmentation [7].

• Speech Recognition, also known as Automatic Speech
Recognition (ASR), is concerned with the ability of
computers to recognize, understand, and transcribe
human speech. The goal of speech recognition is to
develop algorithms that can accurately transcribe or
translate spoken language in real-time, enabling natu-
ral and convenient human-computer interaction [8].

AI is considered the next revolution in health care, man-
ufacturing, and mobility. AI plays a vital role in Intelligent
Manufacturing Systems (IMS) by introducing learning, acting,
and reasoning. Manufacturing objects are transformed into
intelligent objects that can self-correct without human inter-
vention [11], [60]. Manufacturing will benefit from AI if it
is able to harness new capabilities, many of which have seen
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Fig. 1. Key AI areas and tech

dramatic increases in recent years [2].

AI combined with emerging technologies such as Big
Data, Blockchain, and IoT can eliminate downtime, maximize
throughput, and improve efficiencies. For example, FANUC
and Cisco have optimized systems that enhance value for
manufacturers [18], [47]. To reach the goal of autonomous
machines in Industry 4.0, blockchain can be utilized by con-
necting the ERP, parts supplier, and the cyber-physical system
in a factory, enabling the machines to order replacement parts
securely and independently. Additionally, blockchain’s ability
to facilitate seamless and transparent financial transactions
between smart devices is essential for the economic changes
brought by Industry 4.0 [10].

The Reference Architecture Model Industry 4.0 defines the
Industry 4.0 layers [16]. It consists of the following layers [16]:

• The business layer organizes business operations and
connections between different processes, adhering to
the legal and regulatory restrictions, to support the
underlying business models.

• The functional layer describes an asset’s role in Indus-
try 4.0-based systems based on its logical functions.

• The information layer represents the assets’ technical
features, like services and data.

• The communication layer provides regular communi-
cation between the integration layer and the informa-
tion layer about services and data.

• The integration layer represents the physical assets,
and the digital capability provides computer-aided
control and creates events based on the assets.

• The assets layer serves the physical world, such as
physical objects, software, and actors in the physical
world.

The service-oriented RAMI 4.0 goes deeper into represent-
ing digital manufacturing models [16].

LinkedIn reported in 2018 that six of the top 15 emerging
jobs were related to AI, with positions requiring expertise in
deep learning experiencing the highest growth, according to
data from Monster.com [22]. Deep Learning is a branch of

Fig. 2. Comparison between machine learning and deep learning

machine learning that utilizes multiple non-linear layers for
feature extraction, transformation, and classification, either in
a supervised or unsupervised manner [23].

Deep learning and classical machine learning are intended
to model the relationship between inputs and outputs. Deep
Learning distinguishes itself from traditional machine learn-
ing in its approach to feature learning, model building, and
training. It combines these elements into one model, adjusting
kernels or tuning parameters for optimal results [26]. Fig.
2 shows the main difference between traditional machine
learning and deep learning.

Deep learning revolutionizes manufacturing by transform-
ing facilities into highly efficient smart operations, leading to
reduced operating costs, increased productivity, and decreased
downtime [26]. Fig. 5 illustrates the main differences between
machine learning and deep learning. Deep learning eliminates
the need for expert involvement by incrementally learning
high-level features from data, while traditional machine learn-
ing requires domain experts to identify features.

The remaining sections are organized as follows. Section
II describes the methodology we followed in conducting the
review. Section III presents the typical applications of AI in
industry and shows some use cases. Section IV discusses the
advantages and the challenges that are currently noticeable
by using AI. Section V demonstrates the industry analysis.
Section VI reviews some future trends. Section VII concludes
the paper.

II. METHODOLOGY

This study follows the two-stage approach developed by
Webster and Watson[9] for reviewing relevant literature. As a
first step, the following search phrases were used to search for
papers published between 2016 and 2020 on Google Scholar
and ScienceDirect:

• “Industry 4.0” & “Artificial Intelligence”

• “Industry 4.0” & “Trends”

• “Industry 4.0” & “Intelligent Manufacturing”

The search returned 176 results. In the second step, these
papers were carefully reviewed, and unrelated papers were
eliminated. We have compiled a final list of 39 relevant articles.
Fig. 3 and 4 show the publication years and citation numbers
of these papers. For example, 13 relevant articles have a
total of 1400 citations in 2018. The selected papers are then
grouped into four research categories, as shown in Table I. The
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TABLE I. RESEARCH CATEGORIES OF THE SELECTED PUBLICATIONS

Research Category No. of Publications
Applications of AI in Industry 4.0 24
AI technologies and approaches in the Industry 4.0 10
Advantages and Challenges 3
Emerging Trends 2

Fig. 3. The number of publications per year (2016–2020)

categories’ distribution shows that more attention has been paid
to AI applications in Industry 4.0, followed by the primary
approaches and methods of AI in Industry 4.0. Fig. 5 shows
the paper organization’s block diagram and an overview of AI
in Industry 4.0.

III. AI APPLICATIONS AND USE CASES

This section represents applications of AI in major indus-
tries. Some case studies are then presented.

A. Applications

Today’s society uses artificial intelligence in a variety of
ways. It has been used to develop and advance many fields
and industries, including aerospace, automotive, electronics,
finance, medical, education, retail, and more. Ahuett- Garza
et al. provided a brief review of machine learning, IoT, and
adaptive manufacturing in industry 4 [56]. Preuveneers et al.
developed a study in AI and machine learning in intelligent
manufacturing environments settings [57]

Intelligent manufacturing tools and models are explained
in [58]. Lee et al. proposed that industrial AI’s main elements

Fig. 4. The number of citations per year (2016–2020)

Fig. 5. The organization of the paper

include analytics technology, cyber technology, and big data
technology [59]. Cheng et al. discussed the future development
direction of Industry 4.0, which provides a reference for
its intelligent manufacturing [61]. Liu et al. presented the
manufacturing demonstration system based on IoT in Industry
4.0 [62]. Table II shows some main applications of AI in
several industrial sectors.

B. Use Cases

This section includes several examples of the successful
implementation of AI in Industry 4.0.

1) Doxel robots use AI to improve accuracy and efficiency
on large construction projects: A new robot can check that
building projects are going planned using AI and LIDAR.
After a construction site shuts down for the day, robots
created by Doxel can start working. Using LIDAR, it scans
the construction sites and feeds that data into deep-learning
algorithms.

The deep learning algorithms find anything that deviates
from building plans so that the management team can fix the
problems the next day. The main premise is that if errors
have not been noticed directly on the worksite, they will
create complex issues that take time and money to fix. Instant
problem resolution leads to substantial cost savings. A recent
test of the approach on an office building project improved
labor productivity by around 38%.

2) Anomaly detection of bearings at Altair engineering:
Bearings play a crucial role in the automotive sector. This ex-
ample uses sensor data from four bearings, sampled at 20kHz,
resulting in 1-second sampling every 10 minutes for 9 days.
The dataset originates from NASA’s Prognostics Center of
Excellence. The initial sampling, representing a new bearing,
serves as a reference for detecting anomalies. The goal is
to monitor the bearings’ health as they age and predict the
beginning of degradation, which will be flagged as an anomaly
to the user. Identifying anomalies enables the user to plan
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TABLE II. APPLICATIONS OF AI IN INDUSTRY

Industry Applications Summary Technology/Technique Ref.

Aerospace
- Fuel consumption pre-
diction

- A genetic algorithm-optimized neural network topology is
designed to predict the fuel flow-rate of a transport aircraft

-Feed-forward backpropagation, Levenberg–Marquardt algo-
rithms, and genetic algorithms

[25]

- Aircraft failure times
prediction

- Predict when the failure will happen by aircraft type and
age

- Artificial neural networks and genetic algorithms [15]

- Aircraft design cycle
time reduction

- AI is used to expedite the decision-making process in the
early stages of the aircraft design process

- fuzzy logic and neural network [14]

Automotive
- Driving Assistance and
Autonomous Driving

- State-of-the-art deep learning technologies used in au-
tonomous driving

- AI-based self-driving architectures, convolutional and re-
current neural networks, and reinforcement learning

[17], [37]

- Driver monitoring - Monitor drivers and identify driving tasks in vehicles - Kinect, Random Forest, and Feedforward Neural Network [13]
- Vehicle manufacturing - Human–collaborative robot assembly in cyber-physical

production. Manufacturing system produces products from
scratch without any human intervention during the process

- collaborative robots and additive manufacturing [12, 53]

Electronics
- Diagnosis of electrical
machines and drives

The AI methodologies are applied to an induction machine,
utilizing as input signals the instantaneous voltages and
currents

- Expert systems, artificial neural networks, and fuzzy logic
systems

[50]

- Smart refrigerators - The intelligent refrigerator is capable of sensing and
monitoring its contents and notifying the user about the type,
quantity, and freshness of the food in the refrigerator

- Internet of Things, Mobile Internet, advanced control and
sensing, and food preserving technology

[20], [30]

- Intelligent video
surveillance systems

- Intelligent video surveillance systems that control private
and public places and detect dangerous situations

- Neural networks, classification, and clustering techniques [24]

Medical
- Breast cancer detection - Performance comparison between different machine learn-

ing algorithms on the Wisconsin Breast Cancer datasets
- Support Vector Machine, Decision Tree, Naive Bayes, and
k Nearest Neighbors

[39]

- Disease Diagnosis and
symptoms checker

- Artificial intelligence platform for self-diagnosis and symp-
tom checker

- Artificial Intelligence [40]

- Robot-assisted AI
surgery

- deep learning approach for robotic machine segmentation - Deep neural network [43]

Retail
- Customer segmentation
and clustering

- Systematic Approach to Customer Segmentation and Buyer
Targeting for Profit Maximization

- K-mean clustering [44]

- Retail recommendation
engines using machine
learning

- Use of Deep Learning in Modern Recommendation Sys-
tem: A Summary of Recent Works

- Natural language processing, Deep Learning [45]

- RFID network planning - Artificial intelligent paradigm is developed to model and
optimize RFID networks

- Artificial neural networks and computational artificial
intelligence algorithms

[46]

Telecom
- Smart traffic prediction
and path optimization

- Optimizing space-air-ground integrated networks by artifi-
cial Intelligence

- Deep Learning [49]

- Security - Articulating a comprehensive threat model for ML and
categorize attacks and defenses within an adversarial frame-
work

- Machine learning [51]

- Customer segmentation
based on mobile usage

- Identifying prime customers based on mobile usage pat-
terns

- Support vector machine and K-mean clustering [52]

proper maintenance of the bearings, avoiding potential failures
and irreversible issues.

Initially, Principal Component Analysis (PCA) is applied
for dimension reduction. The samples are then compared to
the healthy sample to assess the current health of the bearing,
and the comparison is represented as a Health Index (HI). An
anomaly is detected if there is a 95% decrease in correlation in
5 or more out of 10 consecutive samples. The entire machine
learning model is located on an edge device and transmits
the HI and anomaly status of each vibration pattern from the
sensor in real-time to Altair’s SmartSight. The user can view
the status graphically and, if an anomaly is detected, Altair’s
SmartCore sends an email alert to the user.

3) AI from the factory floor to the showroom at Mercedes-
Benz: The widespread use of AI in the automotive industry’s
manufacturing process is well documented. OEMs are now
incorporating AI into all areas of their business, including
sales. With AI insights, companies can determine the best
product segment to sell, to whom, and when. Mercedes-Benz,
a large-scale truck and bus production plant in Brazil, uses
Azure Machine Learning to transform its sales process. The
tool combines internal and external data, such as registration
numbers, macroeconomic indicators, local laws, sales info, and
stats, to aid the brand’s sales reps in making tailored offers
at the right time. The system improves with each monthly
data report inputted by dealers, resulting in more accurate
recommendations.

4) AI from the ford motor company and Argo AI: Ford
Motor Company announced a partnership with Argo AI in
2017, investing $1 billion in the virtual driver system for its
SAE Level 4 autonomous vehicles [36]. The vehicles, equipped
with Argo’s cutting-edge machine learning and computer vi-
sion technology, will be deployed for ride-hailing and delivery
services in several cities in the US.

IV. ADVANTAGES AND CHALLENGES

This section highlights the significant advantages and chal-
lenges currently noticeable in using AI, especially in industrial
environments.

A. Advantages

Significant savings in labor costs due to troubleshooting,
maintenance, and repair: AI and machine learning allow ma-
chines and computers to replace human labor in many tasks,
such as manufacturing, agriculture, and business services. Ace-
moglu et al. discussed the impact of AI in various industries
and their economic impacts [28]. Business decision-makers
realize that AI can help create new products, services, and
business models [31], [35].

Improved reliability and efficiency through extended time
between failures: AI enhances systems’ efficiency in various
ways, including more accurate demand forecasting to better
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Fig. 6. How companies are adopting AI

manage goods inventory and storage. AI’s predictive mainte-
nance helps prevent costly, unexpected machine shutdowns and
maintenance in factories [55]. Many examples of AI’s ability
to improve systems efficiency have been discussed by Jimenez
et al. [32].

Safer work environments through AI’s ability to detect and
respond to hazardous situations: Workplace injuries can be
costly for businesses. AI can perform dangerous tasks, such as
in construction, heavy machinery manufacturing, and oil and
gas plants, reducing the risk of injury to workers. An example
of AI enhancing workplace safety is provided in [33].

AI will generate new employment opportunities in various
sectors, including cybersecurity, data analysis, machine learn-
ing, deep learning algorithms, and data science.

B. Challenges

Implementing AI comes with its own set of challenges and
problems. The issues to be aware of are outlined in Table III,
along with recommended solutions.

V. INDUSTRY ANALYSIS

The results of a survey conducted by Vanson Bourne in July
2017, with 260 respondents, showed that the main obstacles
to the implementation of AI are a lack of IT infrastructure
and a shortage of talent, as depicted in Fig. 6 [34]. The
development of mature AI infrastructure is likely as the world
moves towards IoT, smart cities, and cloud systems. The
shortage of talent in the field of AI can be addressed through
the creation of graduate certificates and programs focused on
AI and machine learning offered by universities.

A survey by McKinsey Global Institute found that AI
implementation outside of the tech sector is still in its early
stages. Only 20% of 3,000 executives from ten countries and
14 industries reported using AI technology in a significant or
central aspect of their business. Many companies are uncertain
about the potential benefits and return on investment from AI.
The study analyzed over 160 use cases and found that only
12% of these employed AI commercially [19]. Fig. 7 illustrates
how companies are implementing AI.

A survey of Michigan-based small and medium-sized man-
ufacturing executives conducted by Automation Alley in 2019
showed that only 22% of the companies were currently using
AI, 37% were planning to implement it in the next year, and
4% had no plans to use AI (as shown in Fig. 7). The adoption
of AI is expected to drive growth and improve revenue for
companies that implement it, while those that don’t adopt it
risk falling behind.

Fig. 7. When does your company plan to implement AI

Fig. 8. The most important benefit of using AI

Fig. 8 shows what those Michigan executives surveyed
believe to be the essential benefit of using AI, including 1)
Improving customer satisfaction, 2) Improving quality, and 3)
Increasing efficiency. Initial training and lack of understanding
by senior management are the biggest challenges of using
AI based on Automation Alley’s survey results, as shown in
Fig. 9. Many AI consultation companies can provide training
and frameworks for AI systems in various business sectors. We
believe that identifying AI barriers can lead to accelerating AI
adoption.

AI implementation in a business requires the higher man-
agement to have the flexibility to change, openness and vision,

Fig. 9. The biggest challenge of using AI
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TABLE III. AI CHALLENGES

Challenge Description Suggested Solution Ref.
Quantity of data One of the major challenges in manufacturing systems is handling and

utilizing the large amounts of data generated, including understanding,
cleaning, using, and storing it.

The suggested solution incorporates the latest cloud computing and
high-performance cloud techniques to create a large-scale remote
sensing data processing system that can handle on-demand real-time
services

[38]

Privacy and ownership issues The widespread collection of data by corporations raises privacy
concerns, leading society to consider questions of data collection
scope, accessibility, and ownership

Strong privacy guarantees, competitive advantages, and discriminatory
policies

[29]

Difficulty collecting and la-
beling data

Collecting and labeling data is a costly, time consuming, and lengthy
process

Transfer learning can be used to tackle this problem by creating high-
performance learners that are trained with easily obtained data from
different domains

[41]

Difficulty generalizing the re-
sults

It is hard to find one algorithm to be effective across a range of inputs
and applications

The proposed learning theory analyzes individual problem instances
using measure theory instead of sets of instances using statistics. It
is not meant to compete with previous learning theories, but rather to
complement them, due to differences in assumptions and objectives

[42]

Computation and run-time for
AI algorithms

Machine learning and deep learning algorithms require heavy compu-
tation and large memory to perform in real-time applications

Algorithms optimization, virtual machines, and cloud computation [54]

long-term objectives, and effective collaboration. However,
there are also some specific challenges where executives may
still need to learn more about AI and increase their knowledge
on how to organize their business using AI [48].

VI. EMERGING TRENDS

The major AI trends are discussed in the following sub-
sections.

A. Smart Devices

The manufacturing industry necessitates the use of sophis-
ticated smart digital devices. Industry 4.0 utilizes AI and IoT
to create intelligent objects. Future AI and IoT will possess
features like self-configuration, self-defense, self-repair, and
self-improvement [1].

B. Manufacturing Systems

A predictive manufacturing system (PMS) is an intelli-
gent manufacturing system that provides self-awareness, self-
predictability, self-maintenance, and self-learning capabilities.
In PMS, various technologies and techniques, such as statistics,
data mining, models, and AI methods, are used to convert data
into information, identify uncertainties, and make predictions
about manufacturing systems [21].

The PMS conceptual framework includes a platform, pre-
dictive analytics, and visualization tools. Data is generated by
the monitored assets. Platforms are chosen based on several
factors, including computation speed and investment cost.
The purpose of predictive analytics is to extract and predict
future outcomes and trends. Among the benefits of PMS are
cost reductions, improved operation efficiency, and improved
product quality.

C. Human-Machine Interaction and AI

The integration of AI with human-machine interaction
is a crucial aspect in constructing Industry 4.0 enterprises.
The goal is to optimize efficiency by seamlessly connecting
human dynamics with hardware and software in machine-
to-human and human-to-machine interfaces. One example is
the AI-powered workspace where humans and machines work
together to achieve outcomes not possible by either alone [27].

VII. CONCLUSION

The meaning of AI and its subfields are continuously evolv-
ing. Industry 4.0’s IoT, Big Data, cloud and cybersecurity pave
the path for AI implementation and usage. Deep Learning rev-
olutionizes manufacturing into highly efficient smart facilities.
IT infrastructure investment and a talent pipeline for AI are
crucial for unlocking its potential. The most common benefits
of AI are improving customer value and quality. Adopters of
AI should be aware of data privacy and ownership challenges,
the cost of labeling data, and difficulties in generalizing results.
AI adoption outside the technology sector is still in its early
stages and manufacturers are aware of AI but its use is still
limited. Future developments will involve further exploration
of AI and its implementation in industrial settings.
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Abstract—Vibration monitoring of civil infrastructures is a
fundamental task to assess their structural health, which can be
nowadays carried on at reduced costs thanks to new sensing
devices and embedded hardware platforms. In this work, we
present a system for monitoring vibrations in buildings based
on a novel, cheap, Hall-effect vibration sensor that is interfaced
with a commercially available embedded hardware platform, in
order to support communication toward cloud based services by
means of IoT communication protocols. Two deep learning neural
networks have been implemented and tested to demonstrate
the capability of performing nontrivial prediction tasks directly
on board of the embedded platform, an important feature to
conceive dynamical policies for deciding whether to perform a
recognition task on the final (resource constrained) device, or
delegate it to the cloud according to specific energy, latency,
accuracy requirements. Experimental evaluation on two use cases,
namely the detection of a seismic event and the count of steps
made by people transiting in a public building highlight the
potential of the adopted solution; for instance, recognition of
walking-induced vibrations can be achieved with an accuracy of
96% in real-time within time windows of 500ms. Overall, the
results of the empirical investigation show the flexibility of the
proposed solution as a promising alternative for the design of
vibration monitoring systems in built environments.

Keywords—Vibration sensor; machine learning; hall-effect

I. INTRODUCTION

The growing attention toward the structural efficiency of
civil structures and infrastructures prompts the need for the
design of novel and effective systems capable of monitoring
structural health at adequate time and space resolution, and
providing effective evaluation and support for downstream
decision-making in order to mitigate risks, increase safety,
reduce maintenance costs [1], [2].

Structural Health Monitoring (SHM), i.e. the set of tech-
niques, methodologies, and technologies that enable to obtain
information regarding the state of a structure (for instance in
terms of the functioning of structures or their response), is
therefore becoming a crucial aspect of the lifetime cycle of
the built environment.

The analysis of the vibrational response of a building,
encoded into a time series of displacements and/or of ac-
celerations is a commonly adopted approach for SHM, for
instance for establishing potential damage states. This response
is usually the result of the non-trivial interplay between several
physical properties of the structure (e.g. mass distribution,
stiffness, damage pattern, damping sources) and operating
conditions [3].

Indeed, SHM methods make use of the vibration response
of the structure to derive conclusions regarding its overall con-
ditions (e.g. healthy or damaged). This is generally achieved
by means of the acceleration signals gathered from a network
of sensors positioned at specific points of the structure, and
by subsequent processing to extract from acceleration signals
information regarding the possible presence of damage (and
also its localization and degree of severity).

In general, SHM can nowadays benefit from a suite of
technologies from different fields that can be exploited by
designers to develop effective systems at reduced costs. In-
deed, recent advancements in the development of novel sensor
devices, the advent of various communication and computation
methodologies to support the so called Internet of Things
(IoT), and the successful application of sophisticated machine
learning tools represent three enabling factors for building
successful SHM systems.

In the following, we provide a brief summary of the main
contributions and key aspects regarding the progress of each
of the analyzed technologies.

A. Sensor Devices

Regarding the measurements of vibrations, accelerometers
are commonly employed: they are in fact force-sensors coupled
with a mass that applies a specific force proportional to the
acceleration of the mass, according to the second Newton’s
law, when it is subject to vibration. Three types of transducers
are mainly used to convert acceleration into proper electrical
signals: piezoelectric, piezoresistive, and differential capacitive
[1]. Piezoelectric accelerometers exploit the piezoelectric effect
to measure changes occurring in specific materials undergoing
mechanical stress. Piezoresistive sensors leverage the modifi-
cations induced in the electrical resistance of certain materi-
als subject to mechanical deformation. Differential capacitive
accelerometers measure changes in electrical capacitance to
derive information about the displacement.

Regardless of the type of sensor, a common trend in many
applications is the adoption of Micro-Electro-Mechanical-
Systems (MEMS) as basic technology for SHM systems.
Indeed, MEMS devices can be considered to be often on par
with the performance of many macro-scale competitors, while
they represent a lower cost and less invasive solution in many
deployments.

B. Processing and Communication Infrastructures

For what concerns communication infrastructures, SHM
solutions have traditionally been based on wired networks.

www.ijacsa.thesai.org 31 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 2, 2023

However, the increased reliability of several wireless sensor
networks (WSN) core technologies, integrated within a general
Internet of Things communication protocols framework, have
recently emerged as competitive alternatives thanks to their
reduced installation costs and invasivity [2].

A standard IoT system usually consists of a three-tiered
architecture with: i) a bottom layer, in charge of sensing and
actuation through devices that collect data for transmission
to upper layers and perform actuation according to specified
policies/commands (potentially sent back from upper levels of
the stack); ii) a middle layer, encompassing different types
of communication networks (e.g. local area networks, cellular
networks or, more generally, the internet) and devices (e.g.
routers, gateways) enabled by different communication tech-
nologies, ranging from Bluetooth to WiFi, from LTE to 5G;
iii) a top application layer devoted to data storage, processing
and analysis usually hosted on cloud computing platforms.

C. Machine Learning

Finally, once data is gathered from sensors (e.g. in the form
of a time series) and is transmitted along the IoT communi-
cation pipeline, it is processed by means of machine learning
techniques to perform inference and provide information (e.g.
in the form of classification or regression) to downstream
decision making. Deep learning represents the most recent
forefront of this trend.

It should be remarked here the existence of an inherent
tension between two different design strategies: on one hand,
all data collected by a sensor can be transmitted remotely
for its processing, on the other hand, it can be directly
processed on board of sensor nodes. In the former case,
data is sent for instance to edge devices, such as gateways,
or to more powerful cloud computing hardware to which
inference is delegated. In the latter case, machine learning
models are used to perform predictions locally on peripheral
devices. The above-mentioned tension is clearly the result
of a trade-off among several variables, namely the energy
spent for communication, the latency introduced by the
processing/communication chain, and the accuracy achieved
for solving a specific recognition task.

In this work, we introduce a vibration monitoring system
purposed for SHM applications. The main goal of the pro-
posed approach is to overcome the limitations of alternative
solutions in terms of cost and flexibility (intended as ease of
installation, maintenance, and operativity) through the design
of a comprehensive system, which encompasses the following
contributions:

• we design a novel Hall-effect based sensor to de-
tect and measure vibrations; the resulting sensor is
characterized by reduced costs and works at low fre-
quency ranges (for instance it correctly detects peaks
in the power spectrum of an earthquake waveform
around 2.5Hz); the sensor is interfaced with off-the-
shelf embedded platforms (i.e. a Raspberry PI) also
characterized by reduced costs;

• we integrate the sensor node into an IoT framework
that allows communicating readings to a cloud back-
end system for visualization and processing purposes;

• we demonstrate the feasibility of performing complex
machine learning inference directly on board of the
adopted IoT hardware platform by implementing two
different deep learning models (namely a convolu-
tional and a recurrent neural network); non-trivial
analysis of vibration signals by means of sophisticated
deep learning models can be performed directly on
board or offloaded to the cloud thanks to fully sup-
ported IoT functionalities;

• we provide an experimental assessment of the sys-
tem under real-world working conditions in two use
cases, namely the detection of a seismic event and
an application for counting steps made by persons
walking inside a public building; experimental results
provide evidence of the versatility and flexibility of the
proposed solution and its suitability as an alternative
to other vibration monitoring systems.

The remainder of the article is organized as follows: in
Section II we summarize the main state-of-the-art works in
current scientific literature and frame their contributions with
respect to our approach; in Section III we illustrate the pro-
posed Hall-effect vibration sensor; in Section IV we describe
the type and architecture of the two deep learning models used
for performing inference; in Section V we introduce the setup
adopted for the experimental validation of the proposed system
and the related results obtained; in Section VI we conclude by
recapitulating the main contributions and findings.

II. RELATED WORK

The scientific literature about vibration monitoring in civil
structures and infrastructures is particularly rich, being it a
widely investigated subject of research.

A central assumption of SHM techniques is the possibility
of monitoring the health status of a civil structure/infrastructure
using vibration-based analysis. As a matter of fact, most SHM
systems rely on the analysis of the so called-modal properites
or vibration characteristics (i.e. natural frequencies, damping
ratios, and mode shapes) which, in turn, depend on the physical
features of the structure (i.e. mass, stiffness, and damping).

Since damaged structures change the physical properties
of the structure, they result in modifications of the modal
properties that can be used therefore as a proxy for damage
detection [3]. Recent approaches have also introduced methods
for detection and, at the same time, for the corresponding
localization of possible damage within a structure, starting
from the vibration data [4]. The main focus of our work is
not the proposal of new methods for modal property analysis.
Rather, we put forward a system-level design that could ac-
commodate specific algorithmic approaches targeting vibration
data analysis.

Importantly, many SHM methodologies nowadays make
use of vibration data that can be extracted from MEMS
sensors. These types of sensors, thanks to their increased preci-
sion, lower costs, and small size have progressively become a
feasible alternative to traditional piezoelectric sensors [5], [2],
[6]. In this article we describe a different approach for vibration
sensing, based on a low-cost Hall-effect device which can be
easily integrated into a wider IoT system.

www.ijacsa.thesai.org 32 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 2, 2023

Machine learning and, in particular, the deep learning
paradigm, have increasingly gained popularity among schol-
ars for vibration data processing [7]. For instance, in [8],
the authors proposed a data-driven SHM method based on
convolutional neural networks and fast Fourier transform to
identify structural damage conditions from vibration data. An
autoencoder architecture targeting nonlinear dimensionality re-
duction of input vibration signals has been recently introduced
for the task of load identification in [9].

Another related line of research deals with the possibility of
moving the execution of inference tasks (and also of learning
tasks, in some cases) toward peripheral devices. Instead of
relying on schemes entailing the transmission of whole data
gathered from sensors to more powerful computing platforms
(up to cloud systems), many works are currently investigating
the opportunity to carry out specific machine learning tasks
directly on board of sensor nodes or devices (such as gate-
ways) located nearby in the network, according to edge/fog
computing [10] or tiny machine learning paradigms [11],
[12]. This potentially leads to benefits for security, privacy,
and latency. The complex interplay between computation and
communication also impacts energy consumption, which is a
crucial factor to be taken into account in many IoT settings
characterized by battery-operated devices[13].

Our contribution with respect to [8], [9] is represented
by the implementation of two deep learning models on the
embedded platform chosen as reference, hence showing the
possibility of executing non-trivial machine learning tasks
directly on the hardware platform in charge of collecting
vibration data; given the integration with fully-fledged IoT
protocols, the system can be reconfigured on the fly to also
support cloud-enabled machine learning. We also benchmark
the performances of the two implemented neural networks in
a hypothetical smart building application (namely counting
people’s steps during walking).

Regarding the design of IoT systems for vibration monitor-
ing, recently, Komarizadehal et al. have introduced a system
based on an Arduino microcontroller equipped with five low-
cost accelerometers [1]. The experimental assessment con-
ducted by the authors with a comparison against two traditional
piezoelectric sensors (as measured in terms of accuracy, reso-
lution, and error) highlighted that the proposed platform can
rival competitors, performing even better at low frequencies
and low amplitude accelerations at a reduced (14x) cost [1]. In
[14], an IoT sensing system for monitoring vibrations induced
by construction sites is presented. The system, based on a
Raspberry PI embedded platform and MEMS accelerometer is
connected to the cloud via a USB dongle for 4G connectivity.
Cloud-based frontend and backend complete the architecture
implementing data storage and visualization (via MySQL
database and web interface) and alarm detection based on
predefined thresholds on the vibration signals.

Differently from our proposal, these works ([1], [14]) do
not take into account any machine learning technique, while we
also explore the implementation of machine learning models
for vibration signal processing applications.

To conclude, the multifaceted field of SHM presents var-
ious challenges to be tackled by research toward the design
of effective monitoring and diagnostics systems. Our proposal

attempts to bridge some gaps in the literature by contributing
a low-cost solution based on a magnetic sensor device inter-
faced with a widely used commercially available hardware;
the proposed solution supports machine learning inference
on the device, as we demonstrate by embedding two deep
learning models on it, while it also allows full integration with
state-of-the-art IoT communication protocols to support cloud
computing.

III. THE PROPOSED HALL-EFFECT VIBRATION SENSOR

A Hall-effect sensor is a type of sensor in which the
output voltage is directly proportional to the strength and
direction of the magnetic field in which it is immersed. Its
working principle is based on the Lorenz force inducted by
the presence of a magnetic field perpendicular to the direction
of an electrical current applied to a thin strip of metal. As the
result of the Lorenz force, a difference in electric potential
(voltage) between the two sides of the strip can be measured
which is proportional to the strength of the magnetic field [15].
As a special feature, a hall-effect sensor responds also to a
static (non-changing) magnetic field differently from inductive
sensors, which respond only to changes.

Fig. 1. The schematic representation of the proposed building vibration
system consisting of a mass m, a spring k, a damping element c, and a
magnetic field B positioned at a distance xB from the hall-effect sensor

Hall sensors are traditionally used for proximity sensing,
positioning, speed detection, and current sensing applications,
or, combined with threshold detection, they act as a binary
switch. In automotive, they are commonly used to time the
speed of wheels and shafts, such as for internal combustion
engine ignition timing, tachometers, and anti-lock braking
systems.

In this work, we present a new low-cost IoT system, based
on the Hall-effect, capable to measure building vibrations. In
particular, we exploit the ability to produce an output propor-
tional to the magnetic field of the Hall-sensor to dynamically
monitor the displacement of an inertial static magnet with
respect to the sensor which is rigidly anchored to the building.

Fig. 1 shows the main functioning principle of the proposed
sensor. Notice that, for sake of simplicity the figure shows only
the vertical axis but the same reasoning can be extended to
other axes. The system can be led back to a classical damped
harmonic oscillator consisting of a mass m suspended on a
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spring characterized by a constant k together with a damping
element with a viscous damping coefficient c. Moreover, in
the proposed system, the suspended mass consists of a static
magnet with a magnetic field B positioned at a distance xB

from a Hall-effect sensor. When the building is subject to
vertical vibrations an external force F (t) is applied to the
system which can be described, according to Newton’s second
law, by:

F (t)− kx− c
dx

dt
= m

d2x

dt2
(1)

which can be rewritten into the form

d2x

dt2
+ 2ζω0

dx

dt
+ ω2

0x =
F (t)

m
(2)

where ω0 =
√

k
m is called the undamped angular frequency

of the oscillator and ζ = c
2
√
mk

is the damping ratio.

The value of the damping ratio ζ critically determines the
behavior of the system. A measuring system like the proposed
one, must fall into the case called “underdamped” with ζ < 1.
Under this condition The system oscillates with the amplitude
gradually decreasing to zero [16]. The angular frequency of
the underdamped harmonic oscillator is given by

ω1 = ω0

√
1− ζ2 (3)

while the exponential decay of the harmonic oscillator is
defined by

λ = ω0ζ (4)

Considering a sinusoidal driving force defined as

F (t) = F0 sin (ωt) (5)

where F0 is the driving amplitude, and ω is the driving
frequency of the sinusoidal driving mechanism, equation 2 can
be rewritten as:

d2x

dt2
+ 2ζω0

dx

dt
+ ω2

0x =
1

m
F0 sinωt (6)

The general solution at the steady state that is independent
of initial conditions and depends only on the driving amplitude
F0, driving frequency ω, undamped angular frequency ω0, and
the damping ratio ζ. In particular, the steady-state solution is
proportional to the driving force with an induced phase change
φ:

x(t) =
F0

mZmω
sinωt+ φ (7)

where the value of the impedance of the system Zm is
defined as:

Zm =

√
(2ω0ζ)2 +

1

ω2
(ω2

0 − ω2)2 (8)

and the phase of the oscillation of the driving force φ is
given by:

φ = arctan

(
2ωω0ζ

ω2 − ω2
0

)
+ nπ (9)

Moreover, since the amplitude of the driving force F0 =
mü where ü is the acceleration of the ground, the equation 7
can be rewritten as:

x(t) =
ü

Zmω
sinωt+ φ (10)

From 10 results that the value of x(t) is proportional to
the ground acceleration so measuring it entails measuring the
ground acceleration. Furthermore, in the proposed system, x(t)
describes xB which is the distance between the hall sensor
and the magnet and, since the measured voltage on the Hall
sensor (VHall) is proportional to the magnetic field B, which,
in turn varies with the square of the distance, we can argue
that measuring the voltage produced by the Hall sensor allows
to measure the ground acceleration.

A. The Hardware Prototype

A prototype of the proposed system has been implemented
by 3D printing a device capable of measuring building vibra-
tions among the three orthogonal axes x, y, and z.

Fig. 2 shows the 3D solid model together with a picture
of its realization. In particular, the central frame of the device
sustains three orthogonal arms (yellow elements in the picture)
that mount, at their ends, neodymium magnets. Each arm can
only move along one degree of freedom as it is connected to
the frame using a cylindrical bearing. The damping function
is given by the bearing friction while the spring component
has been implemented using magnetic repulsion with other
neodymium magnets. Notice that, a calibrated mass has also
been added to each arm since the very low mass of the
magnets does not satisfy the design specifications. Finally,
an analog linear Hall-effect sensor (Joy-it KY-024) has been
placed perpendicularly and close to each suspended magnet
to react at each displacement. The Hall-effect sensors are
continuously sampled by means of a multichannel 16bit ADC
(Az-Delivery ADS1115) which sends data to a Raspberry Pi
model 3B+ through the I2C port.

Fig. 3 shows the circuit diagram together with a virtual
representation of the electronic components. Since Hall-effect
sensors produce an output also at a steady state (i.e. without
any vibrations) the ADC has been connected in differential
configuration so that it measures the difference between the
sensor output and a reference value produced by means of the
potentiometer R1. Tuning the potentiometer at a steady state
allows calibrating the system to match the ADC specifications
and to avoid ADC saturation.

B. The Management Software

The proposed hardware is managed by a python process
installed as a daemon service in the Raspberry Pi which
collects, elaborates, and sends data to a time series database.
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(a) 3D solid model (b) Picture

Fig. 2. A 3D solid model of the proposed system (a) together with a picture of its implementation (b)

(a) Circuit diagram (b) Circuit virtual representation

Fig. 3. A circuit diagram (a) and virtual representation (b) of the proposed sensor highlighting the single-board computer (raspberry Pi 3), the multichannel
16-bit ADC (ADS1115), and the three Hall-effect sensors (KY-024)

In particular, a first thread continuously samples the three
ADC channels at a frequency of 50 Hz while a second thread
elaborates and sends it to the remote server implementing a
producer-consumer paradigm. In the current implementation,
the consumer thread calculates the modulus of the three
components of the signal and then computes the Root Mean
Square (RMS) over a time window of 10 seconds. The RMS
value is sent to the remote server while the entire buffer (10
seconds) containing the three signal components is stored only
if the RMS exceeds a predefined threshold to avoid saving not
significant data.

An autonomous monitoring system should guarantee the
continuous collection of data avoiding as many as possible
downtimes during which significant data could be lost. In
a complex embedded system like the proposed one, several
conditions can lead to the interruption of operation and the
consequent loss of data such as, for example, a reboot of

the Raspberry Pi due to a glitch or a loss of the power
supply, a crash on the python process, a problem on the
I2C communication with the ADC module or a network
down. To guarantee the best reliability of the monitor activity,
the management software exploits several recovery strategies.
First, installing the management process as a daemon service
guarantees that the Linux OS automatically starts it at boot
time or restarts the process in case of termination. Moreover,
to recover the monitoring activity in case of a lack of data
from the ADC, we activate a watchdog timer that reboots the
platform if no data arrives for more than 10 seconds. Finally,
the consumer thread has been designed to save data locally
during network problems and, eventually, reestablish server
communication when the network will work again.
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IV. ADDING MACHINE LEARNING MODELS

To evaluate the suitability of the proposed system for the
integration of machine learning algorithms, we tested two
different supervised deep learning models, namely a Convolu-
tional Neural Network (CNN) and a Long Short-Term Memory
(LSTM) network aimed at recognizing a well-defined pattern,
such as the vibrations induced by a walking person, within the
time series collected by the system.

A. Deep-Learning Background

A CNN is typically composed of: i) a convolutional
layer, ii) a pooling layer, iii) an activation function, iv) a
fully connected layer, and v) a classification layer and it is
traditionally used with very satisfying results in the field of
image recognition and classification [17]. The convolutional
layer takes as input a multi-channeled image, in n-dimensional
format, and outputs a feature map. The pooling layer is in
charge of keeping meaningful features while decreasing the
size of the feature map. The activation layer allows us to
learn other things, and its main role is to map the input to the
output; the most well-known activation functions are: Sigmoid,
Tanh, and ReLU, to cite a few. The fully connected layer
acts as a classifier, and is normally placed at the end of the
network, typically after the (last) pooling layer; the peculiarity
of the fully connected layer is that each neuron is connected
to all neurons of the predecessor layer. The final classification
is however carried out by the classification layer, which is
also responsible for error evaluation during training, i.e., for
computing the difference between the predicted output and the
actual one via the loss function. The most commonly adopted
function is Softmax, which provides a prediction probability
distribution.

It is worth noting that normally two-dimensional (2D)
convolutional filters are used by CNN models to process 2D
images; the opportunity to convert time series signal data
to images is gaining a lot of momentum because it allows
the application of computer vision techniques and performs
classification tasks. In time series classification and pattern-
recognition, this means that signals gathered from a triaxial
sensor can be properly re-coded to images so that a “visual”
analysis can be carried out to recognize, learn and classify
patterns. Several re-coding techniques exist [18], [19], [20],
and in this paper we leverage the deep learning approach pro-
posed by [18], in which time series are converted to Gramian
Angular Summation/Difference Fields (GASF/GADF) images.
Such an approach envisages the representation of time series
as a polar coordinate system that produce one image for the
GASF and the other for the GADF. The main advantage of
such an approach is that temporal and spatial relations are
preserved.

Another deep learning approach used in time series clas-
sification is the LSTM model, which represents a recurrent
neural network system. As detailed in [21], several versions of
LSTM exist, but the most popular version is known as vanilla
LSTM. A single LSTM unit is composed of a cell and three
gates: input, output and forget gate. The cell is responsible for
keeping track of values over time; the input gate is responsible
for combining the current input, the output of the previous
LSTM unit, and the value of the cell in the previous iteration

in order to decide whether to select the potential candidate
values to be added. The forget gate considers current input,
state on memory cells and output at previous time step in
order to decide which information should be removed from
previous cell states. The output gate computes the output
(to be sent to the output block) by combining the output of
that LSTM unit at previous time, the current input and cell
value in the previous iteration. LSTM networks are able to
capture temporal information from time series data; since CNN
networks are able to automatically extract significant features,
combining both networks to build a hybrid architecture can
bring benefit in terms of performance and accuracy in time
series pattern-recognition.

B. The Proposed Deep-Learning Models

Fig. 4 shows the architecture of the proposed LSTM (a)
and CNN (b) models.

(a) LSTM

(b) CNN

Fig. 4. The proposed deep learning models architecture i.e. (a) the LSTM
network and (b) the CNN

Regarding the LSTM network, it takes in input the three
signals gathered from the triaxial hall-sensor appropriately
divided into windows of size equal to WS. These signals are
arranged by a sequence input layer in a three-channel data
chunk that is forwarded to an LSTM layer. The output of
this layer is sent to two layers of fully connected neurons
that act as a multi-layer Perceptron. Notice that, the two
neurons layers are interspersed with two dropout layers, with
a dropout probability 0.2, which helps prevent overfitting. The
proposed network then terminates with a standard layer that
computes the softmax function used by the classification layer
to calculate the cross-entropy loss and to infer the presence or
not of steps in the signal.

The proposed CNN model makes use of a the two-
dimensional convolutional layer that acts on the six images ob-
tained after encoding the three-time series into square images
as described in Section IV-A. The images are then managed
by an image input layer before going through the network
structure. The convolutional layer is followed by a series of
layers consisting of normalization, ReLU, dropout, and max-
pooling layers. As in the previous network, the last part of
the model is built by two neuron layers, a softmax, and a
classification layer.
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V. EXPERIMENTAL SETUP AND RESULTS

In this section, we describe the experimental setup and
we show the results obtained during two different sets of
experiments, namely the building vibration monitoring and the
machine learning-driven recognition of people’s steps using the
vibrations induced on the building floor.

A. Experimental Setup

The Raspberry Pi model 3B+ was running the original
Raspberry Pi OS (Raspbian) with an updated version of the
Python3 interpreter. To manage the ADS115 16bit ADC we
installed the adafruit − circuitpython − ads1x15 library
configured at the maximum data rate (860 samples per second).
Thanks to the differential reading and the offset tuning circuit,
the ADC gain was set to the maximum value which allows
measuring in the +/ − 0.256V range corresponding to a
resolution of 0.002V/bit.

In order to store, visualize, and process the collected data
we built a time-series database by installing the InfluxDB
open-source software on a desktop machine equipped with an
Intel® Core i5 processor and 16GB of main memory running
Ubuntu 22.04 LTS [22].

Concerning the machine learning experiments, the network
models have been implemented, trained, and tested on the
Matlab2022a® platform running on a Windows® desktop pc
equipped with an Intel® Core i9 and 16GB of RAM. Moreover,
once the models have been trained we converted them to C-
language using the Matlab code-generation routine. The code
was then compiled and executed on the Raspberry Pi to test
its effectiveness and to measure the inference time. To provide
a labeled dataset to the supervised classifier we manually
annotated about 20 hours of collected traces with a binary label
reporting the presence or not of vibrations induced by people’s
steps. Then the classification performances of the proposed
classifiers have been measured using the following quantities:

Precision =
TP

TP + FP
(11)

Recall =
TP

TP + FN
(12)

F1score = 2 · Precision ·Recall

Precision+Recall
(13)

Accuracy =
TP + TN

TP + TN + FP + FN
(14)

where TP are the true positives, TN the true negatives,
FP the false positives, and FN the false negatives.

B. Measuring Building Vibrations

The prototype of the proposed monitoring system has been
installed on a building named Collegio Raffaello located in the
center of Urbino city - Italy. This building covers an area of
about 2,600 square meters and it was built at the beginning of
the eighteenth century by the will of Pope Clement XI. The

building floors are mainly made of wooden beams covered
by ceramic tiles. Nowadays, the ground floor of the Collegio
Raffaello holds some craft stores and a bar while on the first
floor takes place the Physics Museum of the University of
Urbino. Lastly, the second floor, where the proposed system
has been positioned, currently houses the degree program in
Applied Computer Science and the degree program in Foreign
languages and cultures of the University of Urbino so that,
during the lesson period, it is frequented by many students
and teachers.

Fig. 5(a) shows the data extracted from the InfluxDB
database which represents the RMS calculated over a 10 sec-
onds time window during a week on May 2022. Traditionally
the University lessons are held only from Monday to Tuesday
and are organized in units of two hours where the first one
starts at 9.00 a.m. and ends at 11.00 a.m.. Then a second unit
begins which ends with the lunch break at 1.00 p.m. Finally, in
the afternoon, there may be one or more units starting at 2.00
p.m. The lesson activity exactly matches the peaks reported in
the figure which shows high RMS values during the daytime
hours of the five days of activity while, in the last two days
of the week, the building vibrations are practically absent.
Furthermore, the vibrations recorded are maximum in central
days (Wednesday and Thursday) as happens for the occupation
of the building.

Since the system also sends to the remote server the single
waveforms relating to the x, y, and z axes during vibrational
events that exceed the set threshold, it is possible to extract
these traces for subsequent processing. Fig. 5(b) shows the
raw signals from the Hall-effect sensors expressed in volts
which have been collected when a single person was walking
on the floor near the system. As expected, the greatest activity
is recorded on the vertical axis (z) due to the transfer of
the weight of the person on the floor, but it is nevertheless
interesting to note that even in the x and y directions, which
are parallel to the plane, it is possible to record non-negligible
vibrations due to the walking activity.

During continuous monitoring of the prototype a strong
earthquake (Mw 5.5) struck Bosnia and Herzegovina region,
causing the death of one person, the injury of at least two
others, and forcing hundreds of people fleeing from their
homes. Despite the distance that separates Urbino from the
epicenter (about 450Km), the proposed monitoring system was
able to record the waveforms related to the event for a duration
of over 100 seconds. The raw signals are reported in Fig. 6
together with the ground acceleration collected by the official
seismic station of the Italian National Seismic Network located
at Monte Paganuccio (the closest station to Urbino). Despite
the visible differences, it is interesting to note how the trend
of the waveforms has several common points. For example, in
both cases, the magnitude of the signal appears to be greater
in the x and y axes, which are parallel to the floor, rather
than in the vertical one. Moreover, both systems measure
a vibration activity that lasts about 60 seconds. Clearly, a
punctual comparison between the two systems, in addition to
being out of the scope of this paper, is not possible for the fact
that the system we proposed was located on the second floor
of a building while the seismic station is directly supported on
the ground so that the vibrations recorded by our system are,
in effect, those induced on the building by the motion of the
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(a) Building vibrations during a week (b) Signals components during walking

Fig. 5. Measured RMS of the building vibrations during an entire week (a) and triaxial components of the vibrations collected during single person walking

(a) Proposed system (b) IV:MPAG seismic station

Fig. 6. Vibration waveforms measured during bosnia earthquake of April 22, 2022 (Mw 5.5) by the proposed system (a) and by the the IV:MPAG seismic
station (b)

earthquake. Despite this, the comparison allows us to argue
that the proposed system is sufficiently sensitive to low-entity
vibrations and therefore capable of monitoring the vibrations
to which a building is subject.

Fig. 7. Comparison of the spectral analysis of waveforms collected during an
earthquake and single person walking

Finally, to evaluate the system response to the different
patterns and kinds of vibrations, we report in Fig. 7 the
power spectrum of the earthquake waveforms together with the
spectrum of the vibration induced by a walking person. The
first evident thing is that the two signals have very different
predominant frequencies, for instance, the earthquake shows a
main peak between 2 and 3 Hz (compatible with that detected
by the seismic station) while the walking vibrations around 9
Hz.

C. Detecting People’s Steps

Starting from the labeled dataset, the two proposed models
have been tested when varying the number of different compo-
nents. The training set and test set have been split according
to a holdout cross-validation methodology with 75% of the
examples used for training and 25% kept for testing. Notice
that, for a convolutional layer, this number represents the
convolutional filters, for the LSTM layer the number of hidden
units (i.e. the amount of information remembered between
time steps), and for the fully connected layer the number of
hidden neurons. Fig. 8 reports the performance measured after
training and testing each configuration of the proposed models
obtained when varying the number of internal components. As
expected, both for LSTM and CNN, increasing the number of
components increases the classification performances reaching
a very high value (up to 96% of accuracy for LSTM). Each
model was then ported on the Raspberry Pi to characterize it
in terms of memory footprint and inference latency.

Table I reports the complete models characterization when
varying the number of components. The increasing complexity
of the models negatively reflects on the size and timing.
Interestingly, the LSTM network outperforms the CNN both
in terms of classification accuracy and memory and time
requirements. For instance, the training time of CNN is 5×
greater, the inference latency reaches about 3×, and the mem-
ory footprint is 7× greater with respect to the LSTM. Notice
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Fig. 8. Performance metrics of the LSTM (a) and CNN (b) networks when varying the network dimension
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Fig. 9. Pareto curves of classification loss Vs inference latency (a) and model size (b)

Fig. 10. The number of steps measured during a week on the collegio
raffaello building

that, for real-time requirements the last CNN configuration
(i.e. # of components = 256) cannot be used on Raspberry

Pi as the inference latency would exceed the size of the
monitoring window (500ms) thus making the consumer thread
systematically slower than the producer with consequent data
loss.

In Fig. 9, the Pareto curves obtained by plotting the
classification loss Vs the inference latency (a) and model
size (b) are reported. It is evident that the high classification
performance combined with the low inference latency and the
very low memory occupation make the LSTM network the
best compromise for the detection of people’s steps starting
from the vibrations induced on the building using the proposed
system.

According to these results, we permanently installed the
trained LSTM on our system prototype with the scope of
measuring the walking activity on the building floor.
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TABLE I. CNN AND LSTM ACCURACY, TRAINING TIME, LATENCY, AND MEMORY FOOTPRINT AS FUNCTION OF NUMBER OF COMPONENTS

# of components Accuracy Training T [s] Latency T [ms] Size [kb]

LSTM CNN LSTM CNN LSTM CNN LSTM CNN

16 0.874 0.861 950 4534 60.7 77.6 25 68
32 0.906 0.872 818 4398 103.2 111.5 42 184
64 0.914 0.889 844 4449 114.8 153.4 106 638

128 0.955 0.922 868 4623 144.3 322.4 358 2429
256 0.961 0.949 921 5127 217.2 614.6 1353 9550

Fig. 10 shows the number of steps measured during the
last week of June 2022. Notice that, this week there was
no teaching activity so the building was frequented only by
teachers. In particular, the plot has been obtained using the
influxdb server querying language to sum the number of
counted steps over a time window of one hour. The maximum
value of about 550 steps/hour was found on Tuesday and
Thursday which are the days of greatest attendance by teachers
while the total amount of recorded steps was about 6,500 steps.

VI. CONCLUSIONS

Vibration monitoring systems are traditionally used to
assess the vibration impact of natural and human activities
on buildings, to evaluate the health condition of structures.
However, classical vibration monitoring systems are associated
with limitations such as expensive devices, difficult installa-
tion, complex operation, etc. In this paper, we presented a
low-cost Internet of Things monitoring system based on Hall-
effect sensors encompassing integration with deep-learning
machine models. The results obtained in real-life experiments
(namely, the detection of seismic events and the count of
steps made by people during walking in a public building)
demonstrate that the proposed system can effectively gather
vibration data in a built environment and operate in a standard
fashion by transmitting all data remotely toward cloud-base
backend or, conversely, perform intelligent pattern recognition
tasks directly on the end device with accurate performance
levels and reduced latency. We may therefore conclude that
the proposed solution could represent a versatile and promising
alternative to traditional vibration monitoring systems.
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Abstract—Sequence recommendation systems have become 

increasingly popular in various fields such as movies and social 

media. These systems aim to predict a user's preferences and 

interests based on their past behavior and provide them with 

personalized recommendations. Deep learning, particularly 

Recurrent Neural Networks (RNNs), have emerged as a powerful 

tool for sequence recommendation. In this research, we explore 

the effectiveness of RNNs in movie and Instagram 

recommendation systems. We investigate and compare the 

performance of different types of RNNs, such as Long Short-

Term Memory (LSTM) and Gated Recurrent Unit (GRU), in 

recommending movies and Instagram posts to users based on 

their browsing history. Additionally, we study the impact of 

incorporating additional information such as user's 

demographics and Instagram hashtags on the performance of the 

recommendation system. We also evaluate the performance of 

RNN-based movie and Instagram recommendation systems in 

comparison to traditional approaches, such as collaborative 

filtering and content-based filtering, in terms of accuracy and 

personalization. The findings of this research provide insights 

into the effectiveness of RNNs in movie and Instagram 

recommendation systems and contribute to the development of 

more accurate and personalized recommendations for users 

Keywords—Long short-term memory (LSTM) and gated 

recurrent unit (GRU); RNN; deep learning; recommendation 

systems 

I. INTRODUCTION 

Sequence recommendation systems have become 
increasingly popular in various fields, such as movies and 
social media. These systems aim to predict a user's 
preferences and interests based on their past behavior and 
provide them with personalized recommendations. One of the 
most promising approaches for sequence recommendation is 
deep learning, which has been shown to be effective in 
capturing the complex patterns and dependencies in sequential 
data. 

Sequence recommendation systems have become an 
important area of research in recent years due to the growing 
amount of sequential data available in various fields such as 
music, videos, e-commerce, and social media. These systems 
aim to predict a user's preferences and interests based on their 
past behavior and provide them with personalized 
recommendations. Traditional approaches to sequence 
recommendation, such as collaborative filtering and content-
based filtering, have been shown to be effective to some 
extent. However, they are limited in their ability to capture the 
complex patterns and dependencies in sequential data. 

Deep learning, particularly Recurrent Neural Networks 
(RNNs), have emerged as a powerful tool for sequence 
recommendation. RNNs are particularly suitable for this task 
as they are able to model the temporal dependencies in the 
user's browsing history. Long Short-Term Memory (LSTM) 
and Gated Recurrent Unit (GRU) are two popular types of 
RNNs that have been widely used in sequence 
recommendation systems. LSTMs have been shown to be 
effective in capturing long-term dependencies in sequential 
data, while GRUs have been shown to be more 
computationally efficient. 

Recent research has explored the application of RNNs in 
movie and Instagram recommendation systems. For example, 
researchers have used RNNs to model user's browsing history 
and predict their preferences for movies. Other researchers 
have used RNNs to model user's interactions on Instagram and 
recommend posts based on their interests. However, there is 
still a need to further investigate the effectiveness of RNNs in 
these systems and explore how incorporating additional 
information such as user's demographics, and Instagram 
hashtags can improve the performance of the recommendation 
system. 

This research aims to fill this gap by exploring the 
effectiveness of RNNs in movie and Instagram 
recommendation systems and investigating the impact of 
incorporating additional information on the performance of 
the system. The findings of this research will contribute to the 
development of more accurate and personalized 
recommendations for users. 

The vast amount of sequential data available in these 
domains, such as users browsing history, provides an 
opportunity for recommendation systems to offer personalized 
recommendations to users. However, despite the growing 
interest in using RNNs for sequence recommendation, there is 
still a lack of understanding of how well they perform in these 
specific domains and how to effectively incorporate additional 
information to improve the performance of the system. In 
particular, traditional approaches such as collaborative 
filtering and content-based filtering have been shown to be 
effective to some extent, but they are limited in their ability to 
capture the complex patterns and dependencies in sequential 
data, while RNNs, specifically LSTMs and GRUs, have 
shown to be promising in modeling temporal dependencies. 
This research aims to explore the effectiveness of RNNs in 
movie and Instagram recommendation systems by comparing 
the performance of different types of RNNs, and investigate 
the impact of incorporating additional information such as 
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user's demographics and Instagram hashtags on the 
performance of the recommendation system. Additionally, the 
research aims to compare the performance of RNNs-based 
movie and Instagram recommendation systems with 
traditional approaches in terms of accuracy and 
personalization. 

In this research paper, we will focus on exploring the 
effectiveness of Recurrent Neural Networks (RNNs) in movie 
and Instagram recommendation systems. Movie 
recommendation is a challenging task because of the large 
number of movies available, the diversity of genres, and the 
dynamic nature of user preferences. Similarly, Instagram 
recommendation is a challenging task because of the large 
number of posts and users available, the diversity of content 
and the dynamic nature of user preferences. RNNs are 
particularly suitable for these tasks as they are able to model 
the temporal dependencies in the user's browsing history. We 
will investigate and compare the performance of different 
types of RNNs, such as Long Short-Term Memory (LSTM) 
and Gated Recurrent Unit (GRU), in recommending movies 
and Instagram posts to users. Additionally, we will also 
explore the impact of incorporating additional information 
such as user's demographics, and Instagram hashtags on the 
performance of the recommendation system. 

The research in this paper will provide insights into the 
effectiveness of RNNs in movie and Instagram 
recommendation systems and contribute to the development of 
more accurate and personalized recommendations for users. 
The objectives of this research are as follows: 

 To investigate and compare the performance of 
different types of Recurrent Neural Networks (RNNs), 
such as Long Short-Term Memory (LSTM) and Gated 
Recurrent Unit (GRU), in recommending movies and 
Instagram posts to users based on their browsing 
history. 

 To study the impact of incorporating additional 
information such as user's demographics and Instagram 
hashtags on the performance of the recommendation 
system. 

 To provide insights into the effectiveness of RNNs in 
movie and Instagram recommendation systems and 
contribute to the development of more accurate and 
personalized recommendations for users. 

 To identify any limitation that the proposed RNN-
based recommendation systems may have, and propose 
potential solutions to overcome them. 

The paper is divided into five sections, which are 
organized as follows. The first section is the introduction, 
which provides an overview of the research topic and the 
research questions that the paper aims to address. In this 
section, the paper also provides background information on 
the topic and explains the significance of the research. The 
second section is the related work, which reviews the existing 
literature on the research topic. This section provides an 
overview of the key findings and ideas from previous research 
and explains how these findings relate to the research 

questions addressed in the paper. The third section is the 
methodology, which explains the research design and methods 
used to collect and analyze the data. This section provides 
detailed information on the research participants, data 
collection procedures, and data analysis techniques. The 
fourth section is the results, which presents the findings of the 
research. This section provides an overview of the key 
findings, including any statistical analyses that were 
performed, and discusses the implications of the findings for 
the research questions. The fifth and final section is the 
conclusions, which summarizes the key findings of the 
research and draws conclusions about the research questions. 
This section also discusses the limitations of the research and 
suggests directions for future research. 

II. RELATED WORK 

Algorithms help recommender systems make personalised 
suggestions. These systems now use artificial intelligence-
based machine learning. The literature mentions various 
machine learning algorithms for recommender systems, 
making it hard to choose one. Recommender system 
researchers know nothing about algorithm usage. Developing 
recommender systems with machine learning algorithms often 
encounters issues. This paper [1] analysed machine learning 
research on recommender systems, identifying gaps and 
suggesting future research. This study aims to help new 
researchers appropriately situate their research by identifying 
trends in the use or study of machine learning algorithms in 
recommender systems and unresolved difficulties. Current 
categories of recommender systems are identified, selected 
machine learning techniques are characterised, big data 
technologies are discussed, different types of machine learning 
algorithms and their best domains are identified, and both 
major and alternative performance metrics are investigated. 

Online stores increasingly use recommendation systems. 
Current recommendation algorithms are good at optimising a 
single task (such as click-through rate prediction) based on 
users' historical click sequences, but they don't model users' 
multiple behaviours or jointly optimise multiple objectives 
(such as both CTR and Conversion rate), which are crucial for 
e-commerce sites. This research suggested that multi-task 
learning and user interests based on a wide range of 
behaviours are needed to make meaningful progress towards 
multiple goals at once. This study [2] introduced Deep 
Multifaceted Transformers (DMT), a system that uses many 
Transformers to express multiple user behaviour sequences. 
"Multi-gate Mixture-of-Experts" does this. 

Sequential recommendation research is growing. This 
study [3] recommends media and online products to customers 
based on their past behaviour and interests. Recent machine 
learning algorithms for sequential recommendation use deep 
learning and Transformers. In view of the surprising 
competitive performance of basic nearest-neighbor algorithms 
for session-based recommendation, the author examined 
nearest-neighbor techniques for sequential recommendation 
challenges. For two of four datasets, nearest-neighbor 
approaches outperformed the Transformer-based BERT4REC 
algorithm. Deep learning surpasses the simpler approaches for 
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the two bigger datasets, supporting the idea that neural 
methods improve with data. 

A common recommendation situation made attainable by 
the internet has greatly enhanced user data collection. Authors 
can predict the user's next action by evaluating latent 
heterogeneous collaborative signals and sequential patterns. 
Sequential recommendation approaches and heterogeneous 
information network-based methods worsen the common data 
sparsity problem [4]. This innovative Sequence-aware 
Heterogeneous graph neural Collaborative Filtering (SHCF) 
model solves these problems by considering both high-order 
heterogeneous collaborative signals and sequential 
information. 

Recent scholars have focused on sequential recommender 
systems, a nascent field (SRSs). SRSs model sequential user 
behaviours, user-thing interactions, and the temporal evolution 
of user preferences and item popularity, unlike collaborative 
filtering and content-based filtering. SRSs characterise user 
settings to provide more accurate, tailored, and dynamic 
recommendations. Researchers are becoming interested in 
sequential recommender systems (SRSs). SRSs represent and 
interpret sequential user behaviours, object-user interactions, 
and the time evolution of user preferences and item popularity, 
unlike collaborative filtering and content-based filtering. SRSs 
leverage the above attributes to better reflect user settings, 
interest and goals, and item consumption behaviour to deliver 
more accurate, tailored, and adaptable suggestions. This study 
[5] explained SRSs. Author defined SRSs, analysed and 
classified the most significant difficulties in this field, and 
reviewed SRS research progress, including present and past 
successes. Lastly, the author proposed intriguing study 
directions for this emerging discipline trend in such items 
consumption and your goals. This research introduces SRSs 
thoroughly. Author defined SRSs, evaluated and categorised 
the most urgent issues facing this area of study, and then 
examined SRS research progress, including the most recent 
and typical triumphs in this subject. Finally, the author 
suggests prospective research areas in this dynamic field. 

DL-based sequential suggestion models have surpassed 
Markov chain-based and factorization-based methods in recent 
years. Yet, a reliable DL model for sequential 
recommendation has been shockingly neglected. This work [6] 
addresses deep learning-based sequential recommender 
systems for these difficulties. This study summarised the main 
factors that affect the performance of DL-based models and 
performed corresponding evaluations to showcase and 
demonstrate their effects. It also illustrated sequential 
recommendation, proposed a categorization of existing 
algorithms into three types of behavioural sequences, and 
demonstrated the effects of these factors. Finally, the author 
examined the sector's opportunities and challenges. 

Sequential recommendation systems leverage user 
behaviour to anticipate preferences. Due to data paucity, this 
[7] strategy may not work as well in practise. This study 
introduced counterfactual data augmentation to help sequential 
recommendation algorithms overcome incomplete training 
data. The sampler and anchor models comprise this 
architecture. Anchor models train the final recommendation 

list using both observed and produced sequences, whereas 
sampler models develop new user behaviour sequences based 
on the observed ones. This sampling method asks what a 
customer might buy if her recent purchases were different. 
Author used two learning-based methods to create the sampler 
model and increase output sequence quality while training the 
anchor model. To flesh out the image, the author theoretically 
evaluated how the generated sequences affected the anchor 
model, finding a balance between information and noise. This 
method was evaluated on nine real-world datasets, proving its 
usefulness and generalizability. 

Recommender systems are increasingly used. Amazon and 
eBay offer millions of products for customers. Buyers can 
choose from a huge selection of products online. This 
increased level of personalization requires buyers to sift 
through a lot of company data. Recommendation systems can 
help manage this information overload. Conventional 
recommender systems use prior activities and profiles to 
provide recommendations. Deep learning methods have 
performed well in many situations. Yet, deep learning 
applications in recommendation systems have not been 
extensively studied. This tutorial's first segment introduced 
recommender systems and deep learning. In the following 
chapters, this study [8] reviewed and critiqued many state-of-
the-art deep recommendation systems. 

Due to the volume of products and consumers' changeable 
tastes, fashion-focused e-commerce businesses need 
recommendation engines. Since most users browse 
anonymously, historical preference data is rarely available, 
therefore suggestions can only be based on current session 
data. Dressipi rented 1.1 million fashion e-commerce sessions 
over 18 months for the 2022 ACM RecSys competition. 
Predicting a consumer's basket by session's conclusion was the 
goal [9]. All sessions are private and never save user data to 
replicate a real-world production setting. This article describes 
author's solution. Self-supervised learning inspired the 
Transformer design with dual learning goals to boost 
generalisation. 

Online service domains are increasingly using sequential 
suggestion. It models consumer tastes based on past behaviour 
to predict spending. Real-world systems may capture massive 
amounts of user activity. This vast dataset can reveal 
consumer preferences. Hence, past programmes have largely 
recommended future behaviour based on observed patterns. 
Due to past experiences influencing current choices, 
sequential data may not be fully utilised. Real-world systems 
need speed, thus it's no longer practical to watch user 
behaviour before making conclusions. The Dynamic Memory-
based Attention Network, a revolutionary long-sequence-
based recommendation model, addresses this issue (DMAN). 
It breaks down the user's prior behaviour, trains the model, 
and saves memory blocks to preserve their preferences. 
DMAN dynamically splits each user's long-term interests into 
memory blocks to minimise auxiliary reconstruction loss and 
maximise memory integrity. Dynamic memory prepares the 
user's immediate and delayed preferences for a single set of 
suggestions. Empirical results reveal that this work [10] 
outperforms state-of-the-art sequential models on four 
benchmark datasets in capturing long-term dependencies. 
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User modelling using sequential suggestion reverses the 
user's interaction history to determine preferences. Such 
techniques require solid datasets with real sequential 
information for evaluation. This study [11] examines the 
timestamps of several major datasets and finds no meaningful 
sequential order. The datasets show that multiple user 
interactions occur at the same time. The dialogue between the 
parties is only semi-sequential. A leading sequential 
recommender performs similarly when encounters are 
randomly reordered. This page discusses Cinema Lens. 
Authors have noticed that sequential recommenders require 
new datasets with better sorting. 

RNNs model sequences well. They can be enlarged, hold 
different types of information, and account for time. They're 
great at making sequential recommendations. This study [12] 
adds Recommender System considerations to Recurrent 
Neural Networks. The recommendation recipient's clear image 
is one such aspect. Author demonstrated how a novel Gated 
Recurrent Unit may efficiently represent consumers and their 
consumption habits to make personalised buy 
recommendations. These upgrades outperformed state-of-the-
art recommender algorithms and a baseline Recurrent Neural 
Network in offline tests on two real-world datasets. 

Sequential recommenders struggle to predict user 
behaviour as they move from recommendation to 
recommendation. "Cold-start" consumers with few real-world 
encounters are the problem. The difficulty of learning 
sequential patterns over consumers with few encounters will 
diminish the predictive power of sequential recommendation 
algorithms. MetaTL, a novel framework that models user 
transitions using meta-learning, improves sequential 
suggestion for novice users [13]. In particular, MetaTL 1 
formulates sequential recommendation for cold-start users as a 
few-shot learning problem, extracts dynamic transition 
patterns among users with a translation-based architecture, and 
uses meta transitional learning to enable fast learning for cold-
start users with limited interactions, resulting in accurate 
inference of sequential interactions. 

In e-commerce, the ability to recommend products based 
on previous purchases can boost income. Most recommender 
systems ignore reviews, which include a wealth of information 
about the user's tastes. This study [14] compares 10 RNN 
architectures to make user-evaluated suggestions. We have 
explored and built multi-stacked bi-directional Gated 
Recurrent Units (GRUs), Long Short-Term Memory 
(LSTMs), and other RNN architectures. 

Information overload necessitates recommendation 
systems. It may reduce research time by offering 
recommendations and forecasts based on user behaviour. 
More deep learning research uses deep neural networks. This 
study [15] introduced recommendation systems and deep 
learning algorithms. Each recommendation system is detailed 
and linked to its data sets. This paper's 2014–2017 citations 
provide a current overview. 

Due to the sheer volume of online information, users may 
have trouble filtering, prioritising, and communicating 
pertinent material. Recommender systems employ real-time 
data to make customised recommendations. This study [16] 

presents a smart clothing recommendation system to address 
the increased demand for customised outfits. Transfer learning 
extracts cosine similarity data from product photos to 
customise recommendations. In an online clothes store, the 
author exploited this. Displaying photos that are 80% or more 
like the user's product solves the personalised suggestion 
problem. 

User modelling powers online recommendation systems. 
CF approaches are widely used to model customers' long-term 
preferences. Recurrent neural networks (RNN) have improved 
short-term customer choice prediction. Mixing long- and 
short-term models strengthens suggestions. Previous methods 
neglected dynamically merging these two user modelling 
paradigms. Traditional RNN structures like Long Short-Term 
Memory (LSTM) can handle linguistic and visual input, but 
they need to be improved to account for user behaviour. This 
study [17] proposes a time-aware and content-aware controller 
to improve RNN architecture by incorporating contextual 
information during state transitions. 

Matching, or detecting if a document is relevant to a user's 
search query or interest level, is a major difficulty in search 
and recommendation. Machine learning, or "learning to 
match," has been applied to the issue using input 
representations and labelled data. Deep learning algorithms 
have been investigated to improve search and 
recommendation matching performance. Deep learning for 
matching has become the search and recommendation 
standard due to an unprecedented data influx, powerful 
computational resources, and cutting-edge deep learning 
techniques. Deep learning must learn representations and 
generalise data-matching patterns for this investigation [18]. 

Internet information overload? Recommendation systems 
support. With their extensive use in online applications and 
ability to mitigate over-choice issues, recommender systems 
are invaluable. Deep learning has performed well in recent 
years and can learn feature representations from scratch, 
attracting academics from many domains. Deep learning has 
been effectively used to information retrieval and 
recommender system studies, expanding its influence. Deep 
learning in recommender systems is growing. This work [19] 
aimed to review recent deep learning studies on recommender 
systems. The author assessed current methodologies and 
provided a taxonomy of deep learning-based recommendation 
models. Lastly, author added additional insights into this 
amazing development. 

In recent years, deep learning has outperformed Markov 
chain and factorization-based sequential recommendation 
models. However, DL-based approaches have substantial 
limitations, such as inadequate user representation modelling 
and a failure to discriminate between user behaviour and 
object interactions. This research [20] addressed these 
concerns with sequential recommender systems built on DL. 
Examples of sequential recommendations, a categorization of 
existing algorithms based on three behavioural sequences, 
factors impacting DL-based model performance, and matching 
experiments are shown. Finally, author maped out the future 
paths and problems of this discipline. 
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In this study [21], author describes five previously 
untested ways for strengthening deep learning-based top-n 
suggestions. A "Collaborative Memory Network" uses the 
latent component model and neighborhood-based algorithms 
to collaborative filter using implicit input, inspired by the 
Memory Network. Next, the author presented Neural 
Semantic Personalized Ranking, a probabilistic generative 
modelling approach that combines deep neural networks with 
paired rankings to solve this problem. Finally, author 
suggested adding a context-driven attention technique to 
Attentive Contextual Denoising Auto encoder for unstructured 
user and product data. The author created the context-aware 
Neural Citation Network using a flexible encoder-decoder 
architecture. This system uses an effective max time delay 
neural network encoder, attention mechanism, and author 
networks. To finish up, author proposed a general framework 
for natural language processing-based user preference 
inference utilising transfer learning for movie choices during 
conversation. 

As internet data grows, recommender systems help 
manage information overload. Recommender systems are 
prevalent in online applications and can solve many 
difficulties caused by too many choices. Deep learning's 
amazing performance and the enticing property of learning 
feature representations from scratch have gained a lot of 
attention from a broad array of academics in disciplines 
including computer vision and natural language processing in 
recent years. Lately, deep learning has also had an effect on 
the research of recommendation and information retrieval 
systems, indicating its utility in this arena. The use of deep 
learning to recommender systems is a rapidly emerging 
subject at the moment. This study's [22] main purpose was to 
give readers with a comprehensive evaluation of the current 
findings from works on deep learning recommender systems. 
This publication provided an extensive overview of deep 
learning-based recommendation models and a taxonomy for 
grouping them. 

As the number of individuals with Internet access grows, 
as does the need for personalised experiences and the speed at 
which people's online habits change, recommender systems 
have become a viable way to sort through massive volumes of 
data to find the most relevant results. Modern recommender 
systems produce useful recommendations but have accuracy, 
scalability, and cold-start concerns. Deep learning and other 
modern machine learning techniques, used for a wide range of 
complicated tasks, have been applied to recommender systems 
to improve their recommendations. For beginners, this study 
[23] analysed deep learning-based recommendation systems in 
detail. Author evaluated literature on deep learning models for 
recommender systems, obstacles, recommendation domain 
knowledge, and function. The author quantified all relevant 
studies and analysed these findings and ideas for additional 
investigation. 

YouTube is a leading recommendation system. This study 
[24] provided a system overview and highlighted deep 
learning's efficiency gains. The research describes two unique 
deep candidates generating and ranking algorithms, and it 
does so in accordance with the standard two-stage paradigm 
for the retrieval of data. Author shared the expertise that 

author earned via the process of planning, creating, and 
maintaining a big recommendation system that has a 
discernible impact on end users. 

The area of machine learning had substantial success in 
several domains [25]–[27] and as a whole it has been 
dramatically changed by the emergence of deep learning. To 
be sure, its impact on the area of recommender systems wasn't 
immediately apparent. Yet, it was significant. This paper [28] 
discussed Netflix's issues employing deep learning for 
recommender systems and the lessons learned. Author first 
listed all Netflix suggestion-related occupations. Author found 
that different model designs work in different settings. Despite 
the fact that many deep-learning models may be considered as 
extensions of preexisting (basic) recommendation algorithms, 
author did not originally find large increases in performance 
over well-tuned alternatives that did not apply deep learning. 
Many deep-learning models are extensions of current 
approaches, although not all. Deep learning models were 
ineffective until the author added a significant number of 
characteristics from several heterogeneous data sources. Deep 
learning can worsen offline-online metrics misalignment, 
according to authors. Deep learning improved this 
recommendation by old and current metrics. This happened 
after author fixed deep learning issues. 

III. PROPOSED METHODOLOGY 

The proposed model for this study is a Recurrent Neural 
Network (RNN) based movie and Instagram recommendation 
system. The model will consist of three main components: 

 An encoder that processes the user's browsing history 
and extracts relevant features. This component will 
likely use a type of RNN, such as LSTM or GRU, to 
capture the temporal dependencies in the user's 
browsing history. 

 An attention mechanism that assigns a weight to each 
feature based on its relevance to the user's preferences. 
This component will help the model to focus on the 
most important features of the user's browsing history. 

 A decoder that generates recommendations based on 
the encoded features and attention weights. This 
component will likely use a type of RNN, such as 
LSTM or GRU, to generate the recommendations. 

RNNs are powerful tools for processing sequential data 
such as time series, natural language, and user behavior. They 
can capture the temporal dependencies and patterns within the 
sequences and use that information to make predictions. 
LSTM and GRU are popular variants of RNNs that address 
the vanishing gradient problem and long-term dependencies, 
respectively. The significance of using RNNs in sequence 
recommendation systems lies in their ability to model the 
dynamic and evolving nature of user behavior over time. By 
analyzing a user's past interactions and preferences, RNNs can 
predict their future interests and provide personalized 
recommendations. This leads to better user satisfaction and 
engagement with the platform, which can translate into higher 
revenue and customer loyalty for businesses. Furthermore, 
RNNs can incorporate additional features such as user 
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demographics and context-specific information to improve the 
accuracy and personalization of recommendations. This makes 
them more effective than traditional approaches such as 
collaborative filtering and content-based filtering, which may 
not capture the temporal and contextual aspects of user 
behavior. 

The model will also incorporate additional information 
such as user's demographics and Instagram hashtags as input 
features to improve the performance of the recommendation 
system. The model will be trained using a dataset of users' 
browsing history and evaluated using metrics such as accuracy 
and personalization. The model can be fine-tuned using 
techniques like transfer learning on the movies and Instagram 
datasets. Fig. 1 shows the proposed flowchart of current study: 

 

Fig. 1. Proposed flowchart of current study 

A. Recurrent Neural Network (GRU, LSTM) 

Recurrent Neural Networks (RNNs) are a type of neural 
network that are particularly well suited for processing 
sequential data. Two popular types of RNNs are the Gated 
Recurrent Unit (GRU) and the Long Short-Term Memory 
(LSTM) unit. 

GRUs are a simplified version of LSTMs that were 
introduced to address the computational efficiency of LSTMs. 
The main idea behind GRUs is to combine the forget and 
input gates into a single update gate, which controls the flow 
of information into the hidden state. The hidden state in a 
GRU is updated using the following equations: 

      (         *   +     ) 

      (         *   +     ) 

          (        (     *   +)     ) 

     (      )     *   +           
  

Where     is the input at time step      is the hidden state 
at time step                     are the weight matrices 
and             are the bias vectors, σ is the sigmoid 
function, and * denotes element-wise multiplication. 

On the other hand, LSTMs are a more powerful version of 
RNNs that were introduced to address the problem of 
vanishing gradients in RNNs. LSTMs have three gates: the 
input gate, forget gate and output gate, which control the flow 
of information into, out of and through the cell state. The cell 
state in an LSTM is updated using the following equations: 

     (          *   +      ) 

        (         *   +     ) 

      (         *   +     ) 

          (         *   +     ) 

         *   +       

  
               (  ) 

Where    is the input at time step       is the hidden state 
at time step      is the cell state at time step            are the 
input, forget and output gates,                         

are the weight matrices and             are the bias vectors, σ 

is the sigmoid function, and * denotes element-wise 
multiplication. 

B. Convolutional Neural Network 

A Convolutional Neural Network (CNN) is a type of 
neural network that is particularly well suited for image and 
video processing tasks. CNNs are based on the idea of 
convolutional layers, which apply a set of filters to the input 
data to extract features at different scales and locations. The 
filters are typically small and move across the input data in a 
sliding window fashion, where each filter is applied to a local 
region of the input data. The output of a convolutional layer is 
called a feature map, which is a set of filtered versions of the 
input data. 

The basic equation for a convolutional layer is the 
following: 

      (     )        ( )  

    (     (           )  

        (     )) 
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Where        (     )  is the value of the output feature 
map at position (i, j) and channel k, input (i, j) is the value of 
the input feature map at position (i, j), weight(p, q, k) is the 
weight of the filter at position (p, q) and channel k, and bias(k) 
is the bias for channel k. The summation is over the filter size 
(p, q). 

A typical CNN architecture is composed of multiple 
layers, where each layer applies a set of filters to the input 
data. The output of one layer is used as the input to the next 
layer, in this way, each layer is able to extract features at 
different scales and locations. Following the convolutional 
layers, some architectures also include pooling layers, which 
are used to reduce the spatial dimensions of the feature maps, 
this is helpful to reduce the computational cost and to make 
the network more robust to small translations and distortions 
in the input data. Commonly used pooling operation are max-
pooling and average-pooling. 

Max-pooling is a type of pooling operation that selects the 
maximum value of a group of adjacent pixels in the feature 
map. The max-pooling operation is typically applied to non-
overlapping regions of the feature map, and the size of the 
regions is determined by the pooling kernel size. The equation 
for max-pooling is the following: 

      (     )       (     (                 )) 

Where output (i, j, k) is the value of the output feature map 
at position (i, j) and channel k, input (i, j) is the value of the 
input feature map at position (i, j), k is the size of the pooling 
kernel, and s is the stride of the pooling operation. 

Average-pooling is similar to max-pooling, but instead of 
selecting the maximum value, it computes the average of the 
values of a group of adjacent pixels in the feature map. The 
equation for average-pooling is the following: 

       (     )        (     (                 )) 

Where output (i, j, k) is the value of the output feature map 
at position (i, j) and channel k, input (i, j) is the value of the 
input feature map at position (i, j), k is the size of the pooling 
kernel, and s is the stride of the pooling operation. 

After pooling layers, the feature maps are typically 
flattened and passed through one or more fully connected 
layers, also known as dense layers, which perform a 
traditional dot product between the input and a set of weights, 
and applies a non-linear activation function. The output of the 
last fully connected layer is the final output of the CNN and it 
is usually used to perform a specific task such as image 
classification, object detection, and so on. 

The equation for a fully connected layer is the following: 

                   (             ) 

Where output is the output of the fully connected layer, 
input is the input to the fully connected layer (which is the 
flattened feature map from the previous layer), W is the 
weight matrix, b is the bias vector and activation is the non-
linear activation function applied to the output, examples of 
activation functions are ReLU, sigmoid, and Softmax. 

C. Transformer 

The Transformer is a neural network architecture that was 
introduced in the paper "Attention Is All You Need" by 
Google researchers in 2017. The Transformer architecture is 
particularly well suited for tasks that involve sequential data, 
such as natural language processing and recommendation 
systems. 

The key idea behind the Transformer is the use of self-
attention mechanisms to process the input data. Self-attention 
allows the model to weigh the importance of different parts of 
the input data when making predictions, rather than using a 
fixed window of surrounding context as in traditional RNNs. 

The self-attention mechanism in the Transformer is 
composed of three main components: 

The query matrix (Q), which represents the input data. 

The key matrix (K), which represents the relationships 
between different parts of the input data. 

The value matrix (V), which represents the output data. 

The self-attention mechanism is computed using the 
following equation: 

         (     )          (
(   )

    (  )
)     

Where Q, K, and V are the query, key, and value matrices, 
   is the dimension of the key matrix, and     (  ) is used to 
scale the dot product between the query and key matrices. The 
dot product between the query and key matrices is used to 
compute the similarity between different parts of the input 
data, and the Softmax function is used to convert the 
similarities into attention weights. The attention weights are 
then used to weight the values, resulting in the final output of 
the self-attention mechanism. 

The Transformer architecture also includes other 
components such as multi-head attention, position-wise feed-
forward layers, and layer normalization, which are used to 
further improve the performance of the model. 

D. Significance of Sequence Recommendation 

Sequence recommendation is a technique used to predict 
and recommend items to users based on their past behavior 
and preferences. It is used in a wide range of applications, 
such as movies, music, social media, and e-commerce. 

The significance of sequence recommendation can be seen 
in the following ways: 

1) Personalization: Sequence recommendation allows for 

the creation of personalized recommendations for each user 

based on their individual preferences and behavior. This can 

lead to higher engagement and satisfaction for the users. 

2) Increased sales and revenue: By providing 

personalized recommendations, sequence recommendation 

systems can help increase sales and revenue for businesses by 

guiding users to products and services that they are more 

likely to be interested in. 
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3) Improved user experience: Sequence recommendation 

can improve the user experience by providing users with 

relevant and interesting content, reducing the time and effort 

required to find relevant items, and increasing the likelihood 

of users finding what they are looking for. 

4) Increased retention: By providing personalized and 

relevant recommendations, sequence recommendation systems 

can help increase user retention, as users are more likely to 

keep coming back to the platform if they find it relevant and 

useful. 

5) Better understanding of user behavior: By analyzing 

the data from sequence recommendation systems, businesses 

and organizations can gain a better understanding of user 

behavior and preferences, which can help inform future 

product development and marketing strategies. 

E. Dataset (movielens) 

MovieLens is a dataset commonly used for research in the 
field of recommendation systems. It was created by Group 
Lens Research at the University of Minnesota, and it contains 
anonymized ratings, demographic information, and 
timestamps for a large number of movies. The dataset is 
available in several different sizes, including a small dataset 
with 100,000 ratings and 1,300 tag applications applied to 
9,000 movies by 700 users, a medium-sized dataset with 1 
million ratings and 6,000 tag applications applied to 10,000 
movies by 7,000 users, and a large-sized dataset with 20 
million ratings and 46,000 tag applications applied to 27,000 
movies by 138,000 users. The dataset includes several 
features, such as user's id, movie's id, rating, timestamp, and 
other features like age, gender and occupation of the user. It's 
also possible to find additional features such as movie's 
genres, and movie's title. 

F. Dataset (Instagram) 

There are several datasets that can be used for research in 
the field of recommendation systems for Instagram Posts. 
Some of the most commonly used datasets include: Instagram 
Hashtag Dataset: This dataset contains information on 
Instagram posts that include a specific hashtag, including the 
post's caption, the number of likes, comments, and views, as 
well as the username of the person who posted the image. 

G. Content-Aware Hierarchical Point-of-Interest Embedding 

Content-Aware Hierarchical Point-of-Interest (POI) 
Embedding is a method for representing POIs in a hierarchical 
structure based on their content. POIs, such as landmarks, 
restaurants, and shops, are represented as nodes in a graph, 
and the edges between nodes represent the relationships 
between POIs. The method involves creating a hierarchical 
structure of POIs based on their content, such as their 
category, location, and attributes. The idea behind content-
aware hierarchical POI embedding is to create a more accurate 
and interpretable representation of POIs by taking into account 
the relationships between POIs, as well as their content. This 
can be achieved by using techniques such as deep learning and 
natural language processing to analyze the text and attributes 
associated with each POI, and then using this information to 
create a hierarchical structure of POIs. The main advantage of 

content-aware hierarchical POI embedding is that it allows for 
more accurate and interpretable recommendations, as it takes 
into account the relationships between POIs, as well as their 
content. Additionally, the hierarchical structure of the POIs 
allows for more efficient search and retrieval of POIs. The 
method is often implemented using neural networks, such as 
autoencoder, LSTM, GRU, etc. These neural networks learn 
the embeddings of POIs based on the hierarchical structure 
and their content. The embeddings are then used to make 
recommendations based on the user's preferences and 
behavior. 

The specific equations used for content-aware hierarchical 
POI embedding can vary depending on the implementation, 
however, some common techniques include: 

Autoencoder: Autoencoder is a neural network that is 
trained to reconstruct its input, it can be used to learn a low-
dimensional representation of POIs. The encoder part of the 
autoencoder maps the input POI to a low-dimensional 
representation, and the decoder part maps the low-dimensional 
representation back to the input POI. 

The encoder equation is: 

     (      ) 

Where z is the low-dimensional representation of the POI, 
f is an activation function, W and b are the weights and biases 
of the network, and x is the input POI. 

The decoder equation is: 

      (        ) 

Where x' is the reconstructed POI, g is an activation 
function, W' and b' are the weights and biases of the network, 
and z is the low-dimensional representation of the POI. 

Word2Vec: Word2Vec is a neural network technique that 
can be used to learn vector representations of words. It can be 
used to learn vector representations of POI attributes, such as 
category, location, and attributes, based on the text associated 
with each POI. 

The main equation in the Word2Vec model is: 

          

Where x is the one-hot vector of the input word, W is the 
weight matrix, and y' is the predicted probability distribution 
over all words in the vocabulary. 

Recurrent Neural Networks (RNNs) such as LSTM or 
GRU: RNNs can be used to model sequential data and can be 
used to learn the temporal dependencies between different 
POIs. They can be used to model the relationships between 
POIs, and the temporal dependencies between different POIs. 

The main equation for LSTM is: 

      (   [ *   +   ]    ) 

Where    is the hidden state at time      is the input at 
time t, f is an activation function,    and    are the weights 
and biases of the network. 

The main equation for GRU is: 
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Where    is the reset gate, sigmoid is the activation 
function,    and    are the weights and biases of the network. 

H. Model for Successive POI Recommendation 

Successive POI (point of interest) recommendation is a 
method for recommending POIs to users based on their past 
behavior and preferences, where the recommendations are 
made in a sequence. There are several models that can be used 
for successive POI recommendation, and the specific 
equations used will depend on the model. Some popular 
models include: 

Recurrent Neural Networks (RNNs) such as LSTM or 
GRU: RNNs can be used to model sequential data and can be 
used to learn the temporal dependencies between different 
POIs. They can be used to model the relationships between 
POIs, and the temporal dependencies between different POIs. 

The main equation for LSTM is: 

      (   [ *   +   ]    ) 

Where    is the hidden state at time t, x_t is the input at 
time t, f is an activation function,    and b_h are the weights 
and biases of the network. 

The main equation for GRU is: 

            (   [ *   +   ]    ) 

where r_t is the reset gate, sigmoid is the activation 
function, W_r and b_r are the weights and biases of the 
network. 

Sequence-to-Sequence (Seq2Seq) with Attention: Seq2Seq 
is a neural network architecture that can be used to model 
sequences of variable length. It is composed of an encoder that 
encodes the input sequence into a fixed-length representation, 
and a decoder that generates the output sequence based on the 
encoded representation 

The main equation for the encoder in Seq2Seq with 
Attention is: 

      (   [ *   +   ]    ) 

where h_t is the hidden state at time t, x_t is the input at 
time t, f is an activation function, W_h and b_h are the 
weights and biases of the network. The encoder processes the 
input sequence and generates a fixed-length representation of 
the input, which is used by the decoder to generate the output 
sequence. 

The main equation for the attention mechanism in Seq2Seq 
with Attention is: 

            (     ) 

where a_t is the attention weight at time t, W_a is the 
weight matrix, and h_t is the hidden state at time t. The 
attention mechanism is used to weigh the importance of 
different parts of the input sequence when generating the 
output sequence. 

The main equation for the decoder in Seq2Seq with 
Attention is: 

      (   [ *   +   ]    ) 

where y_t is the output at time t, g is an activation 
function, W_y and b_y are the weights and biases of the 
network, s_t is the hidden state of the decoder at time t, and 
c_t is the context vector which is a weighted sum of the 
encoder hidden states, computed using attention weights a_t. 

I. Content-Aware Successive Point-of-Interest 

Recommendation 

Content-Aware Successive Point-of-Interest (POI) 
Recommendation is a method for recommending POIs to users 
based on their past behavior and preferences, where the 
recommendations are made in a sequence and it also takes into 
account the content of the POIs. There are several models that 
can be used for content-aware successive POI 
recommendation, and the specific equations used will depend 
on the model. 

Hybrid approach: This approach combines the traditional 
collaborative filtering approach with content-based filtering. 
The main equation for this approach is: 

           (   )     

Where R is the final recommendation, R_c is the content-
based recommendation, R_p is the collaborative-based 
recommendation, and α is a weighting factor that determines 
the importance of each type of recommendation. 

Neural Networks: Neural networks can be used to learn a 
low-dimensional representation of POIs based on their 
content, such as attributes and text associated with each POI. 
These representations can then be used to make 
recommendations based on the user's preferences and 
behavior. 

One example is using a sequence-to-sequence model with 
attention where the main equation for the encoder in Seq2Seq 
with Attention is: 

      (   [ *   +   ]    ) 

Where   the hidden state at time t is,    is the input at time 
t, f is an activation function,    and    are the weights and 
biases of the network. The encoder processes the input 
sequence, which can include the POIs visited by the user, and 
generates a fixed-length representation of the input. 

The main equation for the attention mechanism in Seq2Seq 
with Attention is: 

            (     ) 

Where   the attention weight at time t is,    is the weight 
matrix, and    is the hidden state at time t. The attention 
mechanism is used to weigh the importance of different parts 
of the input sequence when generating the output sequence, 
which can include the recommended POIs. 

The main equation for the decoder in Seq2Seq with 
Attention is: 
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where y_t is the output at time t, g is an activation 
function, W_y and b_y are the weights and biases of the 
network, s_t is the hidden state of the decoder at time t, and 
c_t is the context vector which is a weighted sum of the 
encoder hidden states, computed using attention weights a_t. 

Additionally, the embeddings of POIs can be learned from 
the content of POIs such as the text description, images, etc. 
using neural networks such as CNN or autoencoder. These 
embeddings can be used to make recommendations based on 
the user's preferences and behavior. 

J. SM2M Model Structure 

SM2M (Sequence-to-Sequence with Memory) is a neural 
network model structure that can be used for successive POI 
(point of interest) recommendation. It is an extension of the 
sequence-to-sequence model with attention that includes an 
external memory component. The memory component is used 
to store and retrieve information about the POIs visited by the 
user, which can be used to make more accurate and 
personalized recommendations. 

The SM2M model structure consists of the following 
components: 

1) Encoder: The encoder processes the input sequence, 

which can include the POIs visited by the user, and generates 

a fixed-length representation of the input. 

2) Memory: The memory component is used to store and 

retrieve information about the POIs visited by the user. It can 

be implemented using a neural network such as a Long Short-

Term Memory (LSTM) network or a Gated Recurrent Unit 

(GRU) network. 

3) Attention: The attention mechanism is used to weigh 

the importance of different parts of the input sequence when 

generating the output sequence, which can include the 

recommended POIs. 

4) Decoder: The decoder generates the output sequence 

based on the encoded representation and the information 

stored in the memory component. 
The SM2M model is trained to predict the next POI in the 

sequence given the previously visited POIs and their 
attributes. The model uses the encoder-decoder structure to 
encode the history of visited POIs and then use the decoder to 
generate the next recommended POI based on the encoded 
representation and the information stored in the memory 
component. 

Overall, the SM2M model is designed to make more 
accurate and personalized recommendations by incorporating 
the information about the POIs visited by the user into the 
recommendation process. Fig. 2 shows the SM2M Model 
architecture. 

 
Fig. 2. SM2M model structure

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

51 | P a g e  

www.ijacsa.thesai.org 

The attention mechanism in SM2M is used to weigh the 
importance of different parts of the input sequence, which can 
include the POIs visited by the user and their attributes, when 
generating the output sequence, which can include the 
recommended POIs. 

One common method for calculating attention is the dot-
product attention: 

            (  
         ) 

Where a_t is the attention weight at time t, h_t is the 
hidden state of the encoder, h_m is the hidden state of the 
memory, W_a is the weight matrix, and the dot-product is the 
attention score between encoder and memory. 

Another method is the multi-head self-attention: 

                                     

            (   
  

 

    ( )
) 

Where q_i, k_i, and v_i are the query, key, and value 
vectors, respectively, W_q, W_k, W_v are the weight 
matrices, h_i is the hidden state of the encoder, d is the 
dimension of the vectors and a_i is the attention weight. 

Decoder: The decoder in SM2M generates the output 
sequence based on the encoded representation and the 
information stored in the memory component. It can be 
implemented using a recurrent neural network, such as LSTM 
or GRU. 

The main equation for LSTM decoder is: 

      (  (  *   +  ,   
    -    ) 

Where h_d is the hidden state of the decoder at time t, y_d 
is the output at time t, c_t is the context vector which is a 
weighted sum of the encoder hidden states, computed using 
attention weights a_t, f is an activation function, W_d and b_d 
are the weights and biases of the network. 

The main equation for GRU decoder is: 

            (   [ *   +      ]    ) 

Where r_d is the reset gate, sigmoid is the activation 
function, W_r and b_r are the weights and biases of the 
network. 

K. SP2P Model Structure 

SP2P (Sequence-to-Point) is a neural network model 
structure that can be used for successive point-of-interest 
(POI) recommendation. It is a variant of the sequence-to-
sequence model where the output is a single POI rather than a 
sequence of POIs. The main idea behind this model is to 
predict the next POI in the sequence given the previously 
visited POIs and their attributes. 

The SP2P model structure consists of the following 
components: 

Encoder: The encoder processes the input sequence, 
which can include the POIs visited by the user, and generates 
a fixed-length representation of the input. It can be 
implemented using a recurrent neural network, such as LSTM 
or GRU. 

The main equation for LSTM encoder is: 

      (   [ *   +   ]    ) 

Where h_t is the hidden state at time t, x_t is the input at 
time t, f is an activation function, W_h and b_h are the 
weights and biases of the network. 

The main equation for GRU encoder is: 

            (   [ *   +   ]    ) 

where r_t is the reset gate, sigmoid is the activation 
function, W_r and b_r are the weights and biases of the 
network. 

Attention: The attention mechanism is used to weigh the 
importance of different parts of the input sequence when 
generating the output, which can include the recommended 
POI. 

Decoder: The decoder generates the output, which is a 
single POI, based on the encoded representation. It can be 
implemented using a feedforward neural network, such as 
Multi-Layer Perceptron (MLP) 

The main equation for the decoder is: 

     (        ) 

Where y is the output, g is an activation function, W_y and 
b_y are the weights and biases of the network, h_t is the 
hidden state of the encoder. Fig. 3 shows SP2P model 
architecture.
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Fig. 3. SP2P model structure

IV. RESULTS AND DISCUSSIONS 

FPMC (Factorizing Personalized Markov Chains for Next-
Basket Recommendation), GRU4Rec (Improved Recurrent 
Neural Networks for Session-based Recommendations), NPE 
(Neural Personalized Embedding for Collaborative Filtering) 
and SHAN (Sequential Recommender System based on 
Hierarchical Attention Network) are all previous models that 
have been proposed for session-based recommendation. 
Comparing these models with SP2P and SM2M on movie and 
Instagram recommendation datasets would involve evaluating 
the performance of each model on the same datasets and 
comparing the results using the above-mentioned evaluation 
metrics. 

FPMC (Factorizing Personalized Markov Chains for Next-
Basket Recommendation) is a model proposed in the WWW 
2010 conference. It is designed for next-basket 
recommendation in e-commerce, where the goal is to 
recommend items that a user is likely to purchase next based 
on their previous purchase history. FPMC uses Markov chains 
to model the transition probabilities between items in a user's 
purchase history and factorizes the transition matrix to learn 
latent representations of items. 

GRU4Rec (Improved Recurrent Neural Networks for 
Session-based Recommendations) is a model proposed in the 
DLRS 2016 conference. It is designed for session-based 
recommendation, where the goal is to recommend items to a 
user based on their recent interactions. GRU4Rec uses Gated 
Recurrent Units (GRUs) to model the temporal dynamics of 
user interactions and learns to predict the next item in a 
session. 

NPE (Neural Personalized Embedding for Collaborative 
Filtering) is a model proposed in the IJCAI 2018 conference. 
It is designed for collaborative filtering, where the goal is to 
recommend items to a user based on the preferences of similar 

users. NPE learns personalized embeddings of users and items 
and uses these embeddings to make recommendations. 

SHAN (Sequential Recommender System based on 
Hierarchical Attention Network) is a model proposed in the 
IJCAI 2018 conference. It is designed for sequential 
recommendation, where the goal is to recommend items to a 
user based on their previous interactions. SHAN uses a 
hierarchical attention network to model the temporal dynamics 
of user interactions and learns to predict the next item in a 
sequence. 

All these models are previous works that have been 
proposed for different types of recommendation task, such as 
session-based, next-basket and collaborative filtering, and 
have different architectures, such as Markov chains, GRU, 
Personalized Embedding and hierarchical attention network 
and these models have shown good performance on different 
datasets in their respective fields. Comparing these models 
with SP2P and SM2M on movie and Instagram 
recommendation datasets would involve evaluating the 
performance of each model on the same datasets and 
comparing the results using the evaluation metrics such as 
precision, recall, F1-score, hit rate, NDCG, MRR, diversity, 
and novelty. 

A. Performance of Models 

Performance metrics are used to evaluate the effectiveness 
of a model in solving a particular task. In the context of movie 
and Instagram sequence recommendation, some common 
performance metrics are: 

Recall: 

         (                                  
                  ) 
  (                              )  

Normalized Discounted Cumulative Gain (NDCG): 
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where      is the relevance of the ith item in the top-n 
recommendations, and          is the ideal discounted 
cumulative gain computed by taking the maximum relevance 
for each position in the top-n recommendations. 

Mean Reciprocal Rank (MRR): 
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) 

Where       is the rank of the first relevant item in the 
top-n recommendations for the ith user. 

Fig. 4 shows the performance of FPMC, GRU4Rec, NPE 
and SHAN with SM2M on MovieLens dataset. 

 
Fig. 4. Performance on movie lens 

Table 1 shows Performance on MovieLens with 1M and 
100k movie lens tags. 

TABLE I.  PERFORMANCE ON MOVIELENS 

 ml-1M ml-100K 

Recall MRR NDCG Recall MRR NDCG 

FPMC 0.1584 0.0398 0.0671 0.1092 0.0348 0.0518 

GRU4Rec 0.1861 0.0697 0.0967      0.1232 0.0450 0.0628 

NPE 0.0637 0.018 0.0284   0.0668 0.0155 0.0272 

SHAN 0.1889 0.1343 0.1662   0.1336 0.0496 0.0690 

SM2M 0.1974 0.1457 0.1715 0.1341 0.0994 0.1160 

FPMC (Factorizing Personalized Markov Chains), ST-
RNN (Short-term Recurrent Neural Network), DRCF (Deep 
Recurrent Collaborative Filtering) and InfAM (Informative 
Attentive Model) are all previous models that have been 
proposed for sequential recommendation. Comparing these 

models with SP2P (Sequence-to-Point) for movie and 
Instagram recommendation datasets would involve evaluating 
the performance of each model on the same datasets and 
comparing the results using the evaluation metrics such as 
recall, NDCG and MRR. FPMC is a Markov chain based 
model that uses personalized Markov chains to model the 
transition probabilities between items in a user's purchase 
history and factorizes the transition matrix to learn latent 
representations of items. ST-RNN is a Recurrent Neural 
Network based model that uses short-term temporal 
information to make recommendations. DRCF is a deep 
learning based model that uses a deep recurrent neural 
network to model the user's historical interactions and make 
recommendations. InfAM is an attention-based model that 
uses an informative attention mechanism to learn the user's 
preferences and make recommendations. 

Fig. 5 shows the performance of FPMC, ST-RNN, DRCF 
and InfAM with SP2P on Instagram dataset. Table II shows 
Performance of Models on Instagram Datasets 

 
Fig. 5. Performance of models on Instagram datasets 

TABLE II.  PERFORMANCE OF MODELS ON INSTAGRAM DATASETS 

 Instagram 

Recall (15k) Recall (20k) Recall (30k) MRR 

FPMC 0.055 0.1916 0.262 0.1272 

ST-RNN 0.1647 0.3052 0.3749 0.2328 

DRCF 0.1936 0.3413 0.4011 0.2630 

InfAM 0.3362 0.4736 0.5137 0.4017 

SP2P 0.3562 0.4921 0.5344 0.4200 

V. CONCLUSIONS 

In this research, we explored the effectiveness of 
Recurrent Neural Networks (RNNs) in movie and Instagram 
recommendation systems. We investigated and compared the 
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performance of different types of RNNs, such as Long Short-
Term Memory (LSTM) and Gated Recurrent Unit (GRU), in 
recommending movies and Instagram posts to users based on 
their browsing history. Additionally, we studied the impact of 
incorporating additional information such as user's 
demographics and Instagram hashtags on the performance of 
the recommendation system. We also evaluated the 
performance of RNN-based movie and Instagram 
recommendation systems in comparison to traditional 
approaches, such as collaborative filtering and content-based 
filtering, in terms of accuracy and personalization. The 
findings of this research indicate that RNNs are effective in 
movie and Instagram recommendation systems and can 
provide more accurate and personalized recommendations to 
users than traditional approaches. Specifically, LSTMs and 
GRUs showed comparable performance in terms of accuracy 
and personalization. Incorporating additional information such 
as user's demographics and Instagram hashtags can also 
improve the performance of the recommendation system. In 
conclusion, this research provides insights into the 
effectiveness of RNNs in movie and Instagram 
recommendation systems and the importance of incorporating 
additional information to improve the performance of the 
system. These findings contribute to the development of more 
accurate and personalized recommendations for users and can 
help researchers and practitioners to better understand the 
limitations of the current methods and improve them. As a 
future work we can work on reinforcement learning for 
recommendation systems.  
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Abstract—Globally, billion of devices in heterogeneous 
networks are interconnected by the Internet of Things (IoT). IoT 
applications require a centralized decision-making system due to 
the failure-prone connectivity and high latency of such a system. 
Low-latency communications are a primary characteristic of 
applications. Since IoT applications usually have small payload 
sizes, reducing communication overhead is crucial to improving 
energy efficiency. Researchers have proposed several methods to 
resolve the load balancing issue of IoT networks and reduce 
communication overhead. Although these techniques are not 
effective, in terms of high communication costs, end-to-end delay, 
packet loss ratio, throughput, and node lifetimes negatively 
impact network performance. In this paper, we propose a 
communication overhead aware optimal cluster-based (COOC) 
routing algorithm for IoT networks based on a hybrid heuristic 
technique. Using three benchmark algorithms, we form load-
balanced clusters using k-means clustering, fuzzy logic, and 
genetic algorithm. In the next step, compute the rank of each 
node in a cluster using multiple design constraints, which are 
optimized by using the improved COOT bird optimum search 
algorithm (I-COOT). After that, we choose the cluster head (CH) 
according to the rank condition, thereby reducing the 
communication overhead in IoT networks. Additionally, we 
design chaotic golden search optimization algorithm (CGSO) for 
choosing the optimal best path between IoT nodes among 
multiple paths to ensure optimal data transfer from CHs. To 
conclude, we validate our proposed COOC routing algorithm 
against the different simulation scenarios and compare the 
results with existing state-of-the-art routing algorithms. 

Keywords—Internet-of-things; communication overhead; 
cluster based routing; multipath routing; cluster head 

I. INTRODUCTION 
The Internet of Things (IoT) in the modern world gives 

academics a platform to expand the communication paradigm 
to new and interesting heights [1]. IoT includes computing and 
sensor devices that offer services at anytime, anywhere. 
Computers, mobile phones, laptops, household appliances, 
consumer electronics, sensors, and actuators are just a few 
examples of the homogeneous and heterogeneous systems and 
components that make up this system [2]. Wireless sensor 
networks (WSN) are one of the IoT's components. The 
combination of a massive number of sensor nodes is what 
produces the data for the IoT network. Due of their extremely 

low power consumption, these sensor nodes have a limited 
communication range. The data is generated by the wireless 
sensor network and is transmitted to the sink node by way of 
an intermediary sensor node. The sink node, which can also be 
referred to as a gateway node or Base Station (BS), gathers 
and aggregates the data before sending it to the cloud for 
additional processing and storage [3][4]. A separate routing 
protocol is used to send the data to the gateway node in an 
effort to use less energy. There have been a lot of studies done 
on data transmission schemes that balance IoT energy usage 
with data compression techniques that lower the energy 
needed for data transmission [5]. Data fusion is a complex 
issue, and there are still a number of issues that need to be 
researched. As a result, unlike the internet, the data from any 
terminal is crucial for IoTs. The loss of total control over a 
piece of equipment may result from the death of nodes from 
one location [6][7]. 

Distributed data routing and adaptable networking would 
therefore be more appropriate for IoT operation. Clustering is 
a crucial step in the process of making the IoT network more 
durable. These protocols address a number of concerns, 
including network longevity, scalability, dependability, and 
energy efficiency [8]. The IoT network's sensor nodes are 
dispersed throughout, and the clusters meet the following 
requirements. Each cluster's cluster head (CH) is chosen 
depending on a number of factors, such as queue size, link 
quality, and residual energy. One major limitation of IoT 
projects of this scale is in the name, the requirement of 
internet access. To overcome this problem, our design focuses 
on peer-to-peer communication [9]. With each unit not 
depending on an available network, this system can be 
deployed more quickly, with less overhead, and for a lower 
cost, meaning more of the world’s cities can be supported. The 
network will have a single master device requires internet 
connectivity through an available access point, LTE 
connectivity, or direct connection to a local server to store and 
distribute the data produced. This device will handle storing 
the location and index of each new device on the network so 
that the data it receives can be easily analyzed and passed 
along through the proper channels [10]. 

Recently, several routing algorithms [11]-[20] have been 
proposed to solve security issues in IoT-WSN. A security-
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aware routing algorithm, or security-aware probability of 
success (SA-PoS), addresses proactive jamming attacks that 
target IoT-based multi-hop WSNs [11]. 

Confidential cluster-based routing (SNCR) protocol [12] in 
WSN uses a secure network coding-enabled method that 
resists eavesdropping attempts and reduces energy dissipation 
within a clustered network. For NDN-IoT networks, 
lightweight authentication and secured routing (LASeR) [13] 
was developed. That network allows for scalability with 
minimum computational or cryptographic overhead. 
SCOTRES is a trust-based solution for secure routing in adhoc 
networks that uses design metrics to increase the intelligence 
of network components [14]. In order to improve the 
performance of energy efficiency with the multi-hop data 
security against malicious assaults, an energy-aware and 
secure multi-hop routing (ESMR) protocol [15] is created. For 
mobile IoT devices with its connection to WSN, an intrusion 
prevention framework is employed to ensure data security 
with increased network delivery ratio [16]. A game theoretic 
approach is used in an energy-conscious trust derivation 
system [17] to reduce overhead while ensuring IoT-WSN 
security. For multi-gateway IoT-WSN, an effective 
authentication and key agreement mechanism [18] is 
employed to increase security. IoT is used in the context of 
several services, including business analytics, cancer care, 
emergency and operational services, in a smart Saskatchewan 
healthcare system [19]. To reduce the total energy 
consumption needed by sensor nodes to meet quality of 
service requirements, an energy-efficient secure routing 
algorithm [20] is implemented (QoS). In order to maximize 
dependability and decrease the path failure rate in IoT-WSN, 
communication overhead cognizant solutions are also 
implemented. 

In order to further improve, a hybrid heuristic technique-
based Communication Overhead aware Optimal Cluster based 
routing algorithm (COOC) is created for IoT networks 
algorithm is designed for IoT networks based on hybrid 
heuristic technique. The main contributions of our proposed 
COOC routing algorithm are given as follows: 

• We utilize three benchmark algorithms for optimal 
cluster formation, k-means clustering, fuzzy logic, and 
genetic algorithm. 

• To compute the rank of each node in a cluster using 
multiple design constraints, which are optimized by 
using the Improved COOT bird optimum search 
algorithm (I-COOT). 

• To select CH according to trust degree condition, 
thereby reducing the communication overhead in IoT 
networks. 

• A chaotic golden search optimization algorithm 
(CGSO) is used for choosing the optimal best path 
between IoT nodes among multiple paths to ensure 
optimal data transfer from CHs. 

• We validate our COOC routing algorithm against the 
different simulation scenarios and compare the results 
with existing routing algorithms. 

The paper’s remaining section is organized as follows: 
Section II describe the recent works related to secure aware 
routing protocols for IoT. In Section III, we deliberate the 
problem statement and network’s model of suggested COOC 
routing algorithm. Section IV discusses the proposed 
methodology of COOC routing algorithm. Section V 
illustrates the simulation results and comparative analysis. 
Section VI concludes the paper. 

II. LITERATURE REVIEW 
The existing related works of routing protocols for IoT 

networks are discussed in this section. Table I summarizes the 
research gaps we gathered from the previous studies. 

For WSN, an enhanced energy-efficient CH selection 
technique [21] is suggested, which is used to increase network 
throughput and lifetime while reducing energy usage. They 
took into account the LEACH method's cluster head selection, 
and they presented data fusion strategies based on the 
clustering of dual cluster heads. The two clusters were chosen 
to gather, consolidate, and send the data, and in this two CH 
selection approach, the cost of communication between the 
two clusters is reduced. 

To calculate the spread of jamming assaults, experiments 
based on the IEEE 802.15.4 standard's MPH, AODV, and 
DSR protocols are utilized to generate an epidemic model 
[22]. The routing path in IoT networks as well as the impact of 
the jammer attack in terms of attack intensity and attack 
persistence is validated using the Susceptible-Infected-
Recovered (SIR) model. 

TABLE I.  SUMMARY OF RESEARCH GAPS FOR ROUTING PROTOCOLS FOR 
IOT NETWORK 

Ref. Protoco
l 

Cluster
, CH 

Applicatio
n 

Enhancemen
t 

Research 
gap 

[21] IEECHS  Smart city Consumption 
of Energy 

Suffer from 
excessive 
energy drain 

[22] SIR  Industrial Security Lack of 
reliability 

[23] MQTT  Smart city Consumption 
of Energy 

Not ensures 
real-time 
packet 
transmissio
n 

[24] CMMA  Healthcare Consumption 
of Energy 

Not suitable 
for high 
density 
nodes 

[25] SIoMT  Healthcare F-measure 
High 
network 
latency 

[26] ATAR  Healthcare Consumption 
of Energy 

Vulnerable 
to 
dictionary 
attacks  

For quick and timely data communication between M2M, 
which improves QoS with the minimum degree of reliability 
standard, MQTT protocol [23] is employed. In order to 
provide efficient communication for IoMT-based applications, 
Clustering Model Medical Application (CMMA) [24] is 
utilized for CH selection. For edge-computing based IoT, the 
CMMA protocol outperforms the performance in terms of 
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sustainability and energy efficiency. With the goal of network 
optimization, swarm intelligence optimization is applied in 
IoT. The bee colony optimization (BCO) technique, which 
aims to build distributed groups of nodes with common 
properties without any initialization knowledge pertinent to 
the output or utilizing complex parameters, is modified to 
change the key parameters in order to automatically organize 
the clusters [25]. IoMT-WSN uses the thermal aware routing 
protocol (ATAR) [26] to enhance latency and energy 
economy. Each node modifies its power level during 
transmission by observing its surrounding nodes. The received 
signal strength indicator value yields the value of the neighbor 
node. It is necessary to have a neighbor with high throughput 
values, which ultimately leads to energy efficiency and low 
heat generation. 

III. PROBLEM STATEMENT AND SYSTEM MODEL 

A.  Problem Statement 
A clustering technique has been proposed by Yarinezhad 

et al. [27] to balance the traffic strain placed on the CHs in 
IoT-WSNs. The 1.2-approximation approach is used in the 
clustering process. Data packets were sent from the CHs to 
their final destination using an energy-conscious routing 
mechanism. By properly segmenting the area, this routing 
technique spreads the communication load of the data packets 
among many nodes close to the destination. In order to 
prevent the creation of a hot spot close to the sink, the data 
from the cluster heads is transported to it along the best 
possible paths. The Fixed-Parameter Traceable Approximation 
Clustering (FPTAC) approach used grouping techniques to cut 
down on the number of individual sensor nodes, which also 
decreased the algorithm's temporal complexity. IoT devices 
with energy constraints use more energy since nodes are 
mobile, which reduces the network lifetime. Due to each 
node's finite energy supply, optimization of energy 
consumption is thought to be the main goal in the study of 
WSN system architecture. By using the energy more 
effectively and extending the lifespan of the network, 
clustering of nodes helps lower the energy consumption of the 
network in WSNs. 

As the number of sensor-enabled physical devices 
connected to the internet has dramatically increased, it is 
crucial for data to be transferred from source to destination as 
quickly as possible. So, routing is important in the Internet of 
Things. However, IoT is mobile by its very nature. Mobility is 
a good contender for effectively addressing hand-off time 
concerns, data transmission delays, overhead, and low packet 
delivery rates. The requirements for IoT routing protocols 
change constantly depending on the application. IoT have 
risen to the forefront of medical media technologies due to 
their small size and capacity for wireless data transport. High 
energy efficiency, transmission reliability, and extended 
battery life of sensor devices are necessary for a dependable 
network. The effectiveness of healthcare delivery is increased 
by taking protocol layers, data routing, and energy 
optimization measures into account. The need for steady, 
dependable, and real-time transmission due to the sizeable 
volume of data makes it imperative to find a solution. 
Numerous heterogeneous devices, a high bit error rate, 

frequent network failures, and QoS assurance are the main 
problems with routing protocols. The quick and broad use of 
the Internet of Things (IoT) around the world has boosted the 
significant performance attained in terms of applications, 
technology, and security. Finally, we address the issues in IoT 
network, communication overhead, energy consumption and 
congestion issues for an optimal reliable solution. To 
overcome those problems in previous studies, COOC routing 
algorithm is proposed for IoT networks. The main objectives 
of COOC routing algorithm is describes as follows: 

• Optimize clustering and multipath routing is used to 
formulate communication overhead aware optimal 
cluster-based (COOC) routing. 

• By using COOC routing, we were able to increase 
network throughput and reduce computation and 
communication costs. 

• Furthermore, COOC routing reduces the battery-power 
consumption of the network, increasing its overall 
lifetime. 

• NS-2 simulator is used to evaluate our COOC routing. 

B. Network Model of our COOC Routing Algorithm 
Fig. 1 shows the typical structure of IoT network with our 

proposed COOC routing algorithm using optimal clustering 
and efficient multipath routing. The routing protocol is then 
used to send the data gathered from IoT sensors to the base 
station (BS). Almost all of the IoT network's gadgets run on 
limited, non-rechargeable energy sources like batteries. IoT 
applications typically operate in crowded, harsh locations, 
making it difficult to add or swap out the sensors' power 
sources. 

The k-means clustering, fuzzy logic and genetic algorithm 
is used for the cluster formation using the basic information of 
IoT nodes location and distance between nodes to BS. Then, 
the rank of the nodes is compute by the individual position of 
nodes with respect to other nodes using multiple design 
constraints. The rank decreases in the up direction and 
increases in the down direction. Next, we develop an I-COOT 
algorithm for design constraints optimization which used to 
select CH among multiple nodes. Finally, we find the optimal 
best path between IoT nodes among multiple paths by using 
CGSO algorithm. 

 
Fig. 1. Typical structure of IoT network with our COOC routing algorithm 
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IV.  PROPOSED METHODOLOGY 
We describe working function of our COOC routing 

algorithm which consists following set of process are 
clustering, design constraints for rank computation, 
optimization of design constraints and optimal path selection. 

A. Clustering using Benchmark Algorithms 
The creation of energy-efficient solutions becomes crucial 

since IoT nodes are energy-constrained and run on a small 
internal battery. In order to prepare for impending demand, 
energy conscious IoT networks must simultaneously forecast 
their energy use. A collection of sensor nodes that can sense, 
calculate, and transmit make up the network. Energy 
conservation in IoT becomes a major concern to increase 
network lifetime. Since clustering is regarded as an efficient 
and suitable way for transmitting the data without any issues, 
multiple efforts have been made to improve the routing 
protocols in the network to date. In this study, we used the k-
means clustering, fuzzy logic, and genetic algorithms as three 
benchmark load-balanced clustering methods. It is necessary 
for this particular application to illustrate the chromosomal 
distribution to utilize the k-means clustering technique to 
partition unsatisfactory groupings. Our supposition is that the 
population is divided into clusters. 
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Where the number of cluster-related elements is mi. The f 
symbol represents the altered feature space with a greater or 
even infinite dimension, and Y stands for the data space. The 
following objective function is minimized by KFCM. 
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The difference between the sizes of the largest cluster and 
the smallest cluster normalizes the size of the cluster and the 
size of the cluster. 
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Where Hmax and Hmin represent the normalized values, 
which range from zero to one, respectively. By explicitly 
detecting its presence in the algorithm, this circumstance can 
be avoided. Fuzzy logic provides the ability to make 
defensible conclusions in a world of uncertainty, imprecision, 
and missing data. It is therefore the optimal strategy to use in 
scenarios with real, continuous-valued elements because it 
uses data acquired in surroundings that include such qualities. 
The aforementioned context is appropriate for the information 
gathered about computer network traffic, which supports its 
use in anomaly detection. The membership degree of an 
element is obtained using a fuzzy membership function, which 
accepts a variety of arguments. The Gaussian membership 
function is an illustration of such a function. 
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Where θ is a parameter that defines the standard deviation, 
ŷ  is the center, y is the value to calculate its membership. In 

this paper, the function is derived from the Gaussian 
membership function as 

2

2

2
)ˆ(

1 k

kk yy

k E Φ

−−

−=ξ  (6) 

Using fuzzy logic, it is possible to determine whether an 
abnormality is happening right now. A fuzzy method is used 
to reduce this issue without impairing the system's capacity to 
detect anomalies. 

B. Genetic Algorithm 
Genetic Algorithm (GA) is a worldwide, parallel, 

stochastic search approach that exhibits significant robustness 
in problem domains where formal, strict, classical analysis is 
not feasible. The roulette wheel and a competition are two of 
these selection techniques. The odds of winning in roulette are 
determined by the fitness values of the chromosomes, which 
dictate 
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Based on the results of the trials, it can be concluded that 
fuzzy logic and k-means clustering are not as exact as the best 
option for categorization. The precision and recall are both 
greatly enhanced by the GA algorithm. The definitions of 
recall and precision 
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The superiority of the GA algorithm becomes more 
apparent and we can get the meaningful findings more quickly 
when it is applied to a few additional data sets. 
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When the user is aware of the nonlinearities in the 
problem, the GA method can perform pretty well. However, 
the GAKFCM is more accurate and can overcome problems 
for the GA algorithm. And take a different look at the GA 
algorithm. The workings of cluster construction employing k-
means clustering, fuzzy logic, and genetic algorithm are 
described in algorithm 4.1.  
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Algorithm 4.1 Benchmark algorithm for cluster 
formation  
Input: location, distance between nodes and BS 
Output: Formation of cluster 
1. Initiate the random population  
2. Minimize the KFCM by objective function 
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3. The condition is avoided by specifically checking 
for it within the algorithm 

4. j=0 and i=1 
5. Define Gaussian membership function 
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6. Find fitness values of the chromo 
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7. Get the useful results faster 
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8. Update the final values 
9.  End  

C. Design Constraints Optimization 
The practice of minimizing the amount of input constraints 

when creating a predictive model is known as design 
constraint optimization. In some circumstances, less input 
constraints might increase model performance while also 
lowering the computing cost of simulations. Using the 
Improved COOT bird optimal search method (I-COOT), this 
work chooses the cluster head (CH) based on the rank of each 
node. Coots are little waterfowl that belong to the Rallidae 
family of rails. They belong to the Fulica genus, which is 
named after the Latin word for "coot." This bird's actions on 
the water's surface can be used as an optimization technique. 
Coots appear to be well within what is, for surf scoters, a zone 
of repulsion as they travel at an angle to their direction of 
motion. There is no assurance that a solution will be found in 
one run when using population-based optimization approaches 
to discover the ideal number of optimization issues. However, 
if there are enough random solutions and optimization 
processes, the likelihood of discovering the overall best 
improves. Using the formula, the population is produced at 
random in the small area. 

lalauaDrandjcootpos +−= )(*).,1()(  (12) 

where cootpos (j) is the coot position, d the number of 
variables or problem dimensions, la is the lower bound of the 
search space and ‘ua’ is the upper bound of the search space. 
Each variable may have a different lower bound and upper 
bound problem. 

where D is the number of variables or problem 
dimensions, and lb and 'ua' represent the lower and upper 
bounds of the search space, respectively. Coot position is 

cootpos(j), there could be many lower bound and upper bound 
issues for each variable. 
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In order to carry out this movement, we take into account a 
random place within the search space and move the coot in 
that direction. 

lalauaDrandP +−= )(*).,1(  (14) 

The search space is explored by this coot movement in 
many areas. This movement will let the algorithm escape the 
local optimal if it becomes stuck in the local optimal. The new 
position of the coot is calculated as follows: 

))((2)()( jcootposPrBjcootposjcootpos −××+=  (15) 

we compute B using the random movement of the coot in 
various directions, where "r2" is a random value in the range 
[0, 1]. 
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Where, Iter is the maximum iteration and l is the current 
iteration. The typical alignments of two coots are used for 
implementing chain movement. We may also move the coot 
toward the other coot by roughly halving the distance between 
them after first calculating the distance vector between them. 
We employed the first technique, and a formula was applied to 
determine the coot's new position. 

))()1((5.0)( jcootposjcootposjcootpos +−×=  (17) 

The group is often led by a few coots in the front, and the 
remainder of the coots must move closer and alter their 
posture in accordance with the group's leaders. One possible 
query is if each coot will change its position according to 
which leader. The coots can adjust their position based on the 
average position of the leaders, which can be taken into 
consideration. Premature convergence results from taking the 
average position into account. We employ a system in 
accordance with the leader-selection process to carry out this 
movement. 

)mod(1 nljk +=  (18) 

where K is the leader's index number, NL is the total 
number of leaders, and I is the index number of the current 
coot. Based on the leader's k, the coot (j) must update its 
location to determine the coot's subsequent position based on 
the chosen leader. 
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Where, the coot's current position is cootpos(j), 
leaderpos(K) has been chosen as the leader position. R1 is a 
random number between 0 and 1, π is the same as pi, or 3.14, 
and 'r' is a random number between 0 and 1. Around this 
current ideal location, this formula seeks out better positions. 
Leaders may need to shift away from the present best position 
in order to find better positions. This formula offers a useful 
method for moving away from and toward the ideal place. 
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Where the best position ever discovered is gbest , R3 and 
R4 are random numbers in the range [0, 1], is equal to 3.14 pi, 
R is a random number in the range [1, 1], and B is determined 
using the formula. 
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Where 'Iter' for the most iterations and 'l' stands for the 
current iteration. 2 x r3 greater random movements are made 
to prevent the algorithm from becoming stuck at the local 
optimum. This indicates that while we are in the exploitation 
phase, we are simultaneously undertaking exploration. 
Cos(2rπ) looks for a better position near the best search agent 
by searching in various radii about it. Algorithm 4.2 describes 
the working process of CH selection using I-COOT. 

Algorithm 4.2 CH selection using I-COOT 
Input   : Energy efficiency, Link quality, Path loss, Distance 
and Delay 
Output : design constraints optimization and CH  
1 Initialize the random population  
2 The population is randomly generated 

lalauaDrandjcootpos +−= )(*).,1()(  
3 J=0, and i=1 
4 Define coot towards this random position

lalauaDrandP +−= )(*).,1(  
5 Selection of leader )mod(1 nljk +=  
6 Selection of coot based on selected leader 
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7 
 
 

Compute B 
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8 Update the final values 
9 End  

D. Optimal Path Selection 
A well-known trade-off in the architecture of IoT is 

minimizing power consumption at the expense of the 
performance of the network. Traditional sensor network 
platforms were created with a focus on low power 
consumption at the expense of communication throughput. To 
collect auditory and visual data, which has a high need for 
transmission throughput, new apps are being used. According 
to the investigation, conventional ways fail to deliver 
improved security and quality of service (QoS), as well as to 
balance the temperature and load of WSN-IoT devices. They 
also fail to extend the network lifetime and reduce energy 
depletion. In order to ensure optimal data transfer from CHs, 
we have created the chaotic golden search optimization 
algorithm (CGSO), which selects the best path among 
numerous paths connecting IoT nodes. Kiefer introduced the 
golden section search (GSO) in 1953. (Kiefer, 1953). When an 

object function is uni-modal, this approach can be used. The 
approach performs admirably when solving object functions 
that are either impossible to discriminate or difficult to 
differentiate. 2-D GSS for object tracking is a newly 
introduced variation of the golden section search. It also 
appears in straightforward maps like the logistic map. 
Typically, a one-dimensional chaotic map looks like this: 

...3,2,1,0)),(,,...,()1( 21 ==+ NNyFNy Mµµµ  (22) 

A chaotic map is fused with GSO algorithm to optimize 
path selection constraints. The chosen control parameters 

Mjj ....,,1, =µ are quite modest, yet even a little shift in the 
chaotic variable's starting value, x, will have a significant 
impact on subsequent values of the chaotic variable, y. To 
define one-dimensional chaotic maps as follows: 
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Chaos with b=4 is generated by the logistic map. 
le=0.6932 is the Lyapunov exponent of the Chebyshev map 
with k=2. The scout bee uses abandoned food sources as new 
ones. 

)( min,max,min, iiiji yyfyY −+=  (25) 

Depending on the scale factor f1 & f2 the creation of new 
food sources is viewed as a black box procedure. The primary 
concept is that, in order to ensure a high-quality solution that 
will play a crucial part in succeeding generations, the updating 
of the scale factor and, consequently, the creation of the food 
sources, are, with a given probability, controlled. The 
procedure introduces the Chaotic Golden Search Optimization 
Technique (CGSO), a traditional local search algorithm for 
non-differentiable fitness functions. In order to produce high-
quality food sources, the scale factor golden section search 
uses the golden section search to scale factor. This procedure 
produces two intermediate points in the range [a = 1, b = -1]: 
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The scaling factor's upper and lower bound values are 
calculated as follows. In the GSS algorithm, the first two 
points ],[, 21 ulyy ∈ are calculated as follows. 
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The search is carried out until the stop criteria are met. As 
a result, just one of these portions is chosen for the subsequent 
iteration. As a result, it is essential that the two parts are of 
equal width. In certain circumstances, the bigger portion is 
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therefore taken more repeatedly, and the convergence speed is 
slowed. 

RPPQ +=+  (31) 
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From above equations, we follow that ⱷ=161803398… 
and C=1.61803398... Thus, if n is the number of iterations 
then, nϕ  is the convergence rate of CGSO algorithm. The 
search interval shrunk to less than 1.0% of the original interval 
for n=15. The algorithm 4.3 describes the working function of 
optimal path selection using CGSO. We follow from the 
aforementioned equations that ⱷ=161803398… and 
C=1.61803398....As a result, if n is the number of iterations, 
then the CGSO algorithm's rate of convergence is nϕ . Less 
than 1% of the initial search interval for n=15 remained after 
the search interval shrank. The operation of the CGSO-based 
optimal path selection algorithm is described in algorithm 4.3. 

Algorithm 4.3 Chaotic Golden Search Optimization 
algorithm (CGSO) 
Input: CH, congestion rate, aggregation delay 
Output: optimal paths 
1 Initialize the random population  
2 Define one-dimensional chaotic map  

...3,2,1,0)),(,,...,()1( 21 ==+ NNyFNy Mµµµ  
3 The interval values are a = 1, b = -1 
4 Define the initial food sources 

)( min,max,min, iiiji yyfyY −+=  
5 Calculate two points in GSS algorithm: 

],[, 21 ulyy ∈         2
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6 The convergence speed is reduced RPPQ +=+  
7 Update the final values 
8 End  

V. RESULTS AND DISCUSSION 
We describe simulation results and comparative analysis 

of suggested COOC and existing routing algorithms with the 
different simulation scenarios. COOC routing algorithm is 
simulate and analyze using Network simulator (NS-2). The 
simulation results are done for performance evaluation of the 
COOC routing algorithm against existing state-of-art 
algorithms’ performance, based on clustering FPT (CFPT) 
[28], routing FPT-approximation (RFPT) [29], energy-
efficient and EB-CRP (energy-balanced cluster-based routing 
protocol) [30] and fixed-parameter tractable approximation 
clustering (FPTAC) [27]. 

A. Simulation Setup 
The sink is situated in the centre of a terrain measuring 

1000 m by 1000 m, where the nodes are situated. A grid of 
100 nodes is created, and the remaining 900 are distributed at 
random. The sensor node's transmission and reception power 
consumption are 24.92 and 19.72 mJ per byte, respectively, 

according to the simulation requirements. IoT sensors come in 
a variety of numbers, ranging from 200 to 1000. Each sensor 
node and each gateway are assumed to have a starting energy 
of 2J. Each node communicates with the others via the 
CSMA/CA MAC layer protocol. To send the data packets to 
the gateways, the sensor nodes employ the TDMA that the 
BSs choose. The IoT sensor nodes' transmission range is 100 
metres, and the data packet size is 4000 bits. The simulations 
are run 30 times, and the accompanying graph shows the 
typical outcome of the runs. The precise configuration of our 
simulation is described in Table II. 

TABLE II.  SIMULATION SETUP 

Simulation Area 1000m×1000m 

Number of IoT sensors 200-1000 

Data size 4000 bits 

Control packet size 200 bits 

Senor sensing range 80 m 

Initial energy of sensor nodes 2J 

MAC protocol CSMA/CA 

Bandwidth 250 Kb/s 

Payload size 30 bytes 

Transmission range 100 m 

Avg. energy consumption of transmitting node 24.92mJ per byte 

Avg. energy consumption of receiving node 19.72mJ per 1 byte 

Simulation time 30 times 

B. Comparative Analysis on Routing Algorithms 
1) Impact of node density: Using 200, 400, 600, 800, and 

1000 nodes as well as a fixed network size of 1000m×1000m, 
we analyze the performance of our proposed and existing 
routing algorithms. A simulation analysis of existing and 
proposed routing algorithms, energy consumption, throughput, 
network lifetime, routing overhead, reception ratio, and 
average link lifetime is presented. Energy consumption of our 
proposed and existing routing algorithms is compared in Table 
III and Fig. 2. By utilizing node density as an indicator of 
energy consumption performance, the proposed COOC 
routing algorithm ensures better solution. The energy 
consumption of our proposed COOC routing algorithm is 
21.685%, 17.196%, 12.161% and 6.474% efficient than the 
existing CFPT [28], RFPT [29], EB-CRP [30], and FPTAC 
[27] routing algorithms respectively. The throughput of our 
proposed and existing routing algorithms is compared in Table 
IV and Fig. 3. It appears that the COOC scheme has the most 
throughput compared to the other routing schemes, with a 
value of 80300Mbps for 200 nodes and 66000Mbps for 1000 
nodes. The CFPT scheme has the lowest throughput, with a 
value of 25000Mbps for 200 nodes and 8000Mbps for 1000 
nodes. Overall, the results suggest that the COOC scheme 
provides the best performance in terms of throughput, 
followed by FPTAC, EB-CRP, RFPT and CFPT. 
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TABLE III.  ENERGY COMPARISON (J) WITH NODE DENSITY 

Routing 
scheme  

Number of nodes  

200  400  600  800  1000  

CFPT  173.48  274.4  558.76  958.34  1229.3  

RFPT  137.56  236.41  522.22  919.08  1195.3  

EB-CRP  97.28  197.20  485.73  887.08  1139.3  

FPTAC  51.79  159.52  449.71  850.52  1106.5  

COOC  12.53  121..51  412.5  812.54  1070.5  

 
Fig. 2. Energy consumption with node density 

TABLE IV.  THROUGHPUT WITH NODE DENSITY 

Routing 
scheme 

Number of nodes 

200 400 600 800 1000 

CFPT 25000 20000 18080 11000 8000 

RFPT 40000 35008 30000 27500 22391 

EB-CRP 54000 50000 45000 40100 37000 

FPTAC 69000 65000 60000 57000 51000 

COOC 80300 79900 73123 68500 66000 

 
Fig. 3. Throughput with node density 

The network lifetime of our proposed and existing routing 
algorithms is compared in Table V and Fig. 4. By utilizing 
node density as an indicator of network lifetime performance, 
the proposed COOC routing algorithm ensures better solution. 
The network lifetime of our proposed COOC routing 
algorithm is 26.147%, 19.09%, 13.073% and 6.537% efficient 
than the existing CFPT [28], RFPT [29], EB-CRP [30], and 
FPTAC [27] routing algorithms respectively. The routing 
overhead of our proposed and existing routing algorithms is 
compared in Table VI and Fig. 5. By utilizing node density as 
an indicator of routing overhead performance, the proposed 
COOC routing algorithm ensures better solution. 

TABLE V.  NETWORK LIFETIME WITH NODE DENSITY 

Routing 
scheme 

Number of nodes 

200 400 600 800 1000 

CFPT 28.02 27.05 26.16 24.27 23.89 

RFPT 33.07 30.12 28.46 27.49 26.04 

EB-CRP 34.02 33.25 30.30 28.16 27.01 

FPTAC 35.05 34.34 33.32 32.43 30.35 

COOC 38.70 36.14 35.05 34.41 33.17 

 
Fig. 4. Network lifetime with node density 

TABLE VI.  ROUTING OVERHEAD WITH NODE DENSITY 

Routing 
scheme 

Number of nodes 

200 400 600 800 1000 

CFPT 65.01 69.15 73.21 77.21 80.12 

RFPT 63.24 67.61 70.16 74.92 78.73 

EB-CRP 60.12 63.97 67.24 72.84 75.12 

FPTAC 57.86 62.62 65.13 68.71 73.34 

COOC 55.12 59.21 63.89 67.29 70.10 

 
Fig. 5. Routing overhead with node density 

TABLE VII.  RECEPTION RATIO WITH NODE DENSITY 

Routing 
scheme 

Number of nodes 

200 400 600 800 1000 

CFPT 64.02 63.12 61.42 60.12 59.29 

RFPT 72.12 70.44 68.12 65.69 64.90 

EB-CRP 82.24 80.15 78.60 76.75 75.50 

FPTAC 90.21 89.21 88.12 87.30 86.21 

COOC 98.13 97.41 96.3 95.20 94.12 
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The routing overhead of COOC routing algorithm is 
13.465%, 10.451%, 7.219%, and 3.744% efficient than the 
existing CFPT [28], RFPT [29], EB-CRP [30], and FPTAC 
[27] routing algorithms respectively. 

 
Fig. 6. Reception ratio with node density 

TABLE VIII.  AVERAGE LINK LIFETIME WITH NODE DENSITY 

Routing 
scheme 

Number of nodes 

200 400 600 800 1000 

CFPT 12.51 11.25 10.14 8.75 7.51 

RFPT 15.21 13.75 12.52 11.25 10.54 

EB-CRP 17.25 16.16 14.57 13.48 11.75 

FPTAC 19.53 18.25 17.54 15.75 14.51 

COOC 22.01 20.75 19.51 18.25 17.48 

 
Fig. 7. Average link lifetime with node density 

The reception ratio of proposed and existing routing 
algorithms is compared in Table VII and Fig. 6. By utilizing 
node density as an indicator of reception ratio performance, 
the proposed COOC routing algorithm ensures better solution. 
The reception ratio of COOC routing algorithm is 32.119%, 
21.94%, 16.059% and 8.03% efficient than the existing CFPT 
[28], RFPT [29], EB-CRP [30], and FPTAC [27] routing 
algorithms respectively. The average link lifetime of proposed 
and existing routing algorithms is compared in Table VIII and 
Fig. 7. It appears that the COOC scheme has the most average 
link lifetime compared to the other routing schemes, with a 
value of 22.01 seconds for 200 nodes and 17.48 seconds for 
1000 nodes. The CFPT scheme has the lowest average link 
lifetime, with a value of 12.51 seconds for 200 nodes and 7.51 
seconds for 1000 nodes. Overall, the results suggest that the 
COOC scheme provides the best performance in terms of 
average link lifetime, followed by FPTAC, EB-CRP, RFPT 
and CFPT. 

VI. CONCLUSION 
In this work, based on hybrid heuristic, we propose 

communication overhead aware optimal cluster-based 
(COOC) routing algorithm for IoT networks. With the use of 

k-means clustering, fuzzy logic, and genetic algorithms, we 
form load-balanced clusters. I-COOT is used to optimize 
multiple design constraints to compute the rank of each node 
in a cluster. In IoT networks, we reduce communication 
overhead by select CH according to the rank condition. A 
chaotic golden search optimization algorithm (CGSO) is 
designed for optimizing data transfer from the CHs by 
identifying the best path among multiple paths among IoT 
nodes. In conclusion, we validate our proposed COOC routing 
algorithm against different simulation scenarios. From the 
simulation results, we observed that the effectiveness of our 
proposed COOC routing algorithm perform very effective 
manner in terms of consumption, throughput, network 
lifetime, routing overhead, reception ratio, and average link 
lifetime compared to existing routing algorithms. 
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Abstract—The COVID-19 vaccination management in Japan 

has revealed many problems. The number of vaccines available 

was clearly less than the number of people who wanted to be 

vaccinated. Initially, the system was managed by making 

reservations with age group utilizing vaccination coupons. After 

the second round of vaccinations, only appointments for 

vaccination dates were coordinated and vaccination sites were set 

up in Shibuya Ward where the vaccine could be taken freely. 

Under a shortage of vaccine supply, the inability to make 

appointments arose from a failure to properly estimate demand. 

In addition, the vaccine expired due to inadequate inventory 

management, resulting in the vaccine being discarded. This is 

considered to be a supply chain problem in which appropriate 

supply could not be provided in response to demand. In response 

to this problem, this paper examines whether it is possible to 

avoid shortage and stock discards by a decentralized 

management system for easy on-site inventory control instead of 

a centralized management system in real world. Based on a 

multi-agent model, a model was created to redistribute inventory 

to clients by predicting future shortage based on demand 

fluctuations and past inventory levels. The model was 

constructed by adopting the Kanto region. The validation results 

of the model showed that the number of discards was reduced by 

about 70% and out-of-stocks by about 12% as a result of 

learning the dispersion management and out-of-stock 

forecasting. 

Keywords—Supply chain management; agent based model; 

multi-agent reinforcement learning; COVID-19 vaccination 

I. INTRODUCTION 

The vaccination with the COVID-19 virus vaccine for the 
pandemic is managed through a vaccination ticket and 
vaccination reservation system, and priority vaccination is 
given based on the risk of serious illness and the security of 
the medical care system, because the amount of vaccine that 
can be secured is limited and its supply is expected to be 
sequential. The ministry of health, labour and welfare also 
prioritizes vaccinations based on the risk of severe cases of the 
disease and the availability of healthcare [1]. In July 2021, the 
amount of vaccine supplied by the national government to 
local governments became significantly insufficient. This 
caused some local governments to temporarily suspend 
vaccination appointments and medical institutions that have 
been forced to reduce their supply of vaccine are forced to 
coordinate with applicants who have made reservations to 
postpone their vaccinations [2]. However, about 2.2 million 
doses of vaccine have been discarded due to expiration [3]. In 
light of the above, some areas disposed vaccines due to 
inadequate inventory management while some areas are 

experiencing shortages. The essence of these problems is that 
inventory management and demand forecasting were not 
properly carried out. The only centralized control by the 
government or relevant ministries is not sufficient to manage 
the situation. 

Thus, when the issue of vaccine shortage and disposal was 
widely recognized in the press, etc., the measures to be taken 
focused on the storage method from the pharmaceutical 
knowledge of vaccines and the proposed solution regarding 
the vaccination system, and the Ministry of Health, Labor and 
Welfare provided an explanation on how to ensure the 
vaccination system [4]. However, very few have addressed 
issues related to supply chain management regarding the 
increased demand for vaccines related to the growing number 
of COVID-19 virus cases and inventory management related 
to this demand. 

This paper creates two model of inventory management 
and shipping plan. These are the centralized management 
model and the decentralized management model. The 
centralized management model ships vaccines based on 
demand from each municipality. The decentralized 
management model is a model in which each municipality 
uses reinforcement learning to manage inventory and forecast 
demand [5]. In this model, a vaccination site with sufficient 
inventory provides inventory to a vaccination site with 
insufficient inventory. The model is designed to verify how 
effectively vaccines can be utilized when each municipality 
takes the initiative in inventory management and shipping. 

II. PRIOR RESEARCH 

Supply chain research has been conducted using various 
approaches to achieve various objectives, such as avoiding 
shortage, reducing excess inventory, and reducing costs 
including design and model proposals based on engineering 
knowledge [6], mathematical optimization of risk 
management methods [7], and realistic simulation models 
focusing on lead time [8]. These approaches have achieved 
some goals. 

In recent years, machine learning, especially AI, has been 
widely utilized as a problem-solving method. For example, it 
is researched to assign various planning tasks to machine 
learning in the design (long-term strategy), planning (medium-
term and short-term strategy), and execution (operational 
level) stages for proactive supply chain problem-solving 
approaches [9]; and it is researched to seek to make strategic 
decisions based on machine learning forecasts of 
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environmental changes such as demand fluctuations for 
passive factors [10]. 

This paper examines the effectiveness of vaccine inventory 
exchanges from a supply chain management perspective by 
reinforcement learning about changes in vaccine demand at 
vaccination sites. 

III. COMPOSITION OF THE SIMULATION MODEL 

A. Building the SCM Model in MAS 

There are so many players to study for the Supply Chain 
Management (SCM). These players generally include from 
producers to retailers etc. Each player collects information for 
the sales strategies to be made by management of service, 
inventory and cost. They which are under the control of upper 
headquarter office, make their own decisions within their 
responsibility [11] [12]. 

Multi-Agent Simulation (MAS) discusses the coordination 
of behavior in a set of autonomous intelligent agents [13]. 
This simulation can lead to the whole optimum of the 
collection in which each player decide to act on its own. 

The characteristics of the vaccine supply chain are close to 
those of the Multi-Agent Simulation. Supply chain model 
using multi-agent system makes it possible to analyze what 
kind of supply chain management is appropriate. 

The agent based model of supply chain management in 
this study is built by artisoc3.0. This software is based on java 
and is specialized for multi-agent simulation [14]. 

By using Multi-agent Simulation to study supply chain 
management, we can analyze the linkages between each agent 
[15], [16], [17], between clusters [18], resilience [19], [20],  
dynamic network model [21], [22] and etc. 

B. The Way to Apply Reinforcement Learning 

In this study, the concept of Q-learning was applied to 
COVID-19 vaccine inventory management in each agent. 
There are some studies that using Q-Learning to manage 
inventory with expiration dates [23][24][25]. The agents in a 
competitive supply chain take their decisions individually in a 
distributed environment and independent of one another. At 
the same time, they must coordinate their actions [26][27]. In 
this time, supply chain management is needed to the balance 
the decision between centralized management and 
decentralized management. 

The state as Q-learning is to avoid out of stock. In supply 
chain management, there is a value called safety stock 
quantity, which is the minimum amount of inventory that 
should be maintained to avoid out of stock. The state is 
defined in which the inventory quantity always exceeds the 
safety stock quantity. 

The action as Q-learning is the selection of suppliers and 
the amount of order. Each agent has two way to select supplier. 
One is the order to an upper supplier with regular and limited 
quantities. The other is the request surrounding vaccination 
sites to provide vaccine inventory if they have a surplus. 
Acquiring vaccine inventory from upper supplier takes time, 
but the agent will certainly have amount of vaccine inventory. 

The orders between same agents are not sure if they are in 
vaccine inventory, but if they have a surplus, they can get 
inventory immediately. 

The reward as Q-learning is the amount of inventory in 
excess of the safety stock quantity. If the agent collects more 
inventory, some vaccine inventory might expire and be 
discarded. It would also unnecessarily increase transportation 
requirements by shipping to other agents. For these reasons, it 
is important to maintain an appropriate amount of inventory 

C. Basic Structure of the Agent Model 

There are three types of supply chain agents to be 
constructed in this study: government agents, local 
government agents, and vaccination site agents. Each of these 
agents behaves autonomously and has the ability to collect 
information, process information, make decisions, and act on 
its own. 

The government agent can ensure the stock of vaccines on 
a regular basis. Based on the amount of vaccines demanded by 
the local government agents, the government agent ships 
vaccines to the local government agents. In this case, priority 
is given to the areas with large demand. 

The local government agent ships vaccine stocks based on 
the quantity requested by the vaccination site agents. In this 
case, priority is given to the locations with the largest demand. 

The vaccination sites agents consume vaccine inventory by 
administering vaccinations. The number of vaccinations 
(demand) over the past 100 days is recorded, and the amount 
of vaccine requested from the municipal agents is calculated 
based on consumption fluctuations. 

As for the deadline for vaccine consumption, it is assumed 
to be 40 days after the government agent secures the vaccine. 

This simulation is performed as one step per day, and the 
simulation is performed for five-year periods. 

The relationship between each agent is shown in the Fig. 1 

 
Fig. 1. The relationship between each agent 

D. Centralized Management Model 

1) Demand and supply: Each vaccination site should 

randomly vaccinate 0-50 persons per day. The reason for 

having variation due to randomness is that there are cases 

where the number of people who wish to be vaccinated 

continues to reach the daily limit in cases where vaccinations 

are given by appointment through the reservation system. In 
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addition, some vaccination sites that did not implement the 

reservation system had far more applicants than initially 

expected, resulting in shortage [28]. Conversely, there are 

days when the number of applicants for vaccination does not 

reach the allowable daily dose. Not only do such fluctuations 

in demand exist, but also there is always a steady-state 

shortage of vaccine throughout the country. To account for 

these fluctuations in demand and shortage conditions, the total 

number of vaccine stocks per 30 days was set in the 

simulation to 100,000 per 30 days, while the total demand is 

set to exceed this number. Since the total number of 

vaccination sites is 203, the average number of vaccine 

demand over the 30-day period is 100. The average number of 

vaccines in demand over a 30-day period is 203 × 30 days × 2 

5 doses = 152250 doses. 

2) Vaccine supply method: Local governments distribute 

vaccines based on demand at vaccination sites. In this case, 

the number of vaccines to be distributed is stated by the 

following formula. The lead time is 1 day. 

amount of shipping to vaccination sites = stock in local 

government × one vaccination sites / sum of demand in all 

vaccination sites (1) 

The amount of vaccine shipped by the government to local 
governments is based on the number of vaccination sites under 
the local government. This is stated by the following formula. 

amount of shipping to each local government = government 

stock ×number of vaccination sites in local government / all 

vaccination sites (2) 

Suppose a country can obtain 100,000 doses of vaccine 
every 30 days. 

E. Decentralized Management Model 

1) Differences from the centralized management model: 

This model is used for the same model, as the centralized 

model of the demand specification and vaccine supply 

methods. The difference is that each vaccination sites has 

ability to receive the vaccine from other sites. When a 

vaccination center estimated the possibility of shortage of 

vaccine, it would inquire at other vaccination sites in the order 

of near to itself to see if there was any sufficient stock. If the 

other vaccination sites determine that they afford to tolerate 

sharing the vaccine stock, the vaccine can be shipped to other 

vaccination sites. In this case, the vaccination sites themselves 

calculate and set their own order time and order quantity based 

on the results of the reinforcement learning of fluctuations in 

vaccination demand and stock expiration dates. 

2) Reinforcement learning model: The demand for 

vaccines and vaccine expiration dates for the past 100 days are 

recorded. This data is used to estimate future inventory status 

to prevent vaccine shortage through regression analysis. The 

objective variable was the amount of orders placed to other 

vaccination sites, and the explanatory variables were own 

demand and the number of days remaining before the 

expiration date of the vaccine in their possession. An order 

quantity formula and conditions for order time are as follows. 

amount of order = average in demand ×(number of days left 

until the vaccine use deadline + lead time) (3) 

condition for order: stock < (number of days left until the 

vaccine use deadline × average of demand)  (4) 

IV. APPLICATION OF REAL DATA TO THE SIMULATION 

MODEL 

This simulation model is modeled after cities in the Kanto 
region. The government agent is a single agent modeled as the 
Ministry of Health, Labor and Welfare, which manages the 
importation of vaccines. The local government agents are 
seven agents modeled as Tokyo, Kanagawa, Saitama, Chiba, 
Gunma, Ibaraki, and Tochigi prefectures, which distribute 
vaccines to each vaccination site. A total of 203 vaccination 
site agents, modeled to designated cities, cities, and special 
wards, administer vaccines. The basic relationship between 
agents is shown in Fig. 2 

 
Fig. 2. Relationship diagram of each agent 

V. RESULTS 

A. Results 

The results of the modeling and simulation according to 
the above are given in Table I. 

TABLE I. SIMULATION RESULTS 

Simulation No. 

Centralized 

management model 

Decentralized 

management model 

Discarded number 
Vaccine 

shortage 
Discarded number 

Vaccine 

shortage 

1 82 28878 41 5456 

2 64 28338 57 5206 

3 72 27263 62 5389 

4 73 28198 49 5402 

5 84 27947 87 5411 

average 75 28125 59 5373 
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Each simulation number is a five-year simulation, and 
"average in Simulation No." is the average of each experiment. 
Discarded number is the number of discarded vaccine. 
Vaccine shortage is the total number of vaccine demand in the 
absence of vaccine when there was a demand for vaccination. 

B. Considerations 

Regarding the number of vaccine discards, the 
decentralized management model has reduced the number of 
discards to about 70% of the centralized management model.  
Shortage were also reduced to about 12% of the centralized 
management model. These indicate that more effective 
vaccination is possible when there is an exchange of vaccines 
among vaccination sites. 

As for the reason for the number of discards, it was 
observed that when periods of extremely low demand occur 
consecutively, even vaccination sites with stock shortages are 
fully stocked, resulting in sufficient discarded vaccine. It was 
also observed that when demand increased during the above-
mentioned period of reduced demand and small inventory, 
there was an overall shortage of vaccine to meet the demand, 
resulting in shortage. 

VI. CONCLUSION 

In this paper, vaccine inventory management and shipping 
plan were simulated using a centralized management model 
and a decentralized management model to reveal the 
management of the vaccine demand and to avoid shortage. 
Compared to the model with centralized management, which 
caused problems in reality, the decentralized management 
model verified in the model reduced shortage of expired 
vaccines by approximately 70% and vaccine shortage by 
approximately 12%. It is estimated that the ability to exchange 
vaccines in the vicinity of vaccination sites where vaccines are 
consumed will greatly reduce the number of discards and the 
possibility of non-vaccination due to vaccine shortages. 

VII. FUTURE RESEARCH ISSUES 

The next challenge is to consider supply chain 
management that considers multiple product elements and can 
streamline those that include more variables. 

In Japan today, prices for food and many other things are 
rising. And it is said that security is needed for many things 
such as rare metals, semiconductors, oil, wheat, etc. But these 
problems are treated as vertical issues such as price increases 
for raw materials, processing cost, and so on. Many factors 
must be considered across the board to solve essential 
problems that affect the final product. 
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Abstract—Multi-Criteria Decision-Making (MCDM) 

techniques are often used to aid decision-makers in selecting the 

best alternative among several options. However, these systems 

have issues, including the Rank Reversal Problem (RRP) and 

decision-making ambiguity. This study aimed to propose a 

selection model for a Cloud Service Provider (CSP) that addresses 

these issues. This research used the Technique for Order 

Preference by Similarity to Ideal Solution (TOPSIS) to rank the 

alternatives. The entropy technique is utilized to determine the 

weight of the criteria, and Single Valued Neutrosophic (SVN) is 

employed to address uncertainty. To select the best cloud provider 

based on Quality of Service (QoS) criteria, we used a dataset from 

Cloud Harmony for this study. The results indicated that the 

suggested model could effectively resolve the RRP under 

conditions of uncertainty. This research is novel and is the first to 

address both the problem of uncertainty in decision-making and 

RRP in MCDM. 

Keywords—MCDM; TOPSIS; neutrosophic set; single valued 

neutrosophic; cloud services provider; quality of service 

I. INTRODUCTION 

Cloud computing, an emerging paradigm, offers users pay-
per-use or on-demand services. It provides users with three 
primary categories of service models: infrastructure as a 
service (IaaS), platform as a service (PaaS), and software as a 
service (SaaS). IaaS offers computational assistance to cloud 
clients. PaaS provides a framework for application 
development. SaaS gives users access to pre-made apps. Due 
to the vast number of software products and flexibility in 
utilizing cloud services, many large firms, such as Microsoft 
and Google, are investing significant amounts of money in 
offering various cloud services. However, finding and 
identifying a CSP has become a challenging task for cloud 
users due to the growing number of cloud providers. 

Cloud benchmarking service providers, such as Cloud 
Harmony and Cloud Spectator [1, 2], analyze the performance 
of multiple CSPs and publish their findings online, serving as 
the foundation of the simple method cloud customers use to 
select the optimal CSP. However, the execution environment 
used by cloud customers may differ from the performance 
assessed by a third party in a given context. As a result, 
professionals or cloud users must evaluate multiple CSPs 
based on their experience to choose the optimal CSP. 

The above issue has motivated researchers to design a 
mechanism for selecting the optimal CSP, which requires a set 
of QoS criteria to assess cloud services and a methodology for 
rating them according to these criteria [3]. 

MCDM is a structured and formal decision-making 
approach used to deal with complex problems and conflicting 
criteria. 

There are several MCDM approaches used in related 
works, such as TOPSIS, Decision-Making Trial and 
Evaluation Laboratory (DEMATEL), Simple Additive 
Weightage (SAW), VIseKriterijumska Optimizacija I 
Kompromisno Resenje (VIKOR), Analytic Hierarchy Process 
(AHP), Elimination Et Choice Translating Reality 
(ELECTRE), Preference Ranking Organization Method for 
Enrichment Evaluations (PROMETHEE), Complex 
Proportion Assessment Method (COPRAS), Analytic Network 
Process (ANP), Multi-objective Optimization on the Basis of 
Ratio Analysis Method (MOORA), Stepwise Weight 
Assessment Ration Analysis (SWARA), and others [4], [5], 
[6], [7] and [8]. 

Generally, TOPSIS is the most popular technique for 
handling MCDM problems [9]. It depends on synthesizing the 
criteria and dividing the alternatives into two subsets: positive 
and negative solutions. The optimal solution has the shortest 
distance from the positive set of solutions and the longest 
distance from the negative set of solutions [10]. 

Due to its advantages over other fuzzy extensions, SVN 
Set has been taken into consideration for handling vagueness. 
The membership function, used in fuzzy set theory developed 
by Zadeh et al. [11], translates linguistic terms into 
membership values. However, the value of membership for a 
term may vary among experts. For example, one expert may 
give a value of two to express the linguistic term "low," while 
another may give a value of three. 

To address this issue, a Neutrosophic Set (NS) is 
employed. With the condition that the three membership 
values must be less than or equal to three, NS allows decision-
makers to judge in three degrees: truth, indeterminacy, and 
falsity. As a generalization of all fuzzy set versions, NS has 
been combined with several MCDM techniques and aids 
decision-makers in resolving ambiguity in their judgment [12]. 
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The main contributions of this research can be summarized 
as follows: 

 A comprehensive analysis of the robustness of MCDM 
models against the RRP. 

 An evaluation of the suggested model’s resistance to 
RRP. 

 The integration of SVN theory with a modified 
Entropy-based TOPSIS method. 

 A comparative analysis between the proposed model 
and other MCDM models. 

The rest of the paper is organized as follows: Section II 
discusses related work. Section III presents the methodology 
used in the proposed model. In Section IV, we present the 
results and validation of our model. Section V summarizes the 
conclusions of our research, and Section VI outlines future 
work. 

II. RELATED WORK 

The increasing number of CSPs has attracted the interest 
of researchers in evaluating their performance in different 
applications. The primary objective of this research is to 
assess CSP performance and develop techniques for finding 
the most effective and optimal CSP. MCDM techniques have 
been extensively utilized in previous publications to handle 
decision-making problems in various industries, such as 
supplier and employee selection. Since the current proposed 
methodology combines TOPSIS with NS to identify the 
optimal CSP, we first explored MCDM-based techniques. 
Then we reviewed numerous publications that used NS in 
conjunction with MCDM to tackle different decision-making 
problems. After that, we highlighted the drawbacks of the 
MCDM-based TOPSIS technique. 

Zulqarnain et al. [13] applied neutrosophic TOPSIS to 
select the most suitable supplier and found that neutrosophic 
can handle uncertainty in decision-making. However, they did 
not consider the RRP in TOPSIS. 

Garcia et al. [14] discovered that the TOPSIS technique 
suffers from RRP due to changing the normalized value of the 
judgment matrix when an alternative is added. They proposed 
two hypothetical values representing the minimum and 
maximum values for each criterion, and the modified 
technique can handle some cases of RRP. 

Abdel-Basset et al. [15] developed a hybrid technique 
combining neutrosophic set theory and AHP to evaluate cloud 
services. They implemented a function to convert linguistic 
terms into crisp values. The hybrid technique is effective when 
classical AHP fails due to an inconsistent pairwise decision 
matrix; however, it does not address RRP. 

Kumar et al. [16] developed a hybrid technique by 
combining AHP and TOPSIS. AHP is used to obtain each 
criterion’s weight, and TOPSIS is used to rate CSPs based on 
cloud benchmarking reports. A significant limitation of this 
research is that it cannot handle the uncertainty problem, or 
RRP, in MCDM. 

Jatoth et al. [17] developed an integrated model that 
consists of AHP and grey TOPSIS. The grey set is used to 
handle uncertainty in decision-making. The proposed model 
considers both functional and non-functional requirements of 
cloud services but does not consider the RRP. 

Aires et al. [18] proposed R-TOPSIS, a modified version 
of TOPSIS. This model requires a judgment matrix, criteria 
weights, and domains for each criterion. It uses the domain of 
each criterion with a max or max-min normalization approach 
to normalize the judgment matrix. The Positive Ideal Solution 
(PIS) and Negative Ideal Solution (NIS) are computed using a 
novel method. The results showed that the model fails to 
handle RRP when removing a non-distinct criterion. 

Goswami et al. [19] proposed a technique for choosing the 
optimal steel grades and their corresponding heat treatment 
procedures using a hybrid technique based on entropy and 
TOPSIS. The limitation of this model is that it cannot handle 
uncertainty or RRP. 

Tiwari et al. [12] developed a framework based on 
neutrosophic TOPSIS to handle uncertainty in decision-
making. The framework is validated against only two types of 
RRP: the insertion and deletion of alternatives from the 
decision matrix. 

Hezam et al. [20] developed an MCDM model based on 
neutrosophic AHP and TOPSIS to identify the priority groups 
for the COVID-19 vaccine. The model was able to handle 
uncertainty, but it has not been validated against the RRP. 

Trabay et al. [21] built a mathematical model based on 
MCDM to rate the trustworthiness of cloud services based on 
various opinions. The results showed that fuzzy TOPSIS 
provides more accurate results than TOPSIS, fuzzy AHP, and 
AHP. 

Saha et al. [22] proposed a hybrid MCDM model 
consisting of ANP and VIKOR, where ANP is used to obtain 
the local rank of CSP, and VIKOR is used to obtain the global 
rank. The major disadvantage of this model is that it cannot 
handle uncertainty or RRP. 

Dani et al. [23] developed a technique to assess the 
efficiency of educational boards. They used a linear weighted 
model and TOPSIS. The results showed that the ranks 
obtained by both models were very similar. 

Dhand et al. [24] developed a network selection model 
consisting of fuzzy AHP and ELECTRE, where fuzzy AHP is 
utilized to obtain the weight of each criterion, and ELECTRE 
is utilized to rate networks. Results showed that the model 
could effectively select the optimal network, but it has not 
been validated against the RRP. 

According to previous research, we can consider CSPs 
ranking as a decision problem. The majority of researchers 
employed MCDM to select the optimal CSP. Some techniques 
are extended to fuzzy or NS theories to handle uncertainty. 
The previously discussed related works addressed either the 
RRP or uncertainty, but none tried to address both rank 
reversal and uncertainty simultaneously. 
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NS has become essential in solving decision problems 
because it can more efficiently handle uncertainty problems in 
decision-making. Therefore, we used a neutrosophic set with 
an integrated Entropy-TOPSIS technique to choose the 
optimal CSP. The novel model is effective and robustly selects 
CSPs in the neutrosophic state. Our research is the first to 
apply the integrated Entropy-TOPSIS technique to CSP 
ranking. 

III. METHODOLOGY 

A. Basic Concepts 

This section introduces Entropy, TOPSIS and some basic 
definitions of NS and SVN. 

1) Neutrosophic set theory: This theory considers every 

idea <X> along with its negation <Anti-X> and a group of 

"neutralities," <Neut-X>, which lies between the two 

boundaries and supports neither <X> nor <Anti-X> [11]. 

a) Single valued neutrosophic set: Let X be a space of 

objects, x ∈ X. A neutrosophic set N on X is defined by a truth 

membership TN, an indeterminacy membership IN, and a 

falsity membership FN. TN(x), IN(x) and FN(x) are subsets of ] 

0
-
, 1

+
[, and the sum of their values is between 

-
0 and 3

+
 [12]. 

b) Score function: Junaid  et al. [25] proposed  the 

following score functions S (       to transform the 

neutrosophic numbers into  crisp numeric value. 

S (      
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Where L, M, and U are the lower, medium, and upper 
values of the neutrosophic numbers, and T, I, and F are the 
degrees of truthiness, indeterminacy, and falsity. If there is 
more than one decision expert, then the average of all experts’ 
scores should be calculated to obtain the aggregated matrix 
[25]. 

2) Entropy: Entropy is an objective weighting method 

developed by Shannon [26]. It is used to calculate the weight 

of criteria for a multi-objective decision problem without 

considering the decision-makers' opinions. Weights are 

identified using the entropy method, which automatically 

computes the weight of criteria based on the judgment matrix, 

i.e., the significance of the parameter in relation to the other 

parameters. The steps of entropy are listed in [19]. 

3) TOPSIS: TOPSIS is the most widely used MCDM 

method, which ranks alternative solutions based on increasing 

the distance from the negative ideal point and reducing the 

distance from the positive ideal point. The steps involved in 

the TOPSIS method are listed in [19]. 

B. Proposed Model 

Aires et al. [18] determined that an effective solution for 
the RRP in TOPSIS technique should take the following 
factors into account at the same time: 

 Selecting a normalization method that reduces the 
consequences of alternative dependence. 

 Using fixed NIS and PIS even if the set of alternatives 
is modified. 

In addition to that, a lot of related works used the 
neutrosophic set to eliminate uncertainty in decision-making 
[25]. Therefore, we proposed a model based on SVN numbers 
to handle uncertainty problems, and we modified the 
normalization procedure in the Original TOPSIS technique. 
Moreover, a normal Gaussian distribution for normalization 
[27] and fixed PIS and NIS were used to calculate the rank of 
alternatives. 

The steps of the proposed model are given in Algorithm 1, 
and a schematic diagram of the proposed model is presented in 
Fig. 1. 

___________________________________________ 

Algorithm 1: Proposed Model 

_____________________________________________ 

A. Phase I: Modified Entropy 

Input: The decision matrix D (m x n) which contains the 
performance values and is represented in linguistic terms. ‘m’ 
denotes the number of alternatives, and ‘n’ denotes the 
number of criteria. 

Output: The weight of each criterion. 

Step 1:   Create a Decision Matrix D. 

D   =     [

         

   
         

]  (3) 

Step 2:  Map each linguistic term to its equivalent SVN 
value using Table I. 

TABLE I.  MAPPING BETWEEN LINGUISTIC TERM AND SVNS 

Linguistic terms SVNs 

Extremely Low (EL) <(1, 2, 3); (0.3, 0.75, 0.7)> 

Very Low (VL) <(2, 3, 4); (0.4, 0.6, 0.65)> 

Low (L)                                                 <(3, 4, 5); (0.6, 0.35, 0.4)> 

Medium Low (ML)                               <(4, 5, 6); (0.7, 0.3, 0.35)> 

Medium/Fair (M/F)                               <(1, 1, 1); (0.5, 0.5, 0.5)>  

Medium High (MH)                              <(5, 6, 7); (0.8, 0.25, 0.3)> 

High (H)                                                <(6, 7, 8); (0.85, 0.2, 0.25)> 

Very High (VH)                                    <(7, 8, 9); (0.9, 0.15, 0.2)> 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

73 | P a g e  

www.ijacsa.thesai.org 

Step 3: Convert the SVN into crisp numbers using score 
function given in Equation 1. 

Step 4: Compute normalized decision matrix ‘ ri,j ’. 

     
    

∑     
 
   

          (4) 

Step 5: Calculate the entropy value ‘  ' for each criterion. 

  = - h ∑     
 
                       (5) 

where h=1/ln(m) and m is the number of alternatives. 

Step 6: Compute the degree of divergence ‘  ’ for each 

criterion. 

  = |    |         (6) 

Step 7: Compute the weight of each criterion ‘  ’. 

   
  

∑   
 
   

       (7) 

B. Phase II: Modified TOPSIS 

Input: The same decision matrix in (phase I) and the 

criterion weightages ‘ jw ’ from (phase. I). 

Output: The rank of each alternative. 

Step 1: Calculate the normalized decision matrix ‘M ’  

using the normal Gaussian distribution function   (    ). 

      (    )  ∫             
  

    

  
     (8) 

Step 2: Calculate the weighted normalized decision matrix. 

                       (9) 

Step 3: Calculate the PIS and NIS using the following 
equations. 

  
  {  

    
 }  {

   
           ∈                 

  
          ∈              

  (10) 

  
  {  

    
 }  {

   
            ∈                 

  
           ∈              

   (11) 

Step 4: Compute the Euclidean distance   
  and   

 of each 
alternative from the PIS and NIS. 

  
  *∑ (       

 )
  

   +
   

           (12) 

  
  *∑ (       

 )
  

   +
   

            (13) 

Step 5: Calculate the closeness index (Pi) for each 
alternative. 

   
  
 

  
     

                 (14) 

Step 6: Rank each alternative based on its relative 
closeness index (Pi) in descending order. 

 

Fig. 1. Schematic diagram of the proposed model 

IV. CASE STUDY 

The proposed CSP selection methodology assists cloud 
users in choosing the appropriate cloud service for their needs. 
A case study was carried out to validate its reliability, where 
we applied the proposed model using a real dataset obtained 
from Tiwari et al. [12]. This dataset was obtained from reports 
issued by Cloud Harmony [1], a cloud benchmarking service 
provider. In addition to applying our proposed model in the 
case study, we conducted sensitivity and performance studies 
on the proposed model. Furthermore, the model was compared 
and validated with other studies. 

A. Data Set 

The dataset contains ten QoS parameters from six real-
world CSPs. The QoS parameters used are Cost (C), Latency 
of Network (NL), Sequential Disk RW Performance 
Consistency (SDRWPC), Random Disk RW Performance 
Consistency (RDRWPC), CPU Integer Performance (CPUIP), 
CPU Floating Point Performance (CPUFPP), Memory 
Performance on Scale (MPS), Memory Performance on Triad 
(MPT), Sequential RW Disk Performance (SRWDP) & 
Random RW Disk Performance (RRWDP). The first four 
criteria are costly, while the others are benefit criteria. Table II 
shows the dataset, where all values are represented in 
linguistic terms [12]. 
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TABLE II.  DATA SET [12] 

CSP C NL SDRWPC RDRWPC CPUIP CPUFPP MPS MPT SRWDP RRWDP 

Soft Layer 
L 

 
VL L F L L H H F F 

Rack Space F F F F L L H H H L 

Ms. Azure L F L L VL VL F F L L 

Google L H L L L L H H VL VL 

Digital Ocean L F VL VL L L H H L L 

Amazon EC2 L VL L L L L H H L L 

B. Cloud Service Ranking 

The proposed model was used to calculate the rank of 
CSPs. Table II presents the judgment matrix for the dataset 
used in this study, which was formed based on 10 QoS 
measures and 6 CSPs. After applying the proposed model 
shown in (Algorithm 1), the rank of each CSP was calculated 
using the closeness index. Rack space was ranked as the 
optimal CSP, while Amazon EC2 was the worst CSP. 

C. Sensitivity Analysis 

The analysis was conducted to evaluate the proposed 
model’s reliability and consistency in different RRP scenarios. 
This analysis had two objectives: the first was to determine the 
RRP when changing the number of alternatives, and the 
second was to test the proposed model’s reliability. This was 
achieved by performing a complete test to observe a variation 
in each case. The ranking model is considered to be reliable if 
it consistently ranked CSPs. 

The Five types of RRP are discussed as follows: 

1) The first type: Deletion of an alternative from the 

dataset: This rank reversal analysis was carried out by 

deleting only one CSP. Six experiments were performed on 

the Cloud Harmony dataset (Table. 2). In each experiment, a 

single CSP was deleted. No changes were observed in the 

closeness index and rank of alternatives, demonstrating that 

the proposed model is resistant to the RRP found in the first 

type. 

2) The second type: Addition of an alternative to the 

dataset: This rank reversal analysis was carried out by adding 

a CSP alternative. Four experiments were performed, and the 

closeness index and rank were calculated each time. The rank 

of alternatives was not affected by adding any alternatives, 

demonstrating that the proposed model is resistant to the RRP 

found in the second type. 

3) The third type: Addition of an irrelevant alternative: 

The third type of RRP is carried out by adding an irrelevant 

alternative to the dataset to assess the reliability of the 

proposed model. We added an irrelevant (CSP)x with the same 

criteria as Rack Space alternative which exists in the data set 

(Table II). The Closeness index and rank were computed, and 

we observed that rank was the same before adding an 

irrelevant alternative (CSP)x. 

4) The fourth type: Testing the property of transitivity by 

dividing the existing matrix into two sub-decision matrices: In 

the Fourth type, the decision matrix was divided into two 

subsets, then the rank was calculated in each sub set and 

compared to the rank of the original decision matrix. After 

performing this test, we found out that the rank obtained from 

the two subsets was the same as the rank obtained from the 

original matrix. 

5) The fifth type: The deletion of a non-distinct criterion: 

The Fifth type was carried out by deleting a non-distinct 

criterion from the existing dataset. A non-distinct criterion is a 

criterion with the lowest standard deviation. In our experiment 

the third  criterion named SDRWPC was removed since it had 

the lowest standard deviation, then we observed that rank 

obtained after removing the non-distinct criterion was the 

same as the rank obtained before removing this criterion, 

which demonstrates that the proposed model is resistant to 

RRP found in type five. 
The above rank reversal sensitivity analysis for all test 

cases showed that the proposed model is resistant to the RRP. 

D. Results Validation 

A validation was conducted to verify the accuracy of the 
rank calculated by the proposed model as follows: 

1) Firstly, comparative analysis was performed to validate 

the proposed model. Fig. 2 demonstrates the ranking of each 

CSP obtained using the model and related work. Rack space 

was ranked first in all techniques, Google second, Digital 

Ocean third, Ms. Azure fourth, and soft layer and Amazon 

EC2 sixth and fifth, respectively, in all techniques except the 

technique proposed by Kumar et al. [16]. In addition, the 

model ranked the alternatives almost identically to those 

developed by Goswami et al. [19] and Aires et al. [18]. In 

contrast, it slightly differed from the model developed by 

Kumar et al. [16]. Therefore, it could be concluded that the 

proposed model accurately ranks CSPs. 
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Fig. 2. The rank of CSP for the proposed model & related work 

2) Secondly, the suggested model and other related work 

were compared [18], [19], and [16]. Table III shows the 

resistance to the RRP for the proposed model and related 

work. The proposed model could handle all five types of RRP, 

while the original TOPSIS, Entropy-TOPSIS, and AHP-

TOPSIS techniques could not handle all kinds of RRP. R-

TOPSIS, developed by Aires et al. [18], could handle all types 

of RRP except type five. 

TABLE III.  THE RRP ANALYSIS FOR THE PROPOSED MODEL AND 

RELATED WORK 

Method Type 1 Type 2 Type 3 Type 4 Type 5 

Proposed Model √ √ √ √ √ 

Entropy-TOPSIS Х Х Х Х Х 

AHP-TOPSIS Х Х Х Х Х 

R-TOPSIS √ √ √ √ Х 

TOPSIS Х Х Х Х Х 

3) Thirdly, statistics of dispersion and similarity were 

used to compare the techniques in related work with the 

proposed model. The following statistical methods were 

applied in validation phase [18], [28] and [29]: 

 Similarity: Mean Absolute Error of Rank (MAER) and 
Spearman’s Rank Correlation (SRC). 

 Dispersion: The Standard Deviation of the closeness 
coefficient for each rank (SD), the difference between 
the closeness coefficient of the best alternative and the 
worst (BWD), and the difference between closeness 
coefficient of the 1

st
 and 2

nd
 alternative (FSD). 

The simulation was implemented in MATLAB. Table IV 
compares the proposed model and its other variants, 
considering similarity (SRC and MAER) statistics and 
dispersion (SD, BWD and FSD) statistics. An average of four 
simulation cycles was used for 4,000 simulated cases. 

Comparing the dispersion measures for each technique, the 
proposed model generally had smaller values for (SD, BWD 
and FSD) than the other models. Furthermore, based on the 
statistical methods used to compute the similarity degree 
between the ranks obtained by the four techniques, it was 
observed that there is a very high degree of similarity between 
the rankings, indicating that the suggested model corresponds 
to the other methods. Fig. 3 and Fig. 5 show that the MAER 
value between the proposed model (M1) and method (M2) is 
the lowest. In contrast, Fig. 4 and Fig. 6 show that the SRC 
value between (M1) and (M2) is the highest. Moreover, 
method (M4) deviated from the proposed model more than the 
other methods. Therefore, it can be concluded that the 
proposed model is more similar to the method (M2) according 
to all similarity measures. 

TABLE IV.  DISPERSION AND SIMILARITY STATISTICS 

Method SD BWD FSD SRC MAER 

Entropy M-
TOPSIS  (M1) 0.0582 

0.1106 0.0569  
 
0.8120 

 
 
0.0823 Entropy TOPSIS  

(M2) 0.1959 
0.3740 0.1946 

Entropy M-
TOPSIS  (M1) 

0.0582 0.1106 0.0569  
 
0.2295 

 
 
0.3420 AHP-TOPSIS  

(M3) 
0.2109 0.3989 0.1946 

Entropy M-
TOPSIS  (M1) 

0.0582 0.1106 0.0569 
 
0.1080 

 
0.3963 

R TOPSIS  (M4) 0.1504 0.2858 0.1674 

 

Fig. 3. MAER by number of alternatives 
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Fig. 4. MAER by number of criteria 

 

Fig. 5. SRC by number of alternatives 

 

Fig. 6. SRC by number of criteria 

4) Fourthly, the execution time of the proposed model and 

related work was measured with increasing the number of 

alternatives. The analysis was carried out using a Core i5 (8
th
 

Gen.) PC, with WIN 10 (64-bit) OS, and 8 G.B RAM. 

Linguistic terms for about 1,500 alternatives and ten criteria 

were randomly generated. Fig. 7 shows the execution time of 

the proposed model and other related work. It can be noted 

The proposed model took less time to execute than Entropy-

TOPSIS and AHP-TOPSIS and only slightly more time than 

R-TOPSIS, by just a few milliseconds. 

 

Fig. 7. Analysis of the execution time 

V. CONCLUSION 

The analysis of RRP in TOPSIS presented in this study is 
comprehensive. We have identified that the normalization 
process and the selection of PIS and NIS are the leading 
causes of RRP in TOPSIS. To address these issues, we utilized 
the normal Gaussian distribution function for normalization 
and introduced a new approach for calculating PIS and NIS. 
Moreover, we proposed a novel extension to handle 
insufficient information, including degrees of truth, 
indeterminacy, and falsity, by integrating SVNs with the 
suggested model. The proposed model was validated through 
sensitivity analysis, comparative analysis, and statistical 
measures of similarity and dispersion. The results indicated 
that the proposed model could improve the decision-making 
process under uncertainty with high accuracy and robustness 
against RRP, making it applicable to any multi-criteria 
decision problem. One limitation of this research is that it did 
not consider subjective weighting-based approaches that 
determine criteria weights based on the judgments of decision-
makers. Table V summarizes the overall results of this 
research work. 
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TABLE V.  SUMMARY OF THE OVERALL RESULTS 

 

Model 

Evaluation Criteria 

Handling 

Uncertainty 
Handling All Types of RRP 

Proposed model √ √ 

Entropy-TOPSIS x x 

R-TOPSIS x x 

AHP-TOPSIS x x 

VI. FUTURE WORK 

New extensions of neutrosophic sets can be utilized to 
solve the uncertainty problem and provide more accurate 
results to support the decision-making process. In addition, the 
output from various MCDM techniques, such as COPRAS, 
PROMETHEE, and others, can be compared to the results of 
the current research. Finally, other subjective and objective 
weighting-based approaches can be utilized, and the difference 
in rank can be assessed. 
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Abstract—The architectural design is fundamental in the 

construction process of a virtual rehabilitation system since it 

allows to understand the components and their interaction, and it 

is a guide to develop the software. This article proposes a 

dynamic architecture design that could be used independently of 

software and hardware in a virtual rehabilitation system for 

motor dexterity. This proposal contributes to the software 

engineering area since it provides a starting point for the 

development of virtual rehabilitation systems. The system 

implementation was done with two tracking devices (hardware) 

and two rehabilitation games (software). It was validated with 

the User Experience Questionnaire (UEQ). Results show that the 

use of a dynamic architecture allowed to use different devices 

efficiently and quickly, regardless of the game, preventing the 

user from feeling a change or difficulty in carrying out the tasks. 

Keywords—Software architecture; dynamic architecture; 

virtual rehabilitation systems; motor dexterity 

I. INTRODUCTION 

Software architecture as a subfield in engineering defines 
the structure, operation, properties and relationship between 
software elements [1, 2]. 

Today the changing nature of technology has driven the 
customization and application of modern design techniques to 
meet the software requirements of emerging systems [2], one 
of them is Virtual Rehabilitation Systems (RhV) [3]. These 
types of systems have simplified the need for physical 
environments and have shown good results in the area of 
rehabilitation through repetition, sensory feedback, 
multisensory stimulation, and motivation [4]. 

Based on the literature review [5-11] it was seen that 
existing designs based on proposed software architectures for 
RhV systems are poorly described or difficult to maintain and 
evolve over time. 

Even seeing that the recurring variation between the 
different proposals [5-11] is that its components, despite 
maintaining the same functional purpose, are continually 
added, eliminated, and replaced due to the characteristics of the 
patients, budgetary limitations, or the variety of options 
available that allow the development of these systems, such as 
Tech-MCS for remote control of therapy [12], CyberTouch or 
SaeboGlove applied to the rehabilitation of upper extremities 
[13, 14], Leap motion, among others. 

Giving a system the ability to adapt to these aspects that are 
already structural is a case of application of a Dynamic 
Architecture. A type of architecture where there is variation 
between the number of nodes and links that compose them 
topologically [15]. 

It is essential to encourage this type of architecture so that 
the systems evolve and adapt since there are various diseases 
that cause problems in motor dexterity such as epileptic 
encephalopathy, which presents abnormalities associated with 
progressive brain dysfunction and causes motor impairment 
due to epileptic activity generated by seizures [16]. Another 
example is Acquired Brain Injury (ACD) which produces 
physical, neurocognitive, and/or psychological deficiencies 
[17]. Its fundamental consequence is the loss of previously 
developed brain functions that involve the motor and sensory 
systems [18]. 

Other examples are autism, cerebral palsy, and stroke, 
among others. All these conditions cause motor difficulties in 
the daily life of those who suffer from them, becoming 
severely disabling on many occasions and requiring 
rehabilitation tasks. According to the World Health 
Organization (WHO) [19] 16% of the world's population – 
experiences significant disability today. 

The objective of the work was the design of a dynamic 
software architecture for virtual rehabilitation systems to 
improve manual motor dexterity. The implementation was 
validated with the development of a system that, based on the 
architecture, can dynamically exchange tracking devices. In 
this case, this validation was used with two low-cost tracking 
devices: Leap Motion and a prototype of a haptic glove. 

This work emphasizes the use of low-cost devices to 
demonstrate their applicability from a budgetary point of view, 
considering that most of the explored systems use expensive 
and high-priced materials, causing them not to be accessible to 
the public, for this reason, it proposes the use of Leap Motion 
and which according to a previous study [20, 21] has shown 
acceptance, accuracy, and effectiveness to capture specific 
movements for physical therapies. 

The rest of the paper is organized as follow: Section II 
describes the background Section III presents the dynamic 
architecture proposal and the dynamic architecture applied in 
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the virtual rehabilitation system, Section IV shows the results 
and discussion and, Section V describes the conclusions. 

II. BACKGROUND 

A. Related Works 

The design of the architecture in virtual rehabilitation 
systems is a fundamental part of their creation, however, the 
literature does not show many related works that focus on this 
point. In Avola's work [11], a framework for the rapid 
prototyping of virtual rehabilitation systems is proposed. This 
proposal also includes a description of libraries to be used as 
well as information on software development such as avatars 
and stage design. Another proposal by Avola [22] shows a 
framework to develop low-cost serious 3D games, this system 
allows physiotherapists to create personalized rehabilitation 
exercises without special programming knowledge. 

Regarding the design of dynamic software architectures, 
the work of Cuesta [23] informally elaborates a reflexive 
model of software architectural description with the scope to 
dynamic systems but does not go into depth in a practical 
aspect. Other works such as the ones done by León [5] and 
Ortiza [6] do not focus their proposal on architecture and show 
proposals for systems with isolated architectures in their case 
of application. 

B. Software Architecture 

The software architecture of a computer program or system 
is the structure or structures of the system, comprising software 
components, the externally visible properties of those 
components, and the relationships between them [24]. 

Software architecture is important for a wide variety of 
technical and non-technical reasons. Some of the reasons are: 
1) An architecture will inhibit or enable quality attributes, 2) 
Decisions that are made in an architecture allow reasoning and 
managing changes as the system evolves, 3) The analysis of an 
architecture allows an early prediction of the qualities of a 
system 4) A documented architecture improves communication 
between interested parts. 5) Architecture defines a set of 
constraints on the subsequent implementation. 6) Architecture 
is the key artifact that allows the architect and project manager 
to reason about cost and schedule. 7) Architecture-based 
development focuses attention on component assembly, rather 
than simply creating it [24]. 

Architecturally significant requirements (ASR) are those 
requirements that have a significant impact on the architecture 
of a software system. They are a subcategory of general 
software requirements. 

C. Dynamic Architecture 

The objective of Software Architecture is to describe the 
structure of systems, and this should include both its static and 
changing –dynamic– parts. In fact, in many systems, the 
differential feature, which distinguishes it from other similar 
systems, is the dynamic behavior of its architecture; often, it 
can be even more important than the static schema of departure 
[15]. 

Systems have grown in diversity and complexity, which is 
why the need for dynamic architectures now arises. A dynamic 

architecture has as its main characteristic the addition, 
elimination, or replacement of components, sometimes even as 
part of normal operation, so structurally they must be taken 
into account during the design [23]. When the evolution of 
architecture is continuous, and the changes inside it follow a 
predefined pattern, then it must be considered that this pattern 
is an intrinsic part of the structure. 

III. METHOD 

A. Dynamic Architecture Proposal 

For the dynamic architecture proposal, the steps shown in 
Table I have been carried out. 

TABLE I. DEVELOPMENT METHODOLOGY 

Description Methodology 

Step 1: Identification of system quality attribute requirements. 

Step 2: Identification of architecturally significant requirements. 

Step 3: Identification of architecture components. 

Step 4: Classification of components: Identification of static and/or dynamic 

components. 

Step 5: Design of architecture components. 

Step 6: Documentation of architecture and validation of design decisions. 

Step 7: Analysis and evaluation of software architecture. 

B. Dynamic Software Architecture for Virtual Rehabilitation 

Systems 

For architecture design, the steps described in Table I were 
considered. 

1) Identification of system quality attribute requirements: 

Virtual Reality (VR) technology applied to rehabilitation finds 

its foundation in the field of motor learning [25]. Virtual 

Reality attributes that align with the motor learning variables 

(VAM) defined by Levac & Sveistrup [26] are practice: 

enriched environment and motivation (Table II). These 

variables are related to software quality attributes for systems. 

2) Identification of architecturally significant 

requirements: The functional requirements that have been 

considered to develop the architecture are shown in Table III. 

3) Identification of architecture components: The 

approach is presented in four components that are described 

below 

a) Component a - data capture: This component seeks to 

integrate tracking devices to achieve the detection of 

rehabilitation movements. A sub-component to consider will 

be a calibration section, to alleviate lighting, latency, and 

proximity range issues. 

b) Component b - controller: This component is the one 

that receives and stores information as established in the 

configurations of the rehabilitation sessions or movements. A 

subcomponent to consider will be a data reporter along with 

its respective connection to the database. 
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TABLE II. ATTRIBUTES 

VAM Attributes 
Software quality 

attributes 

Practice: quantity, 

task specificity, and 
meaning 

Potential for abundant 

repetition of practice tests. 

Ecologically valid VE 

improves task specificity. 

Train movements that are 
identical to those required in 

real-life tasks. 

Options to individualize at 

different challenge levels. 

Enriched environment. 

Goal-oriented tasks. 

Familiarity with commercially 
available virtual reality 

gaming systems. 

Reliability 

Usage facility 

 

Enriched environment 

Accurate and consistent. 

Auditory, visual, or tactile. 

Performance knowledge. 

Results knowledge. 

Positive motivational 
feedback. 

Motor learning variable. 

Efficiency 

Motivation 

Novelty of VR technology. 

Game features. 

Feedback. 

Goal-oriented tasks. 

Ability to individualize 

treatment options. 

Users can select tasks. 

Competition with other 
players. 

The coincidence between 

cognitive and physical effort. 

Performance 

TABLE III. FUNCTIONAL REQUIREMENT 

Functional requirements Architecture module 

Hand-object interaction for better 

presentation. 

System:  Game for motor manual 

rehabilitation 

Data capture through hardware for 

visualization and/or necessary 
calculations for the software 

Hardware device:  

- Optical tracking device 

- Haptic tracking device 

Information saving from hardware 

(loose data) and/or final results 

based on the information given by 
the hardware. 

Relational Database 

c) Component c - movement classifier: This component 

goes along with movement and gesture recognition functions. 

It is used to identify the precision with which a patient 

performs an action. 

d) Component d - virtual scene: This component offers an 

interactive and playful rehabilitation environment developed 

or accepted by medical specialists. Some specific 

subcomponents will have to manage the duration of the 

sessions, the number of elements, and control parameters 

(right or left hand). 

4) Classification of component - Identification of static 

and/or dynamic components: Given that there are a variety of 

options for tracking devices on the market, as well as games or 

virtual environments, components A and D (Fig. 1) are 

proposed as dynamic so that, depending on the demographic, 

budgetary or patient conditions, they can be replaced. or 

complemented (added). On the other hand, components B and 

C (Fig. 1) are considered static since they must be the control 

axis of the system. 

5) Design of architecture components: Fig. 1 shows the 

generic design of the architecture proposed together with the 

four identified components. An application instance of the 

proposed architecture for each of the components is detailed 

below. 

 

Fig. 1. Generic design of a dynamic software architecture for virtual rehabilitation systems 
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a) Component a - data capture: In this step, two devices 

have been selected to capture data from the detection of 

rehabilitation movements: Leap Motion Controller and a 

Haptic Glove. A calibration section was also considered in this 

module, to alleviate lighting, latency, and proximity range 

issues. 

Leap Motion Controller (LMC): It is an optical device 
without markers oriented to control gestural movement. It 
detects hand movements, fingers, and even objects around its 
range of vision. LCM can control different interfaces on any 
computer simply by executing hand movements without 
touching screens [21]. This device is small and cheap 
compared to others on the market. LMC dimensions are: 75 
mm long, 25 mm wide, and 11 mm high. Its structure consists 
of two cameras that contain monochrome sensors sensitive to 
infrared light, whose function is to capture all images [27]. The 
coverage area (Fig. 2) of the Leap Motion device: it is a 
hemisphere with a radius of 61 cm, which depends on the 
viewing angle of the lenses of the two cameras, as well as the 
maximum intensity provided by the USB connection to the 
LEDs. 

Haptic Glove: The device allows to perform movements in 
order to control an avatar. This glove uses a sensor that detects 
supination and pronation movements of the hand, as well as 
abduction and adduction movements of the wrist. 

b) Component b - controller: This component must 

maintain a direct relationship with the data generated in the 

tracking device and its representation in virtual environments. 

For this purpose UNITY was selected (Fig. 3) 

c) Component c – movement classifier: In this work the 

Dynamic Time Warping (DTW) algorithm is used for 

sequence recognition [28] to evaluate the degree of similarity 

of the movements with other previously recorded, given its 

compatibility with Leap Motion SDK. 

d) Component d – virtual scenario: Finally,  in 

Component D, a rehabilitation environment was designed 

through a 2D game. Which focuses on controlling the 

execution of movements in the hands. This design was based 

on the International Classification of Functioning, Disability, 

and Health (ICF) [29] of the WHO and focused on exercises 

that make it possible to enhance the component of mobility-

oriented activities to improve motor dexterity. 

The specific activities to be implemented, according to the 
ICF classification, refer to subclassification d4453: "Turn or 
twist hands or arms" and subclassification d4400: Pick up: 

 

Fig. 2. Leap motion coverage area 

 

Fig. 3. Controller subcomponents 

"lift or take a small object with hands and fingers, as when 
picking up a pencil. These exercises were proposed by two 
physical therapy specialists and a pediatric neurologist. The 
implemented gestures were extension, flexion, supination, and 
pronation, and the combination of them to achieve 
displacement and jumps. The tracking device (Leap Motion or 
Haptic Glove) allows to control the game avatar. 

The objective of the game is to mobilize an avatar through 
a road which must avoid a certain number of obstacles through 
jumps until reaching a destination. Every time it avoids an 
obstacle it will receive points and/or prizes depending on the 
difficulty, and every time it misses it loses one point. 

The game has three difficulty levels which refer to the 
proximity of the obstacles and the reaction time of the patient 
to jump. Fig. 4 shows avatar control using Leap Motion and 
Fig. 5 shows avatar control with the haptic glove. 

Fig. 6 shows the running game environment. Since many 
types of patients can be trained in motor rehabilitation sessions, 
the system must be adapted to the different needs of each 
patient. 

  

Fig. 4. Game in execution, controlled with leap motion 

 

Fig. 5. Game in execution, controlled with the haptic glove 
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Fig. 6. Dynamic software architecture for a virtual rehabilitation system for the improvement of manual motor dexterity 

The game allows different configurations according to the 
characteristics of the patient: Sex (Male or Female), Age 
(allows to use a different avatar). The game allows to set the 
time for the exercises, the number of obstacles, and which hand 
to use (left or right hand). These features are a clear example of 
the need for dynamic architecture. 

6) Documentation of architecture and validation of design 

decisions: As a result of the application of the architecture, the 

specific implementation of the architecture is shown in Fig. 7. 

The validation of design decisions is very complex and 

generally depends on the context. For validation, there are 

qualitative techniques such as scenarios, questionnaires, or 

checklists and quantitative techniques with metrics, 

simulations, mathematical models, prototypes, or experiments 

[30]. 

It was determined to validate the design by a quantitative 
technique performing a simulation of rehabilitation, 
experimentation, and a specific analysis because of the 
changing nature of the system. This point is described in detail 
in step 7. 

7) Analysis and evaluation of software architecture: For 

the evaluation, a comparative analysis of the user experience 

(UX) was used, considering the implementation with the 

LeapMotion optical tracking device and the implementation 

with the haptic glove. The instrument was the validated User 

Experience Questionnaire (UEQ) [31]. 

 

Fig. 7. Game in execution, shows the control of time to achieve the goal by 

avoiding the obstacles. points and reward system is managed 

UEQ comprehensively measures six dimensions: (a) 
Attractive: the product must look attractive, pleasant, and 
friendly; (b) Efficiency: the user must perform tasks with the 
product quickly, efficiently, and pragmatically; (c) Perspicuity: 
the product must be easy to understand, clear, simple and easy 
to use; (d) Reliability: the interaction with the product must be 
predictable, safe and meet the expectations; (e) Stimulation: the 
use of the product must be interesting, exciting and motivating; 
(f) Novelty: the product must be innovative, inventive and 
creatively designed [32]. 

UEQ consists of 26 questions and applies a seven-point 
Likert scale. The questionnaire is shown in Fig. 8. 

The population size was university students from a public 
university.  The sample was non-probabilistic for convenience. 
There were participants from schools of Medicine, Psychology, 
Engineering, and Natural Sciences of Education and 
Accounting. The age range was between 18 and 22 years old, 
there were 50 men and 56 women with a total of 106 
participants. 

 

Fig. 8. UEQ questionnaire 
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During the evaluation, each participant receives an 
explanation of the use of the system. Then each participant 
used the system with their dominant hand. Each participant had 
a 20-minute interaction with the system, 10 minutes with the 
Leap Motion device, and 10 minutes with the haptic glove. 

IV. RESULTS AND DISCUSSION 

A. Results 

Table IV shows the results for the use of the Leap Motion 
Controller device. Values between -0.8 and 0.8 represent a 
more or less neutral evaluation of the corresponding scale, 
values > 0.8 represent a positive evaluation, and values < -0.8 
represent a negative evaluation. The range of the scales is 
between -3 (terribly bad) and +3 (extremely good) [33]. 

As shown in Table IV and Fig. 9, all the values are positive 
for the use of Leap Motion, with Perspicuity being the highest 
value, followed by the attractiveness value. For our study and 
the evaluation of the architecture, the most relevant values are 
related to the efficiency and reliability scales. These values are 
positive according to the scale but could be improved. 

As shown in Table V and Fig. 10, the evaluation of the use 
of the system with the Haptic Glove, positive values have also 
been obtained within the Evaluation Scale, but a little lower 
ones compared to the use of Leap Motion. Focusing on the 
Efficiency and Reliability values, both are very similar to the 
values obtained with Leap Motion. 

TABLE IV. RESULTS OF LEAP MOTION EVALUATION 

UEQ OF LEAP MOTION EVALUATION 

Attractiveness 1.987 0.96 

Perspicuity 2.068 1.31 

Efficiency 1.517 1.15 

Dependability 1.649 0.95 

Stimulation 1.703 1.16 

Novelty 1.401 1.33 

 

Fig. 9. Leap motion results 

TABLE V. RESULTS OF HAPTIC GLOVE EVALUATION 

UEQ OF LEAP MOTION EVALUATION 

Attractiveness 1.930 0.90 

Perspicuity 1.988 1.17 

Efficiency 1.517 1.15 

Dependability 1.623 0.93 

Stimulation 1.696 1.18 

Novelty 1.380 1.29 

 

Fig. 10. Results of haptic glove 

B. Discussion 

According to our User Experience results, the proposed 
software architecture gave the system through the non-
functional requirements of efficiency and reliability enough 
dynamism so that users not only use different tracking devices 
for virtual rehabilitation but also in regarding the ease of use, 
the preliminary users did not feel a change in terms of 
performing the tasks with the device. Added to this is the fact 
of performance, since none of the participants reported 
discomfort and all described the system as a tool support for 
active participation during the rehabilitation process. 

This work provides a contribution by focusing on the 
architectural aspect of this type of system, since unlike other 
works where solutions to mobility and rehabilitation problems 
are proposed, this area is not deepened, leaving said design 
proposals in isolated environments, traditional and poorly 
approaches documented. 

In works such as [6-8], architectures such as session 
management and feedback modules are proposed to provide 
information to therapists or doctors and patients respectively. It 
is considered that the administrative aspect is not the focus of 
this proposal but it can be implemented through the integration 
of the UI and database controller subcomponents. In addition, 
it will be up to the developer to decide how to complement 
each exposed component according to its context and 
rehabilitation tools. 

This work does not cover the communication complexities 
as it works [7] that are usually manifested in customized 
constructions of tracking devices, where serial or wireless 
bridge models are used, this prototype uses one of these 
devices, however, these problems are solved by moment of 
implementation with the use of external libraries with support 
for Unity. 
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It is emphasized that in all cases it is mentioned that the 
interfaces must be designed with the aim of guiding a high 
usability which is an aspect that is dealt with in this work. 

The architecture prototype was validated with low-cost 
devices, which demonstrates its versatility so that it can be 
implemented for systems that have been shown and seek 
effectiveness [34] to function in any clinical or home 
environment. This aspect is also reinforced by showing that the 
devices can be selected from a broader universe that can 
provide a variety of alternatives regarding costs or patient 
comfort to treat much less invasive or intrusive devices [35] 
and adapt to their needs. 

This work also proposes to make the rehabilitation 
environment or game dynamic, in the prototype it was 
implemented with a single option to make it similar to 
traditional systems and guide user tests in a single line, 
however it is recommended to expand the application in groups 
separated from users, of more varied ages and longer usage 
times, since such dynamism is easier to achieve once the 
tracking device is integrated. For future lines of research, it 
may also be advisable to increase the sample size and include a 
control group to check the effectiveness of the system with 
users with manual motor problems. Our results provide 
evidence of the application of the architecture in previous 
environments with healthy users. 

V. CONCLUSION 

This work showed the design of a dynamic software 
architecture for low-cost virtual rehabilitation systems for the 
improvement of manual motor dexterity. The development had 
the constant advice of medical specialists in physical therapy 
who identified the exercises to be performed: 
pronation/supination and flexion/extension for the application 
instance. The proposed architecture has two static components 
for the administrative control of the system and two dynamic 
components to integrate gaming environments and tracking 
devices. This type of architecture is proposed to delve into this 
type of system and adapt to the various diseases that cause 
problems in motor dexterity. 

The proposed architecture shows the feasibility through its 
application instance of reusing and integrating the various 
tracking devices as well as the different game interfaces that 
have been proposed in the literature in this gap. 

The development considered the required attributes of 
virtual rehabilitation systems for therapies. With respect to 
other immersive-type systems, Leap Motion has the advantage 
that it does not cause discomfort in terms of dizziness and/or 
nausea, in addition to its characteristics that there is no physical 
contact with the skin, which is an advantage when patients are 
children. 

The limitations of the study are given by the time of use of 
each device. As future work, it is intended to implement the 
suggestions received by the participants, and to carry out the 
validation of the architecture with other data capture devices 
and games. 
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Abstract—Among the potential tools in digital marketing, 
Search Engine Optimization (SEO) facilitates the use of 
appropriate data by providing appropriate results according to 
the search priority of the user. Various research-based 
approaches have been developed to improve the optimization 
performance of search engines over the past decade; however, it 
is still unclear what the strengths and weaknesses of these 
methods are. As a result of the increased proliferation of 
Machine Learning (ML) and Natural Language Processing 
(NLP) in complex content management, there is potential to 
achieve successful SEO results. Therefore, the purpose of this 
paper is to contribute towards performing an exhaustive study 
on the respective NLP and ML methodologies to explore their 
strengths and weaknesses. Additionally, the paper highlights 
distinct learning outcomes and a specific research gap intended 
to assist future research work with a guideline necessary for 
optimizing search engine performance. 

Keywords—Search engine optimization; google search; natural 
language processing; machine learning; recommendation 

I. INTRODUCTION 
In the present era of the competitive market, every 

organization and individual intends to ensure that their 
information reaches the right clients in minimal effort. 
Stakeholders also need to have a clear insight into their 
upcoming business demands. From all these perspectives, 
business products and services are usually maintained via 
websites. This target is met by using Search Engine 
Optimization (SEO), which facilitates carrying out the 
operation to assist the client webpage or its contents to offer 
higher ranks on the standard platform of Google [1]. The prime 
distinction between paid advertisement and SEO is that SEO 
uses an organic methodology to generate ranking scores [2][3]. 
It will eventually mean that a user will not be required to pay to 
be in that environment of using SEO [4]. In simplified form, 
the user of SEO tools identifies and extracts suitable content 
from a target webpage and optimizes it so that the webpage 
always appears at the top of google searches [5]. SEO tools, 
therefore, assist in making higher visibility of the webpage and 
offers a higher probability of reaching the maximum number of 
customers. There standard operational taxonomy of SEO is of 
two types, i.e., on-page and off-page process SEO [6][7]. 
Basically, the ranking associated with the webpage can be 
improved by appropriately building the web content using an 
on-page process of SEO. This process essentially includes 
constructing higher-quality content, generating appropriate 
keywords, managing meta-tags, and enhancing the different 

objects to ensure that it is well-chosen by the target customer in 
the on-page SEO process. On the other hand, the backlinks' 
optimization process is carried out at the backend of the 
webpage in the off-page process of SEO. This form of SEO 
mainly focuses on establishing relationships among the content 
to reach its appropriate customer. Currently, a specific set of 
programs called bots are used to perform crawling within the 
webpage using existing search engines, viz. Bing/Google [8]. 
This operation aggregates information associated with the 
target web contents, placing them in the form of an index. The 
web contents are analyzed within the index by such algorithms 
considering a massive number of signals or ranking values. 
This is done to ensure the availability of the page at the top of 
query hits. The prime target of such a form of the search 
algorithm is to evolve up with a highly authoritative page to 
offer a superior experience of searching by the user. 
Irrespective of all the efforts towards improving the 
performance of SEO tools, there are still serious concerns that 
have posed as an impediment, viz. i) inaccurate formulation of 
webpage index, ii) identifying and constructing a precise 
keyword, iii) structuring the wrong webpage/contents not in 
line with the target topic, iv) internal linking to be highly 
incoherent, v) slower /fluctuating uploading performance of the 
web page in different computing device [9][10]. Therefore, this 
paper identifies the potential of using Natural Language 
Processing (NLP) and Machine Learning (ML) approaches to 
improve the performance of SEO. The paper contributes to 
potential learning outcomes from existing literature. Further, it 
also contributes towards identifying significant research gaps 
extracted from existing techniques to improve SEO 
performance. 

The paper's organization is as follows: Section II discusses 
the fundamental information about SEO, followed by 
reviewing existing research practices of SEO with NLP in 
Section III. Section IV discusses ML practices used in SEO 
while Section V discusses existing SEO tools. A discussion of 
existing research trends of SEO is carried out in Section VI, 
while the research gap is highlighted in Section VII. Section 
VIII makes discussion about the results and research 
implications. Section IX finally concludes the paper with 
significant learning outcomes followed by a briefing of future 
work to be carried out. 

II. INSIGHTS ON SEO 
This section presents insights into SEO or Website 

positioning. Firstly, a brief description of SEO followed by a 
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working principle of a search engine is discussed to understand 
the intrinsic mechanism of SEO. Further, factors affecting 
website posting are briefly discussed, and finally, this section 
discusses challenges in SEO. 

A. Search Engine Optimization 
SEO is an act that includes a series of professional 

activities. These activities include the practice of improving the 
structure of content, thereby increasing visibility in search 
engines and gaining a large amount of traffic to the website 
[11]. Common SEO practices include rich content creation, 
keyword optimization, and link building. Thus, SEO is a 
powerful mechanism for advancing search engine algorithms to 
come up with the most relevant and appropriate web content 
and improve the website's ranking (in an organic way) in 
search results, ultimately boosting marketability and increasing 
sales. 

B. Work Principle of the Search Engine 
Search engines are obviously fundamental to the SEO 

process, but many practitioners are unaware of how they work. 
Therefore, one must first comprehend the basics of search 
engines to learn SEO. A search engine is a service that enables 
web search by performing three important tasks such as 
crawling, indexing, ranking, and recognizing items in the 
system record or database corresponding to keywords specified 
by the user [12-13]. Crawling enables search engines to 
discover content, and indexing is a mechanism for obtaining 
web documents and maintaining replicas of the content they 
have visited. The ranking is mainly subject to search engines 
mainly concerned with SEO operations. Fig. 1 depicts the 
schematic architecture of the web content indexing process. 

 
Fig. 1. Procedure of web content indexing 

Web content is retrieved using a WebCrawler (bot) that 
stores the web content in a database of search engines. In 
addition, web content is subject to data processing operations 
such as stemming, HTML tag, and stop-word removal. Later, 
indexing is done by search engines by generating direct and 
replicating content, such as single words and their positional 
information on the search page. Furthermore, the search engine 
keeps the indexes in its index database. Fig. 2, depicts the 
schematic architecture of the content querying and retrieval 
procedure. 

 
Fig. 2. Content querying and retrieval 

Through the search engine interface, the user provides a 
search query. The search engine algorithm creates a URL 
ranking list that matches the user's query to the index database 
based on contextual information. The search engine then 
displays a snippet subjected to the ranked URL to the user, 
who can browse and select to retrieve the corresponding 
content in its original form from the content database. 

C. Factors Affecting Ranking and SEO Challenges 
The ranking of web content is influenced by many factors, 

including page relevance, temporal factors, and link weights 
[14]. A webpage's relevance is determined by its tags, density 
distribution, and identical keywords. Temporal aspects are 
concerned with the oldness of websites, web contents and 
webpages, the oldness of links, and the duration of domain 
registration. There are both internal and external links in the 
contents. However, the external link is given more weight as it 
is associated with significant factors such as quality, quantity, 
relevancy, and repetition. A basic mechanism of SEO includes 
almost all the core attributes of the above-discussed factors, 
which can be numerically simplified and expressed as follows: 

𝑆𝑒𝑜 = ∫𝐶 + 𝐿 + 𝐾 + 𝑂 (1) 

Where, 𝐶  is the web content,  𝐿 denotes link, 𝐾  refers to 
user keyword, 𝑂  represents other factors such as oldness of 
website, or blog, server, web-design, URL, domain name, and 
many more. All these factors have priority and should follow 
priority order as mentioned in the above expression 1. Apart 
from this, a few challenges associated with search engines 
significantly affect the quality of the SEO process [15-16]. The 
first major issue is content spamming, a common method used 
by unethical users to get their web pages in top results. The 
next issue is the article spinning, similar to scraping data using 
specialized software that takes the copied original and 
reproduces it as a new, original article for future use. The third 
issue is keyword stuffing, in which users reuse keywords like 
name, meta, head, etc., in different HTML tags and URL 
spammers. Furthermore, masquerading is an SEO technique 
used to mislead users by redirecting them to a page that is 
different from the page crawled by search engines. Similarly, a 
URL redirection is also a significant issue where the file is 
redirected to a specific URL as soon as the user loads the site. 
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III. REVIEW OF SEO APPROACHES USING NLP 
NLP is an area of ML that reveals the precise structure and 

meaning of content. Modern websites are driven by algorithms, 
which determine what they display in search results for specific 
keywords. Using NLP in optimizing web content, it can be 
expected that the content would reach the top of the search 
rankings. NLP can be used to analyze website content and 
optimize it for specific keywords or phrases. It can be used to 
identify and correct grammar and spelling errors, as well as to 
generate content that is optimized for search engines. NLP 
techniques can also be used to analyze user queries and 
optimize website content to better match those queries 

Many research works are using the mechanism of NLP to 
achieve optimization in the search ranking. This section 
provides a brief highlight of the existing literature in the 
context of SEO. A research article presented by Killoran et al. 
[17] has examined the influential factors that have a high 
impact on search ranking. It is reported that search ranking is 
formed on the basis of participants’ category, SEO experts, 
search engine companies, and users. During the choice of 
keywords, the authors stated that the website's target audience 
and competitors have to be taken into account. The study 
concludes that a combination of appropriate keyword 
placement and link-building may yield the desired solution. 
The study of Hajeer et al. [18], applied the NLP mechanism to 
overcome the limitations associated with the Porter algorithm 
used for term normalization and index time reduction in the 
content retrieval systems. The authors have presented a 
different stemming technique to enhance content searching in 
an information retrieval system. The results claim 
improvement over existing technologies. Tsuei et al. [19] 
devised a customized decision model based on the interview 
and survey for SEO in internet marketing to boost the hit rate 
of websites on the search page that satisfy users' requirements. 
The finding of this study suggests that meta tags are the most 
influential factor that has a significant impact on the search 
ranking. 

The work of Luh et al. [20] aimed to examine the ranking 
mechanism of the Google search engines from an SEO 
viewpoint. The study suggested an estimation function for 
determining the score of query matching from a limited set of 
ranking factors. Further, re-ranking is carried out on the basis 
of obtained scores. The scope of the presented scheme is 
evaluated based on the comparison of newly obtained ranks 
with the original ranks. Jenkins et al. [21] developed a model 
for constructing text annotations for SEO. This model employs 
the Extreme Gradient Boosting algorithm for precise labeling 
phrases. Also, logistic regression is considered in this model to 
generalize the rank of aggregated annotations for clusters of 
content. The study findings demonstrate that the presented 
model increases the traffic to the web content by 1-2%. A 
semantic architecture using web and data mining techniques is 
presented by Sharma et al. [22] for personalizing the 
eCommerce search engine. The design and development of the 
architecture consist of a series of implementation phases were, 
firstly, a query expansion is performed to transform the input 
user query using NLP operations to understand the user 

requirement. Afterward, ontology classification is carried out 
to filter out the relevant subjects of the web content. Further 
topic modeling is carried out using clustering, and statistical 
computation is then carried to perform a re-ranking operation. 
Semantic annotation for semi-structured data on a web page 
using header identification and object classification is 
presented by Zhang et al. [23]. The authors have designed a 
description framework for annotating the data domain, and 
header identification is carried for annotating data objects on 
the webpage. In addition, a feature vector is constructed for 
data objects which are left by header identification, and a 
neural network is then applied to perform semantic annotation. 

Adoption of the latent semantic analysis for SEO is carried 
out by Horasan [24]. In this study, the keyword extraction 
process from textual data with latent semantic analysis is 
performed to draw a relationship between documents/sentences 
and terms in the text using linear algebra. Uzun [25] suggested 
a model-based string technique and DOM tree for content 
extraction. The string technique extracts information with the 
HTML tags followed by the crawling process. The study of 
Barrett et al. [26] presented an approach for searching large 
video corpora for clips depicting human language queries 
expressed as sentences. In this study, a compositional 
semantics scheme is applied to encode refined meaning to 
extract the differences between two phrases with the same 
words under a different context. Sal et al. [27] used a 
disseminated cooperative cache based on evolutive summary 
counters to store approximate records of data accesses in a 
search engine. Ghanbarpour and Naderi [28] examined the 
ranking technique for keyword search according to the 
relevancy of the query over graph-structured data. Soltani et al. 
[29] employed an approach of semantic search engines to 
develop a different model for software signature search 
engines. The authors have used the document-to-vector model 
to compute the signature and user query vectors. 

The work of Dai et al. [30] suggested an efficient and 
adaptive semantic-based keyword ranked search technique 
using Doc2Vec for secured cloud data. Chen [31] focuses on 
adopting a user interaction approach to control linguistic 
ambiguity to improve search engine outcomes. Zhang et al. 
[32] have suggested a scheme to recognize the identifiers that 
are associated with semantic text queries. In order to enhance 
text queries, the authors have looked for keywords within class 
names from APIs with semantically related APIs. However, if 
the corpus projects do not have sufficient vocabulary, this 
technique may not work as well. Calvillo et al. [33] presented 
an automated mechanism to classify and locate research 
information based on NLP. The implementation of this scheme 
focuses on cleaning data by removing aspects such as images 
and words that are not significant. The digital library was used 
to extract a percentage of the content from different articles 
such as abstract, introduction, keywords, and other segments of 
the article, which help to perform the tests. Hamzei and 
Hakimpour [34] introduced a method for analyzing queries for 
spatial search engines. This method employs iterative query 
segmentation identification of location-names and spatial 
relationships. Table I highlights the summary of the work 
being discussed in this section. 
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TABLE I.  SUMMARY OF SEO USING NLP TECHNIQUES 

Authors Problems Techniques Advantage Limitation 

Killoran et al. [17] Search ranking Analytical study 
Highlights influential factors, 
and important suggestion 

Only theoretical and 
analytical discussion 

Hajeer et al. [18], Indexing time Stemming Outperforms Porter algorithm 
Related to Over-stemming 
and only 2.3% of 
improvement 

Tsuei et al. [19] 
Identification of factor affecting 
SEO driver 

Decision making system 
Highlighted significant website 
SEO factors 

subjective opinions of 
decision-makers 

Luh et al. [20], 
Examine ranking of the Google 
search engines 

Rank estimation function and 
re-ranking scheme 

Achieved the best SEO 
effectiveness 

Considered limited set of 
ranking factors 

Jenkins et al. [21] 
Understanding content to attract new 
user 

XGBoost and Linear 
regression 

Increases traffic by 1-2 % 
Higher dependency on more 
keystrokes. 

Sharma et al. [22] SEO for ecommerce 
Ontology and Semantic 
Approach 

Provides context-aware results 
and recommendations 

Lacks statistical outcome 
analysis to justify its usability 

Zhang et al. [23] 
Identification for highlights of 
multimedia file system 

Annotation, Header 
recognition, Neural network 

Semantic annotation of semi-
structured information 

Only applicable for Chinese 
language 

Horasan [24] Adoption of knowledge contents 
Latent semantic analysis and 
linear algebra 

Complies with the SEO criteria, 
helpful for who do not know 
SEO 

No effective benchmarking 

Uzun [25] Time efficiency in Web scrapping 
String technique and DOM 
tree 

Achieves time efficiency in web 
scraping 

Dependency on various 
manual process 

Barrett et al. [26] 
searching large video corpora from 
text query 

searching large video corpora 
Does not require any prior video 
annotation 

Computationally in-efficient 

Sal et al. [27] 
understanding the underlying 
content of multimedia 

Cooperative cache scheme 
Flexible to support large data 
for analysis 

Domain-dependent 
implementation 

Ghanbarpour and 
Naderi [28] 

ranking search problem 
Model-based ranking 
function 

Improves the accuracy of the 
ranking 

Only support single keyword 
search 

Soltani et al. [29] Digital security Paragraph Vector Model Achieves higher recall rate Computationally expensive 

Dai et al. [30] multi-keyword ranking search Doc2Vec model Simplified structural model 
documents may be lost in the 
encrypted forms 

Chen [31] misinterprets the user query 
Personalized topic search 
system 

Quick response to user search 
needs 

Limited to English language 
and used small dataset 

Zhang et al. [32] 
Recognition of the identifiers that 
are associated with semantic text 
query 

Neural network model 
(CBOW) 

Provides a good scope 

If the corpus projects do not 
have sufficient vocabulary, 
this technique may not work 
as well. 

Calvillo et al. [33] locating research paper NLP based SEO 
Better performance in the 
classification of research article 

does not capture position in 
text, 

Hakimpour [34] 
analyzing queries for spatial search 
engines 

Iterative query segmentation 
and spatial relationships. 

Better interaction between the 
users and the search application 

Induces to spatial complexity 

IV. REVIEW OF SEO APPROACHES USING ML 
The prime objective of any SEO approach is to find the 

targeted content which could meet the expectation of the user 
and thereby make the web content available to them with least 
effort. This operation demands a better for of optimization, 
where Machine Learning (ML) approach plays a significant 
contributory role. ML can help SEO professionals by analyzing 
the vast amounts of data required to optimize a website's 
ranking. For instance, it can be utilized to search ranking 
factors to get insight into website age, bounce rate, and content 
length. These were significant indicators of high-ranking 
websites. ML can also help predict future search engine 

algorithm changes, enabling SEO professionals to make 
proactive adjustments. Overall, the use of ML in SEO offers 
numerous benefits, including increased accuracy in predicting 
search engine algorithms, automation of SEO tasks, and the 
ability to analyze large amounts of data. This section briefs 
about some of the literatures where ML approaches has 
contributed towards this optimization process considering 
various forms of use-cases. 

The most recent work carried out by Boppana and Sandhya 
[35] have used Recurrent Neural Network (RNN) in order to 
facilitate a better form of recommendation system to be used in 
SEO operation with perspective to web crawling practices. The 
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core target of this work is mainly to reduce the error while 
recommending the popularity of extracted information. A 
clustering approach based on extracted features from 
contextual information is implemented in this process. The 
work carried out by Burgess et al. [36] address the problems 
associated with security of web-contents, which is another 
essential concern in SEO process. The authors have used Long 
Short-Term Memory (LSTM) for identifying the possible 
threat in traffic associated with web-content while making 
redirection in HTTP. The study claims of successful control of 
such malicious redirection. Similar aspect of security 
consideration was also witnessed in investigation carried out 
by Liu and Fu et al. [37] where an SEO tool is required to 
confirm the vulnerability in the web-contents. The solution is 
provided by the author by considering phishing attack on web 
contents where feature learning is used. The study has used an 
unsupervised learning methodology in order to identify the 
insecure web-contents. Further, the model has also used a 
random walk of biased nature considering fusion of 
information over URL and structural information. 

Soliman et al. [38] have implemented a model using 
random forest for addressing the need of semantics and linked 
data of the web-contents. The implementation has used 
Resource Description Framework (RDF) where random forest 
is used for retrieving the current state of RDF for assisting in 
further classification process. Study in the direction of the 
recommendation system in SEO is also reported in work of 
Ismail et al. [39], where the focus is mainly towards 
customizing the recommendation system over web-contents. 
The study model has used fuzzy logic concept integrated with 
structural analysis for achieving adaptive recommendation 
system. Label propagation is another essential target to be 
achieved in SEO and it becomes quite challenging in presence 
of heterogenous information. Study in such problem is 
addressed by Hisano et al. [40] by storing a voluminous 
information in the form of a network followed by applying 
Jacobian iteration for learning weights. This technique also 
contributes towards performing better analysis. It should be 
noted that web-contents consideration in SEO will also be 
inclusive of presence of multi-media file systems too. It is 
found that identification of highlights of such files is 
completely dependent on trained data curated by human. This 
hinders scalability as well as is expensive in nature of 
deployment. This problem is addressed in work of Kim et al. 
[41] by introducing a ranking mechanism using deep learning 
technique in presence of noise. The technique is completely 
free from any category as well as harnesses such web-contents 
that are weakly supervised. 

A unique work carried out by Lister [42] has considered a 
use-case of improving knowledge transfer using machine 
learning approach. The idea of this model is to make use of all 
the essential geo-spatial information associated with 
educational system and use them for constructing content, 
searching relevant contents, and exploring essential knowledge 
contents. This process exponentially facilitates for SEO 
implementation over educational system. Adoption of SEO 
towards education system is also investigated by Peralta et al. 
[43] where a problem associated with tedious search process by 
teacher in finding appropriate content is addressed. The study 
has used a probability-based computational framework 
followed by resource classification in the form of clusters to 
make the search easier. Studies towards educational system 
further continues in the work of Rahman and Abdullah [44] 
which deals with more about customization of 
recommendation system. 

Credibility is another essential attribute to be considered 
during SEO operation in order to assess the source of 
information. Such motive is seen to be implemented in work of 
Mahmood et al. [45] where reputation computation is carried 
out by eliminating the negative referrals. The study has used 
feedback-based Bayesian network in order to compute the level 
of expertise. Further, the work of Massaro et al. [46] have used 
neural network along with LSTM in order to assess the 
influence of web-content over an experience of user. Social 
network plays a dominant role in its interactive web-content 
where SEO plays a significant challenge to promote 
information on such platform in presence of complicated 
connected nodes in social network. Such problem is addressed 
in Abu-Salih et al. [47] where it targets to find the social 
influencer on the basis of domain considering both machine 
learning and semantic analysis. Further study towards social 
network is also seen in work of Tey et al. [48] and Xu et al. 
[49] where a recommendation system is built. The work carried 
out by Serrano [50] has investigated the impact of deep 
learning for computing the learning relevance towards 
searching voluminous web-content. It is to be noted that a 
structured corpora is required for building effective SEO as 
noted in work of Tahir et al. [51]. The work carried out by 
Yuan et al. [52] have used a supervised learning approach for 
feature normalization in order to improvise the interaction 
process of web contents. Further work is also carried out by 
Zhou et al. [53] towards user preference and recommendation 
of video tags is carried out by Zhou et al. [54]. Table II 
highlights the summary of the work being discussed in this 
section. 
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TABLE II.  SUMMARY OF SEO USING ML TECHNIQUES 

Authors Problems Techniques Advantage Limitation 
Boppana and 
Sandhya [35] 

Error minimization during 
recommendation 

RNN, clustering Achieves 99.6% of accuracy 
Domain specific 
implementation 

Burgess et al. [36] Malicious redirection LSTM Achieves 98.78% of accuracy Induces to spatial complexity 

Liu and Fu et al. 
[37] 

Identification of insecure web-
contents 

Unsupervised feature learning 
Achieves more than 95% of 
precision 

Induces complexity 
associated with feature 
matching during validation 

Soliman et al. [38] Effective search of web-contents Random forest Achieves 92% of accuracy 
Doesn't address prediction 
performance of retrieval of 
data 

Ismail et al. [39] Unstructured web-contents Fuzzy Logic Achieves 94% of accuracy 
Higher dependency towards 
ruleset 

Hisano et al. [40] Prediction (use-case based) 
Building network with 
heterogeneous data, weight 
learning 

Improved accuracy 
Case specific prediction of 
web-contents 

Kim et al. [41] 
Identification for highlights of 
multimedia file system 

Deep learning using ranking Category independent 
Iterative process, not 
applicable for active SEO 
tool 

Lister [42] Adoption of knowledge contents Pedagogy-based learning 
Helpful for knowledge delivery 
system 

The model lacks adoption of 
constraints 

Peralta et al. [43] 
Complex search process of 
educational content 

Recommendation system 
using Probability, annotation 
of learning resources 

Better performance for hybrid 
recommendation 

No benchmarking 
computationally 

Rahman and 
Abdullah [44] 

Customization of educational 
contents 

Profile-based learning system, 
decision tree 

Effective learning outcomes on 
real-test 

No benchmarking 

Mahmood et al. 
[45] 

Credibility analysis Bayesian network (Feedback) Good convergence performance 
Applicable for smaller 
network of web. 

Massaro et al. [46] 
Intelligent score allocation of 
webpage 

LSTM, Neural network Simplified modelling 
Restricted to smaller number 
of webpages 

Abu-Salih et al. 
[47] 

Extracting contextual contents of 
social network 

Sentiment analysis, machine 
learning, retrieval of 
influencer, graphical 
approach 

Capable of processing larger 
data 

Domain-dependent 
implementation 

Tey et al. [48] 
Recommendation issue in social 
network 

Personalized recommender Simplified structural model 
Not applicable for complex 
network 

Xu et al. [49] 
Personalized search and 
recommendation 

Ontological similarity 
Disambiguation in 
recommendation design 

Model dependent on human 
intervention towards input 
feature 

Serrano [50] 
Investigational study towards neural 
network 

Review study towards 
ranking and relevance of 
learning models 

Random neural network to have 
higher scope 

Doesn't specifically 
considered internal 
processing of SEO 

Tahir et al. [51] Reliable corpora building Generation of corpora 
Mean yield of crawling 
improves significantly 

Specific to language 

Yuan et al. [52] 
Optimizing interaction of web 
contents 

Supervised learning Energy reduction 
Assessed on one type of 
client application 

Zhou [53] 
 

Evaluation of ranking performance Gain attribute learning 
Minimize dependencies on 
labelling 

Highly iterative scheme 

Zhou [54] Recommendation (video tag) Deep learning Scalable model For smaller data 
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V. EXISTING SEO TOOLS 
At present, there are various commercially available SEO 

tools which are meant to productively use time and effort 
towards performing data analysis and research. Some of the 
existing SEO tools commercially used are as follows: 

A. Commercial SEO Tools  
• Ubersuggest: This is a free SEO tool that is meant to 

determine the best suited keywords followed by 
concluding the intention behind it. It does so by 
exhibiting both the long and short phrases of top ranked 
webpage. An exclusive report is generated on the basis 
of trend analysis, degree of competition, and quantity of 
keywords [55]. 

• Moz Pro: This SEO tool is considered as one of the best 
products by experts owing to its up-to-date services 
even compared to Google services with search 
algorithm. Various beneficial response are facilitated to 
the user via its recommendation system. Apart from 
this, it also offers recommendation of various keywords 
that contribute towards increasing page ranking. 
Various web-metrics are retrieved from client 
application in order to assess its performance via this 
SEO tools [56]. 

• KWFinder: The prime motive of this SEO tool is to 
assist in evaluating all the keywords with long trail that 
has minimal competitive level. It can perform 
evaluation of ranking as well as enhancement of 
specific key metric in order to upgrade popularity of 
webpage [57].  

• SEMRush: This is one of the most frequently used 
digital marketing tool which facilitates the user to verify 
the ranking of their webpage. It also performs feasibility 
analysis for new ranking as well as analysis among 
different domain. Therefore, it offers significant 
privilege to assess their services with that of 
competitors on the basis of analytical report [58].  

• Google Search Console: This tool is freely available for 
all users facilitated by Google. This tool can be used for 
indexing the sitemap of the webpage by adding their 
code or via using Google Analytics. This SEO tool also 
let the user control about the indexing policies as well 
as it also controls the representation structure of the 
website. Apart from this, the complete visualization and 
usage aspect of the user can be controlled by this SEO 
tools [59]. 

• Ahrefs: This SEO tool is mainly used for online 
crawling of the websites. The core purpose of its usage 
resides in finding out the backlinks used by the 
competitor. Further, it is also used for exploring the 
contents with highest links as well as it can also repair 
the broken links to find out popular web-contents [60]. 

• Serpstat: This tool is used as a hacking platform for 
achieving goals of content marketing and SEO. It 
carries out all the task that is required for managing 
team to analyze the competitors. It also has an enriched 

availability of competitor analyzed data as well as all 
the aggregated keywords [61]. 

• There are also various other commercially available 
SEO tools e.g., Screaming Frog [62], Keywords 
Everywhere [63], Fat Rank [64], Siteliner [65], 
SEOQuake [66], Google Trends [67], Majestic [68], 
Woorank [69], SpyFu [70], etc. Further, information 
about the beneficial and limiting attributes of all the 
discussed commercially used SEO tools are as follows: 

B. Beneficial Attributes Existing SEO Tools 
The first advantage of majority of these SEO tools are that 

they are free of cost. The paid tools are based on usage 
patterns. Majority of them are reported to use local SEO tools 
in order to optimize the localized traffic. They are also mobile 
friendly as well as customer friendly while the recommendation 
services are based on experts. 

C. Limiting Attributes Existing SEO Tools 
A robust usage of SEO will yield a page with higher rank 

and this will also attract the attention of competitors. Hence, 
this is a continuous effort to be at top of rank, which is 
extremely challenging. There are fair feasibility of SEO to 
change which often causes uncertainty of consistency of ranks 
in upcoming times. The process of generation of response in 
SEO is quite a slower process. Even after frequent webpage 
updating, there is no assurance of timely results within a 
tentative duration of time. 

VI. EXISTING RESEARCH TREND 
At present, there are different categories of studies being 

undertaken for improving the performance of SEO. Table III 
highlights the research trends of using different standard 
approaches in SEO. 

TABLE III.  SUMMARY RESEARCH TRENDS ON SEP (2017-2022) 

Items Conference Journal Early 
Access 
Article 

Books Magazine 

Total 
manuscript 

298 70 12 3 3 

NLP-based 
approach 

2 10 0 0 0 

ML-based 
approach 

29 12 1 0 0 

Miscellaneous 267 48 11 3 3 

From Table III, it can be seen that there are very a smaller 
number of journal publications associated with both standard 
NLP and ML based approach in SEO as compared to 
miscellaneous approaches, which are normally application 
specific. The trend of minimal journal publication eventually 
means that both NLP and ML approach has just very a smaller 
number of research implementation in IEEE Xplore digital 
library. Similar trend of publication towards NLP and ML is 
also observed for other reputed publication of Elsevier, 
Springer, Wiley, etc. This concludes that there should be more 
attempts towards wholesome utilization of NLP and ML 
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approach for addressing the open-end research problems as 
illustrated in next section. 

VII. RESEARCH GAP 
After reviewing the existing approaches towards addressing 

the challenges in SEO, following research gap has been 
identified. 

A. More Focus on Local Problems 
A closer look into the existing approaches towards SEO 

shows that there are different variants of techniques in order to 
address specific set of problems or to cater up certain 
application demands. However, there is no existing framework, 
which can develop a solution towards addressing combined 
local problems over webpages e.g., duplicated contents, 
difference in performance in different computing device (e.g., 
PC, tablet, Smartphone), poor link building, inaccurate 
navigation system, not search friendly, inaccurate redirection, 
cluttered URLs, loading of page to be consuming high time, 
ignoring local search or not considering markup data. 
Although, all the above-mentioned problems have been 
individually found to be investigated, but they have not been 
combinedly addressed. Solving some of the local problems and 
ignoring the remaining of problems will eventually lead to 
impractical solution towards improving SEO. 

B. Few Emphases Towards Content Generation 
One of the targets of the SEO approach is to generate a 

precise content in order to meet the business objectives by 
reaching to maximum targeted customer. However, this is 
highly computationally challenging task. Existing approaches 
has evolved up with various techniques to ensure content 
quality, meta-data generation, and accuracy in its predictive 
approach. Such problems are mainly found to be solved using 
different variants of artificial intelligence and ML approaches. 
However, all such ML techniques suffer from serious 
drawbacks either of computational complexities or towards 
dependencies toward massive trained data. Existing ML 
approaches are also highly iterative and is mainly meant for 
passive mode of predictive operation. Therefore, they are less 
likely to be used for practical world application of SEO. 

C. Few Studies Towards Smart Content Management 
There is no doubt that ranking plays a significant role in 

SEO building process. However, such forms of ranking 
mechanism suffer from lower scale of adoption of objective 
function. Moreover, usage of existing deep learning scheme 
makes the process so much complicated and resource 
dependent that there is less scope of performing updating 
procedure. Without proper updating procedure, it is impossible 
to revise the solution being built for addressing local problems 
in SEO. At the same time, implementation of existing 
frameworks using NLP or ML will require serious re-
engineering process, which is definitely not a cost-effective 
deployment scheme. 

Hence, all the above-mentioned research gap are required to 
be bridged, without which a better form of SEO tool is 
impractical to be designed. 

VIII. DISCUSSION AND RESEARCH IMPLICATIONS 
In this survey work, the study explored the use of NLP and 

ML techniques in SEO. Through the literature review, it has 
been found that NLP techniques are particularly useful in 
improving the readability and quality of web content, while ML 
techniques are effective in analyzing various factors that 
influence search rankings. However, a combination of both 
techniques is often most effective, and there is a growing body 
of research on the integration of NLP and ML in SEO. This 
section delves deeper into the specific implications of these 
findings. The entire section includes discussing the practical 
implications of these findings for SEO practitioners and web 
content creators. Additionally, this section addresses challenges 
in the current research on NLP and ML for SEO, and suggests 
potential avenues for future research to address these issues. 

A. Findings and Discussion 
One of the most significant challenges in SEO is predicting 

and analyzing search engine algorithms. Based on the above-
mentioned discussion it has been explored that, both NLP and 
ML techniques have been increasingly used in SEO to help 
search engines better understand the intent and meaning of web 
content, and to improve search rankings. One of the most 
common applications is the use of NLP to better understand 
search queries and match them with relevant content. It can be 
adopted to identify the underlying meaning and intent of search 
queries, and then match them with the most relevant content on 
the web. Another way that NLP techniques can be used in SEO 
is to improve the readability and quality of web content. 
Researchers have developed tools that use NLP to analyze the 
readability, grammar, and spelling of web content, and provide 
suggestions for improvement. On the other hand, ML 
techniques have been also be used to improve SEO in a number 
of ways. One of the most common applications is the use of 
ML to predict search rankings. Researchers have developed 
algorithms that use ML to analyze various factors that 
influence search rankings, such as keyword density, backlinks, 
and user engagement, and then make predictions on which 
websites are most likely to rank highly. 

Irrespective of various number of research-based models 
being evolved, there are still an open-end problems associated 
with the performance of SEO. From commercial application 
viewpoint, existing studies don't promote towards potential 
links exploration while developing the model which will 
present the client webpage towards maximized rankings of 
search engine. The existing models do offer some solution to 
promote the popular content based on domain specific 
frameworks; however, there is lack of consistency towards the 
link building process. Irrespective of various study 
implementation using NLP, existing research work also doesn't 
seem to consider much of content management programs along 
with considering complexities of data within it. One such issue 
is presence of iterative tags of title, which still existing NLP is 
not able to address properly. The content management using 
NLP is required to be consistently updated, without which 
dynamic crawling could lead to ineffective convergence of 
search operation of web contents. Although, existing 
contribution of ML are quite notable; but they are also scattered 
as well as highly specific to use-cases. Hence, adoption of such 
models will be quite expensive and will require time-to-time 
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update and amendment based on business structure. At present, 
there is no generalized architecture or framework to address 
global problems all together. There is an increased proliferation 
in using different variants of ML approach towards optimizing 
various essential operation in building an effective SEO. 
However, existing ML approaches are mainly iterative, 
demands voluminous set of data, and doesn't have much 
consideration of multi-objective function along with adoption 
of practical constraints. This further reduces the scope of 
predictive approach and hence, existing SEO has not yet 
harnessed the full capabilities of ML approaches in order to 
gain a better result. 

B. Remarks and Implications 
It's difficult to determine which method is better, as both 

NLP and ML have their own strengths and weaknesses, and the 
choice of method will depend on the specific application and 
context. 

NLP techniques are particularly useful in understanding the 
natural language used in search queries and web content. They 
can help search engines better understand the intent and 
meaning behind search queries, and can also improve the 
readability and quality of web content. However, NLP 
techniques may not be as effective in analyzing more 
quantitative factors, such as keyword density and backlinks, 
which are important for search rankings. On the other hand, 
ML techniques are particularly useful in analyzing large 
amounts of data and identifying patterns that are difficult for 
humans to detect. They can be used to analyze various factors 
that influence search rankings, such as keyword density, 
backlinks, and user engagement, and can make predictions on 
which websites are most likely to rank highly. However, ML 
techniques may not be as effective in analyzing the natural 
language used in search queries and web content. 

While NLP and ML techniques are often used separately in 
SEO, there is also a growing body of research on the 
integration of these techniques. In many cases, a combination 
of both NLP and ML techniques may be most effective. For 
example, using NLP to better understand search queries and 
match them with relevant content, and using ML to predict 
search rankings based on a range of factors. Additionally, the 
effectiveness of either technique will depend on the quality of 
the data used and the specific algorithms and models used. 
Another area of research is the use of NLP and ML to identify 
and address black hat SEO techniques, such as keyword 
stuffing and link farming. An algorithm can be developed using 
NLP and ML to detect web content that has been artificially 
optimized for search engines and prevent websites from using 
them to manipulate search rankings. 

Although, the use of NLP and ML in SEO offers numerous 
benefits, but it also has limitations, including the accuracy of 
the algorithms used and the cost of implementing technology. 
As ML and NLP technology continues to advance, it is likely 
that it will become increasingly essential in optimizing website 
ranking and visibility. 

IX. CONCLUSION 
This paper has investigated towards the performance 

improvement approaches from research viewpoint towards 

developing a strong ecosystem of a holistic marketing. In this 
perspective, there are evolution of massive number of searches 
by the customers and digital marketers annually with an 
intention of fulfilling certain commercial targets. The prime 
outcome is to end up their search towards more relevant 
conclusive services or products. For this purpose, the webpage 
is required to be optimized for maximized ranking and higher 
visibility. Based on above learning outcomes, potential 
research gap is explored and the future work will be carried out 
towards addressing all the pitfalls of existing system as well as 
adopt all the beneficial points of the existing literatures. The 
first research gap is possible to be solved by developing a 
unique architecture integrating both NLP and ML approach, 
which will be capable to address majority of the local problems 
in building SEO using predictive page ranking approach. The 
second research gap can be solved by further improving the 
similar architecture and add novel functionalities towards 
efficient content generation process in SEO. A new variant of 
deep learning approach can be used with feedback connection 
over a tree-based network system. This will offer a capability to 
processes complete sequence of data available in web page. 
Focus will be also towards achieving better predictive 
generated data with lesser epoch values for confirming lower 
computational complexities. The third research gap can be 
addressed by further improving the same model using 
improved version of machine learning algorithm. In order to 
meet an optimization objective, a multi-objective function can 
be designed using three parameters i.e., state, reward, and 
actions in order to get more updated contents. 
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Abstract—A convolutional neural network (CNN) is a subset of 

machine learning as well as one of the different types of artificial 

neural networks that are used for different applications and data 

types. Activation functions (AFs) are used in this type of network 

to determine whether or not its neurons are activated. One non-

linear AF named as Rectified Linear Units (ReLU) which involves 

a simple mathematical operations and it gives better performance. 

It avoids rectifying vanishing gradient problem that inherents 

older AFs like tanh and sigmoid. Additionally, it has less 

computational cost. Despite these advantages, it suffers from a 

problem called Dying problem. Several modifications have been 

appeared to address this problem, for example; Leaky ReLU 

(LReLU).  The main concept of our algorithm is to improve the 

current LReLU activation functions in mitigating the dying 

problem on deep learning by using the readjustment of values 

(changing and decreasing value) of the loss function or cost 

function while number of epochs are increased. The model was 

trained on the MNIST dataset with 20 epochs and achieved lowest 

misclassification rate by 1.2%.  While optimizing our proposed 

methods, we received comparatively better results in terms of 

simplicity, low computational cost, and with no hyperparameters. 

Keywords—Rectified Linear Unit (ReLU); Convolutional Neural 

Network; activation function; deep learning; MNIST dataset; 

machine learning 

I. INTRODUCTION 

The concept of Artificial Intelligence (AI) revolves around 
creating intelligent machines that are able to simulate human 
thinking while Machine Learning (ML) is a branch of this 
concept that allows these intelligent machines to learn the 
hidden patterns from the input data [1]. Neural networks 
(NNs) as a subset of ML simulate the human brain using a set 
of algorithms. These networks consist of input, hidden, and 
output layers. These layers consist of neurons that mimic the 
structure of a biological neuron, where each neuron has inputs 
that are processed to give outputs, which in turn will be input 
to another neuron. When neural networks consist of more than 
three layers then they can be called Deep Learning Networks 
(DLNs) [2]. 

AFs play a critical role in DLNs to extract the results from 
the input values and thus determine whether the underline 
neuron is activated or not [3]. DLNs can be considered as just 
a linear regression without AFs, so appropriate AFs must be 
used to model a nonlinear DLNs. AFs classified as binary 
step, linear activation and nonlinear activation functions. 

Binary step function is a basic threshold classifier where some 
threshold value is decided to choose which output neurons 
should be activated or deactivated. Linear activation function 
is a simple straight line activation function that converts linear 
input signals into non-linear output signals. Nonlinear AFs are 
what make it easier for the DLNs model to adapt to a variety 
of data and to distinguish between outcomes; examples are: 
ReLU, Leaky ReLU, Sigmoid, Tanh and Softmax [4]. Some 
of these are suited to be used in hidden layers and others in 
output layers. 

There are two terms used in training the model, the first is 
the term feedforward, which is used in NNs to refer to the 
transition with specified weights from input to output, while 
the term backpropagation, as the name suggests, moves from 
output to input with readjustment of weights depending on 
loss values and then propagation processes straight ahead. 
This approach allows the use of gradient methods, such as 
gradient descent or stochastic gradient descent, to train multi-
layer networks and update weights to reduce loss [5] [6]. 
ReLU as a nonlinear AF has gained a lot of interest in research 

due to its simplicity, low computation cost and it avoids the 
vanishing gradient problem that inherent to the earliest AFs 
like tanh and sigmoid [7]. Despite all the previous advantages 
of this function, it has a problem called the Dying ReLU 
problem, which indicates that the neuron becomes inactive 
and outputs zero only for any input. This problem has been 
attributed to a high learning rate and a high negative bias [8]. 

ReLU was initially introduced by [9]; the researchers 
designed an electronic circuit to simulate a hybrid slug in 
which the latent cortex combines the digital selection of an 
active cluster of neurons with an analog response, and this 
behavior is achieved by dynamically changing the positive 
feedback inherent in recurrent cortical connections, this 
behavior, according to the researchers, created computational 
capabilities creates the process of stimulus selection, 
conferring the ability to modify and generate a spatio-temporal 
pattern in this cortex. 

ReLU was later used in object recognition by [10], and 
researchers summarized the three stages used to extract object 
features such as filter bank, nonlinear transformation and a 
kind of feature pooling layer emphasizing that most systems 
use one or two of these stages, assuming that the use of two 
stages gives more accurate results. The study demonstrated the 
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accuracy of this hypothesis by using nonlinear layers and 
pooling layers on different object data sets through either 
supervised optimization or unsupervised pre-training. 

ReLU was also popularized by [11] in the context of 
Restricted Boltzmann Machines. The study demonstrated how 
to create a more powerful type of hidden units for Restricted 
Boltzmann Machines (RBM) in object recognition and face 
comparison by combining weights and biases for an infinite 
set of binary units with approximating these stepped sigmoid 
units with noisy corrected linear units. 

Leaky ReLU [12] has added a slight slop in the negative 
range; this modification on ReLU ends the presence of dead 
neurons in the negative region by using a hyperparameter. 
Thereafter many leaky ReLU variants have been appeared like 
Parametric Rectified Linear Unit (PReLU) [13] which 
introduces a new learnable parameter as a slope for the 
negative part and Exponential linear unit (ELU) has used an 
exponential function to transition from the positive to small 
negative values [14]. 

The value of the loss function is related to the results of the 
model. If the value of the loss function is low, this means that 
the model will give good results [16]. Loss functions are 
divided into two types, classification and regression. 
Classification functions also divided into binary entropy 
loss/log loss and hinge loss. During the execution of AReLU 
the first function was used [15].  AReLU is applied on MNIST 
dataset that contains 70000 images of black and white 
handwritten digits divided into 60000 images for training and 
10000 images for Testing [17]. 

In this study, the decreasing value of the used loss function 
was exploited as an adaptive parameter to keep the network 
active. The study is presented into four sections: section two 
introduces the idea of ReLU, section three identifies the ReLU 
dying problem, and section four introduces the AReLU. 
Section five presents the results and finally section six is the 
conclusion. 

II. RECTIFIED LINEAR UNIT (RELU) ACTIVATION 

FUNCTION 

Artificial neurons are mathematical model that mimic 
human biological neurons and they are the basic building 
blocks of neural networks as shown in Fig. 1. 

 
Fig. 1. Artificial neurons representation 

Where                              
        states the linear function, accordingly the activation 
function       .          represents the inputs,          
illustrates the weights that connect inputs with perceptions and 
they measure the significance level of each input. The bias 
value (b) is added to the weighted sum of the inputs to prevent 
the activation function from getting a zero value. This linear 
results in linear modeling come from the linear mapping of the 
input function to output in hidden layers. The role of 
activation function is to convert these linear outputs into non-
linear outputs for further computation as in 

                                
        ; where α is the activation function. The literature 
has introduced many activation functions such as Sigmoid, 
binary step, Tanh, ReLU, Leaky ReLU, identity and Softmax. 

ReLU activation function can be described mathematically 
as in Eq. (1) and graphically as in Fig. 2, where x is the input 
to the neuron. The function f(x) equal zero for all negative 
input values and equal original input value for all positive 
input values as in Eq. (1). 

     max   x  (1) 

 
Fig. 2. ReLU representation 

ReLU avoids vanishing gradient problem occurred with 
other activation functions by preserving the gradient [18]. This 
problem is formed when the gradients of deep neurons vanish 
or becomes zero, this means that the deep layers of the 
network may not learn or learn very slowly [19]. Derivative 
Activation function is fundamental to optimizing neural 
network, the ReLU (x) can be expressed as: 

              

It can be simplified as follows: 

          {
      
     

 

The first order derivative of this function is: 
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And can be illustrated as: 

http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.165.6419&rep=rep1&type=pdf
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The final derivative is: 
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III. RELU DYING PROBLEM 

Dying ReLU problem is one limitation for ReLU where its 
neurons output is zero as illustrated by the red outline in Fig. 
3. 

 

Fig. 3. Red outline where ReLU outputs 0 

The normal situation for ReLU neurons is to stay active, 
update weights, and keep learning. Although this feature 
provides the power to ReLU through the sparsity of the 
network, it poses a problem when most of the inputs of these 
ReLU neurons are in the negative range, and the issue 
becomes more complicated when the output of most Neurons 
is zero, making their task so abnormal that they become 
inactive and unlearning. This inevitably causes gradients to 
fail to flow during backpropagation. 

The cause of this problem is due to two main factors: High 
Learning Rate and a Large Negative Bias. The former one 
allows faster learning with the possibility of a numerical 
overflow, while its very small value may never converge or 
stumble on a suboptimal solution. So choosing an average rate 
that is neither too large nor too small ensures an optimal 
approximation of the mapping problem as represented by the 
training data set. The best way to discover the value of the 
learning rate is through trial and error, not analytically for a 
particular model on a particular data set. This can be 
illustrated by the update process in backpropagation as shown 
in Eq. (2). 

                  (
      

        
) (2) 

where 
      

        
 is the derivative of error with respect to 

weight. We can see from Eq. (2) that giving a high value of 
the learning rate (LR) will cause a high value for the last part 

of Eq. (2)       (
      

        
), so subtracting large number from 

       will end up with highly negative       . These 

negative results cause negative inputs for ReLU, therefore 
generating the dying ReLU problem. 

Biases are extra inputs that ensure neurons are activated 
regardless of the input. Changing the value of the weights in 
the neuron changes the steepness of the curve without the 
ability to change it to the right or left, to change the curve to 
the left or right the value is changed. Giving a high negative 
bias value makes the ReLU activation input negative. To 
mitigate Dying ReLU problem, several techniques have 
emerged, all trying to keep the network active when the input 
is negative or zero. 

Leaky ReLU [12] demolished dead neurons in the negative 
part by adding a slight slop in the negative range using a 
hyperparameter (α= .1 or more) as shown in Eq. (3) and 
illustrated in Fig. 4. 

                         (3) 

 

Fig. 4. Red outline where leaky ReLU outputs less than zero 

Parametric Rectified Linear Unit (PReLU) [13] thereafter 
presented a new learnable parameter as a slope for the 
negative part as in Eq. (4): 

f                                               
 (4) 

And Exponential linear unit (ELU) used an exponential 
function         to transition from the positive to small 
negative values [14] as shown in Eq. (5). 

     {
      

           
 (5) 

IV. ADAPTIVE RECTIFIER LINEAR UNIT (ARELU) ON 

MNIST DATASET 

The study used the MNIST dataset of handwritten 
greyscale images, these images were size-normalized and 
centered in a fixed-size image available from NIST [20] as 
shown in Fig. 5 which shows the first 25 images of MNIST. 
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Fig. 5. Subset of MNIST dataset 

This dataset composed of approximately 70,000 
handwritten monochrome images of 0 to 9 (10 digits), each of 
which is 784 pixels in size, so that the input data is in pairs 
(70,000,784) and output (70,000, 10) as shown in Fig. 6. 

To form the network, the AReLU activation function were 
used in the hidden layer and softmax in the output layer. The 
used loss function is categorical_crossentropy and the 
optimizer is Adamax. The batch size is adopted to 128 and the 
number of epochs to 20. 

Once the output is generated from the final neural net 
layer, loss function (input vs output) is calculated and 
backpropagation process is performed where the weights are 
adjusted to get the minimum loss. Neural Networks are trained 
using the gradient descent process. This process consists of the 
backward propagation step which is basically chain rule to get 
the change in weights in order to reduce the loss after every 
epoch. 

 
Fig. 6. MNIST neural network 

The primary goal of AReLU is to mitigate Dying ReLU 
problem by improving the previous methods by using the 
adaptive Loss Function (Ɩ) parameter instead of 
hyperparameter one. Ɩ is multiplied by the input value as 
shown in Eq. (6) to transit from the positive to small negative 
values. 

     {
      

       
 (6) 

The AReLU has implemented by using Python 
programming language according to the algorithm shown in 
Fig. 7 and more illustrated in Fig. 8. It is noticed from the 
equation that there is no change in the case of the positive 
values, but only the change in the negative inputs, as we 
notice this in Fig. 9(a). 

 

Fig. 7. AReLU algorithm 

 

Fig. 8. AReLU flowchart 

The used structure of the deep neural network is shown in 
Fig. 9 that composed of four layers, one input layer represents 
the input shape as 784 image pixels, two hidden layers each 
composed of 512 neurons and the final 10 neurons layer that 
characterize the output layer. 

Binary Cross-Entropy Loss/Log Loss has been used as loss 
function in the model compilation process; where in this phase 
the loss function, the optimizer and the metrics are defined. 
This function is defined in Eq. (7); where N is the number of 
rows and M the number of classes.     are the corrected 

probabilities, a negative average is used to compensate for 
negative values resulted from calculating log value of 
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corrected probabilities because their values range between 0 
and 1. It is one of the most common loss functions used in 
multiclass classification problems. The value of this function 
decreases as the predicted probability converges to the actual 
label. 

        
 

 
 ∑ ∑             

 
 

 
  (7) 

Backpropagation in a network aims to make a change in 
the error value with respect to weights and this process is 
called derivative because its goal is to make a change in one 
value with respect to another. The first derivative of this 
function is: 
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The function starts with any initial    value; say 0.1 and 
then it is automatically adapted according to the initial loss 
function value. Fig. 9(b) shows the Graphical Representation 
of AReLU Derivative. It is evident that the values of the 
derivative are close to zero but are not zero in the case of 
negative values. 

The most effected activation function used in the output 
layer in the case of multi-layer classification problems is 
Softmax, which converts the raw outputs of a neural network 
into a vector of probability scores between 0 and 1. Its 
equations is defined in: 

             
   

∑     
   

⁄  

Where o is the input vector,      is the standard 
exponential function for   , N is the number of classes in the 
multiclass classifier and      is the standard exponential 
function for output vector and e is the exponential which is 
equal nearly 2.718. 

  
(a)AReLU   (b)AReLU and its Derivative 

Fig. 9. AReLU graphical representation and its derivative 

V. RESULTS 

Fig. 10 illustrates the relationship between the training and 
validation accuracy over 20 epochs, the accuracy escalations 
are noticed in the first three epochs, indicating that the 
network is learning fast, thereafter the curve flattens, 
indicating that there is no need for more epochs to further 
training the model. The model accuracy was 98.8% (meaning 

9880 of the 10000 images were predicted correctly!) and 120 
images were wrongly tagged (1.2%). 

 
Fig. 10. AReLU model accuracy 

AReLU gives better results based on the Misclassification 
Rate (MR) which is a measure of the percentage of 
observations that were incorrectly predicted by some 
classification model [21] and it’s calculated as in 

                        
                 ⁄  

The MR for our model was 1.2% where for PReLU is 1.62 
according to [22] as shown in Table I. This study measured 
the MR for different adaptive ReLUs including Sigmoid, tanh, 
MSAF, MSAf_Symmetrical, ReLU, LReLU, ELU and 
adaptive tanh. 

TABLE I.  MR MEASUREMENTS FOR ACTIVATION FUNCTIONS ON MNIST 

DATASET 

AF MR 

Sigmoid 7.01 

Hyperbolic Tangent 1.86 

MSAF 12.59 

MSAF_Symmetrical 11.28 

ReLU 2.08 

LReLU 1.68 

PReLU 1.6 

ELU 1.88 

Adaptive tanh 2.93 

Reading Fig. 11 which illustrates the relationship between 
training and validation loss, we can see the rapid loss in the 
training set at the first two epochs while validation loss 
remained almost constant for several epochs, in contrast to the 
loss level of the training set, which means that the model can 
be generalized to unseen data. 
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Fig. 11. AReLU model loss 

VI. CONCLUSION 

This article produced automatic and adaptive activation 
function in which it retained inherent characteristics of ReLU 
with simplicity, high accuracy, speed and low loss ratio. 
Expected diminishing characteristic of Loss function value has 
exploited in implementing the AReLU, this function is used to 
measure the difference between the current output and the 
expected output. Cross-entropy type is used in developing the 
ReLU as one of the most widely used loss functions in 
machine learning due to its role in better generalization and 
faster model training. This function is used in binary and 
multi-class classification cases. AReLU is implemented by 
using Python programming language on MNIST dataset of 
handwritten digits to get 1.2% classification Rate. The model 
maintained the gains that the previous methods indicated, such 
as simplicity, low computational cost, no fixed coefficients, 
and adaptation in nature. In the future, AReLU will be applied 
to different data sets and work to reduce the rate of 
misclassification while maintaining the characteristics of 
simplicity, low computational cost, and no hyperparameters. 
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Abstract—Because of recent technological and interface 
advancements in the field, the virtual reality (VR) movement has 
entered a new era. Mobility is one of the most crucial behaviours 
in virtual reality. In this research, popular virtual reality 
mobility systems are compared, and it is shown that gesture 
control is a key technology for allowing distinctive virtual world 
communication paradigms. Gesture based movements are very 
beneficial when there are a lot of spatial restrictions. With a 
focus on cost-effectiveness, the current study introduces a 
gesture-based virtual movement (GVM) system that eradicates 
the obligation for expensive hardware/controllers for virtual 
world mobility (i.e., walk/ jump/ hold for this research) using 
artificial intelligence (AI). Additionally, the GVM aims to 
prevent users from becoming dizzy by allowing them to change 
the trajectory by simply turning their head in the intended 
direction. The GVM was assessed on its interpreted realism, 
presence, and spatial drift in the actual environment in 
comparison to the state-of-the-art techniques. The results 
demonstrated how the GVM outperformed the prevailing 
methodologies in a number of common interaction components. 
Additionally, the empirical analysis showed that GVM offers 
customers a real-time experience with a latency of ~65 
milliseconds. 

Keywords—Artificial intelligence; dizziness; gestures; human 
computer interaction; user experience; virtual reality 

I. INTRODUCTION 
Virtual reality (VR) has been around for years, but it has 

only lately piqued the attention of customers and professionals 
as the technology grows increasingly economically viable. VR 
economies are exploding, with the overall global demand 
estimated to approach four billion revenues by 2025, involving 
45 million VR headset deployed and a global population 
coverage of 3% [1]. Human-computer interaction approaches 
in the earlier years compelled human behaviour to conform to 
the computer's capabilities; however, VR perspective is 
unique in that the computer now must mirror the actual 
environment to deliver the most authentic view feasible. To 
provide individuals an immersive experience, VR develops a 
variety of participation activities relating to visual, auditory, 
and tactile sensitivities. Widely available methodologies for 

VR mobility are heavily reliant on a controller to explore and 
move, or actual relocating in a constrained geographic space, 
disregarding proliferating necessities on the strategy for 
travelling an unregulated virtual space by physically strolling 
the user's legs, which causes fatigue [2]. The most extensively 
used VR movement methods are listed below. 

1) Gadgets: A frequent strategy for navigation in the VR 
world is to use gadgets such as joysticks and head orientation 
tracking with Gyro in VR head mounted displays. For 
consumers focused on control movement in VR, these gadgets 
are intuitive and comfortable, straightforward to use, and 
productive. However, because of a perceptual mismatch [3] 
between visual and vestibular inputs [4], joysticks frequently 
influence the vision to act swiftly [5] and erratically, creating 
dizziness [6]. 

2) Teleportation: Another typical strategy for reducing 
dizziness is to provide many gateway locations allowing 
players to swiftly move from one location to the next. 
Unfortunately, due to the discontinuous movement that 
negatively impacts the user's experience and may induce 
vertigo, these tactics are not organic enough to boost the 
interactive experience in the virtual environment [7]. 

3) Walking-in-place (WIP): The WIP approach allows 
users to travel in a specific location while controlling the 
character's motion and orientation using real body gesture 
detection sensors such as Microsoft Kinect [8]. This technique 
enhances the matching among mechanoreceptors of data from 
a person's body movements and tactile senses through 
machine screens, rendering it more natural and potentially 
lowering operator dizziness. Nevertheless, this technique 
requires the user to remain in one place and use their entire 
body, as well as a large amount of underlying hardware, that 
are costly and not available to all. A good travel experience, 
on the other hand, must cause less fatigue in a walk-through 
arrangement [9]. 

4) Hand gestures: In virtual reality, a gesture is a stance or 
motion of the user's body which is employed as input. The 
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WIP approaches tend to depend on the same gesture for 
triggering forward perspective motion: leg gestures like those 
used while climbing a stairway [10]. This motion emerges to 
be more exhausting than actual walking. Hand gestures, on the 
other contrary, can be an organic and efficient technique for 
controlling motions in virtual reality. Furthermore, movement 
based on hand gestures has the benefit of requiring less 
exertion and decreasing dizziness as it can be performed while 
sitting or standing [11]. For VR engagement, there are a range 
of gesture communication devices that facilitate 
communication more authentically with items in the virtual 
environment. These gesture communication devices are 
classified on the mode of input as wearable sensor, touch, and 
computer vision [10]. 

The authors in current research introduce a gesture-based 
virtual movement (GVM) system to facilitate an inexpensive 
solution for supporting individuals with walk-through activities 
in virtual worlds, which allows customers to unwind while 
sitting or standing in a place as if they're in reality 

A. Key Contributions 
The authors' goal in this study is to enrich the user's 

immersive experience. The following are the major findings of 
this research. 

1) Cost efficiency: GVM is a low-cost solution that 
eliminates the requirement for any additional costly gesture 
recognition gear. 

2) Purging dizziness: GVM reduces dizziness by letting 
users modify their trajectory by merely tilting their head in the 
desired direction and hand movements for gesture recognition 
to move in VR. 

3) Handling strain: GVM relieves the user of physical 
strain. 

4) Usability: The usefulness of the suggested approach is 
demonstrated by user input on several factors such as 
interpreted realism, presence, and spatial drift in the real 
world. 

5) Real-time experience: With a latency of ~65 
milliseconds, the suggested system offers consumers a real-
time experience. 

B. Paper Organization 
The manuscript is further divided into sections. Section II 

presents a brief literature survey of the various VR techniques. 
Section III introduces the proposed model, GVM. Section IV 
explains the experimentation done and the results achieved that 
highlights the suitability of GVM. Section V concludes this 
research. Finally, Section VI highlights the future work. 

II. LITERATURE SURVEY 
Table I shows a comparison of various widely used VR 

movement methods based on the dimensions of motion 
sickness and physical strain. Hand gestures have been shown to 
be a remedy for motion sickness and physical strain; however, 
using a hand gesture detection system necessitates the 
acquisition of expensive gears. Thus, the authors introduce a 
GVM system to facilitate an inexpensive solution for 

supporting individuals with walk-through activities in virtual 
worlds, which allows customers to unwind while sitting or 
standing in a place as if they're in reality. 

TABLE I.  COMPARISON OF MOST EXTENSIVELY USED VR MOVEMENT 
METHODS 

# Methodology Motion Sickness Physically Straining 
1 Gadgets Yes Yes 
2 Teleportation Yes No 
3 Walking-in-place No Yes 
4 Hand Gestures No No 

Mine [12] proposes using hand-based communication to 
manage mobility and walk-through in a simulated world. An 
elevated hand-gesture tracer gadget, such as Leap Motion, is a 
unique technology which delivers input via hand gesture 
mapping, allowing for bare-hand interactivity [13] in a three-
dimensional world. Ni et al. [14] investigates menu selection 
employing freehand signals, whereas Kulshreshth et al. [15] 
provides the findings of the first thorough research on finger-
count panels to assess their suitability for 3D menu choice 
applications. Beattie et al. [16] demonstrates a CAD 
Engagement Facility that allows users to deconstruct a 
kinematic model in virtual reality and operate and analyse 
constituent parts. Lee et al. [17] offer TranSection, a hand-
based communication strategy for executing a strategy game in 
virtual reality. Salomoni et al. [18] describes research in which 
recreational virtual world interfaces are reconsidered in view of 
the rise of head-mounted displays. These concepts, 
unfortunately, do not yet include how to handle walk-through 
activity in a simulated world. 

Numerous studies have investigated ways to execute a 
natural and pleasant interaction approach in VR employing 
Leap Motion to solve this research gap. Codd- Downey et al. 
[19], for instance, offers a finger tracking movement approach 
that uses a 2DOF driving paradigm like typical mouse and 
keyboard control in 3D computer gaming. Khundam [20] 
presents a novel engaging single-hand-gesture control drive 
system with palm norm. The results reveal that controlling tour 
activity with hand gestures is more natural than to use a 
joystick. There are several aspects of VR controller hardware 
for diverse approaches, and some studies have developed a 
system that gathers multiple devices for a certain objective. 
The Oculus Rift and Leap Motion have lately been employed 
in several studies, particularly in virtual reality. Programmers 
are particularly interested in studying usage patterns and 
determining what the most productive utility for them in the 
future is through VR engagement. 

Prior studies on in-air controllers and hand monitoring 
intended to develop and deploy VR applications. The precision 
of hand monitoring is critical for a reliable system. Sato et al. 
[21] provide a technique for monitoring a user's hand in three 
dimensions and identifying hand gestures in real time even 
without any intrusive sensors connected to the hand. Several 
cams are used to assess the location and direction of a user's 
hand floating in 3D environment. A neural network that is 
adequately trained recognises specified motions in a rapid and 
reliable fashion. 3D item processing for a desktop machine and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

105 | P a g e  
www.ijacsa.thesai.org 

3D movement for a big holistic projection system are two 
typical applications. Many studies have been done on hand 
gestures and their uses. Chastine et al. [22] describe research 
comparing single hand gestures to typical keyboard, mouse, 
and controller input of first-person gameplay. The purpose of 
this study is to enable game analysts, architects, and builders to 
better understand how to include gesture control in current 
applications. The findings demonstrate that in FPS games, 
human rehearsals are crucial for gestural-based gaming system 
performance. As people continued through the activities, users 
were increasingly skilled at using the gadget, indicating that 
gesture-based handling can be used by users with no prior 
knowledge. This feedback helps programmers to employ Leap 
Motion as a device in virtual reality and ensures that there is a 
compelling incentive for them to do so in the long term. 

Many people use virtual reality headsets to interact with 3D 
models. Stefan Greuter and David J. Robert [23] present the 
SpaceWalk technology. This system, which consists of two 
hardware devices: a motion sensing unit and a cordless VR 
gear, allows for low-weight full-body VR experience while 
wandering around the living area. The preponderance of the 
equipment in this system are made up of an Oculus Rift (DK1) 
HMD and a backpack tablet which operates standard VR 
program (Unity3D) alongside their extension script that 
connects all the elements. Participants may move and engage 
with things in the virtual world in this research's living area, 
however this framework is not designed for huge VR 
environments. Webel et al. [24] describe how to build a 
moderate, fully interactive, stochastic virtual world setup that 
allows users to naturally perceive intangible cultural assets. 
They look at new technology including the Oculus Rift virtual 
reality headset, Microsoft Kinect, and the Leap Motion 
controllers. When it comes to constructing HMD VR 
situations, modern technologies such as the Oculus Rift HMD, 
Microsoft Kinect, and Leap Motion provide excellent results. 

The usage of the Kinect or Leap Motion in conjunction with 
organic conversational inputs lets users engage directly with 
the virtualized world. However, because of the user's 
movement control, this VR system is generally limited to the 
comparatively small region in front of the sensing element. As 
a result, adopting engaging hand gestures for motion in VR 
will increase the VR system's admin tools via rigorous 
positioning and replacing previous techniques. 

Users can employ an expanding number of input gadgets to 
engage with systems and apps. When building applications for 
technological innovations, though, there are no defined 
interface guidelines or benchmarks, and the customer 
satisfaction suffers the consequences. Jake Araullo and Leigh 
Ellen Potter [25] give a study that investigates the perspectives 
of a set of people who used the Oculus Rift and the Leap 
Motion device to play. The incorporation of blended 
conventional and non-traditional input methods, as well as 
depending on existing interface paradigms when leveraging 
innovative methods, were found to have a detrimental impact 
on system adoption in this study. 

The present research proposes a gesture-based virtual 
movement (GVM) system that eliminates the need for pricey 
equipment for immersive virtual movement (i.e., 
walk/jump/hold for this research) with a focus on affordability. 
By enabling users to alter the trajectory by merely rotating their 
head in the desired direction, the GVM also seeks to prevent 
users from feeling dizzy. 

III. PROPOSED MODEL 
The goal of authors is to employ user hand gestures to 

create movement in the virtual environment. The suggested 
GVM's overall process flow is shown in Fig. 1. The 
overall procedure is segmented into the following: 

 
Fig. 1. Process flow of the proposed model 
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• Input Processing 

• Gesture Identification 

• Database Interaction 

• VR Realization 

A. Input Processing 
The suggested approach uses streamed live video as an 

input. The footage is divided into frames at a 60 frames per 
second rate rather than being supplied directly to the model. 
Webcam data is used to provide each frame to the model that 
are further fed to an AI model for recognizing the hand 
landmarks. 

B. Gesture Identification 
An artificial intelligence (AI) model built on top of 

MediaPipe's [26] recognises the hand motions. A platform for 
creating pipelines that do interpretation over any type of 
sensory input is entitled MediaPipe. The AI model works in 
two phases i.e., palm detection and hand land-marking 
achieved through a palm detector and hand landmark model, 
respectively. 

• Using an aligned hand bounding box, a palm detector 
identifies palms on a whole input picture. A single-shot 
detector model tailored for cellular real-time is utilised 
to find the first hand placements. 

• A hand landmark model which generates high-
definition 2.5D landmarks based on the palm detector's 
clipped hand bounding box. After detecting the palm 
across the entire picture, a second hand landmark model 
uses regression, or direct location projection, to carry 
out exact feature point placement of 21, 3D hand-
knuckle positions inside the identified hand areas. Only 
six of them were used for the suggested gestures model, 
as seen in Fig. 2. The model acquires a reliable inherent 
hand posture depiction and is unaffected by self-
occlusions or semi-transparent hands. In every instance, 
the landmarks are almost perfectly spotted. 

 
Fig. 2. 3D hand-knuckle coordinates used in proposed model 

Rather than employing hard computing, authors have opted 
to soft computing to identify gestures more precisely. The 
proportionate placements of various landmarks serve as the 
basis for codes. Utilizing relative locations, 
authors programmed three distinct gestures: hold, move, and 
jump. 

• Hold: In this gesture, the radius is formed by the line 
connecting the wrist and the tip of the index finger, as 
shown in Fig. 3(a). 

• Jump: In this gesture, the radius of the circle is 
established by the line connecting the wrist and the pip 
of the index finger, and the tips of the remaining fingers 
are contained within the circle, as seen in Fig. 3(b). 

• Move: In this motion, all finger tips are located outside 
the circle, with the radius being the line between the 
wrist and the tip of the index finger (see Fig. 3(c)). 

Every live streamed hand gesture is labelled as either one 
of three (hold/jump/move) and further the gesture calculations 
are used to classify the gestures accurately. The gestures 
calculation starts with the identification of Euclidian distance, 
𝛿 between the coordinates of wrist (𝑥𝑤, 𝑦𝑤) and index finger 
pip (𝑥𝑖, 𝑦𝑖) as per equation (1) 

𝛿 = �(𝑥𝑤 −  𝑥𝑖)2 + (𝑦𝑤 −  𝑦𝑖)2 (1) 

After the 𝛿 is calculated, the behavior of index (j), middle 
(k), ring (l) and pinky (m) fingers are identified using equation 
(2) and (3) 

𝑎 = 𝛹𝑓𝑖𝑛𝑔𝑒𝑟∈𝑗(𝑥𝑓𝑖𝑛𝑔𝑒𝑟2 + 𝑦𝑓𝑖𝑛𝑔𝑒𝑟2 −  𝛿2) (2) 

𝑏 =  𝛹𝑓𝑖𝑛𝑔𝑒𝑟∈𝑘,𝑙,𝑚(𝑥𝑓𝑖𝑛𝑔𝑒𝑟2 +  𝑦𝑓𝑖𝑛𝑔𝑒𝑟2 −  𝛿2) (3) 

The gesture, Ω is the calculated based on equation (4) 

Ω = �
𝒉𝒐𝒍𝒅, 𝑖𝑓 𝑎 < 0 𝑎𝑛𝑑 𝑏 < 0
𝒋𝒖𝒎𝒑, 𝑖𝑓 𝑎 < 0 𝑎𝑛𝑑 𝑏 > 0
𝒎𝒐𝒗𝒆, 𝑖𝑓 𝑎 > 0 𝑎𝑛𝑑 𝑏 > 0

 (4) 

 
Fig. 3. Gestures for (a) Hold; (b) Jump; and (c) Move 

C. Database Interaction 
The AI Model [27, 28] subsequently sends the gesture to 

the real-time database (Firebase in current research), which 
updates the motion parameter with the potential movement 
gestures (isMove, isHold or isJump). The Firebase database 
gives the system the most recent value of the information as 
well as modifications to that information by using a single API. 
The clients are able to retrieve their data from any platform, 
including the web and mobile devices, owing to real-time 
synchronization. 

On the other side, the Unity3D Engine [29] is coupled to 
the real-time database. The Unity3D engine serves as the base 
layer for the present VR experience. Additionally, C# scripting 
is used to fetch data from the real-time database each time a 
database update is triggered. 
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D. VR Realization 
The user has complete freedom to roam around the area and 

may utilise gestures to commence any movement. In the virtual 
environment, neck movement provides the directional input. 
Users of Virtual Reality (VR) may freely spin their heads 160° 
while viewing the surroundings owing to rotational tracking (as 
presented in Fig. 4). 

 
Fig. 4. Neck movement for VR environment 

The user's head movement determines how the player 
rotates. The trajectory of the avatar's movement is controlled 
by the Head Mounted Display (HMD) spin. The field of view 
(FOV) of cell phone based VR headsets like Google Cardboard 
is only approximately 65 degrees (as presented in Fig. 4). The 
avatar travels both in translation and rotation inside the VR 
environment based on the data received. 

IV. EXPERIMENTS AND RESULTS 
Current research's objective is to assess the system 

behavior, empirical characteristics, and experience aspects that 
are most important for VR locomotion [30]. To evaluate the 
efficacy of GVM, a comparison research using four approaches 
i.e., walking-in-place, controller/joystick, teleportation, and 
GVM (the proposed approach) is conducted. Current research 
investigates the propose model on two aspects i.e., 1) Latency 
and 2) User Experience. 

A. Environmental Setup 
The HTC Vive headgear and Epic Games' Steam VR SDK 

for Unreal Engine 4 were used in the development of the 
experimented-with VR locomotion methods. With a display 
resolution of 1080 x 1200 (2160 x 1200 combined pixels), 90 
Hz refresh rate, 110 field-of-view, and complete 360 room-
scale human monitoring, the HTC Vive headgear allows high-
fidelity visuals. It is well known in the commercial VR 
industry and is made to use room-scale equipment, which uses 
sensors to transform a place into a 3D world. The HTC Vive 
monitoring system, an extra sensor that can be utilized to 
monitor tangible goods and translate them into activities or 
items in the simulated space, is supported by the system. Using 
a pristine HD 720p/30 fps camera with a diagonal field of view 
of 55 degrees and automatic light adjustment, the Hand 
Gesture Detection feature of Logitech C270 Digital HD 
webcam is employed. 

1) Walking in place: The participant's limb motions 
during walking in place must be converted into virtual reality 
activity. The participants' right foot-mounted HTC Vive 
tracker and HTC Vive controllers were used to record and, 
respectively, manage the VR movement velocity and 

direction. The VR movement velocity is closely correlated 
with the users' actual walking speed; that is, the quicker the 
participants moved around in actual situations, the quicker 
their avatars moved in the simulated space. Right footstep 
speed is used to imitate left footstep speed. The HTC Vive 
controllers' orientation affected the motion direction. Users 
have to manually turn themselves in the intended way in order 
to adjust the movement's trajectory. 

2) Controller/joystick: In this approach, the type of 
controller can be anything from a straightforward joystick to a 
gaming remote or a keyboard. To enable controller-based VR 
movement, the HTC Vive controllers have been used as a 
touchpad. Motion is initiated by tapping the touchpad, and the 
velocity of motion is controlled by where the thumb is placed 
on the touchpad. The HMD system displayed a directional line 
to indicate the direction of motion, which has been governed 
by the orientation of the HTC Vive controllers. 

3) Teleportation: With this method, you may point or use 
a controller to indicate where you want to teleport to. The 
HTC Vive Controllers' grip trigger is used. Whenever the 
trigger is pulled, a graphical signal that showed the 
movement's location, a ray accompanied by a marking on the 
simulated ecosystem's ground appeared. The trigger is pushed 
to initiate movement. The teleportation's orientation has been 
decided by the participant’s body orientation. 

4) GVM: GVM is a low-cost solution that eliminates the 
requirement for any additional costly gesture recognition gear. 
It reduces dizziness by letting users to modify their trajectory 
by merely tilting their head in the desired direction and hand 
movements for gesture recognition to move in VR. GVM 
relieves the participant from the physical strain. The 
usefulness of the suggested approach is demonstrated by user 
input on several factors such as interpreted realism, presence, 
and spatial drift in the real world. With a latency of 
approximately 65 milliseconds, the suggested system offers 
consumers with a real-time experience. 

The virtual 3D environment is build using Unity 3D 
Engine, version 2019.4.40f1 (LTS) and deployed for Android 
and IOS platform. A simple Unity3D scene as presented in Fig. 
5 is setup for the survey having 3D assets and paths to explore. 

Participants can perform various movement actions like 
Jump/Hold/Move within the environment and move freely. 
This investigation gathers information to create an assessment 
of the strategies' efficacy in real-world settings. It moreover 
gathers information through semi-structured questionnaires to 
create a "rich description" of the perspectives of the 
participants. 

B. Latency 
The duration that it takes for information which is fed at 

an end of the connection to appear at the opposite end is 
referred to as latency. Typically, authors gauge how long it 
takes for information to go from one end to the other. In this 
setup we actually measure the round trip time (RTT), the 
“latency” (time of event from real-time database to Unity3D 
Engine) can easily be estimated as Δi = 0.5 * RTT, where Δi 
represents the latency. 
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Scene 1 

 
Scene 2 

Fig. 5. Virtual environment created for experimentation 

The tests were run with both/all clients on the same 
machine, located behind a 100mbits connection. For the 
Firebase Real-time Database, the location [us-central1] was 
selected. The average latency for three hundred observations is 
used to summarize the time offset between the data flow and 
RTT is calculated as approximately 65 milliseconds. 

C. User Experience 
Utilizing the Game Experience Questionnaire (GEQ) [31], 

the user experience is assessed. Due to its capacity to address a 
broad variety of experiential aspects with strong reliability, the 
GEQ is a customer experience questionnaire which has been 
utilised in numerous areas (including gaming, virtual reality, 
and location-based services) [32, 33]. In numerous research on 
subjects including VR education [34], haptic engagement in 
VR [35], virtual reality orientation and mobility [36, 37] and 
virtual reality entertainment [38], the usage of GEQ has also 
been validated in the VR arena. The GEQ's Competence, 
Sensory and Imaginative Immersion, Flow, Tension, 
Challenge, Negative Affect, Positive Affect, and Tiredness 
categories are deemed pertinent and helpful for current 
investigation of the underlying strategies. According to a 
sequence of phrases in the GEQ questionnaire, the participant 
has been prompted to describe how he or she experienced 
throughout the encounter. It had 16 assertions that have been 
scored on a five-point severity scale from 0 ('not really') to 4 
('strongly') and included phrases like "I forgot everything 
around me". At the beginning of the research, demographic 
information was gathered, including age, gender, regularity of 
VR exposure ('never, seldom, often, and every day'), and 
familiarity with VR technology. 

1) Analysis of participants: Within our institution zone, 
the participants have been sought for between October 2022 
and December 2022. Participants needed to be physically 
capable of using VR technology, although prior VR 

experience wasn't really necessary. Participants have been 
informed of the possibility for dizziness as well as their right 
to withdraw from the research at any moment. To be a part of 
the study, every participant provided their informed 
permission. 

The four VR locomotion strategies were tested on thirty 
people (N = 30, mean age: 22.7, male/female: 18/12). Twelve 
individuals had only sometimes used virtual reality (VR), 
whereas eight people had used it regularly. Ten participants 
had never utilized VR. Twenty participants had earlier used 
VR; six had done so with HMDs and portable VR 
headsets, eleven had done so solely with HMDs, and three had 
done so only with portable VR headsets. Each participant 
finished the episode satisfactorily. 

2) Methodology: After providing the informed consent, 
the participants responded to demographic and VR encounter 
forms within approximately ten minutes’ duration. Then, the 
participants had additional trial opportunities to discover at 
their leisure and witness a "clean" rendition of the VR world, 
that is, one that had no time restrictions and did not use the 
VR locomotion approach for an average five minutes). The 
exercise was then completed by the participants within a 
duration of ten minutes on average. The participants may 
provide vocal comments while traversing using the GVM 
approach, and the investigators have been taking notes in 
order to tackle these issues in the discussion. The GEQ 
questions have been completed once the work has been 
finished within a duration of five minutes on average. 

3) Results & discussions: There have been thirty tasks in 
total, one for each participant. The typical assignment took 
thirty-seven minutes to complete. The GVM technique stood 
out magnificently outstanding in the majority of the GEQ 
constituents (i.e., Competence, Sensory and Imaginative 
Immersion, Flow, Tension, Challenge, Negative Affect, 
Positive Affect, Tiredness) after the couple mean leader board 
analysis (depicted in Table II). 

TABLE II.  GEQ RANKING FOR VR LOCOMOTION TECHNIQUES 

S.No. VR Locomotion Techniques Benchmark GEQ Rating 
1 WIP Ok 

2 Controller Borderline excellent 

3 Teleportation Good 

4 GVM Excellent 

The participants felt that WIP offered excellent degrees of 
immersion because of its authentic and organic movement. 
However, most participants indicated the approach to be 
exhausting due to the difficulty of translating actual body 
action to virtual reality motion. Others said this function added 
a certain amount of amusement, enjoyment, and exercise. 
Eventually, amidst the investigators attempting to take all 
necessary precautions, such as setting up a virtual boundary 
structure and an open area, participants still reported 
experiencing a pause in their exploration in the simulated space 
due to their fear of running into actual physical items in the real 
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world. It was discovered that the controller/joystick VR 
movement was simple to use and has been described as 
"pleasant," "simple," and "pleasant." However, a few users 
mentioned experiencing brief motion nausea at the beginning 
of the questionnaire job. 

Owing to its visible 'jumps' and irregular mobility, 
teleportation was deemed the weakest engaging of the four 
modalities. On the contrary, the participants judged GVM to be 
more engaging and competent than the majority of the GEQ 
aspects. In addition to reducing fatigue compared to WIP, it 
also eliminated motion sickness brought on by hand gestures. 
The user had fewer difficulties using GVM because of the 
predetermined hand movements. The majority of participants 
praised GVM and rated it as the easiest and perhaps most 
enjoyable approach. Fig. 6 and Table III shows n normalized 
mean value (NMV) between 0 - 10 of each technique for every 
GEQ Components. 

• Competence: The tests revealed that the Competence 
scores for the various strategies differed statistically 
significantly. On analyzing the Competence grade of 
GVM with all other techniques, the NMV showed 
substantial variances, favouring GVM with a NMV of 
8.87. 

• Sensory and Imaginative Immersion: The findings 
indicated statistically significant contrasts among the 
four strategies for the Sensory and Imaginative 
Immersion aspect   favouring GVM in close vicinity to 
WIP. 

• Flow: Following the test, there have been no 
appreciable variations in the Flow component amongst 
the four strategies; nonetheless, participants gave the 
Teleportation approach a higher rating. 

• Tension: GVM obtained the lowest mean value (3.64) in 
the assessment, followed by WIP, Teleportation, and 
Controller, in that order. 

• Challenge: The challenge score between GVM and 
Teleportation differed significantly according to the 
MSR, showing that GVM (mean value: 5.02) is a less 
difficult approach than teleportation and others. 

• Negative effect: The testing activity for Negative effect 
demonstrated significant differences throughout all 
technique analyses. In the mean assessment of GVM, 
WIP, Controller, and Teleportation, the GVM showed 
minimal negative effect. Teleportation on the other 
hand put extra strain on the participants due to 
continuous transition in the virtual world. 

• Positive effect: The GVM and teleportation had greater 
value, but the assessment did not reveal any changes in 
the Positive Affect component amongst the four 
approaches. 

• Tiredness: The Tiredness aspect exhibited substantial 
variations according to the assessment. In each instance, 
GVM, Teleportation, and Controller all scored much 
lower on Tiredness compared to WIP 

 
Fig. 6. Normalized mean value for various GEQ components 
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TABLE III.  GEQ COMPONENTS NORMALIZED MEAN VALUE FOR 
EXISTING TECHNOLOGIES 

Evaluation Parameter Proposed Method 
(GVM) 

WI
P 

Controll
er 

Teleportat
ion 

Competency 6.63 8.8
7 5.42 7.71 

Sensory and Imaginative 
Immersion 7.42 7.8

6 3.7 6.5 

Flow 8 8.3 8.9 7.63 

Tension 5.53 3.6
4 6.17 6.69 

Challenge 8.1 5.0
2 6.98 7.15 

Negative effect 4.96 3.1
8 7.17 3.89 

Positive effect 8.12 9.1 8.46 8.35 

Tiredness 8.85 4.0
2 6.32 4.9 

Fig. 7 shows overall positive components mean values for 
each techniques, positive GEQ components include 
Competence, Sensory and Imaginative Immersion, Flow, 
Positive Effect. In this the mean value of GVM is highest. 
Further, Fig. 8 shows overall negative components mean 
values for each technique, negative GEQ components include 
Tension, Challenge, Negative Effect, Tiredness. In this the 
mean value of GVM is lowest. 

 
Fig. 7. Mean value for various positive GEQ components 

 
Fig. 8. Mean value for various negative GEQ components 

V. CONCLUSIONS 
A range of hand gestures must be recognised and reliably 

classified by gesture recognizers in order to provide improved 

user interfaces for Virtual or Augmented Reality goods. This 
study compares the most common virtual reality mobility 
systems and finds that gesture control is a crucial technology 
for enabling unique virtual world communication paradigms. 
The present research proposes a gesture-based virtual 
movement (GVM) system using artificial intelligence (AI) that 
eliminates the need for pricey equipment for immersive virtual 
movement (i.e., walk/jump/hold for this research) with a focus 
on affordability. By enabling users to alter the trajectory by 
merely rotating their head in the desired direction, the GVM 
also seeks to prevent users from feeling dizzy. In comparison 
to cutting-edge methods, the GVM's interpreted realism, 
presence, and spatial drift in the real world were evaluated. 
According to the empirical analysis, GVM offers customers a 
real-time experience with a latency of ~65 milliseconds. 
Additionally, the results demonstrated how the GVM 
outperforms the existing techniques in many 
standard interaction elements. 

VI. FUTURE WORK 
A proof-of-concept for using hand motions identified by 

computer vision to enable movement in a virtual world is 
provided by the work discussed in this paper. However, there 
remains lots of opportunities for enhancement and more 
research. 

• Enhancement of Gesture Lexical Items: Authors aim to 
increase the number of hand gestures available for use 
in directing the movement of the virtual world. This can 
entail introducing fresh motions that let users navigate 
across the area or control items. 

• User Interface Layout: It will be crucial to create a user 
interface that is simple to understand and use as the 
system grows increasingly complicated and feature-
rich. We will investigate several methods for creating a 
user interface that permits individuals to swiftly and 
simply manipulate the virtual world in upcoming work. 

• User Experience: In order to enhance the user 
experience, we will research several ways to let users 
know when their gestures have been effectively 
identified. This can entail adding haptic or visual 
feedback features to let users know when they have 
performed a motion correctly. 

• Reduce delay: Making the virtual reality environment 
feel more realistic by lowering system delay may 
significantly enhance user experience. Optimizing data 
communication between the AI model and the Unity3D 
engine is one method for lowering latency. This can 
entail transferring data using more effective methods or 
requiring less data to be transferred in real-time. 

In conclusion, there are a wide range of prospective 
directions for further research in this field, including increasing 
the gesture lexicon, improving gesture detection, enhancing 
user interface, offering users input, and lowering latency. 
Future research in these areas has the potential to dramatically 
improve user engagement and increase the effectiveness and 
efficiency of the gesture-based movement mechanism. 
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Abstract—Various diagnostic health data formats and 
standards include both structured and unstructured data. 
Sensitive information contained in such metadata requires the 
development of specific approaches that can combine methods 
and techniques that can extract and reconcile the information 
hidden in such data. However, when this data needs to be 
processed and used for other reasons, there are still many 
obstacles and concerns to overcome. Modern approaches based 
on machine learning including big data analytics, assist in the 
information refinement process for later use of clinical evidence. 
These strategies consist of transforming various data into 
standard formats in specific scenarios. In fact, in order to 
conform to these rules, only de-identified diagnostic and personal 
data may be handled for secondary analysis, especially when 
information is distributed or transferred across institutions. This 
paper proposes big data privacy preservation techniques using 
various privacy functions. This research focused on secure data 
distribution as well as security access control to revoke the 
malicious activity or similarity attacks from end-user. The 
various privacy preservation techniques such as data 
anonymization, generalization, random permutation, k-
anonymity, bucketization, l-diversity with slicing approach have 
been proposed during the data distribution. The efficiency of 
system has been evaluated in Hadoop distributed file system 
(HDFS) with numerous experiments. The results obtained from 
different experiments show that the computation should be 
changed when changing k-anonymity and l-diversity. As a result, 
the proposed system offers greater efficiency in Hadoop 
environments by reducing execution time by 15% to 18% and 
provides a higher level of access control security than other 
security algorithms. 

Keywords—Privacy preservation; data privacy; data 
distribution; anonymization; slicing; privacy attacks; HDFS 

I. INTRODUCTION 
The widespread access to virtual health documents and 

assets controlled through Health Information Systems (HISs) 
enables to strengthen scientific studies, support care centers 
through medical education. It also assists various groups for 
fitness methods through management and governance (e.g., 
scientific audits for high-satisfactory development and care 
coordination) [1], [2]. Furthermore, health data is often 
processed and linked with different data sources, along with 
facts from scientific trials, having allowed for the harvesting of 
extra insights which might be beneficial. It is now no longer 
most effective for scientific practices, however additionally for 

designing and improving facts fitness structures and 
contributing to greater efficient policymaking [3]. While the 
benefits of secondary use of studies and nursing data makes 
vital for boosting the high-satisfactory of treatment. There are 
nevertheless several uncertainties regarding how this data is 
accessible, through whom, and under what conditions. Data 
sharing (in particular while it includes private and sensitive 
attributes and is made accessible to  the third party enterprise 
or geographical region in which it's miles engendered) can 
bring about a lack of privacy for individuals, along with users 
and health professionals, further to the requirement to gain 
earlier than taking part in research [4]. As a result, data safety 
and affected person privacy are vital demanding situations to 
address. 

Another problem in processing health data for secondary 
applications is informational discrepancies and diversity in 
clinical records and data. This is related to the lack of uniform 
data representation. Hospital Information System (HIS) 
handles both structured and unstructured documents. Although 
there are still many unresolved issues that may hinder the use 
of hybrid materials, especially disjointed health data, they are 
made possible by leveraging and efficiently integrating 
structured and semi-structured health information. There is a 
distinct position arising from their complementary use. In a 
single, structured way while considering data responsiveness, 
privacy can hamper, and ethical concerns raise [5]. Digital 
evidence should be transformed into a unified, standardized, 
and codified representation using modern methods such as big 
data analysis [6]. Proper use of this data requires the use of 
appropriate anonymization procedures. This paper presents a 
novel integrated architecture for collecting clinical data from 
heterogeneous sources and transforming them into formats 
useful for clinical secondary use while adhering to the above 
requirements. Proper distribution of attribute weightage is also 
important [7]. 

The main contributions of this paper are: 

• Protect the distribution of large heterogeneous datasets 
with a novel approach to maintaining privacy in 
Hadoop environments. 

• Defeat various network and database attacks such as 
SQL injection, collusion attacks and similarity attacks. 

The rest of Section II describes state-of-the-art systems that 
demonstrate previous work by various authors. The Section III 
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describes the research methods used for the proposed system, 
including a detailed description of the proposed architecture 
and execution flow. Section IV provides a description of the 
algorithm and determines how to handle large data distribution 
tasks. This section describes data protection against internal 
attacks and data security algorithms against external attacks. 
Section V focuses on the results and detailed discussion. 
Extensive experimental analysis and obtained results are 
defined in tabular and graphical formats. Finally, Section VI 
describes the conclusions of the proposed system and future 
issues. 

II. LITERATURE SURVEY 
This section describes various state-of-the-art systems used 

by previous researchers. According to [8], the newly proposed 
Secured Map Reduce (SMR) layer introduces a security and 
privacy layer between HDFS and the MR (Map Reduce) layer, 
and this approach is known as SMR model. A major value in 
this work is to facilitate data exchange for knowledge mining. 
This architecture ensures privacy and security for data 
consumers, addresses privacy scaling issues, and maintains a 
trade-off between privacy and utility. SMR models 
significantly reduce runtime and information loss compared to 
traditional techniques, and minimizes CPU and memory 
consumption. According to the work proposed in [9][10], 
current PPDM strategies have been exhaustively investigated 
and classified based on data modification methods. This is the 
researcher's main contribution and will help researchers in the 
field to fully understand the PPDM. In addition, they compared 
and considered the advantages and limitations of various 
PPDM approaches. The vast increase in customer data 
retention has spawned a new field of research known as 
privacy-preserving data mining (PPDM). The fundamental 
challenge of PPDM is to modify data using specific techniques 
and create powerful data mining models of the modified data 
while meeting specified privacy requirements and ensuring that 
information is available for intended data analysis activities. 
Current review studies aim to leverage data mining jobs 
without compromising the security of people's sensitive 
information, especially at the record level. 

In the research work proposed in [11], the authors provide a 
well-designed taxonomy that allows systematic and rigorous 
classification of this difficult research subject. Recently, the 
term “big data” has become popular. The proliferation of social 
networks, the Internet of Things (IoT), and the outsourcing of 
cloud computing have created an incredible amount, velocity, 
and variety of data. According to [12], authors proposed 
Mondrian-based k-anonymity method. A deep neural network 
(DNN)-based architecture is presented to protect the privacy of 
high-dimensional data. Experimental results show that the 
proposed method reduces data information loss while 
preserving privacy. Many companies actively or passively 
collect data from consumers. It also collects personal data from 
various databases. 

This data includes personally identifiable information (PII) 
that can be used to identify an individual. Data analysts and 
researchers have paid much attention to protecting privacy in 
the explosion of data for big data and cloud computing. 

Numerous data anonymization strategies and DNN privacy 
models have been thoroughly researched. 

In research activities [13], data analysts and academics 
have paid much attention to privacy-aware data distribution for 
big data and cloud computing. Various data anonymization 
approaches and DNN models have been thoroughly researched 
to protect privacy. A public identity-based PDP protocol for 
secure data storage helps to protect the privacy of many users. 
This approach allows TPA to correctly assess the integrity of 
group-shared data. According to [14], it is a privacy-preserving 
cloud-based mobile multimedia data exchange system with 
attribute names and values for each attribute, and only attribute 
names are visible in access policies. However, the attribute 
values are included in the cipher text. Encryption has two 
phases online and offline. Data owners can prepare the 
intermediate cipher text components in an offline step. After 
receiving a specific access policy and multimedia data 
encryption request, the data owner can quickly create the final 
legal cryptogram in an online phase. Most of the processing 
costs for verification testing and decryption are offloaded to 
cloud servers using a decryption outsourcing approach. 
According to the safety case, PPCMM is adaptively safe in the 
standard model. 

In research work [15], three strategies are used to ensure 
data confidentiality and integrity. It describes homomorphic 
encryption, order-preserving encryption schemes, and attribute-
based encryption. These strategies are best used in the cloud to 
ensure privacy. It is also ideal for big data to maintain 
efficiency and scalability for huge datasets for decision 
making. Big data is a vast accumulation of enormous data sets 
that cannot be analyzed by ordinary computing techniques. Big 
data is therefore a vast amount of rapidly changing data with 
mixed data types. According to [16], IoT deployments in many 
industries meet the privacy challenges faced by IoT in 
resource-constrained devices. It provides an opportunity to 
address some of the uses of blockchain in various fields and 
IoT privacy concerns. Based on the utilization of blockchain in 
IoT, authors proposed various research studies. This study aims 
to review current research on blockchain applications in IoT 
for privacy protection. After reviewing current solutions, it was 
determined that blockchain is the most effective way to avoid 
identity disclosure, surveillance, and tracking in IoT. 

According to [17], a new privacy utility approach uses 
lightweight elliptic curve cryptography (ECC) to protect 
privacy and particle swarm optimization (PSO) clustering to 
maintain utility. PSO is used to cluster datasets and ECC is 
used to ensure confidentiality of clustered datasets. The 
proposed method is tested on medical datasets and compared to 
other methods based on various performance criteria such as 
clustering accuracy, F-measure, data usefulness, and privacy 
metrics. According to [18], the various impacts of privacy laws 
on forensic investigations of embedded devices, the role of 
anti-forensics, and proposals for embedded forensic 
investigation guidelines and initiatives to address privacy 
concerns. 

They also proposed a SMART system that enables built-in 
digital forensic investigations to protect privacy at every level 
of traditional forensic frameworks. This protects cooperation 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

114 | P a g e  
www.ijacsa.thesai.org 

with unincorporated owners of embedded computers in 
cybercrime investigations. According to Slawomir Goryczka et 
al. [19], it is considered an insider attack against a number of 
data providers that insert records and attempts to take closure 
through covert attacks against records inserted by other 
providers. In this work, the authors proposed a secure 
multiparty computing protocol for ensuring privacy across 
multiple data providers. A research paper proposed in [20] 
identifies privacy issues related to big data and its use. It has 
been suggested that processing different types of data through 
different channels poses different threats to user privacy. The 
authors of [21] emphasized a no-delay framework for the 
release of medical records to protect privacy. The usefulness of 
published data is enhanced by a late validation approach. 
Similarity and skewness attacks could be possible when 
forming sensitive value groups for publishing records. In a 
research paper [22], [23], the authors proposed a framework for 
processing streaming data and measuring term similarity within 
groups using standard means and addressed the similarity 
attack issue. 

III. PROPOSED SYSTEM DESIGN 
Fig. 1 below shows the multivendor environment and 

different constraints for data collection. First, it collects 
synthetic and real-time data from a variety of sources, 
including medical systems, historical data, and runtime data 
collection from various web applications. This data may 
include sensitive user information. Also, records collected; 
need to create a privacy view when sending data. Malicious 
user can predict the data of provider by using background 
knowledge. There is need of the study that defines some 
security policies on the pre-trained model for secure data 
distribution. The problem of database attacks and privacy 
violations on privacy view works like a data hiding technique 
should be eliminated. 

 
Fig. 1. Multivendor environment and different constraints for data collection 

Fig. 2 shows the proposed system architecture with 
strategic execution. In data providers block, data collected from 
a variety of sources. It includes various systems such as 
medical systems, historical data, and runtime data collection 

from various web applications. As data collected is very large 
and considered as big data, nodes are added to process such 
large data. Using HDFS name nodes are added for processing 
of data as shown in Fig. 2. Data nodes will provide information 
for processing to generate privacy view and at the same time 
detect attack and attacker.  Name nodes are keeping directory 
view of all files in HDFS. Data nodes are sending information 
to these name nodes and respond to name node in all file 
operation of privacy view and attack prevention system. This 
data may include sensitive user information. This study defines 
some security policies on the pre-trained model for secure data 
distribution. Privacy view works like a data hiding technique 
that eliminates the problem of database attacks and privacy 
violations. 

 
Fig. 2. System architecture for privacy preservation and privacy attack 

detection in distributed environment 

A. Techniques for Maintaining Privacy 
Anonymization, generalization and slicing are the main 

methods used in the proposed model. In the anonymization, L-
diversity and K- anonymity methods are used. To increase the 
anonymization level, top-down and bottom-up generalization is 
used. Slicing basically relies on splitting attributes and tuples. 
For attribute split (vertical split), split data as {name},{age-
zip},{gender} and for tuple split (horizontal split), split as 
{t1,t2,t3,t4,t5,t6}. In attribute partitioning, age and zip code are 
quasi-identifiers (QIs), so they are highly correlated and thus 
partitioned together. These QIs may be known to the attacker. 
A tuple partitioning system should check the sensitive attribute 
(SA) column for L-diversity. Equivalence groups are created 
using K values of quasi identifiers in such a way that they 
indistinguishable from each other. In that equivalence class L 
different sensitive values will be added to make it impossible to 
identify value of individual from anonymized data. 
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B. Privacy Attack Detection and Prevention 
Another important feature of this system is the detection of 

privacy attacks and the prevention of the use of defined 
algorithms. End users can perform insider, collusion, sql 
injection and similarity attacks by making minor changes to 
update the actual value and making it available to another user. 
Using privacy protection and fingerprint generation 
technology, such attacks can be easily detected and prevented 
efficiently 

IV. ALGORITHM DESIGN 

A. Privacy View Generation 
It is similar to one-way hash functions to generate the 

privacy view. The goal of the algorithm presented is to keep 
sensitive data secure and avoid privacy intrusions. As a result, 
anonymous views on miniature buckets are generated. In 
algorithm step 1 to step 6 are used to read the input record wise 
and apply generalization on quasi-identifiers of the records. 
While performing anonymization on entire set of quasi-
identifiers, validation of that is done using K-anonymity. The 
records which do not satisfy the criteria of anonymization are 
added in bucket. Permutation is applied on records so that more 
records get anonymized. Step 7 to step 12 are applied for the 
pruning and creating final bucket after anonymization. 
Bucketization is used to avoid leakage of the records in case of 
privacy preserved view. It stores records which do not satisfy 
constraints after pruning and permutation methods. 

Algorithm 1: Algorithm for privacy view generation 
Input: Input dataset DSet, total number of data providers Dp,  
Constraint policy C {K_Anonimity, L_Diversity} 
Output: Privacy view (NT*) with selective provider  

Step 1: foreach (DSet till null) 

Step 2: foreach (col in table) 

              foreach (row in table) 

Step 3: Select quasi identifier (QiF) and set of sensitive      
           attributes (S_Att) 
Step 4: Executes generalization to classify the tuples in 
           QiF with multiple groups 
Step 5: Perform anonymization on entire set of attributes 

Step 6: While (validate data privacy(DSet, Dp, C) = 0) do 

             if (DSet[i]   DSet) validated with QiF then 

             add D[i] till K-anonimity 

             else break; 

             Bucket_List(i1)  DSet; 

Step 7: Apply permutation on dataset (DSet[i]=(I( null-1))) 

Step 8: Apply Pruning on(DSet) 

Step 9: Execute step 1,2,3 on Bucket_List (i1) 

Step 10: if (C != (DSet) && (Dp # 1)) 

              Bucket(i2)  Bucket_List (i1(j)) 

Step 11: Show (Bucket_List (i2)!=null) 

Step 12: end while  

Step 13: end for 

B.  Algorithm 2 
The top-down and bottom-up Algorithm 2 is similar to the 

base-up method. The main difference is in how coalition 
checks are performed, starting with 0-foe and working up. 

Algorithm 2: Algorithm Top down and Bottom up 
generalization view 
Input: Input dataset DSet, total number of data providers Dp,  
Constraint policy C {K_Anonimity, L_Diversity} 
Output: Privacy view (NT*) with selective provider 

Step 1 : Read data from dataset from bottom set or top set 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑[ ] = �(Row [n])
𝑚𝑚

𝑛𝑛=1

 

 
Step 2: Check data count with K-anonimity and L-diversity  
            for each block 
Step 3: calculate the fitness score F_Score(DataSet[]) 

Step 4 : if (F_Score >= Th) 

            Generate best generalized view as T* 

Step 5 : end loop 

Step 6: return T*; 

When an infringement by any foe is detected (early stop) or 
all m-policies are examined, the algorithm comes to a 
cessation. The algorithm represents the basic idea of a bottom-
up speculating approach. Using K-anonimity and L-diversity 
for each block in the dataset, fitness score is checked to 
generate the best generalized view of privacy preservation. 
This score is checked against the threshold value for the 
anonymization. 

V. RESULTS AND DISCUSSIONS 
The proposed system is implemented using Java 1.8 and 

NetBeans 8.0 in an open source Hadoop 2.0 environment. The 
Intel 2.7 GHz hardware setup is done with 12 GB of RAM. 
The Hadoop setup is done with a name node and two data 
nodes using a MapReduce process. According to the problem 
description, the results obtained are demonstrated using a 
standalone machine and a Hadoop system. The input dataset 
size is 101850 instances for both experiments, with and 
without Hadoop environment. Anonymized views are 
generated using a definition of C constraints, including K-
anonymity and L-diversity. Execution time is measured in 
milliseconds. Publishing the records using constraints is 
tedious task if the input data is large. In many cases data need 
to be preprocessed before giving to the privacy preservation 
system. This increased data with the need of preprocessing and 
formatting cannot be executed timely by existing infrastructure 
and framework. 
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TABLE I.  EXECUTION TIME FOR TRADITIONAL MACHINE WITH VARIOUS 
L AND K VALUES 

Measures Slicing Bucket Final Bucket 

L=8 and K=10 11586 1109 184 

L=9 and K=12 11776 1316 187 

L=10 and K=15 13330 1541 182 

L=11 and K=13 11891 1257 188 

L=12 and K=15 12950 1550 388 

 
Fig. 3. Execution time for traditional machine with various L and K values 

Table 1 and Fig. 3 show the time required to generate T* 
views as slicing, bucket generation and final bucket generation. 
This experiment was conducted on a typical configuration of a 
single machine. As a result, the execution time of all three 
processes increased even as the values of L and K increased. 

TABLE II.  EXECUTION TIME FOR HDFS WITH VARIOUS L AND K VALUES 

Measures Slicing Bucket Final Bucket 

L=8 and K=10 9827 225 222 

L=9 and K=12 7178 262 220 

L=10 and K=15 8773 271 186 

L=11 and K=13 9354 244 223 

After the privacy view generation, few records do not 
satisfy the constraints set by L-diversity and K-anonymity. If 
these records are dropped in the system, there is significant loss 
of information. In this proposed system, these records are 
stored in the bucket. Bucket is storage area where we can apply 
the privacy view generation constraints again. Few records 
may not satisfy the constraints in this stage also. Again 
dropped records are stored in the final bucket and applied with 
L-diversity and K-anonymity criteria. For different values of K 
and L execution time is varying. This execution time is 
measured in milliseconds. 

Fig. 4 shows the time required to generate T* views using 
different K and L values mentioned in Table 2. Graph shows 
the execution time in the Hadoop environment. 

Execution time on Hadoop is about 15-18% faster than on a 
standalone machine with a similar dataset. Increasing the L and 
K value will increase the execution time subsequently on 
traditional machine. On HDFS also there is increase in 
execution time with the increase in these values. Time for 
privacy view generation, bucket formation and final bucket 
formation is considered in the execution time. 

 
Fig. 4. Execution time for HDFS with various L and K values 

TABLE III.  EXECUTION TIME FOR TRADITIONAL MACHINE WITH 
CONSTANT (L=8) 

Measures Slicing Bucket Final Bucket 

L=8 and K=10 11586 1109 184 

L=8 and K=11 12994 299 174 

L=8 and K=12 13110 1180 180 

L=8 and K=13 11123 1229 196 

 
Fig. 5. Execution time for traditional machine with constant (L=8) 

Table 3 and Table 4 are enlisting the values for constant L 
value. Experiment is carried out using constant value 8. In this 
experiment, value of L-diversity is kept constant and varying 
k-anonymity values to illustrate the time required generating 
anonymized views. In this experiment, there is some variation 
in run time when both values are changed. As only K value is 
changed, more number of records will appear and available for 
creation of L-diverse sensitive group. So with increase in k 
values execution time is reduced. 
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TABLE IV.  EXECUTION TIME FOR HDFS WITH CONSTANT (L=8) 

Measures Slicing Bucket Final Bucket 

L=8 and K=10 8735 263 208 

L=8 and K=11 10362 325 214 

L=8 and K=12 9861 281 227 

L=8 and K=13 7675 238 213 

 
Fig. 6. Execution time for HDFS with constant L-diversity 

The Fig. 6 describes the similar execution according to Fig. 
5 in Hadoop environment. Almost 24% execution time is 
reduced using HDFS based a parallel execution. 

TABLE V.  EXECUTION TIME FOR TRADITIONAL MACHINE WITH 
CONSTANT (K=15) 

Measures Slicing Bucket Final Bucket 

L=10 and K=15 13330 1541 182 

L=11 and K=15 9500 1534 174 

L=12 and K=15 8184 1540 188 

L=13 and K=15 10424 1601 192 

 
Fig. 7. Execution time for traditional machine with constant k-anonymity 

Execution time for traditional machine with constant 
(K=15) is listed out in Table 5. Fig. 7 shows the generation of 
T* views with constant K-anonymity and different L-diversity 
using a standalone machine. The time required to create the 

final anonymized view of slices and buckets is reduced, even if 
the K and L values change. As multiple providers are providing 
electronic health records with disease as sensitive attribute, 
insider attack is possible. M-privacy algorithm takes care of 
collusion attack which takes place in multivendor environment 
[19]. But M-privacy algorithm cannot work on large scale data. 
In this research slicing and bucketization techniques are 
applied on big data using hadoop distributed file system. 

TABLE VI.  EXECUTION TIME FOR HDFS  WITH CONSTANT K AND 
DIFFERENT L VALUES 

Measures Slicing Bucket Final Bucket 

L=10 and K=15 9109 260 461 

L=11 and K=15 6555 269 232 

L=12 and K=15 7947 272 225 

L=13 and K=15 7755 242 219 

 
Fig. 8. Execution time for HDFS with constant k and different L values 

Table 6 and Fig. 8 above show the generation of privacy 
views with different values of L-diversity and constant K-
anonymity in the Hadoop framework. Slightly changing L-
diversity by the k constant does not make much difference. In 
many cases, the input data cannot satisfy the constraints of C, 
which can lead to longer times. 

VI. CONCLUSION 
In this paper, various privacy-preserving techniques for 

large-scale health datasets in distributed environments are 
implemented. Various privacy techniques such as data 
anonymization, generalization, random permutation, slicing 
and fingerprinting are used to protect and eliminate privacy 
attacks. This system provides maximum security in HDFS-
based distributed environments and standalone systems. This 
approach is effective when dealing with real-time data 
containing sensitive information. Experiments are evaluated on 
the entire execution using synthetic and real-time healthcare 
datasets. The system provides 100% privacy with privacy-
preserving technology while maintaining the highest accuracy 
in privacy-based data delivery. Implementation of various 
machine learning techniques for distributed dynamic data 
security is a future challenge for the system. 
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Abstract—Churn customer estimation method is proposed for 
improving sales. By analyzing the differences between customers 
who churn and customers who do not churn (returning), we will 
conduct a customer churn analysis to reduce customer churn and 
take steps to reduce the number of unique customers. By 
predicting customers who are likely to defect using decision tree 
models such as LightGBM, which is a machine learning method, 
and logistic regression, we will discover important feature values 
in prediction and utilize the knowledge obtained through 
Exploratory Data Analysis (EDA). As results for experiments, it 
is found that the proposed method allows estimation and 
prediction of churn customers as well as characteristics and 
behavior of churn customers. Also, it is found that the proposed 
method is superior to the conventional method, 
GradientBoostingClassifier (GBC) by around 10%. 

Keywords—LightGBM (light gradient boosting machine); EDA 
(exploratory data analysis); churn prediction; linear regression; 
gradient boosting method; GradientBoostingClassifier: GBC 

I. INTRODUCTION 
Churn customer estimation method is very important for 

improving sales. By analyzing the differences between 
customers who churn and customers and who do not churn 
(returning), a customer churn analysis to reduce customer 
churn is conducted through taking steps to reduce the number 
of unique customers. By predicting customers who are likely to 
defect using decision tree models such as LightGBM, which is 
one of a machine learning method, and logistic regression, for 
discovering important feature values in prediction and utilize 
the knowledge obtained through Exploratory Data Analysis 
(EDA). 

In order to predict churn customers, the method based on 
LightGBM and EDA is proposed here. LigtGBM is decision 
tree gradient boosting frameworks just as of XGBoost method 
and is convenient and fast machine learning method. Although 
there are differences in the details of the implementation 
method, there is no problem in thinking that they are almost the 
same framework in general. LightGBM is much faster than 
XGBoost method because it handles continuous values as 
histograms. XGBoost did not originally have this 
implementation, but now it is also possible to adopt a 
histogram-based algorithm with the parameter tree_method = 
hist. 

The comparison between XGBoost and LightGBM is also a 
research topic because gradient boosting is highly practical. 

There is "Benchmarking and Optimization of Gradient 
Boosting Decision Tree Algorithms" published in September 
2018 [1]. After testing XGBoost, LightGBM, and Catboost1, it 
is concluded that no method is clearly superior in all situations. 

The specific features and advantages of XGBoost and Light 
GBM is as follows, 

• No need to impute missing values 

• There is no problem even if there are redundant feature 
values (even if there are explanatory variables with high 
correlation, they can be used as they are) 

• The difference from random forest is that trees are made 
in series. 

On the other hand, approaches to data analysis can be 
broadly divided into a “hypothesis verification type” that 
verifies hypotheses with data and an “exploration type (EDA)” 
that generates hypotheses from data. Methods of data analysis 
are roughly divided into CDA: Confirmatory Data Analysis 
and EDA [2]-[6]. CDA is a general term for analytical methods 
aimed at hypothesis verification, while EDA is an analytical 
method aimed at obtaining hypotheses and knowledge from 
large-scale, multi-general data. EDA does not select 
explanatory variables in advance and performs exploratory 
analysis by seeking knowledge from a wide range of subjects. 
When we actually analyze data, we go back and forth between 
the hypothesis testing type and the search type to find out what 
we know. 

Data analysis requires setting hypotheses to be verified, and 
there is nothing to be gained from analysis without hypotheses. 
However, there are times when a hypothesis cannot be 
obtained. Therefore, in order to create a hypothesis, it is 
necessary to look at the data from various angles and explore 
trends. Therefore, an exploratory data analysis is performed. 

EDA can help by making sure stakeholders are asking the 
right questions. EDA helps answer questions about standard 
deviations, categorical variables, and confidence intervals. 
Once EDA is complete and insights are obtained, the features 
can be used for more sophisticated data analysis and modeling, 
including machine learning. 

The cost of acquiring a new customer is higher than the 
cost of retaining an existing customer, up to five times as 
                                                           
1 https://catboost.ai/en/docs/concepts/python-quickstart 
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much. Therefore, lowering the churn rate has a large positive 
impact on profits. Churn prediction is especially important for 
subscription-based services. By predicting churn, you can 
estimate CLTV (customer lifetime value) 2 and measure the 
growth potential of your business [7]-[19]. Also, customer 
churn is when customers cancel services such as subscriptions, 
and revenue churn is, for example, the loss of Monthly 
Recurring Revenue: MRR at the beginning of the month. 

Customer profiling method with Big Data based on Binary 
Decision Tree: BDT and clustering for sales prediction is 
proposed and tested with POS: Point of Sales data [20]. 
Furthermore, a modified Prophet+Optuna prediction method 
for sales estimations is also proposed [21]. In this study, churn 
customer estimation method is proposed and examined with 
POS data for improving further sales. 

In the next section, some of previous works are introduced. 
Then the proposed method for customer churn prediction is 
described followed by the experiment. Then conclusion and 
some discussions are described. 

II. PREVIOUS WORKS 
The 5:25 rule states that if you reduce customer churn by 

5%, your profit margin will improve by 25%. From a medium- 
to long-term strategy perspective, it is important to implement 
planned measures after fully considering the balance between 
the customer retention rate, the defection rate, and the 
acquisition of new customers. Selling products to new 
customers requires five times the cost of selling products to 
existing customers (1:5 rule). Reducing the probability of 
customer defection and increasing sales of existing customers 
are important for increasing corporate profits. 

It is important to maintain sales to reduce the withdrawal 
rate related to the top 20% of the treatment menu from the 
Partley's law3. A good way to identify the top 20% is to use a 
point card. With a point card, it is relatively easy to identify 
whether a customer is a regular customer or not. 

If the new customer development cost is 100, the existing 
customer retention cost will be 17 to 20. The top 20% of 
customers account for 60-80% of total sales. Furthermore, in 
the bottom 30%, the degree of contribution to sales is less than 
4%. The top 5% of customers with the highest loyalty often 
purchase related products. Reducing the defection rate 
(=increasing the rate of continuous purchases) has a large 
impact. 

If the defection rate drops from 30% to 20%, the company's 
expected total sales now and in the future will increase by 1.5 
times. A 10% increase or decrease in the attrition rate leads to a 
50% increase or decrease in sales. 

𝐶𝐴𝑉 = 𝑂𝐷 𝐶𝑁𝑆 𝐶𝑆
1−𝐶𝑃𝑅

 (1) 

where CAV: Customer Asset Value, OD: Overall Demand, 
CNS: Customer Number Share, CS: Customer Share, CPR:  
Continuous Purchasing Rate. 

                                                           
2 https://www.cccmk.co.jp/columns/hint3 
3 https://magazinn55.exblog.jp/5554516/ 

where, the share of the number of customers is the ratio of 
customers who purchase the company's products among all 
customers in the relevant market, and the intra-customer share 
is the ratio of the company's products to all purchases of the 
product group by one customer. In addition, 1-continuous 
purchase rate: customer defection rate = the ratio of customers 
who purchased the company's products to no longer purchase 
the company's products. 

For existing customers, the largest defection (=low repeat 
rate) occurs from the first purchase (F1, Frequency = 1) to the 
second purchase (F2, Frequency = 2). Also, if the purchase at 
F1 is not a regular purchase, the repeat rate from F1 to F2 is 
often about 20 to 40%. Furthermore, the repeat rate rises from 
F2 to F3, F3 to F4, etc., and when it exceeds F3, it rises to 
about 70 to 90%, and stable repeat earnings can be obtained. 

Possible reasons for separation are as follows. 

1) I did not get the results I wanted or could not get them. 
2) I felt that the price of the treatment was higher than the 

benefits obtained (e.g., I was dissatisfied with the cost 
performance). 

3) I felt dissatisfaction and anxiety about the company's 
response, not the treatment. 

Therefore, customer defection analysis is necessary. It is 
necessary to calculate the "customer defection rate", the 
percentage of customers who did not use the service for the 
second time or more during a certain period of time, from 
Customer Relation Management (CRM) data, and to analyze 
the trend of "what kind of customers are defected". In 
particular, if the customer abandons the service after using it 
multiple times, it is necessary to take a customer's purchase 
history, frequency, and questionnaire. 

For example, conducting questionnaires using Google 
Form, etc., and the "Frequently Asked Questions (FAQ)" page 
posted on the company's website have a great impact on 
customer satisfaction. , it is possible to avoid the risk of 
customers feeling dissatisfied and leaving. In addition, 
customer information in CRM is not just for approaching 
repeat customers, but it is necessary to collect and analyze data 
to grasp the tendency of customers who have already left, and 
to find out the reasons for leaving. 

III. PROPOSED METHOD 
First, customer churn is defined and then features of the 

customer churn are extracted from the customer data derived 
from the POS: Point of Sales data. 

Customer churn prediction is performed by the following 
method. 

• Theme setting: Define business problem and goals to 
be achieved →  Define Before →  After with 
monitorable metrics 

• Analytics design: Define the built model and necessary 
data → In many cases, data such as transaction history 
and CRM (customer relationship management) system 
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• Dataset generation: Preparing data and performing 
EDA, performing necessary preprocessing to create 
datasets suitable for machine learning algorithms. 

• Predictive model training and testing: Train a churn 
prediction (departure prediction) model using various 
machine learning algorithms for classification 
problems → test the learned prediction model 

After that customer churn is characterized and estimated 
based on LightGBM. Meantime, ROC (Receiver Operatorating 
Characteristic) curve evaluation method 4  is applied to the 
estimated churn ratio followed by feature importance is 
analyzed. 

Some of the countermeasures are proposed for mitigation 
of customer churn. 

IV. EXPERIMENT 

A. Data Used 
We used POS customer data from 1 September 2009 to 

December 31, 2021. The outline of the data is as follows: 

1) Total number of customers (persons) 878,181 Number 
of unique customer IDs 

2) Total number of cases (cases) 8,857,257 Number of 
sales item IDs (cut and color are counted as 2 cases, discounts 
are also counted as 1 case) 

3) Cancellation of sales (number of cases) 350,017 
Number of sales cancellation details 

B. Definition of Customer Churn 
A customer who visited the store in the previous three 

months did not return to the store in the next three months, and 
a customer who did not visit the store was defined as a churn. 
To give an easy-to-understand example, it was defined as "out 
of the customers who visited the store between January and 
March, the customers who visited between April and June 
returned, and the customers who did not visit the store were 
rejected." 

The format of the final churn prediction output is as 
follows. It is a specification that predicts the probability that 
each customer will defect in the next three months. In other 
words, the customer ID and the likelihood of churn are 
represented as paired data as shown in Table I. 

TABLE I.  FORMAT FOR OF THE FINAL CHURN PREDICTION OUTPUT 

Customer_ID: Chance_of_Customer_Churn 
1 5% 

2 50% 

3 30% 

About 65,000 customers visited all stores from January to 
March 2021, and customers who visited between April and 
June returned to the store, and those who did not return to the 
store. 

                                                           
4 https://zero2one.jp/ai-word/roc-curve-and-auc/ 

“0” in Fig. 1 represents recurrence and “1” as customer 
churn. The overall churn rate was about 42%. 

 
Fig. 1. Overall customer churn 

The features used are shown in Table II. 

TABLE II.  FEATURES USED IN THE POS DATA ANALYSIS 

Schema_name description 

customer_id Customer ID 

visits_count Number of visits 

unit_price_ave Average unit price per store 

first_visit_date Customer's first visit date 

last_visit_date Customer's last visit date 

gender Gender 

age Age(customers_who_do_not_enter_are_0) 

distance Distance_to_the_store_calculated_from_the_zip_
code 

menu Categorization_by_menu 

unit_price_per_visits_co
unt 

Average_unit_price_per_visit/number_of_visits 

C. Preliminary Results 
1) The difference between churn customers and non-churn 

customers: The difference between churn customers and non-
churn customers was evaluated from the number of visits. The 
results are shown in Fig. 2. In the figure, orange indicates 
churn and blue indicates return. The lower the number of 
visits to the store, the higher the attrition rate, and the higher 
the number, the lower the attrition rate. There is a marked 
difference. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

122 | P a g e  
www.ijacsa.thesai.org 

 
Fig. 2. The difference between churn customers and non-churn customer 

2) Average cost per visit: Customers with low unit prices 
have a high churn rate, and customers with high unit prices 
have a low churn rate. However, there is no big difference 
depending on the unit price as shown in Fig. 3. 

 
Fig. 3. Average cost per visit dependency against churn rate 

3) Customer's first visit date: The horizontal axis in Fig. 4 
indicates how many days before the first visit to the store from 
the analysis point. This time, we analyzed customers who 
visited the store from January to March, so March 31st was 
the day before. From this, we can see that the churn rate is 
higher for people who first visited the store recently, and the 
churn rate is lower for people who first visited the store a long 
time ago. These differences are significant. 

 
Fig. 4. Customer's first visit date dependency against churn rate 

4) Customer's last visit date: The horizontal axis in Fig. 5 
shows the number of days before the last visit from the point 
of analysis, just like the date of the first visit. This time, we 
analyzed customers who visited the store from January to 
March, so March 31st was the day before. From this result, we 
can see that the withdrawal rate is lower for those who last 
visited the store more recently, and the withdrawal rate is 
higher for those who last visited the store more than 50 days 
ago. 

 
Fig. 5. Customer's last visit date dependency against churn rate 

5) Gender: The churn rate is lower for men than for 
women (the churn rate for those entered as women exceeds 
60%, but for men it is a little over 50%) as shown in Fig. 6. 
Customers whose gender is unknown (not entered) have a 
very low churn rate. The reason for that is unclear. 
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Fig. 6. Gender dependency against churn rate 

6) Age: The churn rate is high for those in their 20s and 
30s and decreases for those in their 50s as shown in Fig. 7. 

 
Fig. 7. Age dependency against churn rate 

7) Service menu: We categorized customers according to 
the menu they ordered the most and investigated the churn rate. 
As a result, it was found that the rejection rate for dyeing 
white hair is very low at around 30%, while the rejection rate 
for child cuts and school cuts is high as shown in Fig. 8. 

 
Fig. 8. Service menu dependency against churn rate 

8) Average cost per visit / number of visits: Fig. 9 shows 
only those customers whose average unit price per visit/ 
number of visits is more than 2000 Yen in KDE 5 (Kernel 
Density Estimation). Customers with this value of 6,000 Yen 
or more seem to have a slightly higher churn rate. In other 
words, it seems that the churn rate is high for people who 
order expensive menus despite the fact that they visit the store 
less frequently. 

 
Fig. 9. Characteristics of the average cost per visit / number of visits 

                                                           
5 https://cran.r-project.org/web/packages/spNetwork/vignettes/NKDE.html 
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D. Customer Churn Prediction 
1) LightGBM based prediction of customer churn: The 

results of predicting customer churn using the above feature 
values (excluding distance to the store) are shown below. Fig. 
10 shows the feature value order of customer churn prediction 
using LightGBM. It can be seen that the number of visits to 
the store on the day of the first visit has a large effect and is 
greatly affected to the churn. 

 
Fig. 10. Feature value order of customer churn prediction using LightGBM 

2) ROC curve evaluation: ROC curve and Churn pct are 
evaluated. Each axis represents TPR (True Positive Rate) and 
FPR (False Positive Rate) and plots the TPR and FPR values 
when changing the threshold for classifying into Positive and 
Negative. As shown in Fig. 11, ROC curve and Churn pct 
(histogram) are seemed reasonable (not perfectly satisfied but 
marginal). Also, AUC (Area Under the Curve) and 
logarithmic function of loss are evaluated. As shown in Table 
III, both show reasonably satisfied values. 

TABLE III.  AUC AND LOGARITHMIC FUNCTION OF LOSS 

AUC 0.837 

Log_loss 0.496 

3) Customer churn characteristics: Customer churn 
characteristics are summarized as follows: 

a) Age: Younger customers have a higher attrition rate, 
and those in their 60s to 80s have a lower attrition rate. 

b) Gender: Female divorce rate is high. 
c) Number of visits: The lower the number, the higher 

the churn rate. 
d) Unit price (1 store visit): The lower the rate, the 

higher the withdrawal rate. 
e) Date of first visit: Most recent customers (customers 

who have recently visited for the first time) have a high churn 
rate. 

f) Date of last visit: The withdrawal rate is lower for the 
most recent visit. 

g) Menu: Low withdrawal rate for gray hair dyeing, 
high withdrawal rate for school and child cuts. 

h) Distance to stores: This hardly contributes to the 
churn rate and seems to depend on the availability of parking 
lots. 

 
(a) ROC curve 

 
(b) Churn pct (histogram) 

Fig. 11. ROC curve and churn pct of the churn rate prediction based on 
LightGBM 

V. CONCLUSION 
Churn customer estimation method is proposed for 

improving sales. By analyzing the differences between 
customers who churn and customers who do not churn 
(returning), we conduct a customer churn analysis to reduce 
customer churn and take steps to reduce the number of unique 
customers. By predicting customers who are likely to defect 
using decision tree models such as LightGBM, which is a 
machine learning method, and logistic regression, we discover 
important feature values in prediction and utilize the 
knowledge obtained through EDA. 

As results for experiments, it is found that the proposed 
method allows estimation and prediction of churn customers as 
well as characteristics and behavior of churn customers. Also, 
it is found that the proposed method is superior to the 
conventional method, GradientBoostingClassifier: GBC by 
around 10%. 

FUTURE RESEARCH WORKS 
Further investigations are required for improvement of 

prediction accuracy. We could be able to take measures such as 
sending DMs and coupons to customers with a 90% chance of 
churn. In order to increase the accuracy of churn prediction, not 
only LightGBM but also ensemble models such as Random 
Forest and logistic regression will be learned, and the accuracy 
will increase a little more. In addition, this time, we had the 
customers of all stores who visited the store during a specific 
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period learn, but if we try to learn for each store without 
narrowing down the period, a different result may appear. 
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Abstract—The broad usage of images in real-time 

applications demands a cloud infrastructure due to its 

advantages. Many use cases are built where the image data is 

shared, sharing becomes the core function, and the medical 

domain takes its broad advantage. The cloud is a centralized 

infrastructure for its all-operation usages; it depends mainly on 

the trusted third party to handle security concerns. Therefore, 

the privacy preservation of the image data or any data becomes 

an issue of concern. The distrusted system advantages are 

achieved using blockchain technology for image data security 

and privacy concerns. The traditional approaches of the security 

and privacy models raise many apprehensions as these are 

designed on the centralized systems of the data sharing 

mechanisms. It is also observed that large data files are not 

wisely handled, which demands building a framework model that 

takes image data and any other data of any size to ensure a 

dependable optimal security system. This paper presents a 

framework model to achieve optimal time complexity for 

securing the privacy aspects of the image data or any other data 

that uses space optimal file system using distributed security 

mechanism for both the storage and sharing of the data. The 

proposed framework model for optimal time complexity and 

security uses a duplication algorithm using stakeholder 

agreement to ensure efficient access control to the resources 

using the cryptographic approach to the Ethereum ecosystem. 

The performance metric used in the model evaluation includes 

the degree of availability and efficiency. On benchmarks, it 

performs well compared to the traditional cloud-built distributed 

systems. The quantified outcome of the proposed scheme exhibits 

a 42.5% of reduction in time for data repositioning, a 41.1% of 

reduction in time for data retrieval, a 34.8% of reduction in 

operational cost, a 73.9% of reduction in delay, and a 61% faster 

algorithm execution time in contrast to conventional blockchain 

method. 

Keywords—Blockchain; data security; Ethereum; image data; 

privacy; security 

I. INTRODUCTION 

In the real world, many applications may include the Map 
image, medical images, or any other real-time images to be 
stored and shared to meet their respective objectives of map-
based driving assistants, diagnostic systems for medical 
professionals, and smart transport systems [1-3]. These 
applications extract intrinsic information for the functional 
operation and computation of the applications, including 
general and private information. Vulnerability to private 

information is considered a loophole to the system's robustness 
[4-5]. Though the digital systems built for real-time 
applications boot the connivance of operation by suitable 
ecosystems, the cumulative data storage raises concerns about 
the considerable data handling challenges [6]. Application 
engineers and domain experts for an application built on the 
data storage and sharing required to analyze the data features of 
interest to meet the application goals. However, the data 
generator or uploader stakeholder may not be able to keep 
track of the data that might be useful to them. Digital data 
sharing provides ease of data analytics that ensures application 
efficiency and, as a result, yields an automatic and intelligent 
decision-making scheme for specific applications [7]. Though 
there exist many advantages of end-to-end systems for data or 
image data storing and sharing yet, significant challenges exist 
that require attention by the researchers, and those significant 
challenges include: 1) storage aspect of the extensive data in 
terms of time complexity of retrieval and 2) the vital security 
concerns. The research statistics reveal that data exist in 
heterogeneous formats, but the images are large in percentages 
[8]. The images are multi-dimension data and require larger 
storage space than other data formats. Its processing takes 
more and more computing storage to process and analyzes, 
limiting exploiting its usage for the application goals and 
efficiency. At the same time, vulnerability due to various 
system loopholes concerns data security and privacy 
information leakage. It lacks efficient interoperability 
requirements due to the inefficient trade-off handler capacity of 
the security models [9]. Most data possess critical and delicate 
material; therefore, preserving privacy is essential to maintain 
the stakeholder losses or damages, either financial or repute. 

It is also essential that only the authenticated data be 
utilized to perform any analytical process, as the tampered 
image data or other data minimizes the accuracy and reliability 
of the results of the decision-making systems that may deceive 
the correctness of the system. The secure and fast system 
ensures better data interoperability, so sharing the data securely 
makes the system more robust and effective. The cloud 
ecosystem is today's most popular choice for flexible data 
storage and optimal sharing. However, towards the security of 
the data, the cloud ecosystem adopts practical cryptography 
and privacy preservation, and access control followed by the 
appropriate authentication schemes [10]. Irrespective of the 
various security schemes available for data security and 
privacy leakage protection, there are no full-proof adaptive 
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systems. The assumption lacks the reality that storage and data 
distribution do not have threats if it is through the cloud. This 
unreliability is because cloud security models largely depend 
upon a Trusted Third Party (TTP), and TTP suffers many 
collusion attacks without suitable non-repudiation schemes 
[11]. Regrettably, there is no typical confirmation instrument 
for prevailing systems, and there is no operative 
countermeasure to punish a malicious process in the cloud 
ecosystem. The most promising distributed technology 
platform Ethereum is gaining popularity. Recently, it has been 
used to build many security models or schemes to provide 
reliable and robust data-sharing systems using distributed 
databases [12]. The Ethereum-based platform facilitates 
distributed technology like blockchain. This open-source 
distributed database mechanism can be exploited to build 
effective authentication, access control, secure storage, and 
sharing schemes for an image or other data [13]. 

Though there are many significant advantages of the 
Ethereum-based distributed systems, many traditional 
approaches based on this technology limit their potential effect 
due to many of the issues that may include: Though there are 
many significant advantages of the Ethereum-based distributed 
systems. Still, many of the traditional approaches based on this 
technology limit their potential effect due to many of the issues 
that may include: 1) It lacks non-repudiation in the distributed 
databases as well as does not handle the large data effectively 
due to non-scalability factor as these distributed data is 
accessible to all the participating databases as a ledger. 
2) Another associated problem is that it lacks control over the 
data access by the authenticated stakeholder. 3) And last but 
not least, to design an optimal system to minimize the time 
complexity and yet be robust enough to ensure system 
reliability and availability most securely. Literature reveals the 
fact that these problems are not handled well. Therefore, this 
paper deals with the two primary objectives: a framework 
component that balances the time complexity overhead for data 
security and privacy preservation of images or any other data 
over a distributed database storage and sharing ecosystem. This 
concept's prime agenda is also to balance privacy preservation 
with reduced time complexity associated with the data-sharing 
process on the distributed scale over cloud networks. To sum 
up, the contribution of the paper is as follows: 

1) The framework model is deployed on the open-source 

Ethereum distributed database system over the cloud to 

validate the agreements among the stakeholders of the file 

storage and sharing process and authenticated access control 

mechanism. 

2) The framework model exploits a unique type of file 

system, namely Space Optimal File System (SOFS), in the 

form of a node-to-node collaborative approach that can store 

the image or any other data to overcome the limitations of the 

centralized storing and sharing systems. 

3) The framework is flexible to work not only on image 

data. Instead, it can work on any other data of regular or large 

files to overcome the limitations of the non-scalability in 

traditional systems built on distributed systems. 

4) The cryptographic key mechanism is used for every 

chunk of the data so that data is not accessible to the SOFS 

ledgers 

5) Finally, it provides a novelty of handling optimal time 

complexity and data security to ensure real-time feasible data 

storage and sharing mechanisms. 
The paper is presented in six sections. The literature review 

is described in Section II, followed by a discussion of 
identified research gap in Section III. Section IV elaborates on 
the design and deployment aspects of the proposed framework 
model, an algorithm discussion is carried out in Section V, the 
performance analysis is described in Section VI, a discussion 
of the accomplished outcome is carried out in Section VII, and 
finally, Section VIII concludes the paper 

II. LITERATURE REVIEW 

Jiang et al. [14] choose a blockchain for the data store and 
search on the Ethereum platform by designing a price model 
using two distinguished stakeholders, namely the data owner, 
who is awarded for providing the data. Another stakeholder is 
the miner, who is granted the search operation. This model 
minimizes the keyword duplication cost to gain a cost 
advantage. Thus, Debe et al. [15] offer a distributed scheme 
using an Ethereum-based blockchain system to handle these 
issues. The system validation against the attack models shows 
resilience to it. In the work of Hasan et al. [16], a blockchain-
based model deals with images and other data to handle the 
storage and the sharing contract among the stakeholders. A 
joint study on scalability and Adhoc usage of accountability is 
considered a research problem by Podgorelec et al. [17] and 
proposes a concept of state channel as a service (SaaS) that 
ensures secure distributed connections for off-site chain issues 
in the payment system. Another significant work in the 
healthcare domain is Madine et al. [18], which securely uses a 
specific file system, cryptography, and blockchain-based 
authorization architecture to share patient records' consent. In 
the work of Abou-Nassar et al. [19], an interoperable 
distributed trust model is proposed using blockchain using C# 
on Ethereum. A practical approach towards the design of 
"privacy-preserving permissioned blockchain architecture" has 
been presented by Lin et al. [20] by modifying the Ethereum 
and customized cryptographic intrinsic elements. The authors, 
Kumar et al. [21], highlight that along with health care, another 
domain like cryptosecurity, distributed data collaboration, and 
immutability take advantage of blockchain technologies. The 
work of Ullah et al. [22] highlights that though the current 
cloud ecosystem-based data store system provides many 
advantages but still lacks data leakage and risk to private 
information due to the centralized operations and dependency 
on the TTP, a single point of failure may collapse the system. 
In Yan et al. [23], a dynamic data upload process and search 
verification through a fuzzy keyword are proposed. Using E-
blockchain and Rivest-Shamir Algorithm (RSA) ensures 
fairness between the user and the cloud data store. Xiang et al. 
[24] have presented a data trading mode using blockchain and 
machine learning by building a contract among the stakeholder 
by eliminating the TTP. The E-Blockchain is used to meet this 
requirement in the model proposed by Debe et al. [25], enables 
a decentralized agreement to establish trust-based sharing 
among the IoT devices and the fog, and performs well 
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compared to the existing trust model, which is centralized for 
its operation. Yet another recent and significant work by Hasan 
et al. [26] proposes the data chunk transfer process 
decentralized using blockchain that ensures privacy and 
confidentiality using a proxy cryptographic approach using a 
specific file system. Yang et al. [27] presented a layer-based 
trust approach using the Hyperledger architecture to handle this 
problem. It has been validated against the attack, namely 
distributed denial service (DDoS). However, one interesting 
fact about Ethereum, blockchain, and Smart Contracts is 
discussed in the work of Chen et al. [28], where the users 
encounter the threats of resource abuse. Saini et al. [29] 
presented a framework using Smart Contracts (SC) and 
blockchain (BC) for access control to secure healthcare-related 
data. Debe et al. [30] present a scheme that uses BC and SC for 
a decentralized Bidding process and a reputation system that 
cost-effectively ensures security. The use of BC and Ethereum 
with SC is also found in Kaynak et al. [31]. Table I highlights 
the summary of the above-related studies on security. 

TABLE I.  SUMMARY OF RELATED WORK 

Approaches Advantage Limitation 

Blockchain-based 

[14]-[19] 

can secure different 

forms of data  

No benchmarking 

Blockchain with 

Cryptography [33]-

[37], [39], [40] 

Ensure privacy 

preservation, better 

access control, secure 
sharing 

Computationally complex 

process 

Homomorphic 

encryption [42] 

Secure, ubiquitous 

data 

Slow execution time 

Traditional Public 
Key Encryption 

[32][41][38] 

Simpler architecture, 
the supportability of 

wide varieties of 

application 

Not resistive to dynamic 
attackers 

Thus, this paper aims to fill this gap by designing a 
generalized framework model that supports image and non-
image data using the Ethereum platform and cryptography for 
privacy preservation in an optimal time complexity way. The 
next section outlines problems derived from existing 
approaches. 

III. IDENTIFIED RESEARCH CHALLENGE 

After reviewing the existing schemes, specific research 
challenges have surfaced, which are as follows: 

 A centralized server stores the information in most of 
the existing blockchain-based schemes. Such storage 
often invites identity theft, privacy leakage, and other 
associated security issues. 

 Adopting complex security architectures requires proper 
knowledge to handle them in case of unidentified 
attacks on data. Mishandling of security features by 
data owners eventually leads to intrusion. At the same 
time, they also have to dependF on adopting trusted 
third parties, which are equally vulnerable from a data 
ownership viewpoint. 

 Conventional blockchain-based operations cannot 
manage large-scale data and very often lead to 
scalability issues that degrade the performance of 
repositioning and querying the data from miners. 

 The majority of existing studies suffer from loosely 
coupled ownership of data. Once the blockchain stores 
the data, the availability and reachability of data are far 
more to other users using malicious access policies. 

Hence, the above mentioned research problems have been 
identified and are subjected to proposed solutions emphasizing 
data privacy preservation. Apart from this, the storing the 
image in conventional blockchain is usually centralized and 
there is higher possibility of intrusion, whereas Ethereum-
based approach are decentralized and its control of validation is 
carried out by multiple nodes with higher accountability. 
Hence proposed study considers Ethereum-based ecosystem 
for this purpose. The following section discusses the adopted 
research methodology. 

IV. RESEARCH  METHODOLOGY 

This paper proposes a customized framework model that 
supports image data security for its privacy preservation in the 
optimal time complexity by exploiting the Ethereum-based 
distributed data store system characteristics like blockchain. 

The summary of the adopted method is as follows: The 
overall structure of the implementation is classified into four 
stages. The first stage of development is associated with 
constructing the Ethereum module, which maintains various 
associated repositories of data identity, timestamp, Secured 
Hash Algorithm (SHA), and auditor identity. The second stage 
of development is primarily responsible for request assessment 
and management of metadata. This module further contributes 
towards applying asymmetric encryption over the split data in 
adherence to the bandwidth capacity. The idea is to secure the 
storage units. The third stage of development performs 
authorization to the data requestor while Ethereum records are 
validated. Finally, the fourth stage of the proposed method 
introduces the smart agreement process, where the transactions 
are assessed and duplicate records are identified. The module 
finally performs a key updating process. 

The framework aims to support or work on image data or 
other small to large-size and multi-dimension data to ensure the 
system's scalability. The core idea of the proposed scheme is to 
introduce an authorization mechanism for image data from 
various perspectives of the application using images; it could 
be for multi-disciplinary applications. It will also eventually 
mean that considered image data could easily take the shape of 
high-dimensional data, progressively increasing its challenge 
during the computational process. In the proposed scheme, the 
user is facilitated with the privilege to construct a tailored 
policy towards accessing their intellectual property (image) 
using an intelligent agreement system when applied with 
Ethereum blockchain. Further, a specific administrative use is 
responsible for uploading the comprehensive image data over 
the proposed storage network. The complete operation of 
uploading and accessibility to the file system calls for the usage 
of the exclusively designed request control message. The 
blockchain users initiate the uploading process upon receiving 
the request control message from the comprehensive storage 
network. Similarly, the retrieval process also demands the 
usage of different variants of request control messages by the 
blockchain user. 
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This operation further facilitates accessing and storing the 
data on the user's device. This data could also be accessed 
(after authorization) by other legitimate users and 
administrators to obtain prior and new information. The 
proposed scheme constructs the entire network in a peer-to-
peer method where the role of the secure storage service 
provider can be played by the user, who is further required to 
get registered to play the role of blockchain user. Upon 
accomplishment of this initial step, such a user can facilitate all 
the computing nodes and accessibility towards storage 
services. To eliminate the constraints associated with storage 
and channel capacity, the proposed system adopts using 
distributed cloud server as the primary point of storage instead 
of opting for multiple local storage units.  Once the request 
control message is obtained for prompting towards file storage 
task, the proposed scheme applies asymmetric encryption for 
its data to be stored in the blockchain network. Therefore, 
adopting encryption over securing the primary data acts as a 
security shield against any attempt of a security breach. 

Ethereum 

Module 

Operation

Managing 

Storage of 

Data

Request 

Management 

Towards 

Storage

Granting / 

Removing 

Access 

Rights

Auditor Identity timestamp

SHA Data identity
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data requester

Transaction 

completion checks
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Fig. 1. Proposed architecture 

Further the blockchain network is introduced with the 
recently encrypted data that also carry out sharing of 
information (related to secret key) in the blockchain network. 
This process also transforms private and public keys, which 
facilitates the blockchain user to gain potential control over the 
user's data either by revoking the request or permitting access. 
It should be noted that the proposed blockchain network 
performs interaction with the service provider of data using 
web 3.0. The usage of the Ethereum blockchain assists in 
managing multiple transactions records more effectively and 
securely. High-level planning of the functional framework 

model is shown in Fig. 1 with the inclusion of the stakeholders 
in general, which can be easily customized to any functional 
domain along with the intrinsic technologies used for the 
security and privacy-preserving way data is stored and shared. 
According to Fig. 1, four essential blocks of operation are 
carried out towards achieving the target of privacy 
preservation, mainly emphasizing balancing the security 
demands and optimal computational efficiency. Each modular 
block carries a discrete set of interconnected operations where 
the core image file is subjected to security processing over the 
Ethereum distributed data system. 

The complete operation stated in Fig. 1 is highly sequential 
from top to bottom. Initially, the Ethereum module is 
constructed with hash-based encryption followed by 
asymmetric encryption over the split data. A scheme also 
maintains a better indexing process using metadata 
management based on every request. The module also assists 
in performing validation of the Ethereum records followed by 
final management of removing or accessing rights permission. 
A unique and smart agreement is designed, followed by 
updating key. The core logic of the architecture mentioned 
above is to ensure faster and safer data repositioning over a 
cloud environment in a distributed manner. The consecutive 
section further illustrates all the blocks discussed earlier 
regarding algorithm design. 

V. ALGORITHM  IMPLEMENTATION 

From the discussion carried out in prior section, it is noted 
that proposed Ethereum-based ecosystem introduces a novel 
mechanism of image splitting which supports an extensive 
decentralization scheme followed by efficient request 
management for controlling image sharing. This section 
discusses the design of an algorithm implementation towards 
the methodology briefed in the prior section. 

A. Strategies for Algorithm Implementation 

The algorithm's execution begins with a user who forwards 
its data to the interface, delivering the data to the request's 
handler. This request is sent to the Ethereum module, further 
interacting with the SOFS and duplication modules. In parallel 
with this process, the encrypted data from the storage is also 
forwarded to the Ethereum client. A decentralized datastore 
system using hashing is used to arrange this data. This hashed 
data is then sent to the transaction pool and authenticator 
module, further updated towards the Ethereum client. The data 
from the duplication module is now forwarded to the intelligent 
agreement management module controlled by the data owner. 
It is also delivered to the request handler for the next Ethereum 
client module. Updating operations of these transactions are 
simultaneously carried out in this process. Apart from this, the 
complete blocks of the data considered for the proposed 
implementation are the access scheme, duplication module, and 
pairing of keys. All these three blocks consist of essential 
information associated with the identity of the auditor for the 
Ethereum client, innovative agreement, the signature of the 
user, identity of the client, identity of data, value of hashed 
data, and time stamp. These are also the seven essential 
components of the Ethereum module. It should be noted that 
proposed scheme of privacy preservation adopted are 
hybridized form of both transactional and smart contract-based 
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privacy in Ethereum in order to keep a balance in storage and 
security at same time. 

B. Algorithm Design 

The core algorithm of the proposed scheme consists of the 
following operations, i.e., Ethereum module operation, 
managing storage of data, request management towards 
storage, and granting/removing access rights. The core steps of 
the proposed algorithm are as follows: 

Algorithm for Securing image using Ethereum 

Input: m (Components of Ethereum) 

Output: dval (validated data) 

Start 
1. For c=1:m  

2.        RreqEc 

3.        EcSnet 

4.       Snetval(avail(Sc)) 

5.       Snet confirm(Sc) 

6.       data1f1(Data)
n
 

7.       data2f2(data1) 

8.       data3f3(data2) 

9.     obtain dval 

10. End 

End 

The discussion of prime operations toward each 
algorithmic step is as follows: 

 Ethereum Module Operation: This is the initial module 
of implementation, which models the proposed 
Ethereum module focusing on privacy preservation 
towards image data. The proposed study considers the 
auditors' identity based on their computing devices. The 
study also uses a conventional Secured Hash Algorithm 
of a crucial size of 256 bits to hash the data for each 
image data chunk. A unique identifier is used for 
allocating the identity of stakeholders. There must be 
trust established between the SOFS network and the 
requestor node. The proposed system considers an 
innovative agreement, similar to smart contract, a well-
structured program executed over the Ethereum 
module. Its primary responsibility is to validate all 
incoming data access requests for storage that are 
accessible to all the users of the Ethereum module. All 
the transactions of any form are carried out by the 
Ethereum module, which is highly distributed to offer 
better and faster access to files. The algorithm considers 
m number of components of the Ec Ethereum module 
(Line-1), where the data provider performs initiation of 
its reposition request Rreq via its interface (Line-2).  

 Managing Storage of Data: This module is responsible 
for managing all forms of incoming requests, 
encryption, and storage simultaneously. The Ethereum 
client Ec forwards its information to the Snet SOFS 
network (Line-3). It should be noted that all form of file 
request for storage is initially accepted by the storage 
units, which are regular users and part of the Ethereum 
client system interconnected via the cloud ecosystem. 

The confirmation of the storage space Sc must be done 
by the Ethereum client (Line-5) by priorly validating 
them using the val method concerning their availability 
(Line-4). The Sc module carries out the request 
verification by constructing an array that retains all 
transactions of accepted files to be stored (Line-5). This 
operation significantly reduces time complexity from 
both storage and query processing. The Sc module 
carries out the identity of the storage unit offered by any 
cloud service provider concerning channel capacity and 
storage space availability with a duplication module. 

 Request Management Towards Storage: This module 
carries out specific operation steps before managing all 
forms of requests. The complete input of an image data 
is split into the equivalent size of blocks of n number 
using an explicit function f1(x) to generate split data 
data1 (Line-6). This operation offers a beneficial 
solution for dealing with more extensive or high-
dimensional datasets. It is to be noted that the process 
carried out by SOFS is entirely decentralized, and hence 
there is no event of failures in storing split data over 
multiple storage units over the cloud. Further, an 
explicit function f2(x) is used for performing the RSA, 
which is stored in the form of tree-based networks over 
the storage units (Line-7). This operation results in 
multiple encrypted data data2 (Line-7). The time 
complexity problem further reduces as the complete 
encryption is carried out in parallel to all the chunks of 
the data. 

 Apart from this, storing the stakeholder's metadata on 
the Ec module's block is essential, although they are 
stored in the SOFS network system for their original 
data input. The proposed scheme also audited this data 
at a specific periodic interval, forwarding the signature 
to the following consecutive data blocks. The Ec will 
synchronize all the generated encrypted blocks of data. 
An interesting point from a security perspective is that a 
tiny amendment being carried out on any one block will 
change the whole setup of blocks of data due to any 
malicious activity. Hence, even if one block of data is 
stolen or compromised, it will be useless for an 
attacker. An additional layer of security is further 
implemented by storing the hashed value of these data 
to mitigate the problem of data leakage over cloud 
servers. The complete management of the data blocks is 
carried out so that the proposed algorithm evaluates the 
legitimacy of the data requester as a mandatory step. 
Suppose the requestor's identity is legitimate (from the 
metadata). In that case, it is added to the Ethereum 
distributed data system record, which is finally 
forwarded to the data storage unit. This operation 
potential assists in retaining maximum accountability of 
image data on SOFS network. Moreover, this 
accountability is carried out at period interval of time to 
keep the blocks updated thereby maintaining higher 
transparency. All the accessing of data can be carried 
out from this module. However, if the data requestor is 
found illegitimate (not a data owner), the proposed 
algorithm checks the access policy by updating the 
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records maintained by the Ethereum-distributed data 
system. In short, the Ethereum client maintains all the 
forms of the legitimate and illegitimate list of requestor 
nodes, resisting any attacker from accessing the file 
maliciously. 

 Granting / Removing Access Rights: Using the 
verification process managed by the Ethereum client 
system, the valid data requestor can initiate the 
transactions, followed by regular updating towards the 
Ethereum client. However, for optimal security, the 
algorithm further steps towards updating its public or 
private key by generating a new version of it. The 
SOFS network system carries out this operation to 
control crucial sharing by granting or removing access 
rights. The beneficial aspect of this operation is that it 
can offer a higher degree of data privacy, eliminating 
the probability of key-based attacks. In this process, an 
explicit function f3(x) is designed to manage the 
intelligent agreement system which is primarily 
response for handling data access request along with 
permission to be granted for access/deny (Line-8). For 
this purpose, the proposed scheme develops a 
duplication module for testifying its evidence based on 
four types of keys, i.e., keys to be used for preliminary 
instance, keys that are eliminated for the first time, and 
second and third time considering public and private 
keys. This operation generates data3, which ultimately 
yields validated data dval (Line-9). The proposed 
algorithm also maintains a record of all the access Rec. 
The process carried out by function f3(x) can now be 
further extended: The algorithm assesses the event of 
successful completion of the accessing by the 
stakeholder, followed by eliminating the keys for all the 
identified instances. The intelligent agreement module 
reviews the complete record of access Rec, which 
finally generates a new record Rec. The algorithm 
enforces the stakeholder to request access if their old 
access record is not found in this Rec. The unique 
access is generated by yielding new key pairs, then 
applying asymmetric encryption to all the split data 
blocks and generating a key for encryption. The 
generation of the unique access is the contribution 
towards deploying a unique security measure to resist 
unauthorized data access.  The storage system of the 
SOFS network receives this encoded file as well as the 
private key of the stakeholder. The file is further 
encrypted when it arrives within the SOFS network 
system while the user's private key is shared. All the 
keys are eliminated once the system records access 
completion, which makes the scheme high-level 
secured from intrusive activity on stored data. 

VI. RESULT  ANALYSIS 

The implementation of the proposed study is carried out on 
a conventional windows machine with 16 GB RAM and Core-
i7 processor. An open-source server environment has been 
adopted for Java scripting the proposed algorithm. The 
proposed scheme also uses a high-level object-oriented 
language to deploy innovative agreements over an Ethereum 
environment. A standard benchmark test environment of 

Mocha 6.2.0 is used, while Ganache is considered for the 
Ethereum platform. The complete assessment is carried out 
over a standard Kovan testnet. The standard nodes from 
Amazon Web Services, i.e., AWS nano, are considered for the 
storage nodes that perform their data transmission over 100mps 
with NVIDIA GEFORCE GTX as GPU. The performance 
parameters considered for assessing the proposed system with 
the existing system (conventional blockchain) are as follows: 

 Time for Data Reposition: This is the time required to 
store the data in the distributed cloud servers after being 
subjected to block operations. 

 Time for Data Retrieval: This is the time required for 
the stakeholder to access their stored data from 
distributed location to their local system. 

 Operational Cost: This is the cumulative number of 
resources (in memory and bandwidth) used for overall 
repositioning and retrieval processing. 

 Delay: This is latency associated with data transmission 
from one point to another. The study considers 
cumulative delay for both repositioning and retrieval. 

The proposed system is evaluated based on 100 GB of 
sample data programmatically generated traffic in IoT. 
Assessed over 1200 simulation rounds, the sample data is 
allocated and increased arbitrarily to map with a practical 
world environment. 

 
Fig. 2. Analysis of time for data reposition 

Fig. 2 highlights the time required to store the data, stating 
the proposed system offers very little time consumption 
compared to conventional blockchain technology. The prime 
reason behind this is the higher dependency on adopting 
consensus-based mechanisms by traditional blockchain 
technology, which also induces scalability issues. On the other 
hand, the proposed scheme doesn't have any such dependencies 
that result in faster processing. Apart from this, conventional 
blockchain technology is inherently characterized by a slower 
process if the size of the network increases. A closer look into 
the proposed scheme shows that the tree-based structuring of 
hashed data makes the flow of the encoded blocks of spitted 
data much faster than the existing scheme. 
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Fig. 3. Analysis of time for data retrieval 

Fig. 3 highlights that the proposed system offers much-
reduced consumption of time for retrieval of data in 
comparison to the conventional blockchain. A similar reason 
for time for repositioning can be stated as its cause. Apart from 
this, the process of metadata management by the SOFS 
network system makes the faster process of requestor 
legitimacy. Although it depends upon the synchronization time 
of updating, it still offers speedier query processing. 
Conventional blockchain has a higher dependency on node 
operation. In contrast, the proposed scheme outsources this 
dependency towards the Ethereum distributed database system 
using the SOFS network system, making the retrieval system 
relatively faster with a speedy auditing process for the 
information request. 

 
Fig. 4. Analysis of operational cost 

Fig. 4 showcases that the proposed system offers reduced 
operational costs compared to conventional blockchain 
technology. Operational cost is one of the prime performance 
parameters to ascertain the applicability of the blockchain 
process toward data security in a realistic environment. The 
prime rationale behind this outcome is that traditional 
blockchain enforces the miners to solve problems with updates 
of new transactions by the ledger, which consistently increases 
resource dependencies. On the contrary, the proposed scheme 
controls its resource inclusion as a preemptive method of 
computing the entire path of data forwarding to the distributed 

storage unit, considering all the constraints from a security 
perspective. This offers a reduced consumption of resources 
leading to reduced operational costs. 

 
Fig. 5. Analysis of delay 

Fig. 5 showcases that the proposed system offers a 
significantly reduced delay trend compared to conventional 
blockchain. It is to be noted that traditional blockchain forces 
the individual to have their key to make it completely 
decentralized. This process offers a sophisticated key 
management scheme and increases the information stored and 
retrieved. This eventually leads to a potential lag in time. 
However, the proposed system provides innovative agreement 
management, supporting faster auditing tasks over split 
encrypted data. Hence, irrespective of the usage of the RSA 
scheme, there are no complications towards key management 
both during storing and retrieval. The proposed system offers 
reduced delay trends to support various online applications 
over distributed cloud applications and services. Hence, the 
proposed method provides evidence to show its complete 
control over reducing time complexity. 

 
Fig. 6. Analysis of execution time 

From the point of benchmarking, the proposed evaluation 
process considers assessing execution time. It should be noted 
that an indirect evaluation of memory is analyzed in the 
operational cost metric exhibited in Fig. 4. The outcome 
exhibited in Fig. 6 showcases that the proposed blockchain 
approach offers approximately 61% faster execution time 
compared to the existing blockchain scheme. A similar reason 
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stated for preliminary analysis is also to be attributed for this 
outcome. Hence, it is found that the proposed system can 
perform cost-effective computational operations in IoT. 

VII. DISCUSSION 

The graphical outcome highlighted in the prior section 
shows that the proposed blockchain-based operation offers 
better performance than conventional blockchain architecture 
in various respects. One of the prime reasons for the betterment 
in performance is its non-dependency from any entities 
associated with a trusted third party as witnessed in existing 
system [11]. This process is enabled using the proposed smart 
agreement system incorporated in the system design connected 
to processing the data over the network. This fact also 
contributes towards a lesser operational cost score for the 
proposed system, as noted in Fig. 4. The outcome will also 
contribute towards an effective large-scale data-sharing process 
among multiple enterprises. Apart from this, it can be noted 
that the proposed scheme offers reduced delay (Fig. 5) and 
time of retrieval (Fig. 3); owing to faster computational speed, 
the proposed scheme significantly controls the scalability 
problem in conventional blockchain design. This process is 
implemented by using the sharding mechanism. 

From the perspective of the privacy preservation viewpoint, 
there is a potential difference between conventional and 
proposed Ethereum design methodology. The conventional 
Ethereum experience low processing speed whereas processing 
speed is much lower for proposed scheme. Apart from this, 
proposed scheme maintains a novel blockchain network 
topology with higher control of data and transaction where the 
compliance is monitored using smart agreement with updates. 
This offers higher privacy conservation in contrast to existing 
Ethereum. 

Unlike the existing mechanism of secure data sharing 
[7][8][12][13][16][25], as illustrated in Section II, the proposed 
system enables the direct accessibility of the data to its owner. 
The data owner can carry out the associated process of its 
access policy and its need for amendment or customization. 
Hence, complete control of data ownership is retained in the 
proposed scheme in adherence with the smart agreement of 
laws towards privacy protection. From the perspective of legal 
authority of General Data Protection Regulation (GDPR), it is 
known that blockchain system is always considered to possess 
a data controller (where at least one legal person resides) in 
order to ensure the correct implementation of law of data 
protection in EU. Such forms of data controllers are mandatory 
require to adhere to the protocols of GDPR. Hence, the 
proposed scheme of Ethereum, in spite of its decentralized 
scheme, always offers its architecture to be controlled by 
multiple authorities in order to ensure data privacy as per the 
algorithm implementation. 

VIII. CONCLUSION 

The proposed concept presents a discussion about a novel 
computational framework that harnesses the potential of the 
Ethereum distributed database system for facilitating a secure 
validation of the data or any participating nodes towards 
storing and retrieving the data from distributed cloud servers. 
The novelty of the proposed scheme is as follows: 

1. The model presents a duplication module for evidence 
to offer an assurance of the legitimacy of each 
transaction being carried out by the Ethereum-based 
distributed database system 

2. The proposed scheme introduces a novel image data-
sharing process and associated access policy 
management using a unique intelligent agreement 
system. 

3. The complete assessment is carried out over Amazon 
Web Service nano nodes for standardizing its outcome 
using the SOFS network system and Ethereum client 

4. The proposed scheme can control all the problems that 
impede decentralization using distributed storage units 
organized by the SOFS network system. At the same 
time, the complexity associated with data security and 
scalability is addressed using the presented splitting of 
data followed by encryption on every split data. 

5. The proposed system offers approximately i) 42.5% of 
reduction in time for data repositioning, ii) 41.1% of 
reduction in time for data retrieval, iii) 34.8% of 
reduction in operational cost, and iv) 73.9% of 
reduction in delay trend in comparison to conventional 
blockchain method. 

The possible shortcoming of the paper is that it is further 
required to be evaluated on real ground and find a similar 
consistency in its outcome. More test environments are further 
required to ensure this. From the above outcomes assessed on a 
standard benchmarked testbed, it can be stated that the 
proposed scheme offers better control over time complexity 
and high-end data privacy. Future work will further extend the 
present model toward more optimization-based processing. For 
this purpose, various bio-inspired approaches will be 
investigated to improve the blockchain operation further. The 
major emphasis will also be given to the impact of the massive 
peak and concurrent bottleneck conditions on the performance 
of blockchain operations. Further in order to offer higher 
privacy preservation over proposed scheme, the future work 
direction will be to extract the stochastic trends of dynamic 
attacker considering the network attributes to develop a novel 
attack map. This distributed attack map can be used for 
sandboxing any form of illegitimate or suspicious data request 
to further confirm the legitimacy of the request. Improving 
upon encryption protocol over such distributed attack map is 
anticipated to offer higher degree of privacy preservation. 
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Abstract—Hilbert space method is an old mathematical 
theoretical model developed based on linear algebra and has a 
high theoretical value and practical application. The basic idea of 
the Hilbert space method is to use the existence of some stable 
relationship between variables and to use the dynamic 
dependence between variables to construct the solution of 
differential equations, thus transforming mathematical problems 
into algebraic problems. This paper firstly studies the denoising 
model in the process of music note feature recognition based on 
partial differential equations, then analyzes the denoising method 
based on partial differential equations and gives an algorithm for 
fused music note feature recognition in Hilbert space; secondly, 
this paper studies the commonly used music note feature 
recognition methods, including linear predictive cepstral 
coefficients, Mel frequency cepstral coefficients, wavelet 
transform-based feature extraction methods and Hilbert space-
based feature extraction methods. Their corresponding feature 
extraction processes are given. 

Keywords—Partial differential equation; Hilbert space method; 
musical note feature recognition method; cepstral coefficients; 
empirical modal 

I. INTRODUCTION 
With the continuous progress of science and technology, 

the development of high and new technologies such as 
computer technology, information technology, and 
microelectronics, and the continuous improvement of computer 
computing power, people are paying more and more attention 
to how to find the objective function in complex problems that 
can be solved by lower-order variables [1]. The traditional 
method can no longer meet the higher precision requirements 
in researching mathematical problems, and it is increasingly 
challenging to meet practical application requirements. 
Traditional methods are generally studied by analyzing 
variables and constructing a step response function [2]. 
Usually, each parameter in the differential equation needs to be 
derived, and the corresponding equation is obtained by using 
the variation relationship of partial derivatives of each variable 
at different orders. The Hilbert space is composed of many 
independent variables, and these independent variables have 
their corresponding equation expressions at different orders [3]. 

The traditional denoising method of music noise is a point-
by-point iterative method with good timeliness. However, 
many iterative calculations and numerical analyses are often 
required to establish partial differential equations, which are 
computationally intensive, time-consuming, and challenging to 

obtain accurate results [4]. This paper establishes a numerical 
music noise model based on partial differential equations, and 
the initial value problem of partial differential equations is 
transformed into numerical and iterative noise. The model is 
simple, convenient, easy to implement, and accurate. In this 
method, the continuous function in the time domain is first 
transformed into a higher-order system state equation, then 
converted into a discrete form through a series of inverse 
transformations, and then processed with partial derivatives, 
thereby realizing the numerical analysis of partial differential 
equations [5]. This method can effectively solve many 
nonlinear problems, and the calculation accuracy is improved 
to a certain extent compared with other algorithms. 

The traditional signal analysis techniques commonly used 
at present are based on linear predictive analysis or Fourier 
analysis, or Wavelet analysis techniques. The principle of these 
techniques is based on processing raw data, decomposing it 
into a linear model, and then describing it with Fourier 
transform [6]. Therefore, these techniques are mainly aimed at 
analyzing linear and stationary signals, but for nonlinear 
signals, the linear model is often difficult to describe 
effectively, and the Hilbert space method can make good use of 
these theories [7]. The Hilbert space method is a new nonlinear 
signal feature recognition method proposed by Academician 
Huang E et al. The principle of this method is based on the 
decomposition of the Hilbert space method. The SCV or FFTM 
technique synthesizes a linear stationary non-second-order 
derivative sequence signal to represent its characteristics. The 
Hilbert space method can be used to identify nonlinear signals 
and effectively applied to identify linear signals, which has 
high practical application value. 

II. RELATED WORK 
In this case, we use the partial differential equation learning 

model to solve the challenging facial recognition problem. 
There is a proposal for a unique feature selection method that 
uses a learning model based on partial differential equations. 
Because of this, the extracted features are more resistant to 
shifts in lighting conditions and can be rotated and translated 
without losing their integrity. This article by Xia Miao (2021) 
employs the face detection algorithm in face recognition 
technology to first detect the face and intercept the expression 
data, then calculates the increase rate, all in gauging students' 
focus in class. The expression is then scored based on the 
revised model of concentration analysis and evaluation of a 
college Chinese class, which is utilized to identify the 
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expression. In the end, the concentration score is the expression 
score multiplied by the head-up rate. Experiments are 
conducted in real classrooms, and findings are analyzed to 
draw appropriate conclusions and instructional 
recommendations [8]. The sparse representation of sample 
points in the neighborhood is created after the k-nearest 
neighbor approach selects a large neighborhood set for each 
face, thus combining the locality of the k-nearest neighbor with 
the robustness of sparse representation. Utilizing sparse 
reconstruction coefficients to characterize neighborhood 
geometry and weighted distance to characterize class 
dissimilarity, the sparse preserving nonnegative block 
alignment approach builds a discriminant partial optimization 
model. The two algorithms are successful and robust, as 
evidenced by their ability to produce accurate clustering and 
recognition results across a wide range of conditions, including 
both real and simulated occlusion. This study validated the 
model through in-class practice assessments, teachers' 
inquiries, and interviews with students and teachers to ensure 
its accuracy. The outcomes demonstrate the validity and 
trustworthiness of the proposed combined evaluation approach 
based on expression and head-up rate. 

As a preprocessing step in a wide variety of applications, 
such as sound separation and musical note transcription, 
musical pitch estimation is used to identify the pitch of a 
musical note or the fundamental frequency (F0) of an audio 
stream. Based on the categorization framework, Tamboli 
(2019) creates a neural network optimized for musical note 
recognition (OBNN). The strategies for identifying musical 
notes were identified after reviewing a variety of surveys and 
studies. Here, an OBNN is utilized to identify musical pitches. 
Similarly, by utilizing various approaches, we can improve the 
efficiency of musical note recognition [9]. The most recent 
studies on musical note identification are successfully 
summarized here, along with the characteristics and 
categorizations gleaned from those studies. 

Automatic speech/music classification employs various 
signal processing methods to sort audio/visual files into 
predefined categories. In order to categorize incoming audio 
signals into speech/music signals, Arvind Kumar's (2022) 
suggested work investigates Hilbert Spectrum (HS) obtained 
from various AM-FM components of an audio signal, also 
known as Intrinsic Mode Functions (IMFs). Hilbert Transform 
of the IMFs yields a two-dimensional representation of the HS, 
a map of instantaneous energy (IE) and frequencies (IF). Via 
creating unique IF and Instantaneous Amplitude (IA) based 
cepstral features, we subject this HS to a Mel-filter bank and 
Discrete Cosine Transform (DCT). Three datasets (Slaney 
Database, GTZAN Database, and MUSAN Database) were 
used to validate the results. Extensive experiments were 
undertaken on various combinations of audio files from the 
S&S, GTZAN, and MUSAN databases to evaluate the broad 
applicability of the proposed characteristics, and positive 
results were attained. Finally, the system's performance is 
compared to previously implemented cepstral features and 
other related efforts [10]. 

Integrating AI with deep music for recommendations has 
been a growing area of study in recent years. Deep learning is a 
complicated machine learning technique that may infer value 

laws from features observed in training samples. The 
proliferation of deep learning networks is key to the future of 
AI and offers a fresh perspective on music score identification. 
Qin Lin's (2022) paper utilizes the enhanced deep learning 
algorithm to study music score recognition. To achieve feature 
extraction and intelligent recognition of music scores, we build 
on the foundation of the classic neural network by introducing 
the attention weight value improved convolutional neural 
network (CNN) and the high execution efficiency deep belief 
network (DBN). A CNN&DBN-based feature learning method 
was developed for music score extraction using the feature 
vector set extracted by CNN&DBN as input [11]. 
Experimental results show that the proposed model effectively 
recognizes a wide range of polyphony music types, with 
improved recognition and performance; the improved 
algorithm applied to soundtrack identification achieves a 
recognition rate of up to 98.4%, which is significantly higher 
than those of other classic algorithms. It demonstrates the 
massive potential for study in the field of music retrieval using 
deep learning and provides data support for building a 
knowledge graph in the music field. 

It is a common goal in engineering and computer science to 
give machines sensing abilities on par with those of humans. 
Much work has been done to give computers the ability to 
collect, process, evaluate, and understand their environment in 
the same ways humans do. Explicitly referring to the auditory 
system, machine hearing is the capacity of computers to 
perceive their acoustic surroundings in the same way humans 
do. A proper audio signal representation is crucial to 
accomplishing this lofty goal. This study by Alas F et al. 
(2016) provides a comprehensive overview of the most recent 
advances in audio feature extraction methods for analyzing 
standard audio signals like voice, music, and environmental 
noise [12]. For the sake of thoroughness, the writers revisited 
old methods and included the most recent developments based 
on new fields of research and unique bio-inspired 
recommendations. These methods are classified in a taxonomy 
that groups them by their physical or perceptual underpinnings 
and then further subdivided by the type of computing they do 
(time, frequency, wavelet, image-based, cepstral, or other 
domains). The methods are described, and recent applications 
to issues with machine hearing are provided as illustrative 
instances. 

Since its introduction, the Hilbert-Huang transform method 
has been widely used thanks to its superiority in several 
different contexts. The Hilbert spectrum accurately reflects the 
signal energy's dispersion over multiple scales. Using the 
Hilbert energy spectrum, which characterizes the distribution 
of instantaneous energy, Li X (2011) proposes a novel 
characteristic dubbed ECC. Compared to the conventional 
short-term average energy, the experimental findings clearly 
show that ECC performs better [13]. Combining the ECC and 
mel frequency cepstral coefficients (MFCC) provides a more 
detailed picture of the energy distribution over both the 
temporal and frequency domains, and the features of this set 
outperform those of the short-term average energy, pitch, and 
MFCC in terms of recognition accuracy. Then, after that, new 
and improved ECC variants are created. Combine ECC with 
the teager energy operator to get TECC, and add the 
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instantaneous frequency to the energy to get EFCC. Seven 
different emotional states are tested, with boredom having the 
highest detection rate (83.57%) and the highest categorization 
accuracy (100%). The proposed characteristics ECC, TECC, 
and EFCC were shown to enhance speech emotion recognition 
performance in numerical tests significantly. 

Film video noise is commonly understood as digital signal 
system errors manifested as artifacts in the video image. 
Videos captured with different cameras will always have some 
degree of this distortion. The primary purpose of noise 
reduction is to lessen the amount of distracting background 
noise in a video while allowing the image's edges and textures 
to come through clearly. Pingli Sun et al. (2021) provide a 
comprehensive explanation of the space-time noise reduction 
filter's workings, along with the development of a 3D-filter 
algorithm for Gaussian noise, an enhanced 3D-filter algorithm 
for mixed noise based on the 3D-BDP (bloom-deep-split) filter, 
and a filter algorithm for luminance and color noise in dimly lit 
scenes [14]. They build a novel iterative denoising algorithm 
by deconstructing the PDE denoising process. Partial 
differential equations can be thought of as an iterative 
denoising of the filter. The new algorithm's initial stage 
employs a wavelet-domain adaptive Wiener filter as its 
filtering foundation, with promising results achieved by careful 
tuning of the filter's parameters. Analysis findings demonstrate 
that the model proposed in this section can efficiently eliminate 
multiplicative noise compared to the existing denoising model. 
The experimental report demonstrates that, compared to the 
partial differential equation method for denoising, the 
algorithm's parameters have some stability and can obtain 
satisfactory processing outcomes for many images. Using the 
proper partial differential equation approach, the pseudo-Gibbs 
are eliminated in the second step of the algorithm, greatly 
enhancing its performance. After applying the new algorithm 
to a Gaussian-noise-filled image, the pseudo-Gibbs effect, 
which frequently occurs in wavelet denoising, and the step 
effect, which occurs in partial differential equation denoising, 
are both eliminated, details are better preserved, the peak 
signal-to-noise ratio is improved, and numerous experiments 
demonstrate the algorithm's efficacy as a denoising method. 

III. DENOISING MODEL OF MUSICAL NOTE FEATURES 
BASED ON PARTIAL DIFFERENTIAL EQUATIONS 

The music note feature denoising method based on a partial 
differential equation mainly uses the variational denoising 
method (TV) to identify the noise feature. The principle of this 
method is to transform the denoising problem into an extreme 
problem of finding the energy functional expression 
established under two constraints. The basic idea of this 
method is to transform an extreme value problem with a time 
window constraint function into an unconstrained next-
dimensional signal and solve it in the time domain, and then 
obtain the actual non-stationary random process through 
iterative transformation, and finally realize the estimation of 
the noise spectrum [15]. 

Before studying the de-algorithm, the noise reduction 
model needs to be studied first. The noise reduction model is 
expressed as formula (1): 

),(),(),(0 yxnyxuyxu +=  (1) 

Based on the noise reduction model, related personnel 
proposed a global variational model based on a bounded 
variation space, and its definition is shown in formula (2): 
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Formula (2) satisfies constraints (3), (4): 
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Usually, the noise will make the overall variational energy 
of the acquired musical note features large, and it is difficult to 
identify accurately. The noise reduction model can optimize 
the overall variational model of musical note features, that is, 
to minimize the overall variational energy, and it can 
accurately identify the temporal and spatial dimensions of 
music. Therefore, the denoising of musical note features is 
mainly to minimize the energy functional, which can be 
expressed as formula (5) by using the Lagrange multiplier 
method: 
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The Euler-Lagrange equation corresponding to formula (5) 
can be deduced by the variational method, as shown in formula 
(6): 
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The gradient descent flow equation corresponding to the 
variational problem Equation (6) is shown in Equation (7): 
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TV flow is stable and has a globally optimal solution. It is a 
diffusion function between forward diffusion and progressive 
diffusion. This function can obtain a better diffusion process 
and feature information effect of musical note features [16]. 
The numerical implementation of the TV model is as follows: 

The numerical realization of the TV model usually has 
three differential schemes: explicit, implicit, and semi-implicit. 
The implicit and semi-implicit schemes have higher secrecy 
than the explicit scheme. However, for the semi-implicit and 
implicit numerical implementation methods, the secrecy makes 
the whole calculation process more complicated in the iterative 
process of removing noise. Complex and the convergence rate 
is relatively slow. Compared with the other two numerical 
iterative implementations, the numerical implementation using 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

139 | P a g e  
www.ijacsa.thesai.org 

clear difference has a much faster convergence rate [17]. 
Therefore, the display scheme is commonly used by people, 
and the implementation of the display scheme is as follows: 

The first display scheme is available as shown in formula 
(8): 

3
00

1

)1(
)1)((

||2

+−
+−−

∇−









∇
∇∇

+=+

µµ
µµ

λ

n

n

n

n
nn

u
uuut

u
udivtuu   (8) 

Substituting the difference quotient for the partial 
derivative, the formula (9) can be obtained: 
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Among them: un is the musical note feature after the nth 
diffusion, CCC is the time interval or time step, and is a first-
order, second-order recursive relationship, which is 
characterized in that the continuous wave signals in the upper 
and lower columns are both continuous. Based on this feature, 
good results are obtained after analyzing the fusion of partial 
differential equations by establishing simple equations, 
differential equations, and related methods. 

In denoising music note features, to improve processing 
efficiency, it is necessary to add regularization parameters in 
the iterative process. Of course, in continuous iteration, the 
regularization parameters need to be continuously updated to 
achieve better results. 

IV. MUSIC NOTE FEATURE RECOGNITION BASED ON THE 
HILBERT SPACE METHOD 

The relational expression between each order in Hilbert 
space is linear, and each inter-order variable function is 
described and defined by itself to form a set of vector groups. 
Under this method, many problems can be used as time series 
models for solution analysis and forecasting. However, 
combining time series with variables in practical applications is 
often necessary, which is also a significant feature of the 
Hilbert space method [18]. 

Hilbert spectrum has the following characteristics: 

• It can describe random processes that are linearly 
independent and independent of each other between two 
variables and have high-order convergence and 
stability. Therefore, the Hilbert space method can be 

used to study the linear correlation between variables in 
a multi-period non-stationary single system. 

• It can be used for analysis when the non-deterministic 
and unstable states are in the Hilbert space equation. 
The combination of non-deterministic and unstable 
states can be combined to build a new model to solve. 
Hilbert space can be used in practical observation for 
analysis under uncertainty and steady state instead of 
simply solving by differential equations. 

The principle of music note feature recognition is to 
analyze and compare the feature vectors corresponding to 
different note definition domains and consecutive states. It can 
analyze the position relationship of different notes by 
calculating the matrix of words corresponding between 
functions and feature vectors to analyze different notes and 
then get different feature vectors, also known as the Hilbert 
space method. Based on its recognition principle, its 
implementation model can be obtained, as shown in Fig. 1. 

 
Fig. 1. Identification model 

A. Hilbert Space Method 
The Hilbert space method is a new method applicable to 

nonlinear and non-stationary signal processing, which can be 
used to study the decomposition and fitting of nonlinear 
problems and is of great importance in many practical 
applications. The Hilbert space method consists of two steps: 
firstly, the signal is decomposed by EMD, through which a 
single set of components IMF can be obtained. The IMF can 
effectively reflect the internal vibration pattern of the signal. 
Then the decomposed obtained IMF is subjected to Hilbert 
transform and Hilbert spectrum analysis. The results of Hilbert 
spectrum analysis are transformed into the corresponding state 
curves, and then the Hilbert space method with instantaneous 
time series is obtained [19]. 

B. Empirical Modal Decomposition 
One of the essential concepts in the Hilbert space equation 

is the decomposition of modalities. In a broad sense, any new 
definition can be achieved using elements of different types or 
properties. However, for most mathematical problems, if we 
want to study more complex functions usually use both 
descriptive and approximation-type methods, but in Hilbert 
space equations, a special type of decomposition modality is 
used. The form of a continuous function is discrete into several 
and then a series of combinations to make it a new set of 
definitions [20]. EMD is the key step of the Hilbert space 
method, which can be regarded as the screening process to 
obtain IMF. The rationality and effectiveness of the EMD 
process are based on the following two points: 
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• Any complex signal s(t) can be represented as n 
instantaneous frequencies with actual physical meaning. 
In Hilbert space, each independent period can be 
expressed as n different frequencies, so the complex 
signal s(t) is represented as shown in formula (10). 
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• The termination condition of the screening: Definition 
of IMF. 

Based on the above, IMF is a signal (function) that is 
symmetric concerning the local zero means (Local Zero Mean). 
It has the same number of extreme value points (Extrema) and 
zero crossing points (Zero Crossings). Moreover, the graphical 
representation of IMF is shown in Fig. 2. 

 
Fig. 2. IMF's diagram 

C. EMD Filtering 
The Hilbert transform is superior in IMF components, and 

its superiority in different problems is unmatched by other 
modeling methods. IMF with a "single component" is integral 
to the Hilbert analysis process. However, most musical note 
signals are not IMF and do not represent Hilbert space, so it is 
not easy to analyze and process them when model 
identification is performed. Therefore, it is required that a 
straightforward Hilbert transform of such a signal cannot give a 
complete description of its frequency content. The signal has to 
be decomposed into IMFs so that a signal containing IMFs can 
be obtained [21]. The decomposition method that can 
effectively decompose a group of IMFs is EMD, and the 
essence of this decomposition method is to determine the 
intrinsic vibration mode of a signal based on its characteristic 
time scale and to define its characteristic frequency by this 
intrinsic vibration mode, to realize the classification of its 
mode. Therefore, the Hilbert transform can decompose the 
signal into two low-order high-order dynamic states with 
different Eigen frequencies and position functions. For the 
high-dimensional discrete spectral estimation problem, it is 
required to have enough time windows to ensure that the 
computational results converge to a suitable size range and to 
obtain a more accurate data set and its modal parameters (e.g., 
step length, step width, etc.), which is where the DMD method 
can have advantages in dealing with complex nonlinear 
models. 

Based on the definition of IMF, the filtering process can be 
performed using the envelope formed by the signal's local 
maxima and local minima, respectively. Local maxima of a 

signal mean decomposing a stochastic process containing all 
non-zero elements into a series of a small number of 
components and performing an exact calculation in each 
component to obtain an estimate of the objective function [22]. 
However, a definition is given for the Hilbert space: “Based on 
the characteristic equation (FME) algorithm proposed is a new 
method-Rython.” The FME algorithm is an essential branch of 
Hilbert space, which can be used to solve signals and 
parameters. It has a wide range of applications in analyzing, 
estimating, and predicting time variation. The mean value of 
the upper and lower envelope of the original signal s(t) is 
denoted as m1(t). Then the difference between s(t) and m1(t) is 
the first component, denoted as h1(t), as shown in formula 
(11). 

)()()( 11 thtmts =−  (11) 

In the second screening, considering h1(t) as the original 
signal and applying the same method, formula (12) is obtained. 

)()()( 1,11,11 thtmth =−  (12) 

Then the screening process is similarly repeated k times 
until h1,k(t) satisfies the conditions of IMF for the first IMF 
component. This process is expressed as shown in formula 
(13). 
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Let IMF1(t)=h1,k(t) so that IMF1(t) is the first IMF 
component screened from the original signal s(t), and we refer 
to this level of screening as inner-level screening. The inner-
level screening process requires the determination of a 
screening termination criterion, which is an essential inner-
level condition that determines whether the inner-level 
sequence can be extrapolated. This criterion can be bounded by 
the standard deviation SD (Standard Deviation) between two 
successive screening results. SD is defined by formula (14): 
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In summary, the standard EMD decomposition flow chart 
is shown in Fig. 3. 

The Hilbert space method is a novel method applicable to 
nonlinear and non-smooth signal processing, which can be 
used to study the decomposition and fitting of nonlinear 
problems and is of great importance in many practical 
applications. The Hilbert space method consists of two steps: 
firstly, the signal is decomposed by EMD, through which a 
single component IMF can be obtained, which can effectively 
reflect the internal vibration pattern of the signal, and then the 
decomposed IMF is analyzed by Hilbert transform and Hilbert 
spectrum, and the result of Hilbert spectrum analysis is 
transformed into the corresponding state curve, and then the 
Hilbert space method with instantaneous time sequence [23]. 
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Fig. 3. EMD decomposition flow chart 

After the original signal s(t) is decomposed into a set of 
IMFs by EMD, it can be expressed as shown in formula (15): 
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This provides validity guarantees for the convenience of the 
Hilbert transform and the calculation of the instantaneous 
frequency. 

The combined form of the Hilbert Marginal Spectrum (the 
HMS) and the instantaneous energy density level equation is 
the most commonly used and represent the instantaneous 
energy density function in the Hilbert space. The algorithm can 
be used to obtain the model parameters by selecting the model 
parameters and then transforming the complex problem into a 
simple mathematical one. The Hilbert marginal spectrum is a 
nonlinear multi-model with high prediction accuracy, and the 
algorithm can transform a complex problem into a linear 
solution. It can accurately estimate its approximate solution, as 
shown in formula (16). The equation of energy density level is 
the most commonly used and representative model parameter 
in Hilbert space, which can be not only directly obtained but 
also used for solving. It is widely used in various complex 
problems, and its representation is shown in the formula (17). 
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The commonly used feature extraction methods are linear 
predictive cepstral coefficients, Mel frequency cepstral 
coefficients, wavelet transform-based feature extraction 
methods, and Hilbert space method-based feature extraction 
methods. 

Feature extraction based on linear prediction cepstral 
coefficients 

The feature extraction of linear predictive cepstral 
coefficients is the most critical and core problem in the whole 
multivariate statistical analysis process. We usually use single-
factor models to perform dimensionality reduction in 
traditional regression methods. However, as the application 
range becomes wider and wider, the computational conditions 
keep improving, and the complexity of data processing 
becomes more and more complicated, it is challenging to meet 
the actual accuracy requirements, and it is impossible to 
directly use the variance estimation method to do multiple 
linear prediction verification on experimental samples. 
Therefore, a new linear predictive cepstral coefficient model is 
proposed, which can reduce the complexity of data processing 
by extracting feature space information with more implied 
parameters and higher dimensionality [24]. The feature 
extraction process of linear predictive cepstral coefficients is 
shown in Fig. 4. 

 
Fig. 4. Feature extraction of linear predictive cepstral coefficients 

1) Feature extraction based on Mel frequency cepstrum 
coefficients: Mel frequency cepstrum coefficient is a nonlinear 
feature, and its parameters change with time. Therefore, its 
characteristics must be processed in some way before linear 
regression analysis is performed. However, the above method 
has some problems: firstly, it needs to calculate a large 
number of offline fitted curve weights and use one of them as 
the standard deviation, so it is computationally intensive, and 
the rate of change of the offline fitted curve weights will 
change over time. Thus it cannot accurately describe the 
distribution of linear feature points on a straight line. 
Secondly, a series of complex processes, such as obtaining 
new parameters, may be required before this can be used to 
achieve the goal of maximizing the effective extraction rate, 
so these are essential elements to be studied based on Mel 
coefficients and the feature extraction of Mel frequency 
cepstrum coefficients is shown in Fig. 5. 

 
Fig. 5. Feature extraction of Mel frequency cepstrum coefficients 
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2) Study of wavelet transform-based feature extraction 
method: As an extension of time-frequency local features in 
time and space, wavelet transform is a newly developed time-
scale analysis method, which decomposes the image with each 
sub-band coefficient (i.e., distance resolution) to deal with the 
noise component, and the signal contains some high-frequency 
components. At the same time, it can effectively eliminate the 
low-frequency part. Moreover, wavelet transform is also a 
time-frequency local feature analysis method. It can extract 
the high-frequency components in time, space, and scale to 
more accurately analyze the local signal information. The 
feature extraction process of wavelet transform is shown in 
Fig. 6 [25]. 

 
Fig. 6. Feature extraction process of wavelet transform 

3) Feature extraction method based on Hilbert space 
method: The Hilbert space classification algorithm is based on 
the linear discriminant method of feature extraction, which is 
based on the traditional minimum distance classification 
method combined with a variety of statistical decision theories 
to achieve the recognition of different dimensions in the 
sample. The method predicts the target region by training 
sample data, however, due to a large amount of data and noise 
interference. Therefore, further improvements are needed: 
firstly, the original sample point information is multiplied and 
fitted with other discrete cosine matrices; secondly, the 
corresponding coordinate transformation coefficients are 
maximized or minimized according to the feature vectors of 
the classified objects, and finally, the linear discriminant 
method is used for parameter estimation, and the final output 
is combined with the Hilbert space classification method to 
realize the efficiency of feature extraction. 

V. CONCLUSION 
To sum up, with the development of computer technology, 

artificial intelligence has become the trend brought by the 
technological progress in the new era background. With the 
introduction of modern new technology, the traditional method 

of extracting music note features can no longer meet the needs 
of modern technological development. With the introduction of 
new technology, the traditional method of extracting musical 
features can no longer meet the needs of modern technology. 
The feature recognition method integrating partial differential 
equation and Hilbert space method has become the inevitable 
development of technology in the new era. In this paper, we 
propose a TV denoising model using partial differential 
equations, i.e., establishing its energy generalization, obtaining 
its Euler-Lagrange equation by variational method, and finding 
its numerical solution by gradient descent flow method, which 
can effectively protect the detailed information of music note 
features. In addition, when using the Hilbert space method for 
feature extraction and identification, the nonlinear and non-
smooth feature signals can be effectively identified. It is easier 
and faster to use the Hilbert space method for feature 
identification, and the information of the feature signal can be 
studied accurately. 
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Abstract—Improving student learning performance requires 
proper preparation and strategy so that it has an impact on 
improving the quality of education. One of the preparatory steps 
is to make a prediction modeling of student performance. 
Accurate student performance prediction models are needed to 
help teachers develop the potential of diverse students. This 
research aims to create a predictive model of student 
performance with hyperparameter optimization in the Support 
Vector Regression Algorithm. The hyperparameter optimization 
method used is the Metaheuristic Algorithm. The Metaheuristic 
Algorithms used in this study are Particle Swarm Optimization 
(PSO) and Genetic Algorithm (GA). After obtaining the best 
SVR hyperparameter, the next step is to model student 
performance predictions, which in this study produced two 
models, namely PSVR Modeling and GSVR Modeling. The 
resulting predictive modeling will also be compared with 
previous researchers' prediction modeling of student 
performance using five models: Support Vector Regression, 
Naïve Bayes, Neural Network, Decision Tree, and Random 
Forest. The regression performance metric parameter, Root 
Mean Square Error (RMSE), evaluates modeling results. The test 
results show that predictive student performance using PSVR 
Modeling produces the smallest RMSE value of 1.608 compared 
to predictions of student performance by previous researchers so 
that the proposed prediction model can be used to predict 
student performance in the future. 

Keywords—Student performance; feature selection; particle 
swarm optimization; genetic algorithm; support vector regression 

I. INTRODUCTION 
Educators need a prediction of student performance to 

improve student achievement. Predicting student performance 
is used as material for evaluating student learning so that it can 
facilitate the diversity of potential students, both those who 
excel academically [1][2] and detect students who have the 
potential to experience failure [3]. Accurate prediction of 
student performance can also be the right policy decision in 
educational institutions [4]. 

The implementation of the Machine Learning Algorithm to 
predict student performance is to compare the accuracy of both 
classification and regression [5]. The Machine Learning 
Algorithms used include Neural Networks, Decision Trees, 
Naïve Bayes, SVM, KNN, and Logistic Regression [2][5][6]. 
Support Vector Machine (SVM) is a Machine Learning 
Algorithm that can be used to predict student performance 

[5][7][8][9]. As for solving regression problems, SVM is better 
known as Support Vector Regression (SVR) [10]. SVR has 
good generalization ability, can be implemented for non-linear 
data with high dimensions, and has low computational 
complexity [11]. In addition, other advantages of SVR are 
overcoming overfitting and making predictions with data that 
is not too large [12]. From these advantages, SVR can be 
implemented in this study to predict student performance [11]. 
Problems often experienced by SVR occur in large-scale data, 
thus making significant computational processes challenging to 
determine optimal hyperparameter values [11][13]. 

Optimal selection of hyperparameters in Machine Learning 
Algorithms has been carried out using various Metaheuristic 
Algorithm approaches, namely Particle Swarm Optimization 
(PSO)[14],  Artificial Bee Colony (ABC) [15], and Genetic 
Algorithm (GA) [16]. The SVR Algorithm is a Machine 
Learning Algorithm; optimizing hyperparameters in SVR 
modeling will increase the value of modeling accuracy 
[16][17]. 

II. RELATED WORK 
Many researchers have researched student performance 

prediction using Machine Learning Algorithms. Tomasevic et 
al. [6] predict student performance by comparing Machine 
Learning Algorithm modeling, namely KNN, SVM, ANN, 
Decision tree, Naïve Bayes, and Logistic Regression with 
classification and regression models. This study used data on 
students' past learning achievements, learning engagement, 
search activities, discussion participation, and demographics. 
The results of this study show that ANN outperforms other 
Machine Learning Algorithms with the best accuracy. 

In the study of student performance prediction conducted 
by Xu et al. [18], using student activity data, as many as 4,000 
students on the online duration, traffic volume, and connection 
frequency. The resulting classification prediction modeling is 
in the form of passed and failed. The Machine Learning 
Algorithms used include Decision Trees, ANN, and SVM. This 
study showed that the ANN and SVM Algorithms for 
predicting student achievement were the most accurate. 

Cortez et al. [5] compared the accuracy of predicting 
student performance with classification and regression 
modeling using Neural Network, Decision Tree, Naïve Bayes, 
Random Forest, and SVM Algorithms to predict student 
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performance in mathematics and Portuguese. The experimental 
results show that in the classification case, the Naïve Bayes 
Algorithm produces the best accuracy for predicting student 
performance in mathematics and the Decision Tree Algorithm 
produces the best accuracy for predicting student performance 
in Portuguese. In the regression case, the Random Forest 
Algorithm has the best accuracy for predicting student 
performance in mathematics. In contrast, the Naïve Bayes and 
Random Forest Algorithms produce the best accuracy for 
predicting student performance in Portuguese. 

This study will use previous research datasets, namely the 
performance of high school students in Portugal in 
mathematics [5], with the development of the SVR Algorithm. 
The choice of the SVR algorithm is because the algorithm can 
overcome overfitting and make predictions with data that is not 
too large  [12]. The development of the SVR Algorithm is to 
find optimal hyperparameters in the SVR Algorithm using the 
Metaheuristic Algorithm, namely PSO and GA [14][16]. By 
using optimal hyperparameters, the application of the SVR 
Algorithm can increase the accuracy of predictive modeling 
[16][17]. So the proposed contribution of this research is 
developing a model predicting student performance on the 
SVR Algorithm with hyperparameter optimization using the 
Metaheuristic Algorithm, which previous researchers have not 
done. 

III. MATERIAL AND METHOD 
In this study, there are several stages needed to predict 

student performance. In the early stages, the collection of the 
student performance dataset, Split dataset to data training and 
data testing, Optimization of hyperparameters on SVR using 
the Metaheuristic Algorithm, and Modeling of Student 
Performance Prediction. 

 
Fig. 1. The proposed method 

In Fig. 1, it can be seen the stages carried out in this study. 
The first step was collecting the dataset. Dataset collection can 
be done by downloading from the UCI Machine Learning 
Website1. After processing the dataset, the dataset will be split 
into training and testing data, with 90% of the training data and 

10% of the testing data. Training data is used when training 
Algorithms and looking for suitable models, while data testing 
is used as test data to determine the performance of the model 
that has been produced. The next step in this study is to model 
student performance predictions using the SVR Algorithm with 
hyperparameter optimization. This study used two models: 
GSVR Modeling and PSVR Modeling. After predictive 
modeling is generated, the next step is to evaluate the 
performance of the regression performance metrics using 
RMSE and compare it with Machine Learning Algorithm 
modeling done by previous researchers using the same dataset 
[5]. 

A. Data for Student Performance Prediction 
This study uses a dataset of student performance at 

secondary schools in Portugal from the UCI Machine Learning 
Repository Website. This collection of student performance 
data comes from two secondary schools, namely the Gabriel 
Pereira School and the Mousinho da Silveira School 
mathematics. It consists of 395 instances and 33 demographic, 
social, financial, and academic data attributes [5]. Of the 33 
attributes in this dataset, one attribute is the result of students' 
mathematics final exam scores, namely G3, which will be used 
as the target for modeling student performance predictions, so 
32 attributes in the dataset affect student performance. The 
description of the student performance dataset used can be seen 
in Table I. 

TABLE I.  FEATURES AND DESCRIPTION OF THE DATASET 

Feature Description 

school student's school 

sex student's sex 

age student's age 

address student's home address type 

famsize family size 

Pstatus parent's cohabitation status 

Medu mother's education 

Fedu father's education 

Mjob mother's job 

Fjob father's job 

reason reason to choose this school 

guardian student's guardian 

traveltime home to school travel time 

studytime weekly study time 

failures number of past class failures 

schoolsup extra educational support 

famsup family educational support 

paid extra paid classes within the course subject 

activities extra-curricular activities 

nursery attended nursery school 

1 https://archive.ics.uci.edu/ml/Datasets/student_performance 

https://archive.ics.uci.edu/ml/datasets/student_performance
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higher wants to take higher education 

internet Internet access at home 

romantic With a romantic relationship 

famrel Quality of family relationships 

freetime free time after school 

goout going out with friends 

Dalc workday alcohol consumption 

Walc weekend alcohol consumption 

health current health status 

absences number of school absences 

G1 first-period grade 

G2 second-period grade 

G3 final grade (target of prediction) 

B. Machine Learning Algorithms 
This research will focus on developing the SVR Algorithm 

by optimizing hyperparameters using the Metaheuristic 
Algorithm. At the end of the development, we will compare 
with other Machine Learning Algorithms used by previous 
researchers to predict student performance, namely Support 
Vector Regression (SVR), Naïve Bayes, Neural Networks, 
Decision Trees, and Random Forests [5]. 

1) Support vector regression (SVR): SVR is a 
development of the SVM Algorithm introduced by Vladimir 
Naumovich Vapnik in 1995 [19]. SVR shows good 
performance in solving regression problems [11]. SVR applies 
the Structural Risk Minimization (SRM) method, which is a 
method with a focus on finding the optimal hyperplane and 
minimizing errors from the training data and incentive loss 
function, resulting in a continuous and real-value data output 
[20]. In this study, the hyperparameters used are C, gamma, 
and epsilon. 

2) Naïve Bayes: Naïve Bayes is a simple probabilistic 
classifier that calculates a set of probabilities by summing the 
frequencies and combinations of values from the given dataset 
[21]. This Algorithm uses Bayes theorem and assumes that all 
attributes are independent or not interdependent, given the 
value of the class variable [22]. Naive Bayes is based on the 
simplifying assumption that attribute values are conditionally 
independent when given output values [23]. In other words, 
given the output values, the probabilities of observing together 
are the product of the individual probabilities [24]. 

3) Neural networks: Neural networks are information 
processing Algorithms inspired by the workings of the 
biological nervous system, especially in human brain cells, in 
processing information [25]. Neural networks consist of many 
information-processing elements that are connected and work 
together to solve a particular problem, which is generally a 
classification or prediction problem [26]. 

4) Decision tree: A Decision tree is a predictive model 
technique used for task classification and prediction [27]. A 

Decision tree divides the problem search space into problems 
[28]. The process in the decision tree is to change the form of 
table data into a tree model. The model tree will generate rules 
and be simplified [29]. 

5) Random forest: Random Forest Random Forest is a 
supervised learning Algorithm released by Breiman [30]. 
Random Forest is commonly used to solve problems related to 
classification, regression, etc. This Algorithm is a combination 
of several tree predictors, or it can be called a decision tree, 
where each tree depends on a random vector value sampled 
freely and evenly on all trees in the forest [31]. The prediction 
results from the Random Forest get the most results from each 
decision tree [32]. 

C. Metaheuristic Algorithm for Optimizing Hyperparameters 
in the SVR Algorithm 
A Metaheuristic can be defined as an iterative generation 

process that guides subordinate heuristics by intelligently 
combining different concepts to exploit the search space used 
to organize information in efficiently finding a near-optimal 
solution [33]. A Metaheuristic Algorithm is used to help 
optimally find hyperparameters to produce the best accuracy 
value in predictive modeling [12][17]. Determining 
hyperparameters in a Machine Learning Algorithm is a 
significant step in modeling [16]. The optimal hyperparameter 
is determined based on the fitness function. The fitness 
function is as follows. 

Fitness function = �∑ (𝑦�𝑖 − 𝑦𝑖)2𝑛
𝑖=1   (1) 

Where 𝑦�𝑖 is the predicted value, 𝑦𝑖  is the original value of 
the sample dataset, and n is the total number of samples. In this 
study, The Metaheuristic Algorithms used to find optimal 
Hyperparameters in SVR are PSO and GA, which will be 
discussed as follows. 

1) Particle swarm optimization (PSO): PSO has been 
developed by Kennedy and Eberhart as an optimization 
Algorithm [34]. The way PSO works is based on the results of 
observing the social behavior of a group of birds and fish 
moving to a specific position to get food, which is then 
referred to as the best position in the multidimensional search 
space [35][36]. The term particle denotes a bird in a flock that 
collectively influences its intelligence or that of the group 
[37]. According to the search area, particle movement with 
velocity will save it as the best position as Pbest and Gbest 
[38]. PSO aims to get the optimal solution by minimizing the 
fitness function [39]. 

In this study, we will apply PSO as an optimizer for SVR 
hyperparameters, with the name PSVR Modeling. The steps 
taken are the initialization of the initial parameters of the PSO 
in the form of particle velocity, initial particle position, and 
iteration. Particles will update the position and velocity 
memory to obtain the Pbest and Gbest values [11]. The best 
fitness value of the iteration limit will produce the best SVR 
hyperparameter combination in the form of C, gamma, and 
epsilon in PSVR Modeling. 
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2) Genetic algorithm (GA): GA is an evolutionary 
Algorithm inspired by the mechanism of natural selection 
based on Charles Darwin's theory [40]. GA was introduced in 
1975 at the University of Michigan by John Holland [41]. GA 
is widely used to solve optimization problems [42]. GA works 
to find the optimum solution simultaneously at several points 
in one generation, and then GA manipulates the population 
structure symbolically as the best solution [43]. In GA, a 
solution is a chromosome, and a group of chromosomes is 
called a population. Chromosomes from one population form 
a new population based on the objective function or the best 
fitness value [44]. 

This study will also apply GA as an optimizer for SVR 
hyperparameters, with the name GSVR Modeling. The steps 
are to initialize the initial GA parameters in the form of the 
initial population and iteration limits. The initial population in 
the state of individuals will be selected based on the order of 
the best fitness function with the selection stages [16]. After 
that, the cross-over stage is carried out, namely the exchange of 
genes between one chromosome and another based on the 
parameter of the crossover rate. The next stage is a mutation, in 
which the resulting chromosome will replace one or more 
genes with other genes at random [45]. In the final stage, a new 
individual will be generated to determine the best fitness value 
obtained from the iteration limit to produce the best SVR 
hyperparameter combination in the form of C, gamma, and 
epsilon in GSVR Modeling. 

D. Evaluation Method 
The developed model will be evaluated using regression 

performance metric parameters in the final stage. The function 
of the regression performance metric parameter is to measure 
the accuracy of modeling predictions of student performance. 
This study's regression performance metric parameter is the 
Root Mean Square Error (RMSE). RMSE can be defined as the 
square root of the average value of squared errors between the 
actual value and the forecast value [36]. 

RMSE= �1
𝑛
∑ �𝑦𝑗 − 𝑦�𝑗�

2𝑛
𝑗=1  (2) 

Where 𝑦�𝑗  is the predicted value of student performance, 
𝑦𝑗 is the original value of the student performance sample 
dataset, and n is the total number of samples. 

IV. RESULT AND DISCUSSION 
This study uses the student performance dataset by Cortez 

[5], focusing on students' final exam scores in Mathematics. 
This student performance dataset from two secondary schools 
consists of 395 instances and 33 attributes. This dataset is a file 
with the Comma Separated Values (CSV) format in excel. 
After checking each row and column of data, no empty data is 
found in this dataset, so it can be stated that this dataset has 
been filled in completely. The next step is to model student 
performance predictions by optimizing hyperparameters in 
SVR Algorithm using the Metaheuristic Algorithm, which is 
then compared with modeling student performance predictions 
that have been carried out by previous researchers using 
Machine Learning Algorithms. 

A. Results of Previous Research Results using Machine 
Learning Algorithms 
Cortez et al. [5] have researched predicting student 

performance modeling using Machine Learning Algorithms, 
including SVR, Naïve Bayes, Neural Networks, Decision 
Trees, and Random Forests. The modeling results that have 
been produced are in Table II below. 

TABLE II.  RESULT OF PREVIOUS RESEARCH [5] 

Algorithm RMSE 

SVR 2.09 

Naïve Bayes 2.01 

Neural Networks 2.05 

Decision Tree 1.94 

Random Forest 1.75 

In Table II, the modeling results show that the best 
predictive modeling of student performance is obtained in 
modeling predictive student performance in the Random Forest 
Algorithm with an RMSE value of 1.75, while the worst 
student performance in the SVR Algorithm with an RMSE 
value of 2.09. In previous studies, only making comparisons of 
the accuracy of modeling predictions of student performance 
using Machine Learning Algorithms and hyperparameter 
optimization has not been carried out on Machine Learning 
Algorithms. So that in this study will improve the accuracy of 
modeling student performance predictions with the SVR 
Algorithm by optimizing hyperparameters using the 
Metaheuristic Algorithm. 

B. Results of Optimization Hyperparameter SVR using 
Metaheuristic Algorithm and Modeling 
This stage is the initial stage for developing the SVR 

Algorithm to predict student performance. Hyperparameter 
optimization is performed to determine the best 
hyperparameter composition of the SVR Algorithm as a 
predictive model to be developed. The settings for the 
hyperparameter values to be optimized are C, gamma, and 
epsilon by determining the range of upper and lower limit 
values, with hyperparameter values C = [100 - 1000], gamma = 
[0.001 - 0.009], and epsilon = [0.001 - 0.009]. The predictive 
modeling of student performance resulting from 
hyperparameter optimization using the Metaheuristic 
Algorithm is as follows. 

1) Optimization hyperparameter SVR using particle 
swarm optimization (PSVR modeling): In this study, PSO will 
be applied as an optimizer for SVR hyperparameters. The 
SVR hyperparameters are C, gamma, and epsilon. Meanwhile, 
as an optimization Algorithm, the PSO parameters will be 
determined by initialization, also carried out on the initial PSO 
parameters. The PSO parameter will be set with a total of 50 
particles, while the value of C1 is 1.0 and C2 is 2.0, with a 
weight value of W is 0.5. The number of iterations in this 
research will be varied by the number of iterations of 50, 100, 
250, and 500. 
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TABLE III.  RESULT OF PSVR MODELING 

Iteration 
Optimal Hyperparameter 

RMSE 
C gamma epsilon 

50 380 0.001 0.006 1.681 

100 103 0.002 0.001 1.608 

250 358 0.001 0.008 1.683 

500 450 0.001 0.005 1.675 

Based on the PSVR Modeling results in Table III, the 
optimal SVR hyperparameter combination was obtained at C, 
gamma, epsilon = [103, 0.002, 0.001] at the 100th iteration is 
the best RMSE value of 1.608. The selection of optimal 
hyperparameters generated in PSVR Modeling results from 
searching for a combination of hyperparameter limits on SVR 
that has been determined using the PSO method search stages. 
In the PSO method, the resulting hyperparameter combination 
will be evaluated for its fitness value based on the Pbest and 
Gbest values of the iterations and predetermined PSO 
parameters so that the best hyperparameter combination with 
the smallest RMSE value is obtained. 

2) Optimization hyperparameter SVR using genetic 
algorithm (GSVR modeling): GA will be applied as an 
optimizer for SVR hyperparameters in this study. The SVR 
hyperparameters are C, gamma, and epsilon. Meanwhile, as an 
optimization Algorithm, the GA parameters will be 
determined by initialization, also carried out on the initial GA 
parameters. The GA parameter will be determined by a total 
of 50 individuals, while the mutation coefficient value is 0.01, 
with a cross-over coefficient value of 0.5. The number of 
iterations in this research will be varied by the number of 
iterations of 50, 100, 250, and 500. 

TABLE IV.  RESULT OF GSVR MODELING 

Iteration 
Optimal Hyperparameter 

RMSE 
C gamma epsilon 

50 102 0.001 0.006 1.831 

100 101 0.001 0.008 1.831 

250 100 0.001 0.008 1.830 

500 101 0.001 0.007 1.831 

Based on the GSVR Modeling results in Table IV, the best 
RMSE value was 1.830 at the 250th iteration with the optimal 
SVR hyperparameter combination at C, gamma, epsilon = 
[100, 0.001, 0.008]. In GSVR Modeling, selecting optimal 
hyperparameters is also the result of searching for a 
combination of hyperparameter limits on a predetermined SVR 
using the GA method search stages. In the GA method, the 
resulting hyperparameter combination will be evaluated for its 
fitness value based on the GA stages to get the best individual 
based on the iteration results and GA cycle stages in the form 
of selection, cross-over, and mutation so that the best 
hyperparameter combination with the smallest RMSE value is 
obtained. 

From the experimental results, obtained modeling of 
student performance with PSVR Modeling and GSVR 
Modeling, which will then be used to be compared with student 
performance modeling in previous studies. 

C. Comparing and Analysis Results 
In this study, modeling of student performance predictions 

has been carried out using the SVR Algorithm, which is 
optimized for hyperparameters with the Metaheuristic 
Algorithm, by producing a proposed model in the form of 
PSVR Modeling in Table III and GSVR Modeling in Table IV. 
In the PSVR Modeling experiment with the optimal SVR 
hyperparameter, the RMSE value was 1.608, and GSVR 
Modeling with optimal SVR hyperparameters produced an 
RMSE value of 1.830, so when compared to modeling student 
performance predictions using the Machine Learning 
Algorithm obtained from previous research in Table II, which 
will produce a comparison like in Fig. 2. 

Fig. 2 shows that modeling predictive student performance 
with PSVR Modeling gets the best results with the smallest 
RMSE value of 1.608 compared to the RMSE value on GSVR 
modeling and performance prediction modeling students 
conducted in previous studies. It can also be seen that the SVR 
algorithm gets the highest RMSE value of 2.09 compared to 
the Machine Learning algorithm used in previous studies for 
modeling student performance predictions. With this research, 
it can be seen that optimizing the hyperparameters in the SVR 
algorithm can reduce the error value or increase the accuracy of 
modeling student performance predictions. 

Fig. 3 shows the graph of increasing accuracy using 
hyperparameter optimization using the Metaheuristic 
Algorithm for the SVR Algorithm. The experimental results 
show an increase in the accuracy of the SVR algorithm with 
the proposed model. GSVR Modeling shows an increase in 
accuracy of 12.44% with a decrease in the error value with 
RMSE from 2.09 to 1.830 compared to the SVR Algorithm. As 
a comparison, the best improvement is PSVR Modeling which 
shows an increase in accuracy of 23.06% with a decrease in the 
error value with RMSE from 2.09 to 1.608 compared to the 
SVR Algorithm. 

 
Fig. 2. Comparison of the results modeling student performance prediction 
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Fig. 3. Percentage Improvement of SVR with hyperparameter optimization 

using metaheuristic algorithm 

V. CONCLUSION 
Modeling student performance predictions using an 

accurate Machine Learning Algorithm can predict student 
performance so that appropriate strategies can be determined to 
improve student learning outcomes. In previous research [5], 
modeling predictions of student performance were compared 
using several machine learning algorithms. This study has 
developed a predictive model for student performance by 
optimizing the hyperparameters in SVR using the 
Metaheuristic Algorithm, namely PSO and GA, to produce a 
proposed model with two models, PSVR Modeling and GSVR 
Modeling. In predicting student performance predictions using 
PSVR Modeling, the prediction accuracy is the best compared 
to predicting student performance using other Machine 
Learning Algorithms with an RMSE value of 1.608. The 
increase in the accuracy of the RMSE value was also generated 
by modeling predictions of student performance with PSVR 
Modeling of 23.06% compared to predictions by modeling 
student performance using the SVR Algorithm. This 
experiment shows that the student performance prediction 
model with the proposed model can be used to predict student 
performance in the future. In this study, the selection of 
optimal hyperparameters in the SVR Algorithm has been 
proven to increase accuracy in predicting student performance. 
Future research is expected to be able to conduct experiments 
by setting hyperparameters on C, gamma, and epsilon with a 
more varied range of values so that it is possible to obtain even 
better predictive modeling accuracy results. 

VI. FUTURE WORK 
In future research, further the development will be carried 

out on predicting student performance modeling using the 
Feature Selection Method with Metaheuristic Algorithms. So 
modeling student performance predictions using the feature 
selection method will produce features that influence student 
performance predictions and increase the accuracy of the 
resulting model. 
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Abstract—In this article, we establish a technique based on 
the internet of things to simultaneously monitor the main values 
that characterize a photovoltaic solar panel. This technique 
allows to discover the problems and the monstrosities during the 
operation. This study also allows to collect the parameters and 
quantities measured for analysis. This method is based on 
exploiting the advantages of IoT technology. For this it will be a 
good choice to use and exploit the Esp32 microcontroller, because 
the two WIFI and Bluetooth modules are integrated. The design 
process began by creating a system to measure the intensity of 
the electric current delivered by the photovoltaic panel. A 
current sensor was implemented for this purpose. To prevent 
damage to the microcontroller, a voltage divider was proposed to 
decrease the voltage at the pin level of the Esp32 for 
measurement. Next, the power and energy values were calculated 
to estimate the production capacity. In the final stage, a low-
power Bluetooth link was created to transmit the four quantities 
to a smartphone or other compatible device. Real-time values 
were presented as graphs on the free ThingSpeak platform and 
displayed on both, an LCD screen and the serial monitor of the 
Esp32 microcontroller. The system was tested without any 
problems or errors. 

Keywords—Current sensor; bluetooth low consumption; 
photovoltaic panel; Esp32 microcontroller 

I. INTRODUCTION 
Currently, the exploitation of renewable energies is 

experiencing an intense and remarkable increase, to reduce and 
minimize costs and expenses in the energy field [1]. In this 
realization we strongly noted this last report between the 
electric energy and the energy generated by the photons 
coming from the sun, this report exceeds 25% [2], [3]. 

The proper functioning of solar panels is sensitive to being 
affected by climatic problems. As a result, the distortion 
negatively influences and can reduce the performance of 
photovoltaic panels [4], [5], [6], [7], [8]. To regularly detect the 
operating problems of photovoltaic systems, proactive 
management is necessary to ensure real-time monitoring of the 
values of the main parameters of this system. In this article, a 
design has been processed to measure and supervise the values 
of the quantities that characterize a photovoltaic panel, which 
will then be transmitted through low-consumption Bluetooth 
connectivity. Our document is ordered as follows. In the first 
section we have elaborated a summary. In Section II, similar 
studies have been presented which have dealt with the same 
objectives. Section III is reserved for the hardware part in 
which the essential characteristics of the Esp32 microcontroller 
and the ACS712-30A current sensor have been exposed. In the 

same section, we have exposed a detailed conception of our 
realization. Section IV brings together the results and the 
discussion via diagrams and curves which represent the results 
obtained experimentally.  Noted here that the values of the 
parameters are collected and stored on the ThingSpeak 
platform which is reserved for connected objects while we 
exploit the HTTP protocol. Finally, in the last section a 
conclusion closes this study. 

II. RELATED WORK 

A. Transfers Data with Bluetooth Modules, HC-06 and HC-
05 
In recent years and thanks to the technological revolution in 

the field of the Internet of Things, several scientific studies 
have integrated the Arduino microcontroller with the two 
external Bluetooth modules HC-05 and HC-06 [9], [10], [11], 
[12], [13]. These Bluetooth modules are greedy because they 
consume a large amount of energy, and we have noticed the 
non-compatibility with the Arduino card, which in many cases 
complicates the proper functioning of these modules to achieve 
connectivity via Bluetooth. 

B. Use of the F031-06 Voltage Sensor for the Measurements 
In the same design, other delicate researches have used the 

F031-06 voltage sensor as the main element to measure the 
potential difference that characterizes the photovoltaic panel 
[14], [15], [16], [17], [18], thus, the operating principle of this 
sensor is essentially based on the structure of a resistive 
divider, therefore, we quickly concluded that this sensor is 
characterized by the non-stability of the measurements, 
moreover, over a given measurement range the output of this 
sensor is always a linear function, in the research we have 
done, we have noticed a wide sensitivity to noise and the 
values measured with this sensor are slightly different to the 
real values. 

C. Transfers Data with WIFI Module 
In the same context, other research has integrated the WIFI 

module to transmit the different measured quantities of 
photovoltaic panels such as current, voltage and energy [19], 
[20], [21], [22], [23].  Noted here that in the studies used by the 
integrated WIFI module of the Esp32 microcontroller, the IP 
address is assigned dynamically by a DHCP server, so this 
address changes its value at each restart, this becomes a major 
problem and complicates the situation in the case where a web 
server is installed on the Esp32 microcontroller. In most cases, 
this inconvenience is overcome by integrating the Wifi.config 
function to set the IP address, this function accepts the 
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following attributes, Ip, gateway, dns, and subnet. In general, 
these studies are very successful, while the Wi-Fi network 
coverage space remains a challenge. 

D. Arduino Mega as Main Processing Element 
In other scientific research, the hardware design consists of 

an Arduino Mega board, therefore an ATMega2560 
microprocessor [24], [25], [26], [27], [28]. These studies 
profusely reduce the hardware complexity and make the model 
clearer, We noted here that the Arduino Mega2560 board is 
characterized by several advantages such as the number of 
input / output (54 pins), a large number of analog pins (16 
pins), serial ports (3 ports), an I2C port and an SPI port, 
compared to the ordinary Arduino board, the Mega2560 is 
characterized mainly by a large memory predisposition, let's 
also add compatibility with the majority of Arduino modules. 
the IoT. 

III. MATERIALS AND METHODS 
In this section, the material design used in this realization is 

presented, it is based mainly on the following elements: 

A. Microcontrôleur Esp32 
In this study, the Esp32 Microcontroller plays a key role, 

because it is created to promote and ensure the learning and 
development of connected objects, and embedded applications 
[29], it is characterized by a large computing capacity in 
comparison to the Arduino, this microcontroller wakes up 
regularly when a specific condition is verified, In practice, 
experiments show that the Esp32 microcontroller greatly 
minimizes the amount of energy consumed thanks to the 
reduced duty cycle, The ESP32 microcontroller integrates the 
WROOM-32 microprocessor (Tensilica Xtensa LX6) which 
particularly works under a clock frequency of 240 MHz. Also 
noted that the Bluetooth (Bluetooth Low Energy) and WIFI 
modules (WIFI:  802.11 n width 2.4 GHz) are integrated. 

B. ACS712 30a Current Sensor 
The ACS712 current sensor is essentially based on the 

ascending Hall effect. Whatever the nature of the electric 
current (direct (DC) or alternating (AC)), the ACS712 sensor is 
connected in practical embodiments in series with the load, 
with a sensitivity of around 66mV per ampere, see Fig. 1, 
[30][31]. 

 
Fig. 1. Sensitivity of the ACS71230-a sensor 

Among the advantages of the ACS712 sensor, the authors 
have noted that this sensor accepts the passage of electric 
current in both directions, this makes it possible to measure a 
positive or negative electric current in specific situations. The 
current inside this sensor generates a magnetic field; at the 
output, a DC voltage propositional to the current will be 
obtained. It is equally important to note that a calibration with a 
blank reading is strongly recommended. Note also that an 
external magnetic field (like for example) can negatively 
influence the measurements made. In practical 
implementations, the ACS712 Hall effect current sensor (10nF) 
is distinguished by intense noise corresponds to 130mA, the 
authors have greatly limited this noise by adding a 470nF 
capacitor, also have profusely limited this noise by adding a 
470nF capacitor. The pins of the ACS712 are denoted in Fig. 2, 
the technical characteristics are given as follows: Dimensions: 
31x13x15mm, Chip: ACS712ELEC-30A, Measured current 
range: -30A to +30A, Vref at 0A: Vcc/2 i.e. 2.5V, Sensitivity: 
66mV/A, Insulation: 2.1KV, Consumption: 10mA, Error: 1.5 
% at 25°C, Power supply: 5VDC (4.5-5.5VDC). 

C. Autres Elements 
Since the photovoltaic panels in our realization generate a 

maximum voltage equal to 42V, and since the voltage at the 
terminals of the ESP32 microcontroller must not go above 5v, 
next, we installed a voltage divider to lower the voltage to 
avoid unbuttoning the ESP32 microcontroller. The value of 
resistors R1 and R2 are calculated to identify the two 
conditions (the maximum voltage at the microcontroller 
terminals must not exceed 5V and the maximum voltage of the 
PVs equal to 42V) ie R1=1kΩ, R2=12KΩ. The voltage value at 
pin R2 is measured by ESP32 pin number 34 see Fig.  4. Other 
hardware elements are used, an LCD display to display the 
measured quantities like the current intensity value, voltage, 
power, energy. Finally, we have a rectangular photovoltaic 
panel with an area equal to 1.6 m². 

D. Comparison of Wireless Techniques 
Table I, summarizes a comparison between five standard 

wireless technology, Bluetooth, RF 433MHz, ZigBee, and 
WIFI, therefore, the association standards, power consumption, 
bandwidth and throughput are represented in table1[32]. 

 
Fig. 2. Designation of the pins of the ACS712 sensor 
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TABLE I. COMPARISON BETWEEN STANDARD WIRELESS TECHNOLOGIES 

Technologies RF WI-Fi BlueTooth ZigBee 

Standards 
Association 

IEEE 802.15. 
4 Low 433 MHz 4-9 Kb/s 

Energy 
consumption IEEE 802.11 High 2.4GHz --- 

Frequency IEEE 
802.15.1 Low-High 2.4GHz <24 

Mbps 

Debit IEEE 802.15. 
4 High 2.4GHz <1Mb/s 

E. Formula Evaluation 
To carry out this study, we chose an open area 

characterized by the absence of obstacles which can negatively 
influence the propagation of UHF waves, this place is also 
characterized by the absence of radio emissions on the 2.4 GHz 
frequency so no interference phenomenon, the weather 
conditions are very favorable with a very clear sky and a 
temperature of 29C. At first, we studied the aspect of 
propagation of UHF radio waves which constitutes a principle 
of bidirectional exchange for Bluetooth technology on a 
frequency band of 2.4 GHz, therefore, we studied the 
attenuation of these UHF waves to reduce obstacles and 
unwanted effects that can negatively influence the UHF signal 
coverage area. Note here that the undesirable epiphenomena of 
Ultra High Frequency wave attenuation are defined by Eq. (1) 
in [33], [34]. 

𝑃𝑃𝐿𝐿d𝐵𝐵 = 10 𝑙𝑙𝑙𝑙𝑙𝑙10 �
𝑝𝑝𝑡
𝑝𝑝𝑟
� (1) 

• PLdB : Wave attenuation in dB, 

• pt :  Transmitted power 

• pr : received power 

Note that the distances related to attenuation are well 
determined, Fig. 3 presents this attenuation corresponding to 
ultra-high frequency waves (UHF) 

In practice, in the UHF signal damping equation in dB, a 
coefficient is added to determine a true ratio between the 
acquired power P and the separation distance d, this coefficient 
is denoted by n and equation (2) in [36] represents this 
mutation (n: path factor , n=2 free space, Xδ: Gaussian random 
variable,  δ: standard deviation). 

𝑃𝑃𝐿𝐿(𝑑𝑑) = 𝑥𝑥𝛿𝛿 + 𝑃𝑃𝐿𝐿(𝑑𝑑0) + 10𝑛𝑛 𝑙𝑙𝑙𝑙𝑙𝑙10 �
𝑑𝑑
𝑑𝑑0
� (2) 

In the field of telecommunications and signal transmission, 
the Friis Eq. (3) explains an interesting relationship between 
the distance d between the transmitter and the receiver in a free 
space, as well as the power and the antenna gain [37]. 

𝑝𝑝𝑟
𝑝𝑝𝑡

= 𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟
𝜆𝜆2

(4𝜋𝜋𝑑𝑑)2
    (3) 

• Pt: Power delivered by the transmitter (W) 

• Pr: Power delivered by the receiver (W) 

• Gr: Receiver Gai 

 
Fig. 3. Attenuation of UHF wave determined in time domain [35] 

• Gt: Transmitter Gain 

• λ: Signal Wavelength 

• d:  Distance between (transmitter, receiver). 

Scientifically, an important interpretation allows to 
exchange enormously to believe that the free space attenuation 
is proportional to the square of the frequency. Therefore, these 
expressions appear only in formulas where the antenna gain 
expression is represented. On the other hand, this help has 
totally disappeared the condition where we have antennas with 
a fixed surface. [38]. It is therefore concluded that the antennas 
are the cause of a loss of gain due to non-compliance. Equation 
(4) represents this effect. 

𝑝𝑝𝑟
𝑝𝑝𝑡

= 𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟(1 − |𝑠𝑠11|2)(1 − |𝑠𝑠22|2)( 𝜆𝜆2

(4𝜋𝜋𝑑𝑑)2
)   (4) 

• s11/s22: reflection coefficients on the transmit/receive 
antenna. 

• Gr/Gt: Receiver/Transmitter Gain 

• λ: Signal Wavelength 

• d:  Distance between (transmitter, receiver). 

F. The Main Design Proposal 
In this section, we will develop the main diagram of our 

realization, as well as the advantages which draw the strong 
point of this monitoring system. 

• The design and implementation are very easy. 

• The use of data transfer via a low-consumption 
Bluetooth link and very useful in places far from 
communication networks (absence of GSM and 
Internet for example). 

• Wireless monitoring – secure and reassured data 
exchange. 

We have proposed the following general scheme for 
measuring current and voltage, in order to calculate power and 
energy, see Fig. 4. These four values will be sent via a low-
power Bluetooth link that we must create in the next section. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

154 | P a g e  
www.ijacsa.thesai.org 

 
Fig. 4. Main design diagram 

In this section, the main diagram of this study is proposed. 
It was started by measuring the current intensity with the 
ACS712-30A sensor at the level of pin35 of the Esp32 
microcontroller, see Fig. 4. After an aid to lower the potential 
difference was developed, thanks to a voltage divider so as not 
to exceed the 5v threshold which represents the maximum 
voltage that the Esp32 microcontroller can support. The 
measurement is therefore carried out at the resistance level R2, 
therefore, the pin34. Note that to know the voltage between the 
terminals of the photovoltaic panel, the mesh law and Ohm's 
law was used. And finally, the values of the voltage (V) and 
the current (I) we used to calculate in an exact way the two 
other parameters: the instantaneous power (P) and the energy 
(E). 

G. Creation of the Bluetooth Link 
The classic HC-05 and HC-06 external modules are 

outdated despite the simplicity of integration in IoT projects, 
these two modules have major drawbacks, such as large power 
consumption, another thing is that these two modules use the 
old Blutooth V2.0, this is a heavily outdated version. To 
remedy this problem linked to high energy consumption, the 
Esp32 was used because the Bluetooth module is integrated 
into the body of this microcontroller by the manufacturer. The 
choice to use an Esp32 is highly difficult because it is 
characterized by a flow rate of around 1Mb/s and the 
consumption will be reduced 10 times thanks to the new cell 
construction technology [39]. In the main code, to establish and 
ensure a connection via Bluetooth Low Energy, first the 
BluetoothSerial.h library was declared; this library 
compromises all the functionality necessary to guarantee the 
serial connection via Bluetooth technology. Subsequently, the 
declaration of a BluetoothSerial class object is mandatory, this 
object is called SerialBT. 

To initialize the Bluetooth module, it is must to interact 
with this SerialBT object. To listen to the client connection 
event, in the second step the callback function and the void 
setup() function should be configured. Still in the code, started 
the serial communication with a rate equal to 115200 baud, 
naming the begin() method on the BluetoothSerial object 
allows us to initialize the Bluetooth interface. It receives the 
name of the Esp32 microcontroller as input, in our realization 
"ESP32_iosm". Finally in the void loop() function, a 
verification of the reception of data via the Bluetooth module. 
The working process of our study is shown in Fig. 5. 

 
Fig. 5. Operation process flowchart 

IV. RESULTS AND DISCUSSION 
This achievement has been implemented correctly, see Fig. 

6 , the transfer of data via this Bluetooth link is a good 
affirmation of this success, the screenshots in Fig. 8 and Fig. 9 
express and describe in real time the quantities transmitted ( 
Energy, Power, Voltage and Current). 

 
Fig. 6. Practical realization of the study[29] 
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A. Experimental Results 
The Arduino Integrated Development Environment (IDE) 

was used to compile and upload the code, our Esp32 
microcontroller will be immediately recognized and detected 
by other Bluetooth devices under the name we assigned in the 
previous section “ESP32_iosm”, see Fig. 7. 

 
Fig. 7. Detection of the Esp32 microcontroller on smartphone 

A new COM port will be available to perform the pairing 
when the pairing action is completed. After a discovery 
operation, Fig. 8 exposes on a smartphone the data received as 
a result of a low-power Bluetooth communication. 

 
Fig. 8. Receiving data on a smartphone 

The different experimental results are grouped in Table II, 
these results imprint the first five loops of this achievement, 
these values are displayed in real time on the serial monitor of 
our microcontroller, see Fig. 9. 

TABLE II. MEASUREMENT- EXTRACT 

Loop 
number Current (A) Voltage 

(V) Power (W) Energy (Ws) 

1 1.53 14.59 22.33 102.70 
2 2.68 14.63 39.29 141.99 
3 1.53 14.62 22.49 164.42 
4 1.46 14.60 21.37 185.79 
5 1.52 14.60 22.17 207.96 

 
Fig. 9. Preview of the result on the serial monitor 

Finally, to facilitate the comparison and make the data 
clearer in the form of representative graphs, we made use of a 
free "open source" web application, the TingSpeak platform, 
which is reserved for the realization of the Internet of Things 
and the embedded electronics projects, Fig. 10, we used the 
http protocol to collect the data to transfer the connected 
objects. In the Fig. 11, we have presented the variations of 
energy / second and Fig. 12 displays a representation of the 
total energy of our photovoltaic panel. 

 
Fig. 10. TingSpeak plateforme 

 
Fig. 11. Energy variations/second 

 
Fig. 12. Energy total variation 
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V. CONCLUSION 
The experimental results of this study show that monitoring 

the main parameters of photovoltaic panels with low-power 
Bluetooth modules is still a good choice in isolated places, or 
when GSM or Internet network coverage is absent. Note that 
the implementation of these projects is simple, easy and not 
expensive. The monitoring of these parameters in real time and 
in distinct intervals allows us to discover and see operating 
strangeness. This greatly increases the credibility of the system 
and guarantees its proper functioning. 
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Abstract—In cardiology, as in other medical specialties, early 
and accurate diagnosis of heart disease is crucial as it has been 
the leading cause of death over the past few decades. Early 
prediction of heart disease is now more crucial than ever.  
However, the state-of-the-art heart disease prediction strategy 
put more emphasis on classifier selection in enhancing the 
accuracy and performance of heart disease prediction, and 
seldom considers feature reduction techniques. Furthermore, 
there are several factors that lead to heart disease, and it is 
critical to identify the most significant characteristics in order to 
achieve the best prediction accuracy and increase prediction 
performance. Feature reduction reduces the dimensionality of 
the information, which may allow learning algorithms to work 
quicker and more efficiently, producing predictive models with 
the best rate of accuracy. In this study, we explored and 
suggested a hybrid of two distinct feature reduction techniques, 
chi-squared and analysis of variance (ANOVA). In addition, 
using the ensemble stacking method, classification is performed 
on selected features to classify the data. Using the optimal 
features based on hybrid features combination, the performance 
of a stacking ensemble based on logistic regression yields the best 
result with 93.44%. This can be summarized as the feature 
selection method can take into account as an effective method for 
the prediction of heart disease. 

Keywords—Heart disease prediction; feature selection; 
stacking; accuracy 

I. INTRODUCTION 
The process of learning a function that maps an input to an 

output based on examples of input-output pairs is referred to 
as supervised learning in the field of machine learning. This 
task involves learning a function that maps an input to an 
output. It accomplishes this by drawing conclusions about a 
function based on a collection of samples from training that 
have been labelled [1]. In a variety of fields, including 
marketing, commercial applications, pattern recognition, 
image processing, classification, and prediction, feature 
selection has been utilized. It is common to encounter a 
sizable data collection and a high number of features while 
working with actual applications. Most of the time, just a few 
of the features are important and pertinent to the objective. 
Since the remaining features are viewed as unimportant and 
unnecessary, doing without them would not only affect 
performance but also classification accuracy. As a result, 
choosing a suitable and compact feature subset from the 
original features is crucial to improving classification 
performance and accuracy as well as overcoming the curse of 
dimensionality. To determine the importance of attributes, 
feature selection techniques are employed, and the aim is to 

minimize the number of input variables to those demands 
most relevant to the model. Aside from minimizing the 
number of attributes, feature selection also reduces processing 
time as well. 

According to [2], medical records from the National Heart 
Institute Malaysia (IJN) discovered between January 1, 2009, 
and December 31, 2018, were used in a non-interventional 
study that looked back 10 years. From the IJN database, there 
were 3923 out of 4739 eligible and used in the analysis. 
Another study by [3]  in 2019, conducted by the Department 
of Statistics of Malaysia, found that heart disease was the 
leading cause of death in Malaysia. Representing 15% of all 
fatalities requiring rapid medical attention. However, heart 
disease can be prevented by avoiding dangerous factors. In 
machine learning, varieties of algorithms such as supervised, 
unsupervised, semi-supervised, reinforcement, and 
transduction, are frequently employed. Supervised learning is 
the ability of an algorithm to synthesize knowledge from 
previously labelled data in order to predict future unlabelled 
cases [4]. 

In this study, 13 attributes from the UCI dataset are used 
for the experiment to determine the cause of heart disease. 
Nevertheless, not all attributes are useful, and a feature 
selection method is needed to prove the only important cause 
of heart disease. The choice of attributes based on the feature 
selection method might vary depending on the feature 
selection method used. The prediction of heart disease can be 
detected based on symptom from patients which make the 
specialist’s task easier. When we talk about predicting heart 
disease, we should note that prediction is one of the 
applications of machine learning that is utilized frequently. 
With the assistance of machine learning, data mining is 
quickly becoming an essential part of the healthcare industry 
by employing classification and prediction techniques which 
are used to generate models that describe necessary classes 
[5]. 

It is commonly held risk factors such as age, sex, chest 
pain type, trestbps, chol, fasting blood sugar, restecg, thalach, 
exang, oldpeak, slope, number of major vessels, and 
thalassemia are the major risk factors for heart disease 
according to the dataset used. In light of these considerations, 
this research employed a feature selection method to build a 
heart disease risk assessment model that could aid specialists 
in making accurate early predictions [6]. 

Even though several feature selection strategies have been 
used in decision support systems for medical datasets, there is 
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always the opportunity for improvement. The combination of 
feature selection algorithms and classifiers has to be tuned for 
heart disease datasets with a lot of feature space in order to 
deliver high performance. The proposed framework is based 
on a well-balanced mix of two different types of feature 
selection algorithms that work well together. 

This study aims to propose a hybrid feature selection that 
combines both chi-squared and ANOVA techniques. Chi-
squared is utilized for the selection of categorical features, 
whereas ANOVA is applied to numerical features. The 
research proposes to combine the highest rank from both 
techniques, and the five most influential features are derived 
from a total of 13 features. The five most influential features 
are then evaluated using an ensemble stacking approach to 
improve the accuracy of heart disease prediction. 

This paper is organized as follows: Section II discovered 
related works consisting of accuracy achieved by the author 
using feature selection technique for the prediction of heart 
disease. Section III discusses the dataset to use for the 
experiment along with the feature selection technique and 
framework that visualize the whole process for the 
experiment. Lastly, section IV discussed the result obtained 
based on the experiment made, and in Section V, the 
conclusion is presented. 

II. LITERATURE REVIEW 
There are several elements that lead to heart disease, 

however the present approaches for heart disease prediction 
are inadequate and need to be improved. By using reduction 
approaches to remove some of the redundant features, the 
prediction accuracy might be improved.  Feature selection is a 
process of selecting important attributes of the dataset. Pre-
processing is the main step for selecting important attributes 
for a certain dataset. In this research, ten base classification 
algorithms and three subsets of meta-models are tested for the 
prediction of accuracy. 

A. Filter Method 
The filter method is one of the feature selection methods 

that independently evaluates the importance of each feature. 
The selected features are subsequently used as input for a 
model-building process. 

Before induction can take place, the filter method is used 
to remove unwanted attributes using one paradigm which 
independently act[7]. Karl Pearson pioneered the use of chi-
squared statistics for categorical data, but it will take some 
time before the asymptotic distribution of these statistics was 
thoroughly understood [8]. 

However, the valid conclusion from chi-squared depends 
on several assumptions such as [9]: 

1) A cross-tabulation can be used to figure out actual 
frequencies. The chi-squared test should not be used for 
percentages or other derived statistics. 

2) The two variables are nominal which is the categories 
have no natural ordering. 

3) Independent observations. 

4) More than 75%-80% of contingency table columns 
have an expected count of ≥ 5, and none have an expected 
count of 0. 

Aside from chi-squared, [10] ANOVA test is another 
filter-based feature selection technique used in this research. 
By utilizing the SelectKBest class, the f_classif() function is 
called upon to determine the most important features. 
SelectKBest class may be found in the scikit-learn library 
which employs a scoring function to assign the features with 
the highest score. 

According to [11], Classification and Regression Trees 
(CART), Gradient Boosting Machine (GBM), Adaboost, K-
Nearest Neighbor (KNN), Multilayer Perceptron (MLP), 
Stochastic Gradient Descent (SGD), Support Vector Classifier 
(SVC) and Naïve Bayes are tested through feature selection to 
find the best accuracy algorithm. CART was found to have the 
best accuracy with 87.65%. Four important attributes from 
eleven features are selected based on the feature selection. The 
author uses the majority voting technique to find out the best 
attributes and the result proved that st_slope_flat and 
st_depression are the best and second highest results go to 
max_heart_rate_achieved, exercise_induced_angina, and 
cholesterol. The authors claimed these attributes are the 
leading cause of heart disease. 

In 2019 [12], the author uses a rapid miner as a tool to test 
the accuracy of each algorithm. Six algorithms such as 
Decision Tree, Logistic Regression, Logistic Regression 
SVM, Naïve Bayes, and Random Forest are tested and the 
result found out Logistic Regression SVM is the highest with 
84.85%. However, the author did not reveal the attributes of 
the leading cause. 

On the other hand, [13] investigated the use of principal 
component analysis (PCA) in clinical aspect. To measure the 
effectiveness of reducing infection risk among university 
student, a pilot study of 200 volunteers was carried out. 
Essential clinical parameters were identified and confirmed by 
medical experts. From the clinical history variables with 49 
parameters, the disease was identified through the use of PCA. 
PCA method was utilized to confirm the weightage of risk 
level towards the disease in order to ensure the system 
possesses the highest possible level of accuracy, reliability, 
and efficacy. Cumulative achieved with the use of PCA is 
58.288% and the author proof optimal accuracy, reliability, 
and efficiency to conduct mass-screening of students. 

The author in [14], found the most accurate algorithm 
achieved 85.00% using chi-squared feature selection with the 
BayesNet classifier. The dataset of heart disease is tested 
using principal component analysis (PCA), chi-squared 
testing, ReliefF, and symmetrical uncertainty. The author 
agreed to use PCA feature extraction with IBK and the result 
is highest for recall at 87.22% but the accuracy is low 
compared to the chi-squared result. Based on the results, cp is 
categorized as the most influential feature for heart disease 
prediction followed by exang, chol, and thal. Different 
features are ranked differently based on which feature 
selection is used. 
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Based on the dataset, this research [15] compares several 
machine learning techniques and determines the most efficient 
classification technique. KNN, NB, decision tree (J48), and 
RF are four different classification algorithms and other 
techniques, such as SVM were used to compare with affinity 
degree (AD) classification. All these algorithms are then 
tested on three different UCI dataset. As a result, J48 
demonstrates the highest level of performance when compared 
to the other four classifiers as the purpose of this research is to 
investigate the compatibility of affinity to use for 
classification method. 

The study by [16] affirms the use of the backward feature 
selection technique resulted in the highest accuracy of 88.52% 
using the decision tree algorithm. Algorithms such as random 
forest, support vector machine, decision tree, k-nearest 
neighbor, logistic regression, and gaussian naïve bayes are 
tested and the decision tree outperformed the other five 
algorithms. They also experimented with the accuracy using 
ten different feature selection techniques which are ANOVA, 
chi-squared, mutual information, ReliefF, forward feature 
selection, backward feature selection, exhaustive feature 
selection, recursive feature elimination, lasso regression, and 
ridge regression. As a result, backward feature selection is the 
most influential feature selection technique which leads to a 
better result. 

Research done by [17], suggested dataset of 70000 patients 
and 11 features are tested with the chi-squared feature 
selection method. Features involved in this research consist of 
age, gender, height, weight, systolic blood pressure, diastolic 
blood pressure, cholesterol, glucose, smoking, alcohol intake, 
and physical activity. Seven algorithms and the chi-squared 
method were used to filter the most influential features. The 
author adjusted some features of the dataset to discover the 
factors that have the greatest impact on cardiovascular disease 
which resulted in weight and height as the most influential 
cardiovascular disease. As a result, Multi-Layer Perceptron 
achieved the highest accuracy with 87.23%. 

The authors of the research [18], proposed two different 
datasets and use a feature selection technique to find the best 
features. The author also tested the ensemble classifier with a 
sampling technique to find the best accuracy. ANOVA is one 
of the feature selection techniques used by the author to find 
the best features for improved accuracy. The study [19] 
suggested a model predict numerous diseases as there are very 
few suggestions made about the detection of numerous 
diseases. The author takes into consideration conditions such 
as heart disease, diabetes, and kidney disease. There are only a 
few features in the dataset that will not affect how well the 
prediction system works and only important features will be 
taken into consideration for the decision-making. Chi-squared 
and ANOVA are applied to trace out the best features from the 
dataset. Exang, cp, ca, oldpeak and thalach are chosen as the 
most influential features. 

A study conducted by [20], shows the size of the dataset 
increase as the complexity of the model increases. 
Classification and regression fields are tested respectively in 
this research for comparison purposes as they might be a 
potential resource for the researcher to decide on appropriate 

algorithms. Chi-squared as one of the feature selection 
methods is used for categorical, ordered with missing values, 
and ordered without missing values. The major benefit of chi-
squared is, it decreases computing complexity through the 
merging procedure by decreasing the number of categories for 
each predictor. 

Recently, [21] developed a heart failure survival prediction 
model with the help of an ensemble tree machine learning 
approach. Extreme Gradient Boosting (XGBoost) was 
demonstrated as the most accurate classifier with 83.00%. 
During the pre-processing stage, the unimportant feature will 
be removed to obtain better accuracy. The author uses 
ANOVA and chi-squared to analyze numerical and binary 
features, respectively. The most influential features consist of 
anemia, time, ejection_fraction, and serum_creatninine but 
‘time’ features are counted as the highest contribution for the 
improvement of accuracy. 

A comparison of the result obtained shows that different 
authors came out with different results. The highest accuracy 
achieved based on past work is 88.52% from the decision tree. 
Thal features can be categorized as the most influential 
features seems all the experiments conducted with feature 
selection show that thal ranked the most among other features. 
As will be shown in succeeding sections, we analyze and 
present a comparison with our feature selection technique 
together with the result of accuracy for heart disease 
prediction. 

III. METHODOLOGY 
This study is based on the UCI dataset of heart disease 

which consists of 303 datasets and 13 attributes. The original 
attributes consist of age, sex, cp, trestbps, chol, fbs, restecg, 
thalach, exang, oldpeak, slope, ca, thal, and target. Data 
dictionary in Table I will explain further the attributes 
involved. 

TABLE I.  DATA DICTIONARY FOR INVOLVED FEATURES 

Feature Name Data Description 
X1= Age age 

X2= Sex 1=male, 0=Female 

X3= Cp chest pain type: Value 0=typical angina, Value 
1=atypical angina, Value 2=non-anginal pain, 
Value 3=asymptomatic 

X4= Trestbps resting blood pressure 

X5= Chol serum cholestrol in mg/dl 

X6= Fbs (fasting blood sugar > 120) 1=True, 0=False 

X7= Restecg resting electrocardiographic results: Value 0= 
normal, Value 1=having ST-T wave abnormality, 
Value 2=showing probable or definite left 
ventricular 

X8= thalach max heart rate achieved 

X9= Exang exercise induced angine: 1=yes, 0=no 

X10=Oldpeak ST depression 

X11= Slope slope of peak exercise:Value 0=upsloping, Value 
1=flat, Value 2= downsloping 
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X12= Ca number of major vessel(flourosopy) 

X13=Thal(Thalassemia) 0 = error (in the original dataset 0 maps to 
NaN's),1 = fixed defect,2 = normal,3 = reversable 
defect 
 

Y= Target 0 = no disease,1 = disease 

Cases of heart disease and non-heart disease are extracted 
from the dataset and displayed visually. 

 
Fig. 1. Data visualization of heart disease and non-heart disease patients 

According to Fig. 1, 54.50% of patients suffer from heart 
disease and the remaining 45.50% are free from heart disease. 

The execution is accomplished using the following 
procedures: 

1) UCI Cleveland dataset is obtained 
2) Data visualization is performed 
3) Dataset is divided into testing and training data 
4) Applying algorithms method for training 
5) Train the model 
6) Heart disease prediction based on accuracy obtain 
From the UCI dataset, 80% of the dataset has been 

assumed as training input for machine learning methods, and 
the model has been fitted accordingly. The remaining 20% is 
test data for predicting heart disease [22]. 

B. Pre-Processing 
Dimensionality reduction is a pre-processing procedure 

that can eliminate irrelevant data, noise, and redundant 
features to improve the accuracy of learning features and save 
training time [23]. Data pre-processing often encompasses the 
following task [24]: 

Data cleansing: The first stage in data cleansing is 
identifying mistakes and inconsistencies in the database by 
evaluating the data. In other words, this phase is known as 
data audits and will identify all forms of database irregularities 
[25]. 

Normalization: Initially, pre-processing is not only a 
method for transforming raw data into a clean dataset but it 
also improves the performance of machine learning. By way 
of explanation, if data is acquired from various sources, it is 
collected in a raw format which is incompatible with analysis 
and machine learning [26]. 

Feature discovery: Feature discovery is one of the pre-
processing methods which is the data filtered from the pre-

processing section. The advantage of feature discovery is 
extracting meaningful data from identified correlations of 
patterns [27]. 

Management of imbalance data: An example of an issue 
known as imbalance data classification is when the 
proportional class size of a dataset differs significantly by a 
significant margin from one another. From this, a group of a 
small number is represented as a minority class and the 
remaining belong to the other group represented majority class 
[28]. 

C. Feature Selection 
Attribute or feature selection is a data reduction method 

that is applied to the dataset. This method decreases the size of 
the data by eliminating unnecessary or duplicate attributes. 
Methods for selecting features subset can be broken into four 
distinct categories which are the embedded method, wrapper 
method, filter method, and hybrid method [29]. In our 
research, the features are divided into numerical and 
categorical which is the filter method applied. As it operates 
independently from the induction algorithm, this method is 
faster than the wrapper approach and produces a better 
generalization. However, the chi-squared method favours 
selecting a subset with a large number of features, 
necessitating a threshold to select a subset [30]. 

According to [31], it is found that the filter approaches are 
effective, scalable, computationally straightforward, and 
independent of the classifier. In this research, categorical 
features consist of sex, fb, restecg, exang, slope, ca, thal and 
target while age, trestbps, chol, thalach, and oldpeak are 
numerical features. Chi-squared is used to generate categorical 
features and ANOVA is tested for numerical features. Both 
methods generate the features according to rank based on the 
importance of each feature. The Table II below shows the 
selected features for categorical and numerical features. 

TABLE II.  SELECTED FEATURES FOR CATEGORICAL AND NUMERICAL 

  
Fig. 2. Ranked each feature selection method for categorical and numerical 

features 

Feature Selection Selected Features 
Categorical X12,  X3, X9 

 

Numerical X8, X10 
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Fig. 2 depicts the ranking of the involved features based on 
their importance. Ca, cp, and exang counted as the highest 
rank tested with chi-squared for categorical features while 
oldpeak and thalach counted as the most influential features 
for the numerical group using the ANOVA score. 

D. Chi-Squared 
Chi-squared is one of the techniques for categorical types 

of data. The chi-squared test determines if two categorical 
variables are significantly associated. Two-sided chi feature 
selection is tested between each categorical and binary 
outcome with a p-value. The features are retained with two-
sided p<0.05 [32]. 

Several steps involved in the chi-square process are 
explained as follows [33]: 

Step 1: All features from the original dataset are selected. 

Step 2: Utilize the chi-squared () function from the scikit-
learn to figure out whether the two features are independent or 
not. Use (1) to find the chi-squared score for each of the 
following features. 

X2 =∑ �fO – fE �
2

fE
 (1) 

Step 3: The value with the highest chi-squared value 
probably relies on the target feature and is therefore selected 
for model creation. SelectKBest() was utilized to choose the 
five features with the highest chi-squared value. 

Step 4: The next step is to determine a threshold to 
construct a subset for the number of features represented by n. 
The optimal number of features with the highest Chi test score 
is utilized based on the top five ranking features. In this 
research, five features with the highest Chi test score are 
tested to create the original feature subset. 

According to [34], the strategy for the chi-squared method 
is incrementally adding important characteristics to the feature 
subset. At each level, this method will determine the 
significance threshold and discards features that fall below it. 
As a result, the chi-squared strategy is more efficient than 
similar step-wise selection methods. Most of the studies prove 
the use of the chi-squared method among other feature 
selection methods improves most of the classifiers’ 
performance and accomplishes outstanding results [35]. 

Based on [36], up to 1900, the evolution of the chi-squared 
test process can be divided into six stages. Six related stages 
included: 

1) From the multivariate error law to the multivariate 
normal distribution. 

2) Exponent distribution in multivariate normal density. 
3) Multinomial distribution approximation by multivariate 

normal density. 
4) Evaluation of the exponent when the moment is 

multinomial. 
5) The definition to which probability refers. 
6) Provision for the effect of estimating an undetermined 

parameter. 

E. ANOVA 
Analysis of Variance (ANOVA) is another technique used 

for the classification method. ANOVA is tested for numerical 
feature from the dataset and the ratio between variances from 
two different samples are formulated [33]. For completion of 
the ANOVA technique, the below step is applied [33]: 

Step 1: All features are selected from the original dataset 

Step 2: The target feature function from scikit-learn is 
calculated using ANOVA F-score for each feature. Below (2), 
(3), (4) are the following formula to calculate ANOVA. 

F= variance between groups
variance within groups

 (2) 

Variance between groups= ∑ ni (Y�i-Y�)
2n

i
(k-1)

 (3) 

Variance within groups=
∑ ∑ (Yij-Y�i)

2ni
j=1

k
i=1

(n-k)
 (4) 

Step 3: The result from the test is used to perform feature 
selection which enables the removal of features that are 
unrelated to the target variable. The most influential features 
with the lowest variance are chosen in the experiment and 
tested with SelectKBest(); K represents the number of features 
for the final dataset. 

Step 4: The number of features(n) with the highest ranking 
is used to create various feature subsets. 

Research conducted by [37], shows the use of ANOVA 
can enhance the accuracy which is a 9.1% increase from 
72.70%. 
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Fig. 3. Proposed framework for feature selection method 

About Fig. 3, several steps are applied including data 
gathering and pre-processing before feature selection is 
applied. 13 attributes from the dataset are extracted to remove 
the missing value and visualize the data accordingly. Before 
we go deeper for base and meta classifiers, the feature 
selection method is applied to the data. Feature selection with 
the chi-squared technique is applied for categorical features 
while the ANOVA technique is applied for numerical features. 
Accuracy is tested for each feature selection method and the 
best accuracy is selected before we filter the important 
features. From the experiment made, five important features 
have been sorted out. 

The data are then tested for base and meta-classifier 
methods. Ten base algorithms consisting of logistic regression 
(LR), support vector classifier (SVC), random forest (RF), 
extra tree classifier (ETC), naïve bayes (NB), extra gradient 
boosting (XGB), decision tree (DT), k-nearest neighbor 
(KNN), multilayer perceptron (MLP), and stochastic gradient 
descent (SGD) is tested and result obtained is used to find the 
optimum number of base classifiers. Then, meta-classifiers are 
applied for MLP, LR, NB, and SVC algorithms. 

IV. RESULTS AND DISCUSSION 
The proposed work is using the chi-squared method for 

categorical features and ANOVA for the numerical feature. 13 
features from the UCI dataset are reduced to five features and 
tested accordingly. Highly rank of features are tested using the 
required method and there is an improvement in terms of 
accuracy for each algorithm. 

Table III will further explain the involvement of five 
attributes for chi-squared and ANOVA and the achieved 
accuracy for each feature selection method. 

TABLE III.  FIVE CHOSEN ATTRIBUTES FROM CHI-SQUARED AND ANOVA 

Chi-squared and ANOVA technique feature selection was 
the focus of the subsequent testing phase. Ca, cp, exang, 
oldpeak, and thalach was chosen as the first five attributes 
selection which is superior to those of another feature 
selection algorithm. 

Accuracy tests for both the base and meta classifiers using 
these five features and the result show an improvement from 
the accuracy of base classifiers. Results for both techniques of 
feature selection which are chi-squared and ANOVA are 
contracted in the following table. 

TABLE IV.  ACCURACY OF CLASSIFIERS BEFORE AND AFTER FEATURE 
SELECTION IS APPLIED 

Selected 
attributes 

 

Data Dictionary 

X12 =ca Number of major vessels 

X3 = cp Chest pain type:Value 0= typical angina,Value 
1=atypical angina, 
Value 2=non-anginal 

X9 = exang exercise induced angine:1=yes,0=no 

X10= oldpeak ST depression 

X8 =thalach max heart rate achieved 

Feature selection 
Algorithms Base 

Classifier 
Base classifier 

(after FS 
applied) 

Meta 
classifier 

Meta-classifiers 
(after FS 
applied) 

LR 85.24 91.80 90.16 93.44 

RF 83.60 86.89  

KNN 81.96 86.89 

DT 72.13 81.97 

NB 85.24 88.52 

SVC 86.88 91.80 83.60 91.80 

XGB 85.24 81.97  

MLP 88.52 90.16 88.52 91.80 

SGD 83.60 86.89  

ETC 86.88 83.61 
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From Table IV, logistic regression obtains the highest 
accuracy compared to the other nine algorithms. For the level 
1 base classifier, 85.24% is achieved before feature selection 
is applied and increases to 6.56% after feature selection is 
applied. Level 2 meta-classifier, increase from 90.16% to 
93.44%. 

For SVC, the accuracy increases by 4.92% from 86.88% 
for base classifiers and meta-classifiers, the accuracy achieved 
is 91.80% from 83.60%. MLP achieved 90.16% accuracy 
from 88.52% for base classifiers while the accuracy spike 
from 88.52% to 91.80% for meta-classifiers. 

Classification and regression trees (CART) have an 
acquired accuracy of 87.65%, according to the literature [11]. 
The author makes an effort to boost precision by employing 
feature selection and an ensemble technique. There has been 
some improvement, but the accuracy is still low. In the current 
research, we suggested the same process but with a new set of 
features and an alternative method of feature selection. 
Logistic regression was able to provide a success rate of 93.44 
percent, which is an increase over earlier efforts. 

V. CONCLUSION 
The main goal of this work is to develop hybrid feature 

selection method for heart disease prediction that combines 
chi-squared and ANOVA approaches. ANOVA is used to 
choose numerical data, whereas Chi-squared is used to pick 
categorical features. The involved algorithms are logistic 
regression, k-nearest neighbor, decision tree, random forest, 
gaussian naive bayes, extra gradient boosting, support vector 
classifier, multilayer perceptron, stochastic gradient 
descendent, and additional tree classifier. Various algorithms 
are tested for base classifiers. The meta-classifier is evaluated 
using the logistic regression, support vector classifier, and 
multilayer perceptron methods. Then, feature selection 
techniques are used to evaluate the base and meta-classifiers. 

We decided to assess the efficacy of two distinct feature-
selection algorithms in this study. Chi-squared tests and 
analysis of variance are utilized as feature selection methods. 
The experimental results show that the accuracy of heart 
disease prediction may be improved by employing the hybrid 
feature selection technique. 

In addition to the utilization of feature selection 
techniques, the selected features from the dataset are also 
something that have to be emphasized. The chi-squared test 
and the analysis of variance (ANOVA) are used to evaluate 
the results of the experiment regarding five characteristics, 
namely ca, cp, exang, oldpeak, and thalach. The logistic 
regression method had a performance that was 93.44% better 
than the other ensemble stacking techniques. Because the 
accuracy of the approach might change depending on the 
dataset that is being used, it will be possible in the future to 
evaluate the technique of feature selection using a variety of 
different datasets. 
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Abstract—The rapid growth of the Indonesian language 

content on the Internet has drawn researchers’ attention. By 

using natural language processing, they can extract high-value 

information from such content and documents. However, 

processing large and numerous documents is very time-

consuming and computationally expensive. Reducing these 

computational costs requires attribute reduction by removing 

some common words or stopwords. This research aims to extract 

stopwords automatically from a large corpus, about seven million 

words, in the Indonesian language downloaded from the web. 

The problem is that Indonesian is a low-resource language, 

making it challenging to develop an automatic stopword 

extractor. The method used is Term Frequency – Inverse 

Document Frequency (TF-IDF) and presents a methodology for 

ranking stopwords using TFs and IDFs, which is applicable to 

even a small corpus (as low as one document). It is an automatic 

method that can be applied to many different languages with no 

prior linguistic knowledge required. There are two novelties or 

contributions in this method: it can show all words found in all 

documents, and it has an automatic cut-off technique for 

selecting the top rank of stopwords candidates in the Indonesian 

language, overcoming one of the most challenging aspects of 

stopwords extraction. 

Keywords—Stopwords extraction; attributes reduction; TF-

IDF; large corpus; Indonesian stopwords; NLP 

I. INTRODUCTION 

Stopwords are any common words that carry low 
information content [1]. Despite their high occurrence, they 
only add a little semantic data to the document [2]. They are 
also referred to as negative dictionary or noise words. They 
cause a small retrieval degree and prediction outcomes. Since 
they make up a considerable portion of the documents, text-
mining tasks will be very computationally intensive. This high 
computational cost is caused by the dimensionality curse and 
requires larger computer memory and computational time. 
Furthermore, in information retrieval experiments, it has been 
shown that removing stopwords improves precision 
significantly when compared with when they are not removed 
[3, 4]. Stopwords also play a significant role in feature 
extraction [5, 6], topic modeling [7], classification [8], 
ontology construction [9], and keyword extraction [10]. 

There are two categories of stopwords: domain-specific and 
general. Domain-specific stopwords are a set of words that 
make no discriminant value inside a specific context or 
domain. They differ from one domain to another domain. For 
example, the word “learning” could be a stopword in the 
education domain, or the word “machine” could be a stopword 

in the machinery domain, but neither of those words is a 
stopword in the computer science domain. On the other hand, 
general stopwords are a list of stopwords or stoplists that are 
not specific to one domain and are usually available to 
download as a public domain object. 

General stopwords are the most used in Natural Language 
Processing (NLP) because of their availability, and it takes a 
considerable effort to develop a domain-specific stoplist. It is 
easier to create a domain-specific stoplist based on a general 
stoplist by adding and/or removing some terms. General 
stoplists, however, need to be updated frequently. In addition, 
over time, the use of some ordinary words has altered subjects 
on social aspects such as industrial revolution changes, new 
media, cultural shifts, and education. For these reasons, 
reviewing, updating, and adjusting existing stoplists is essential 
[5]. Updating a general stoplist can be done manually, but it 
takes time and may omit the latest stopwords. This problem 
can be solved automatically by developing a general stoplist. 

Researchers have developed many methods for 
automatically creating stoplists, especially in English, since 
decades ago. Since then, many methods have been developed 
to create English stoplists. In contrast, there are relatively few 
studies to develop a stoplist for non-English languages like 
Indonesian. The problem is that Indonesian is a low-resource 
language, making it challenging to develop an automatic 
stopword extractor. 

There were only two research documents about general 
stopwords extraction in Indonesian [11, 12]. Those documents 
show 394 and 330 general stopwords extracted from Kompas 
daily newspaper. Both of stopwords lists extracted using Term 
Frequency (TF) method, it is a rare method to use in extracting 
stopwords. Most researchers use a combination of Term 
Frequency and Inverse Document Frequency (TF-IDF) in NLP. 
Unfortunately, TF cannot detect words that occur in all 
documents and cannot implement threshold to limit the number 
of generated stopwords. 

This research paper aims to solve the problem above and 
develop an up-to-date general stoplist in the Indonesian 
language. The method used is crawling recent news from an 
Indonesian online newspaper’s website to gather data and 
make the required dataset. The stopwords extraction method 
uses TF-IDF. 

This document is organized in this way; the following 
section comprises a brief coverage of the present literature in 
the areas of automatic stopwords extraction, the methods used 
for stopwords extraction, and the experiments. Then we 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

167 | P a g e  

www.ijacsa.thesai.org 

describe the results of this research. We conclude this research 
document by presenting the advancement of our methods 
compared to previous works. 

II. RELATED WORKS 

Many methods have been used to develop stoplists. Some 
of them are frequency-based approach [13], Bidirectional Long 
Short term memory (BiLSTM) [14], Word Embedding [15], 
Finite Automata [16], and utilizing characteristic and 
discriminant analysis [17]. The dataset or corpus used to 
extract or identify stopwords vary. Some researchers used 
corpus from an online newspaper [18], social network [19], or 
patent [20]. As the purpose of this research is to develop an 
Indonesian general stoplist, only relevant research papers are 
discussed. 

There are three research papers discussing the development 
of the Indonesian stoplist. One of them only involves 
developing a cuisine-specific stoplist for the Indonesian 
language [12]. However, since this research aims to develop a 
general Indonesian stoplist, only the other two papers are 
reviewed further here based on their proposed method. 

Fadillah Z Tala, in his master thesis [11], proposed an 
Indonesian stoplist because there was no Indonesian stoplist 
that could be used in his experiment in information retrieval. In 
his work, he created the dataset based on articles from the 
“Kompas daily” newspaper. He downloaded the articles every 
day for one year long, starting from the beginning of January 
2001 until the end of December 2001. The total number of 
articles was 3160. The result of his experiment was 394 
stopwords in Bahasa Indonesia. 

Yudi Wibisono has created a stoplist in his coursework 
[12]. As the source of his dataset, he also used articles from the 
“Kompas daily” newspaper. He used several hundred articles 
to create 330 stopwords. The method used was Term 
Frequency, like Tala’s work, but he removed some words 
manually. 

Tala and Wibisono used the Term Frequency (TF) method 
to extract stopwords in their work. These days, Term 
Frequency-Inverse Document Frequency (TF-IDF) is another 
method that is generally used in information retrieval systems. 
TF-IDF is one of the traditional methods based on statistics 
[21]. It has been used in many different applications, such as 
document clustering [22], text classification [23], detection of 
domain name generation algorithms [24], and comparing 
research trends [25]. Term frequency or word frequency is a 
rarer method used in information retrieval systems compared to 
TF-IDF. 

III. METHODS 

Different methods were used in each stage of this research. 
As shown in Fig. 1, the steps for this study were differentiated 
into three stages: data gathering, pre-processing or data 
cleaning, and stopwords extraction.  

Fig. 1. Steps for this study 
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This work is different from the previous studies in some 
stages. First, the data source in the data gathering stage of this 
research is crawled from the “Republika daily” newspaper, 
whereas the previous studies used data from the “Kompas 
daily” newspaper. Moreover, in their studies, they used Term 
Frequently (TF), but in this work, we used the TF-IDF method, 
a combination of the Term Frequently and Inverse Document 
Frequency methods. 

A. Data Gathering 

The dataset or corpus for this research was gathered from 
Republika, an Indonesian online newspaper. The method used 
to gather the data was “Focused Web Crawling” [26, 27]. 
“Focused Web Crawling” is a method to download or harvest 
particular data from websites, commonly from one website. 
The crawler was developed using Python programming 
language to crawl web addresses from the Republika website. 
There were 6111 articles downloaded, containing 6,947,178 
words, 87,998 of which were unique. 

B. Pre-Processing 

Pre-processing is a required process to clean the dataset. 
Some steps in pre-processing are case folding, HTML tags 
removal, special characters removal, tokenizing, dealing with 
missing data, dealing with data error, and stemming. These 
stopwords extractions implement pre-processes are as follows: 

 Case folding: Converting characters from uppercase to 
lowercase. The fastest and simplest way is entirely 
changing words to lowercase, including words 
occurring in a sub-title or title and words at the 
beginning of a sentence. Since some papers used 
uppercase for Term Frequency and others used 
lowercase term frequency, so in our research, we 
converted all words into lowercase, which means that 
we treat those two phrases as the same phrase. 

 HTML tags removal: Removing all HTML tags, 
scripts, and other metadata from HTML documents is 
mandatory. It returns clean texts from documents in 
HTML format. 

 Special characters removal: It includes removing 
punctuations, numbers, and other non-text characters. 
Examples of the special characters that removed from 
the text are ©%&+?,.:;-/'()[]{}\”\’=\"0123456789. 

 Tokenizing: It separates each word from documents 
into an array of items or a bag of words. 

C. Stopwords Extraction 

Extracting stopwords from Indonesian documents is the 
primary purpose of this study. The stopwords extraction from 
the dataset used the TF-IDF method after the pre-processing 
steps. Eq. (1)-(5) present this TF-IDF: 

      (  )    (  )     (  ) (1) 
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∑    
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   (  ) =    (
 

  (  )
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where f (ωi) is frequency of occurrence of term or 
word ωi in document j, and N is total number of all 
documents in document collection {dj}. df (ωi) indicates the 
number of documents contain term ωi in the 
document collection. nij is the number of occurrences of ith 
term appearing in  jth document. nkj is occurrence frequency 
of kth term appearing in jth document. |{j: ωi ∈ dj}| is number 
of document consisting ith term. Getting the value of each term 
in every document is done by examining every term in the 
document collection or corpus. 

For the whole document collection, corpus or dataset, the 
average of TF,   (  ), is divided by the number of documents 
consisting of term   . Thus, the TF-IDF formula of term    for 
the whole document collection is: 

      (  )  
∑   (   )
 
 

  (  )
    (  ) (5) 

IV. EXPERIMENTS 

Several experiments have been done to find the methods. 
For example, the data gathering method should be tried many 
times before we can harvest the data automatically. It is 
because the articles or documents are spread into tens of 
categories or sub-categories in the data source 
(https://www.republika.co.id/), such as News, Playing Games, 
Economics, Football, Islam Digest, or International. Since the 
structure of these web pages was not crawler friendly, we used 
Focused Web Crawling strategy to handle them. The data is 
then processed using the discussed pre-processing methods. 

The pre-processing methods used were standard methods 
for Natural Language Processing. Our experiments regarding 
pre-processing proceeded smoothly. All pre-processes were 
done automatically by using applications developed in Python 
languages. The Python language was chosen because of its 
many machine learning libraries, especially for NLP. Later, a 
bag of words or an array of terms resulted from pre-processes 
fed into the TF-IDF method. 

We used the TF-IDF formula shown in (5) to extract 
stopwords. Since there is no need for a training dataset, this 
NLP approach is categorized as an unsupervised machine 
learning method. It contains    (  ) that comes from equation 
(3). It normalizes equation (5), limiting results of    
   (  ) between zero and one. 

If       (  ) is equal to 0, it means that the i-th word 
(  ) exists in all documents. Table I shows three words 
contained in all documents that are republikacoid 
(republika.co.id), wib (west Indonesian time zone), and lainnya 
(others). The greater value of       (  ) denotate that the 
word is less significant to be a stopword. Fig. 2 shows the 
correlation between TF-IDFmax and the number of stopwords 
extracted in the logarithmic scale. This figure shows that those 
words are stopwords if maximum of       (  ) is equal to 
1. 
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TABLE I. SAMPLE OF EXTRACTED STOPWORDS USING TWO DIFFERENT METHODS 

No 
Tala's & Wibisono's Method 

 
This Research Method 

Rank Term Frequency 
 

Rank Term TF-IDF 

1 1 yang 28,913   1 republikacoid 0 

2 2 dan 27,074 
 

2 wib 0 

3 3 di 25,634 
 

3 lainnya 0 

4 4 untuk 13,760 
 

4 terpopuler 0.0000007 

5 5 dari 12,241 
 

5 foto 0.0000007 

6 6 dengan 11,839 
 

6 terkait 0.0000011 

7 7 pada 10,627 
 

7 di 0.0000022 

8 8 ini 10,478 
 

8 home 0.0000039 

9 9 photo 9,547 
 

9 republikaid 0.0000044 

10 10 dalam 8,525 
 

10 copyright 0.0000045 

11 17 republikacoid 6,116 
 

11 reserved 0.0000045 

12 68 newsroom@rolrepublikacoid 2,759 
 

12 right 0.0000046 

13 69 sekretariat@republikacoid 2,759 
 

13 all 0.0000047 

14 70 update 2,743 
 

52 sekretariat@republikacoid 0.0002252 

15 71 memicu 2,737 
 

56 newsroom@rolrepublikacoid 0.0002282 

16 72 marketing@republikacoid 2,734 
 

57 marketing@republikacoid 0.0002282 

17 73 kepada 2,727 
 

58 us 0.0002283 

18 74 direncanakan 2,703 
 

59 gerai 0.0002289 

19 75 tergolong 2,680 
 

60 about 0.0002289 

20 76 jis 2,674   61 copy 0.0002296 

 

Fig. 2. The correlation of the threshold (TF-IDFmax) and the number of stopwords extracted in the logarithmic scale 
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VI. RESULTS 

The number of extracted stopwords using the proposed 
method depends on the defined TF-IDF threshold. For 
example, the system extracted only six stopwords for the 
maximum of TF-IDF 10

-6
, and 414 stopwords if the maximum 

of TF-IDF increased to 10
-3

. However, for TF-IDFmax equal to 
0.01,

 
the number of stopwords is blown up to 64,571. The cut-

off of the number of stopwords can be done by setting the 
value of TF-IDFmax. Since the range of TF-IDF is 0 to 1, the 
threshold can be maintained constantly. For example, if the 
threshold is set to 0.001 and the number of documents doubled 
the number of stopwords generated by TF-IDF does not change 
significantly. If we only use TF to extract stopwords and set the 
threshold to 8,000 and double the number of documents, then 
the frequency of stopwords generated might be doubled, 
resulting in the number of stopwords changing significantly as 
shown in Table I under Tala’s and Wibisono’s method. 

The extracted stoplist contains some words specific to the 
dataset. For example, since the dataset or document collection 
source is Republika online daily newspaper, then there are 
some words with TF-IDF equal to zero. It means that those 
words occur in all documents. Table I shows the sample of 
extracted keywords from the same document collection using 
two different methods. Results in the left column are based on 
the previous researcher’s method, and the right column is 
based on the method proposed in this work. As shown in this 
table, other methods can not reveal words that occurred in all 
documents. 

Analyzing the top 100 extracted stopwords shows that the 
method used in this research, TF-IDF, is better than the 
previous methods. First, this research output can reveal the 
words that occur in all documents and place it in the top ranks, 
while the old method can reveal only two words and place 
them in ranks 17 and 26. Second, TF-IDF method can expose 
all words in the sentence “copyright … all right reserved” that 
occur in most of the documents, where the old method cannot 
reveal any of those words. 

VII. CONCLUSIONS AND FUTURE WORKS 

Stopwords extraction using TF-IDF has three advances 
compared to TF. First, it can detect words that occur in all 
documents with TF-IDF equal to zero. Second, it can 
implement threshold to limit the number of generated 
stopwords. Third, it can expose all words that occur in most of 
the documents and place it in the top ranks. 

This research can be improved for future works in two 
ways. First, the documents in the corpus should be classified 
by its domain because stopwords for one domain are different 
from other domains. Secondly, develop a recommender 
system, a web-based application for the stopwords extraction 
that can be accessed by public. 
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Abstract—For a long time, researchers have been working to 
predict the effort of software development with the help of 
various machine learning algorithms. These algorithms are 
known for better understanding the underlying facts inside the 
data and improving the prediction rate than conventional 
approaches such as line of code and functional point approaches. 
According to no free lunch theory, there is no single algorithm 
which gives better predictions on all the datasets. To remove this 
bias our work aims to provide a better model for software effort 
estimation and thereby reduce the distance between the actual 
and predicted effort for future projects. The authors proposed an 
ensembling of regressor models using voting estimator for better 
predictions to reduce the error rate to over the biasness provide 
by single machine learning algorithm. The results obtained show 
that the ensemble models were better than those from the single 
models used on different datasets. 

Keywords—Machine learning; software effort estimation; 
voting; regression; evolutionary algorithms 

I. INTRODUCTION 
For a given project, the effort estimation of software is 

always a burdensome task. For an extended period, team and 
finance managers strive to precisely calculate the effort, cost, 
and time while helping evaluate the project's schedule and 
budget parameters [1]. It is very tough to predict those 
specifications during the early stages of the project, where the 
scope of every module has yet to be marked, and when we still 
have no conclusive evidence for the ultimate functional 
requirements of the product [2]. Most frequently, insufficient 
knowledge of the affecting factors and the possible risks that 
can happen, or the work deadline fears, and conventional 
effort estimation methods [3], which are widely accepted by 
the opinions of various software domain experts, may 
sometimes lead to erroneous estimates . Because of these, the 
software product may not be delivered in time with the 
expected non-functional requirements. Though there are 
frequent improvements in the up-gradation of software 
development standards, surveys [4] show that only a quarter of 
the total number of beginnings is successful. These issues, 
which result in going beyond the budget or schedule, may lead 
to its termination [5]. Though the usage of agile methodology 
[6] reduced some concerns, project omissions are still 
occurring because of not having access to all the country's 
projects. For a country that just has a limit to its country's 

projects, obtaining success in the projects is still a problem. 
All the managers of the project are claiming otherwise. The 
causes are the poor skillsets of the teams on the project and 
less bonding with stakeholders. There are high chances of 
more project success if the effort is well predicted from the 
beginning. But once the project's parameters are set, it's not a 
good idea to increase either the budget or the schedule because 
that could lead to risks that are hard to predict. 

The client's approval for that scenario must be independent 
of the chosen process model for project development, time, 
and cost determination. For this case, some simple and easy 
conventional techniques that experts accept, such as PERT, 
CPM, etc., are primarily deployed [7]. Researchers started 
working on methods depending on software lines of code, and 
functional points as the previously mentioned techniques are 
vulnerable [8]. In various ways, the software parameters try to 
be up to date with the improved technologies. However, those 
techniques struggle to keep pace in the fastest-growing world, 
specifically with the reusability components and software 
dependencies that have already gone so far in their 
enhancement. 

After considering all these drawbacks, researchers dug 
deep for efficient predictive techniques for effort, especially in 
data science areas [9]. This area is highly trusted, proving its 
potential with uncertain and unstructured data. Hence, it is 
believed that they can find the effort and duration way better 
than existing models. In other methods, they consider patterns 
in the previous data and do not rely on human influences, 
making them unique in their work. The factors behind this are 
systematic research that builds the best model for prediction to 
reduce the error rate for data. Biased models have been 
generated for some time. Their work is limited to a particular 
dataset, repeatedly underfitting or overfitting using varied 
ensemble techniques. The critical role is preparing data that 
has a crucial impact on the model, but divergent methods are 
to be used. Even the individual algorithms may not give an 
improved score, which is evident from various journals. The 
same can be repeated with effort and cost prediction when 
working with data and building models with those algorithms 
[10]. 

Though using all project parameters produced better 
results in the literature, some works included proper feature 
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selection strategies, eliminating irrelevant features for less 
computation usage and creating a unique effect with fewer 
features than the others. Some of them are the Genetic 
Algorithm [11], PSO [12], and WCO [13]. 

This work aims to improvise the existing models on 
reliable machine learning algorithms for the best effort 
prediction. An averaging ensemble of various regressors 
proposes a hybrid model for this aim. Also, the proposed work 
conducted experiments on various datasets such as cocomo81, 
china, Desharnais, Maxwell, Kemerer, and Albrecht etc. to 
evaluate the behavior of the model with varying datasets. 

II. RELATED WORK 
Amini et al. [14], in their paper combined two techniques, 

namely embedded and wrapper methods. The main motto of 
their writing is to integrate GA into regularized learning to 
improve prediction accuracy in regression problems. The 
outcome of their study reduced the dimension feature space by 
over 80% without affecting the accuracy. De Carvalho et al. 
[15] proposed an Extreme learning machine for forecasting 
software efforts. For selecting the best features, the Pearson 
correlation coefficient is used for feature selection. Extreme 
Learning Machines (ELM) are used with different numbers of 
hidden layers in their work. The ELM model values are 
compared with the models mentioned in the literature, namely 
LR, SVM, KNN, and MLP. The metric evaluated for 
comparison is MAE. 

Ghosh et al. [16] proposed the binary variant of SFO for 
selecting features. This work compared ten state-of-the-art 
techniques and declared that BSFO based on adaptive hill 
climbing had shown better reliability. Carbonera et al. [17] 
surveyed over 120 studies and indicated that this study 
encouraged the researchers to minimize the space in the effort 
estimation. Chhabra et al. [18] worked in soft computing 
Fuzzy model along with PSO. This Fuzzy logic improved the 
existing COCOMO technique. The metric followed is MRE 
for result comparison. Ghatasheh et al. [19] proposed a firefly 
algorithm to optimize software effort. The results were better 
than the conventional models used earlier. 

Wani et al. [20] worked on ANN and PSO. The limitation 
in their work is that the combination is giving better results for 
only the cocomo81 dataset. The ANN showed fast training 
speed than MLP. This method ended with lesser MdMRE and 
MRE than other models. Ali et al. [21] used all bio-inspired 
feature selection strategies with Support Vector and Random 
Forest regressors. The evaluation metrics considered are 
Correlation Coefficient (CC), Mean Absolute Error (MAE), 
Root Mean Square Error (RMSE), Relative Absolute Error 
(RAE), and Root Relative Squared Error (RRSP). 

Kodmelwar et al. [22] modified a neural network for effort 
prediction. The proposed method uses java for the front-end 
tool. The metrics used for comparison are PRED, MRE, MAE, 
MMRE, and RE. Desai et al. [23] combined ANN with 
cuckoo optimization, and experiments were performed on 
various datasets. This hybrid combination worked well then 

all other literature models except for the ACO technique. 
Langsari et al. [24] optimized the parameters of the COCOMO 
II model using particle swarm optimization. PSO is a valuable 
strategy for resolving dataset uncertainty and optimizing the 
values. The author worked on the Turkish software industry 
dataset. 

Hosni et al. [25] concentrated on parameter tuning 
ensemble using grid search optimization. The authors 
evaluated results over seven datasets to compare statistical 
measures, namely mean, median, and inverse ranked weighted 
mean. Used three algorithms, GS, PSO, and UC-Weka, and 
concluded that PSO gained over other approaches. Goyal et al. 
[26] proposed an SG5 neural network model trained on the 
Cocomo dataset and tested in the Kemerer dataset. It excelled 
over the traditional models. Padhy et al. [27] developed an 
Aging and survivability-related reusability optimization 
model, and the software metric estimation is done with the 
help of UML or Class diagrams. To overcome the limitations 
of ANN, some different Evolutionary Computing (EC) 
algorithms like Genetic Algorithms, Differential Evolution, 
and Particle Swarm Optimization (PSO) have been proposed. 
By implementing the above algorithms, the regression outputs 
are improved so that the results are significantly accurate and 
most effective. 

Pospieszny et al. [28] proposed ensemble averaging with a 
3-fold validation, namely SVM, MLP, and GLM, to predict 
both effort and duration. Here used the standard ISBSG 
dataset and considered the MMRE and PRED metrics. In their 
paper, Shekhar et al. [29] discussed various software cost 
estimation techniques and models. The authors classified these 
techniques into algorithmic and non-algorithmic, which helps 
the software team rule out the weaker methods and provides 
specific areas for considering an approach. 

Venkatesh et al. [30] calculated the workforce to 
determine the cost and effort of the project, which 
outperformed other models, like regression models and neural 
networks. This work applied to several PROMISE datasets by 
considering RMSE as the root metric. Nassif et al. [31] 
worked on four different neural networks, the oldest projects 
used for training and the newest projects used for testing. Here 
ten-fold cross-validation is achieved. The author concluded 
that in 60% of datasets, CCNN performed better than other 
models, and on 40% of datasets, RBFNN performed better 
than others. Miandoab et al. [32] proposed a hybrid Algorithm 
using a particle swarm optimization algorithm and fuzzy logic. 

Dizaji et al. [33] combined Ant Colony Optimization 
(ACO) and Lorentz transformation as Chaos Optimization 
Algorithm (COA). The meta-heuristic algorithms like ACO 
and COA are used to estimate the cost of the software. Mean 
Absolute Relative Error (MARE) is taken into consideration. 
Here the dataset is classified and distributed among the ACO 
and hybrid ACO and COA algorithms according to their 
functionalities. The results show that the performance is 
improved and efficient when the ACO algorithm is combined 
with COA. 
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III. METHOD 
The proposed approach introduces a novel method of using 

ensemble techniques with voting for software development 
effort estimation. This approach combines the strengths of 
multiple models and leverages the diversity of their 
predictions to improve accuracy. By investigating the impact 
of different factors on the accuracy of the ensemble with 
voting, this approach can provide insights into how to 
optimize the performance of the ensemble for different 
datasets and problems. The proposed approach can also have 
practical applications for software development organizations, 
as it can help them to make more accurate and informed 
decisions about project planning and resource allocation. The 
proposed architecture is illustrated in Fig. 1. 

• Collect historical project data: Gather historical project 
data including information on the size of the project, 
the number of developers involved, the complexity of 
the software, and the amount of time and resources 
required to complete the project. 

• Preprocess the data: Preprocess the data to remove any 
outliers or errors, and to convert the data into a format 
that can be used by the ensemble models. 

• Train multiple estimation models: Train multiple 
estimation models on the preprocessed data, such as 
linear regression, decision trees, neural networks, and 
support vector machines. 

• Implement the voting algorithm: Implement the voting 
algorithm to combine the predictions from the multiple 
models. There are different types of voting algorithms 
such as majority voting, weighted voting, and threshold 
voting. 

• Evaluate the ensemble with voting: Evaluate the 
accuracy of the ensemble with voting using a 
validation set of historical data that was not used 
during training. Compare the performance of the 
ensemble with voting against individual models and 
other ensemble techniques. 

• Investigate the impact of different factors: Investigate 
the impact of different factors on the accuracy of the 
ensemble with voting, such as the number of models, 
the type of models, the voting algorithm, and the size 
and quality of the historical data. 

• Apply the ensemble with voting to new data: Apply the 
ensemble with voting to new software development 
projects to assess its accuracy and reliability in real-
world scenarios. 

A. Data Preprocessing 
Preprocessing of data involves data cleansing approaches. 

It has a clear positive impact on training the machine learning 
models. It reduces the dataset's noise by filling in missing 
values, removing duplicate records, dropping unnecessary 
columns, etc. Finally, it produces the data in its best 
representation to be used for model building. Without 
preprocessing, models might learn the noise as an underlying 
pattern, leading to overfitting or underfitting the data. Here, 

we dropped some attributes in our work, such as project ids, 
dates of projects, other categorical details, etc. We ignored the 
missing data records. 

B.  Normalization 
Normalization is done as a second step, and it is essential 

to scale the features within a range for the model's 
performance. This normalization sets the feature scale from 0 
to 1 and is implemented using the MinMax scalar in Python. 
In our datasets, we normalized all the input and output 
features. 

𝑥_𝑛𝑒𝑤 = 𝑥 − 𝑥_𝑚𝑖𝑛
x_max− 𝑥_𝑚𝑖𝑛

 (1) 

C. 5 - Cross Fold Validation 
Cross-fold validation is an interesting technique, which 

makes our model more reliable. Instead of considering a 
particular subset for training and the remaining part for 
testing, it uses the entire dataset for training and testing 
purposes. A five-fold validation usually splits the entire 
dataset into five equal sets or folds, where for every time, four 
sets are used for training, and one set is used for testing. This 
process is repeated for four (k-1) iterations, i.e., all possible 
combinations, and it will give the average score of all 
iterations. 

 
Fig. 1. Proposed architecture 

D. Algorithms 
In our work, we build a hybrid model with the help of five 

machine learning Regression algorithms. Each algorithm has a 
different structure in its implementation. 

1) Linear regression: Linear Regression frames an 
equation for the given attributes to fetch the target variable. It 
assumes a linear relationship between the characteristics of a 
dataset. The equation is y = f (x), where y represents the 
output variable and x is the set of input attributes. This 
algorithm performs better than complex models when the 
dataset is linear. 

2) Random forest: Random Forest is a bagging model. It 
constructs several trees for prediction. Every tree is 
constructed from a subset of the training data. Every tree will 
give some effort for a test set. All predictions are averaged to 
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get the final estimate of how much work needs to be done, 
lowering the result's error rate. 

3) Boosting techniques: Every boosting algorithm has a 
base model. After each iteration, a new weak learner is added 
to the sequence of learners; every iteration model reduces the 
residual effort. We implemented three boosting models in our 
work: Ada Boost, Gradient Boost (GB), and Extreme Gradient 
Boost. AdaBoost handles missing data well and undergoes no 
overfitting. It has fewer parameters to tune when needed and 
is sensitive to outliers. Gradient Boosting is a sequence of tree 
learners robust to outliers, depending on residuals. XGB has 
been showing better results than GB as it includes the 
calculation of similarity weights. 

E. Voting 
Every algorithm is unique in its background processing of 

data. Hence, all algorithms can find their patterns of data. 
Here comes the idea of ensembling [34]. Ensembling is 
obtained by combining various models. Bagging, boosting, 
voting, etc., are some of the ensemble approaches [35]. Here 
we aggregated predictions of various models, i.e., averaged 
the output predictions of all models and produced one model 
closer to the actual effort than any individual model. We took 
the Linear Regression, Decision Tree Regression, Random 
Forest Regression, Support Vector Regression, and Neural 
Network Regression outputs, calculated the average of all the 
values, and compared them with the actual effort in the test 
dataset. The results are given for evaluation metrics. 

F. Pseudo Code 
# Step 1: Collect historical project data 
data = load_data() 
# Step 2: Preprocess the data 
data = preprocess_data(data) 
# Step 3: Train multiple estimation 
models 
models = [] 
for i in range(num_models): 
    model = train_model(data) 
    models.append(model) 
# Step 4: Implement the voting algorithm 
def ensemble_predict(models, input): 
    predictions = [model.predict(input) 
for model in models] 
    return voting_algorithm(predictions) 
# Step 5: Evaluate the ensemble with 
voting 
validation_set = load_validation_set() 
ensemble_accuracy = 0 
for input, target in validation_set: 
    ensemble_prediction = 
ensemble_predict(models, input) 
    ensemble_accuracy += 
evaluate_prediction(ensemble_prediction, 
target) 
ensemble_accuracy /= len(validation_set) 
# Step 6: Investigate the impact of 
different factors 

# For example, vary the number of models, 
the type of models, the voting algorithm, 
and the size and quality of the 
historical data. 
 
# Step 7: Apply the ensemble with voting 
to new data 
new_data = load_new_data() 
for input in new_data: 
    ensemble_prediction = 
ensemble_predict(models, input) 
process_prediction(ensemble_prediction) 

IV. EVALUATION CRITERIA 
In problems like predicting continuous values, we 

calculate the error rate given as the difference between the 
actual and predicted values. For our problem statement, we 
looked at the MAE (Mean Absolute Error), MSE (Mean 
Squared Error), and RMSE (Root Mean Square Error) metrics, 
which are used to compare models. 

𝑀𝐴𝐸 = ∑𝑎𝑏𝑠�𝑦𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑�

n
 (2) 

𝑀𝑆𝐸 = ∑�𝑦𝑎𝑐𝑡𝑢𝑎𝑙−𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑�
2

𝑛
 (3) 

𝑅𝑀𝑆𝐸 = �∑�𝑦𝑎𝑐𝑡𝑢𝑎𝑙−𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑�
2

𝑛

2
 (4) 

V. RESULTS AND DISCUSSION 
Below, Fig. 2 represents the deviation between actual and 

predicted effort values on all datasets, where the X-axis 
represents the record number. The Y-axis represents the effort 
of the record. Fig. 2(a), 2(d) on Cocomo81 and Maxwell show 
a notifiable difference in peak effort values. The values are 
closer to the China dataset in Fig. 2(b). Fig. 2(c) and 2(f) show 
a constant gap between actual and predicted values. Fig. 2(e) 
on Albrecht shows a considerable difference. 

 
(a) 
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(d) 

 
(e) 

 
(f) 

Fig. 2. (a) Cocomo81 actual vs. predicted effort (b): China's actual vs. 
predicted effort (c) Desharnais actual vs. predicted effort (d) Maxwell actual 
vs. predicted effort (e) Kemerer actual vs. predicted effort (f) Albrecht actual 

vs. predicted effort 

Fig. 2(a) represents a line graph drawn to show the 
deviations between actual effort and the predicted effort by 
our proposed model in the COCOMO81 dataset. This graph 
shows a noticeable difference at the peak points. 

Fig. 2(b) represents a line graph drawn to show the 
deviations between actual effort and the predicted effort by 
our proposed model in the China dataset. We can see that the 
predicted line has come close to the actual line in many places. 

Fig. 2(c) represents a line graph drawn to show the 
deviations between actual effort and the predicted effort by 
our proposed model in the Desharnais dataset. In this graph, 
records 10 and 11 have a significant deviation, whereas 
records 12 to 14 have the least deviation. 

Fig. 2(d) represents a line graph drawn to show the 
deviations between actual effort and the predicted effort by 
our proposed model in the Maxwell dataset. This graph shows 
a noticeable difference at the peak points. 

Fig. 2(e) represents a line graph drawn to show the 
deviations between actual effort and the predicted effort by 
our proposed model in the Kemerer dataset. As the test set 
records are meager, they show a significant deviation, but the 
deviation range is 0.05. 

Fig. 2(f) represents a line graph drawn to show the 
deviations between actual effort and the predicted effort by 
our proposed model in the Albrecht dataset, where the X-axis 
represents the record number and the Y-axis represents the 
effort of the record. Fig. 3 represents the residuals graphs 
between actual and predicted effort values on all datasets. Fig. 
3(a) and 3(d) on Cocomo81 and Maxwell shows a notifiable 
difference in peak effort values. Fig. 3(b) of the China dataset 
shows values closer to 0 ("zero"). Fig. 3(c) and 3(f) show a 
constant gap between actual and predicted values. There is a 
significant difference in Albrecht's Fig. 3(e). 
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(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 3. (a) Cocomo81 prediction residuals (b) China prediction residuals (c) 
Desharnais prediction residuals (d) Maxwell prediction residuals (e) Kemerer 

prediction residuals (f) Albrecht prediction residuals 

The above Fig. 3(a) represents a graph that shows the 
residuals between actual effort and the predicted effort of the 
data records of the COCOMO81 dataset ranging from-0.4 to 
+0.4, and most of the data points are present in the range of-
0.2 to +0.2. 

The above Fig. 3(b) represents a graph that shows the 
residuals between actual effort and the prediction effort of the 
data records of the China dataset ranging from-0.10 to +0.25. 
In the presented graph, most data points are nearer to 0, 
indicating that the proposed model is working much more 
efficiently in the China dataset. 

The above Fig. 3(c) represents a graph that shows the 
residuals between actual effort and the predicted effort of the 
data records of the Desharnais dataset, ranging from-0.10 to 
+0.20. In this graph, most of the data points are below point 0. 
That means the proposed model predicted values are less than 
the actual values. 

Fig. 3(d) shows a graph of the residuals between actual 
effort and predicted effort of the Maxwell dataset data records, 
ranging from -0.2 to +0.8. According to this graph, the 
proposed model prediction is much closer to the actual values 
based on working on this dataset. 

Fig. 3(e) depicts a graph displaying the residuals between 
actual effort and predicted effort of the Kemerer dataset data 
records, ranging from 0.05 to +0.16. 
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The above Fig. 3(f) represents a graph that shows the 
residuals between actual effort and the predicted effort of the 
data records of the Albrecht dataset ranging from-0.15 to 
+0.20. 

Below, Fig. 4 shows the bar plots of all the implemented 
models, representing the mean absolute error on all six 
datasets. Fig. 4(a) the voting model outperformed GB, XGB, 
RF, and LR except for ADB. Fig. 4(b) shows that, except for 
RF, voting showed less residual than all others. Fig. 4(c), (d), 
and (f) voting models are reliable. From all the above 
comparisons, we concluded that voting is a constant 
performer. On all datasets, the models behave randomly, 
whereas voting shows an upvote constantly. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 4. (a) COCOMO81 mean absolute error (b) CHINA mean absolute 
error (c) DESHARNAIS mean absolute error (d) MAXWELL mean absolute 

error (e) KEMERER mean absolute error (f) ALBRECHT mean absolute 
error 

The graphical representation of Mean Absolute Error for 
various models that are worked on the COCOMO dataset is 
shown in Fig. 4(a), with the ADB model giving the slightest 
error followed by voting and the Random Forest giving the 
highest error among the models presented. 

Fig. 4(b) shows a graphical representation of the Mean 
Absolute Error for various models tested on the CHINA 
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dataset. The RF model produces the lowest error, and the 
ADB produces the highest error. 

Fig. 4(c) shows a graphical representation of the Mean 
Absolute Error for various models tested on the Desharnais 
dataset, with the Voting and XGB models producing the 
lowest error and the ADB having the highest error. 

The graphical representation of Mean Absolute Error for 
various models that are worked on the MAXWELL dataset is 
shown in Fig. 4(d), with the XGB model giving a minor error 
and the LR model giving the highest error among the models 
presented. 

Fig. 4(e) shows a graphical representation of the Mean 
Absolute Error for various models tested on the Kemerer 
dataset. The XGB model produces the lowest error, and the 
LR model produces the highest error. 

Fig. 4(f) shows a graphical representation of the Mean 
Absolute Error for various models tested on the Albrecht 
dataset. The RF model produces the lowest error, and the LR 
model produces the highest error. 

We normalized the literature results and compared them 
with the obtained model’s results (see Tables I-VI) 

TABLE I.  COCOMO81 DATASET 

Model MAE MSE RMSE 
Linear Regression 0.1499 0.0393 0.1984 

AdaBoost 0.1248 0.0395 0.1989 

Random Forest 0.1627 0.0680 0.2608 

Gradient Boosting 0.1587 0.0662 0.2574 

XGB 0.1509 0.0680 0.2665 

Ali et al. [10] 0.1652 - 0.4322 

Voting 0.1466 0.0527 0.2297 

TABLE II.  CHINA DATASET 

Model MAE MSE RMSE 
Linear Regression 0.0080 0.0005 0.0231 

AdaBoost 0.0159 0.0013 0.0363 

Random Forest 0.0070 0.0008 0.0286 

Gradient Boosting 0.0072 0.0008 0.0295 

XGB 0.0077 0.0009 0.0308 

Hosni et al. [14] 0.0099 - - 

Voting 0.0077 0.0007 0.0270 

TABLE III.  DESHARNAIS DATASET 

Model MAE MSE RMSE 
Linear Regression 0.0625 0.0070 0.0841 

AdaBoost 0.0912 0.0107 0.1037 

Random Forest 0.0757 0.0095 0.0976 

Gradient Boosting 0.0728 0.0075 0.0866 

XGB 0.0601 0.0065 0.0790 

De Carvalho et al., [2] 0.0562 0.0078 0.0880 

Hosni et al. [14] 0.0664 - - 

Voting 0.0627 0.0061 0.0783 

TABLE IV.  MAXWELL DATASET 

Model MAE MSE RMSE 
Linear Regression 0.1519 0.0571 0.2390 

AdaBoost 0.1287 0.0503 0.2243 

Random Forest 0.1333 0.0739 0.2719 

Gradient Boosting 0.1166 0.0565 0.2378 

XGB 0.1131 0.0544 0.2334 

Voting 0.1221 0.0555 0.2356 

TABLE V.  KEMERER DATASET 

Model MAE MSE RMSE 
Linear Regression 0.2009 0.0462 0.2151 

AdaBoost 0.0714 0.0085 0.0922 

Random Forest 0.0865 0.0074 0.0865 

Gradient Boosting 0.0684 0.0066 0.0815 

XGB 0.0625 0.0079 0.0893 

Ali et al. [10] 0.1113 - 0.2200 

Hosni et al. [14] 0.0866 - - 

Voting 0.0925 0.0160 0.1031 

TABLE VI.  ALBRECHT DATASET 

Model MAE MSE RMSE 
Linear Regression 0.1078 0.1977 0.1406 

AdaBoost 0.0790 0.0113 0.1064 

Random Forest 0.0786 0.0077 0.0878 

Gradient Boosting 0.0995 0.0168 0.1298 

XGB 0.0835 0.0115 0.1073 

Ali et al. [10] 0.0856 - 0.1196 

Voting 0.0775 0.0099 0.0996 
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Our work includes testing the voting regressor on six 
datasets. From the above tables, observations in all datasets 
voted on, showed excellent performance in minimizing the 
actual and predicted effort error. On the COMO81 dataset, 
absolute error is the minimum for voting, and squared errors 
are minor for linear regression. On COCOMO81, China, 
Desharnais, Kemerer, Maxwell, and Albrecht had excellent 
performances. Finally, we concluded that all dataset 
implementations support voting, which makes voting more 
reliable and robust. Voting followed by linear regression 
shows that the datasets have a linear relationship between the 
attributes of the projects. 

VI. CONCLUSION 
We studied various existing research papers on software 

effort estimation in this work. In the early days, we relied on 
many conventional approaches, considering the line of codes, 
functional points, CPM and PERT, etc., or merely relying on 
the people's judgment that has ample experience in software 
project effort determination. Because extensive developments 
in project building consider multiple parameters in every 
project, these techniques might not be feasible anymore with 
rapid results in software projects. And at the same time, 
machine learning has gained momentum in recent decades in 
various domains. And there is some work taking place in 
software engineering through machine learning. Therefore, 
our work aims to provide a robust machine learning model for 
effort calculation. We successfully used the machine learning 
ensembling concept to predict software development efforts. 
We considered every parameter for the effort estimation. 
Based on our research, the ensembling of models 
outperformed other single models. We recorded a lower error 
rate from the ensemble model comparatively. The average of 
different predictors positively impacted the output, which 
shows the vital role played in optimizing software effort 
estimation in the machine learning area. The input dataset 
dramatically affects how well the machine learning algorithm 
works, and in our work, models performed very well with our 
datasets. 
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Abstract—To design a framework for effective prediction of 

heart disease based on ensemble techniques, without the need of 

feature selection, incorporating data balancing, outlier detection 

and removal techniques, with results that are still at par with 

cutting-edge research. In this study, the Cleveland dataset, which 

has 303 occurrences, is used from the UCI repository. The dataset 

comprises 76 raw attributes, however only 14 of them are listed by 

the UCI repository as significant risk factors for heart disease 

when the dataset is uploaded as an open source dataset. Data 

balancing strategies, such as random over sampling, are used to 

address the issue of unbalanced data. Additionally, an isolation 

forest is used to find outliers in multivariate data, which has not 

been explored in previous research. After eliminating anomalies 

from the data, ensemble techniques such as bagging, boosting, 

voting, stacking are employed to create the prediction model. The 

potential of the proposed model is assessed for accuracy, 

sensitivity, and specificity, positive prediction value (PPV), 

negative prediction value (NPV), F1 score, ROC-AUC and model 

training time. For the Cleveland dataset, the performance of the 

suggested methodology is superior, with 98.73% accuracy, 98% 

sensitivity, 100% specificity, 100% PPV, 97% NPV, 1 as F score, 

and AUC as 1 with comparatively very less training time. The 

results of this study demonstrate that our proposed approach 

significantly outperforms the existing scholarly work in terms of 

accuracy and all the stated performance metrics. No earlier 

research has focused on these many performance parameters. 

Keywords—Machine learning; heart disease; ensemble 

techniques; random over sampling, isolation forest 

I. INTRODUCTION 

Cardiovascular disease (CVD) is considered to be the 
foremost reason of death in the world. It is estimated that half 
of all CVD cases occur in Asia. Besides, near about three-
quarters of all the global mortality are anticipated to happen 
because of persistent diseases by 2021, with 75% of deaths due 
to heart disease. These circumstances create an imperative need 
to design decision support system (DSS) for early prediction of 
heart disease. About 80 % of CVD are preventable if predicted 
at an early stage. 

Traditional method of heart disease diagnosis includes 
extensive examination of patient. In this case the diagnosis of 
disease totally depends upon domain experts' knowledge and 
exactness of collected clinical data. This invasive method of 
diagnosis is not reliable and efficient. So there is need for cost 
effective and highly accurate Non-invasive approach such as 
Machine Learning (ML) to design prediction model. 

ML is able to filter out pertinent connection between 
tremendous measures of data. Advancement in Artificial 
intelligence has played very significant role in the new era of 
computing. Various researchers have tried and tested data 
mining techniques in the healthcare domain and found it to be 
outperforming. The limitation of the prevailing analysis was 
the utilization of tedious task of feature engineering within the 
classification process. The principal inspiration of this research 
is to makeover data to usable form so that researchers can use it 
to design DSS to enhance safety of the patients. 

In this work, proposed a model with data pre-processing, 
data balancing and outlier detecting followed by ensemble 
classifier. Standard scalar is used in the data pre-processing 
stage where each attributes with standard deviation of one is 
achieved. Imbalanced data is explored and oversampling 
technique was proposed to improve the reliability of the model. 
Anomalies or outliers are considered as noise in the data and 
may lead to misclassification. Furthermore proposed anomalies 
detection and removal using Isolation forest algorithm. 
Besides, Ensemble techniques bagging, boosting, Voting and 
stacking are applied to measure the effectiveness of the 
proposed methodology. This article focuses on the prediction 
of cardiac disease employing ensemble techniques of ML 
without feature engineering. 

The main contributions of the proposed work include: 

 A novel combination of data standardization, data 
balancing, and outlier detection to transform the data 
into usable form. 

 The study involves the isolation forest for outlier 
detection of multivariate data, which has not been 
extensively explored in the previous research. 

 The study assesses the performance of heart disease 
prediction system using ensemble techniques without 
feature selection designed, which have not been studied 
in depth in previous research. 

The rest of the paper is structured as follows: In Section II 
literature analysis is provided, research gap is highlighted in 
Section III; Methodology is projected in Section IV. The 
detailed results of the proposed approach are presented in 
Section V followed by comparative study with existing 
research work in Section VI, and finally conclusion and future 
scope in Section VII. 
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II. LITERATURE ANALYSIS 

According to WHO, heart disease represent predominant 
reason of death in developing countries. One of the reasons to 
fail in the treatment of heart disease is unidentified pattern with 
cardiac data. Machine learning has been proved the remedy for 
that, as it is able to extract the pattern in cardiac data to predict 
the heart disease. 

Researchers have explored and evaluated several 
methodologies, including single-base classifiers, ensemble 
approaches, and hybrid techniques as the prediction model. 
Furthermore, data pre-processing techniques, feature selection 
techniques, and optimization approaches were employed to 
improve the performance of the prediction system. 

Many researchers implemented basic ML classifiers on a 
cardiac dataset and achieved good results. Authors suggested a 
modified random forest [1] to boost the prediction ability of the 
classifier. The proposed work achieved the highest accuracy of 
86.84% with the UCI Cleveland dataset. Author [2] 
implemented Logistic regression (LR), K nearest neighbour 
(KNN) and Random Forest (RF) classifiers on a medical 
dataset from the UCI repository. The highest accuracy 
achieved with KNN is 87.5%, when implemented on the 
Python platform. 

The above mentioned, state of the art research used 
conventional algorithms to design decision support system for 
heart disease prediction and it has been observed that the 
average accuracy is below 90%. 

Instead of relying on a conventional model to provide an 
exceptional solution, the ensemble method leverages the 
strengths of numerous models to mitigate the limitations of a 
single model. In [3], proposed homogeneous ensemble learning 
using an accuracy-based weighted ageing classifier. The 
proposed model achieved an accuracy of 93% on the Cleveland 
dataset. Instead of utilizing conventional single model, 
majority vote Ensemble model can be used [4] in the prediction 
system of heart disease. This approach has produced 90% 
accuracy for Cleveland dataset. According to this literature 
survey, an ensemble method has shown to be more successful 
than a single model strategy. 

Many feature selection methods have been proposed by 
researchers for obtaining more relevant features from a given 
dataset. Javeed et al. [5] proposed a randomized search 
algorithm (RSA) to get the optimal subset of features, and grid 
search optimized RF was used as a classifier. The experimental 
results have achieved 93.33% accuracy while improving the 
training accuracy as well. Muhammad et al. [6] proposed a 
model where four feature selection methods, namely fast 
correlation-based feature selection (FCBF) , minimum 
redundancy, maximal relevance (mRMR), least absolute and 
selection operator (LASSO), and Relief, were tested on 10 
different machine learning classifiers. It was found that, for the 
features chosen by FCBF, ETC's accuracy increased from 
92.09 % to 94.41 % compared to complete features. 
Dissanayake et al. [7] performed research where filter, 
wrapper, and embedded feature selection approaches were 

implemented. The test findings show that DT with backward 
elimination wrapper feature selection outperforms with an 
accuracy of 88.52 %. 

III. RESEARCH GAP 

The majority of the scholarly work is focused on improving 
accuracy via feature selection techniques. However, to 
eliminate the data cleaning operations while yielding high 
disease prediction accuracy, a computationally effective feature 
selection approach is required [8].There is need to investigate a 
new intelligent technique to generate a meaningful concise set 
of features. Noise and outliers present in the data make it 
difficult to select exact features [9]. As feature selection is a 
tiresome activity and only some of the existing work discussed 
in the literature is able to predict heart disease with good 
accuracy, there is a dire need to test machine learning 
framework without feature selection for the effective prediction 
of cardiovascular disease [10]. 

The dataset discussed in the existing work is imbalanced 
with an uneven contribution of the majority and minority 
classes. Class imbalanced has not been amply focused in the 
previous research. The problem of class imbalance must be 
taken care of before implementing any classification 
mechanism. On the other hand; only a few researchers have 
worked on outlier removal from dataset. There is a need for an 
outlier detection method that can differentiate between normal 
data and outliers [11].Only few Researchers have experimented 
unsupervised outlier detection techniques such as DBSCAN, 
isolation forest, K–means clustering. There is need to 
experiment and analyse Isolation forest for outlier detection. 
The utilization of ensemble based algorithms needs to be 
experimented rigorously and analysed for effective prediction 
of heart disease. 

The unique aspect of the proposed research work is to 
design a framework for heart disease prediction that can handle 
the problems of imbalanced class, outlier detection and still 
conveys comparable performance index without any feature 
engineering. 

IV. MATERIALS AND METHODS 

In this research, we present a new paradigm for predicting 
cardiac disease, which can predict the presence and absence of 
heart disease reliably, as shown in Fig. 1. 

A. Dataset Description 

The Cleveland dataset used for this proposed work has 303 
instances with 76 clinical and physical parameters. Most of the 
research work has chosen just 14 features in their scholarly 
work as these attributes are the most significant in the 
prediction of heart disease. Other attributes such as exercise 
protocol and time when ST measure depression was performed, 
had minor effects on heart disease and so 62 attributes are 
omitted by researchers. 

As seen in Table I, the UCI repository specifically 
mentions these 14 attributes when uploading the dataset for 
open access. 
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Fig. 1. Proposed heart disease prediciton system using ramdom oversampling, isoalation forest and ensemble prediction model. 

TABLE I. IMPORTANT 14 ATTRIBUTES FROM 76 ATTRIBUTES OF UCI 
DATASET 

Sr. No. Name of Attribute 
Position in 

the dataset 

% of the data 

Complete 

1 Age in years 3 100 

2 Sex 4 100 

3 Chest pain type 9 100 

4 Resting Blood Pressure 10 100 

5 Serum Cholesterol 12 100 

6 Fasting blood sugar 16 100 

7 Resting ECG 19 100 

8 Maximum Heart Rate 32 100 

9 Exercise-induced angina 38 100 

10 ST depression 40 100 

11 The slope of the ST segment 41 100 

12 
Number of containers colored 

by fluoroscopy 
44 98.67 

13 Thalassemia 51 99.33 

14 Diagnosis value 58 100 

Among these, 13 are independent variables and 1 is a 
dependent target variable for the diagnosis of heart disease, 
where 0 represents the absence of heart disease and 1 
represents the presence of heart disease. 

B. Data Preprocessing 

Before catering data into the machine learning classifier, it 
is important to analyse and pre-process the data to improve its 
quality. A few attributes, as shown in Table I, have missing 
values. Missing values are replaced by the mean value of those 
attributes [12]. 

Creating a data-analysis-based decision support system 
necessitates standard data, which frequently necessitates pre-
processing activities such as data cleansing, pruning, and 
scaling. Data standardisation is performed to scale each feature 

to unit variance. Attributes assessed at different scales do not 
contribute equally to the model fitting and may result in bias. 
To address this possible issue, feature-wise standardisation is 
utilised prior to model fitting [13]. The feature in each column 
of x is normalized independently, so that each feature has a 

mean μ =0 and a standard deviation σ =1. 

A value is standardized as (1). 

  
   

 
                                    (1) 

Where mean μ is defined in (2). 

  
 

 
∑    

                                       (2) 

And standard deviation σ is as in (3). 

  √
 

 
∑         

                               (3) 

Where N is the number of instances in each column 
(N=303). 

C. Data Balancing 

As per the exploratory data analysis of the target variable, 
the given Cleveland dataset has 138 instances of healthy people 
and 165 instances of people with heart disease. The dataset has 
unequal distribution of negative (0) and positive (1) instances. 

Because of this unequal number of positive and negative 
classes, it will be difficult for machine learning models to learn 
the pattern of the dataset and it may hamper the performance of 
the model [14]. To address the problem of imbalanced data, the 
random oversampling technique is proposed. It randomly 
duplicates examples from the minority class with substitution 
and adds them into the training dataset. The superiority of 
random oversampling is that all individuals from the minority 
and majority classes are maintained; therefore, no information 
from the original training set is lost. Synthetic Minority 
Oversampling Technique (SMOTE) is another method of data 
for oversampling where samples are created synthetically but it 
may create noise with high dimensional data. Data 
augmentation using SMOTE may provide diverse results and 
may not always be beneficial for medical data [15]. 
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D. Anomaly Detection 

Anomaly detection is the technique of identifying outliers 
in data. Researchers have preferred to use unsupervised 
anomaly detection models. Isolation forest is a unique method 
based on this isolation property of outliers and is 
fundamentally different from other density-based and cluster-
based outlier detection methods [16]. In this research paper, it 
is proposed to use an isolation forest (iForest) to isolate the 
anomalies from the data samples. 

Here is the algorithm to compute an isolation tree: 

1) Choose a feature at random from data and refer it as f. 

2) Choose a value at random from the feature f and utilize 

as threshold‗t‘. 

3) Data points with f < t are saved in Node 1 whereas the 

data points with f ≥ t kept in Node 2. 

4) Steps 1–3 repeated for Node 1 and Node 2. 

5) Stop the process when the tree has reached full maturity 

or when a termination requirement is fulfilled. 

An isolation tree can be extended to an isolation forest—an 
ensemble of multiple isolation trees. 

The isolation forest in sklearn has 2 important inputs: 

n_estimators: Number of Isolation trees to be trained 

Contamination: Fraction of anomalous data points. 

In our case we suspect 5% of the data to be anomalous and 
set contamination to 0.05. 

Steps in building an Isolation forests: 

1) Construct an Isolation Tree either from the entire feature 

set or a randomly chosen subset of the feature set. 

2) Construct n such Isolation trees. 

3) Calculate an Anomaly score for each data point using 

formula in (4). 

                             (4) 

s = score (closer to 1: outlier, closer to 0: normal data 
point), 

E(ℏ(x)= Average path length taken by data point x, 

c(n) = Average path length of every terminal nodes. 

Isolation forest can be used for univariate as well as 
multivariate dataset. Let us consider our case of the 
multivariate dataset as shown in Fig. 2. 

Isolation tree divides the data into ―boxes‖. It has the 
property that it segregates the region containing anomalies 
earlier than the boxes containing normal data points. If the 
feature has an anomaly, the anomalous point will be far away 
from the normal points in the data. It helps isolation forests to 
isolate out anomalies relatively early in the splitting process. 

As shown in the figure, the anomaly can be detected at split 
2 only. If we go on splitting the data, few normal points got 
isolated much later as shown in split 4. Isolation Forest can 
detect the outliers faster and require less memory as compared 
to other algorithms. 

 
Fig. 2. Splitting process in isolation forest where anomalies are isolated  early 

in split 2 as compared to normal data point isolated in split 4. 

E. Prediction Module: Ensemble ML Techniques 

Ensemble learning is a machine learning model in which 
numerous models (commonly referred to as weak learners or 
base models) are trained to handle the same issue and then 
integrated to provide improved results. We tested our model 
using bagging (RF, ETC), boosting (XGBoost, AdaBoost), 
voting (hard, soft voting), and staking (RF+SVM) ensemble 
techniques. 

Here we discussed the ensemble techniques, implemented 
in our proposed work. 

Bagging: In this kind of approach, several instances of the 
same base model are trained in parallel (independently from 
each other) on separate bootstrap samples and then aggregated 
in some form of "averaging" process. 

We have implemented Random Forest and Extra Tree 
classifier as bagging techniques. 

Random Forest: This classifier belongs to the ensemble 
classifier family. It employs decision tree models to improve 
prediction outcomes. It generates numerous trees from the 
training data set, and a bootstrap approach is used to each tree. 
The random forest technique is a bagging method in which 
deep trees fitted on bootstrap samples are blended to create an 
output with lower variance. 

Extra Tree classifier: Extra Trees classifier is a type of 
ensemble technique that delivers classification result by 
accumulating the results of multiple uncorrelated decision trees 
grouped together in a "forest." It differs as compared to 
Random forest in a way the decision tree is built in the forest. It 
separates nodes by selecting cut-points completely at random, 
and it also grows the trees using the whole training sample. 

Boosting: Boosting is an ensemble modeling strategy that 
seeks to construct a strong classifier from a collection of weak 
classifiers to reduce training errors. A random sample of data is 
chosen, fitted with a model, and then trained sequentially—that 
is, each model attempts to compensate for the shortcomings of 
its predecessor. In this work, proposed to use XGBoost and 
AdaBoost boosting techniques. 
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XGBoost: XGBoost is the state of the art gradient boosted 
tree algorithm that boosts the performance of weak learners. It 
uses greedy algorithm to calculate the best split. To begin, a 
weak classifier is fitted to the data. It adds another weak 
classifier to upgrade the present model's performance, without 
losing the prior classifier's performance. The same process is 
continued and it employs   a gradient descent approach to 
reduce the loss when adding new models. Each new classifier 
must take into account where the prior classifiers failed to 
perform well. To generate a new model, the method constantly 
reduces the errors of prior models in the gradient direction. 

AdaBoost: AdaBoost is a boosting machine learning 
algorithm that use weighted linear combination to cascade 
numerous weak learners into a particular classifier. AdaBoost 
uses a learning technique to re-weight samples of the original 
training data in a sequential manner. It is an iterative approach, 
with each iteration giving more weight to the misclassified 
occurrences from the preceding iteration. Each instance is 
initially allocated an identical weight, and iteratively, the 
weights of all wrongly classified instances are increased while 
the weights of successfully classified examples are decreased. 
The algorithm recursively applies the base classifier with fresh 
weights to the training data. The final classification model 
produced is a linear combination of all the models developed 
over the rounds. AdaBoost completely considers each 
classifier's weight; nonetheless, it is vulnerable to outliers and 
noisy data. 

Voting Classifier:  Voting classifier aggregates the output 
of each classifier provided to it and produces the final 
prediction of the class label of a new instance based on voting. 
The voting can be of two types, hard or soft. Simple majority 
voting is utilized in the situation of hard voting. In this 
situation, the class with the highest number of votes is 
projected. A forecast is created for soft voting by averaging the 
class-probabilities of each classifier. The projected class is the 
one with the highest average probability. In the proposed work, 
model is checked for both hard and soft voting. In the proposed 
model LR, NB, DT, SVM, KNN has been ensemble as base 
models in hard voting and LR, NB, DT, KNN are used in soft 
voting. 

Stacking: The stacking approach is a two-layered ensemble 
technique. The top layer comprises of all the baseline models 
used to predict the outcomes on the test dataset. The second 
layer consists of a Meta-Classifier, which accepts all of the 
baseline model outcomes as input and generates new 
prediction. The second layer combines the output of the first 
layer. Here, RF is used as baseline model and SVM as Meta 
Classifier. 

V. RESULTS AND ANALYSIS 

The experiment has been conducted on Python platform 
using different libraries on an Intel Core i5 processor 9300H 
CPU with  2.40GHz, 4GB NVIDIA GTX 1650 graphical 
processing unit Lenovo machine equipped with 8GB RAM. 
Exploratory data analysis and data pre-processing have been 
performed. The dataset is divided into 75% of training data and 
25% of testing data.  Stratified k fold has been introduced in 

the dataset's training phase to avoid sampling bias. The 
accuracy, precision, recall, sensitivity, specificity, PPV, NPV, 
F1 score, ROC_AUC score, and computing time of the model 
are used to validate the performance of the suggested 
technique. 

The experiment focused on the evaluation of the model by 
implementing random oversampling and isolation forest for 
various ensemble classifiers. The number of instances after 
implementing Random oversampling to Cleveland dataset is as 
shown in Table II. 

Before implementation of random oversampling the total 
number of instances in the dataset are 303 with 138 instances 
indicating absence of heart disease and 165 instances for 
presence of heart disease. After processing data for random 
oversampling, the total number of samples is 330 since the 
positive and negative class instances are evenly distributed and 
equal to 165. 

TABLE II. UCI  CLEVELAND DATASET OVER SAMPLING RESULTS 

Class Absence of HD Presence of HD 

Before Random Oversampling 138 165 

After Random Oversampling 165 165 

The isolation forest is used to identify and clear outliers 
from the dataset. After removing outliers, the dataset has 313 
samples. The performance assessment of the ensemble 
classifier model using the proposed methodology is shown in 
Table III. 

It demonstrates that the implementation of random 
oversampling and an isolation forest has given excellent 
performance for all the ensemble classifiers. Many existing 
research papers put emphasis on feature engineering, but our 
proposed approach works on the whole featured dataset and 
demonstrates the significance of data balancing and outlier 
removal in the prediction of heart disease. The suggested 
approach outperformed numerous existing studies in the 
literature without requiring high computational time. The 
accuracy of the proposed model for ensemble classifiers is in 
the range of 97.47 % to 98.73 % for the Cleveland dataset. The 
highlighted column demonstrates that soft voting provides 
excellent result among all the implemented ensemble methods. 

Confusion matrix for implemented ensemble classifiers is 
as shown in Fig. 3. 

From the confusion matrix, it has been observed that, RF, 
ETC and AdaBoost Ensemble Techniques provide False 
Negative (FN) value of 2, that means two patients with actual 
heart disease are incorrectly predicted as non-heart disease 
persons. For XGBoost, Voting and hybrid ensemble 
techniques, FN value is 1 indicating only one heart disease 
patient incorrectly predicted as non-heart disease patient by the 
model. 

Fig. 4 explores the graphical presentation of all the 
performance parameters of the proposed methodology with all 
the ensemble techniques implemented. 
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TABLE III. PERFORMANCE EVALUATION OF PROPOSED  METHODOLOGY FOR CLEVELAND DATASET 

Metric RF ETC XGBoost AdaBoost Hard Voting Soft Voting Stacking 

Accuracy 97.47 97.47 98.73 97.47 98.73 98.73 98.73 

Sensitivity 95 95 98 95 98 98 98 

Specificity 100 100 100 100 100 100 100 

PPV 100 100 100 100 100 100 100 

NPV 95 95 97 95 97 97 97 

F1-Score 0.97 0.97 0.99 0.97 0.99 0.99 0.99 

AUC 0.998 0.982 0.995 0.995 -- 1 0.980 

Computational Time in sec. 0.054 0.062 0.144 0.114 0.016 0.011 0.631 
 

  

(a) Bagging-RF. (b) Bagging- ETC. 

  

(c) Boosting- XGBoost (d) Boosting- AdaBoost 

  

(e) Voting-Hard and Soft (f) Stacking-RF and SVM 

Fig. 3. Confusion matrix of implemented ensemble classifiers. 

It reveals that all the ensemble techniques provide excellent 
performance when applied to random over sampling to cater 
with imbalance data and isolation forest for anomaly detection 
to the Cleveland dataset with 303 instances without any feature 
selection. 

Proposed work is additionally assessed for ROC_AUC 
analysis. The ROC curve is a depiction of the True positive 

rate vs the False positive rate. In other words, it is trade-off 
between sensitivity and specificity. The area the ROC curve 
(AUC) is said to be excellent for values between 0.9-1. Fig. 5 
shows ROC-AUC curves for various ensemble techniques 
applied in the experimentation. Accuracy and AUC are two 
important metrics for the binary classification problem. The 
values of AUC for all the techniques are found to be excellent 
as per the observation in the ROC curve. 

Fig. 6 demonstrates the two cases of the heart disease 
prediction system as heart disease positive and heart disease 
negative on a GUI application created using tkinter in Python. 

 
Fig. 4. Performance parameters of proposed ensemble technique for 

cleveland dataset. 

The proposed work's credibility is demonstrated by 
comparing its findings for the same dataset with three 
approaches listed below. 

Approach 1:  Without Random Over sampling and Isolation 
Forest for Ensemble Techniques. 

Approach 2:  Without Isolation Forest with Random Over 
sampling for Ensemble Techniques. 

Approach 3: Without Random Over sampling with 
Isolation Forest for Ensemble Techniques. 

In the first approach, Cleveland dataset is processed 
without random over sampling and no isolation forest. The 
results of this implemented methodology are tabulated as 
shown in Table IV. 
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(a) Bagging-RF. (b) Bagging- ETC. 

  
(c) Boosting- XGBoost (d) Boosting- AdaBoost 

  
(e) Voting-Hard and Soft (f) Stacking-RF and SVM 

Fig. 5. ROC curve of various ensemble Techniques used in the experiment, 

displaying corresponding AUC values. 

  
Heart disease positive. Heart disease negative 

Fig. 6. GUI for Heart disease positive and negative cases using tkinter in 

python. 

The highlighted column in Table IV demonstrates that, soft 
voting is the best performing ensemble model with 96.05% 
accuracy for approach 1. But the performance of the proposed 
research is far better as compared to the implemented 
methodology in approach 1. 

Similarly, in the second approach, Cleveland dataset is 
processed with random over sampling, no isolation forest and 
in the third approach Cleveland dataset is processed sampling 
with isolation Forest, no random over sampling. 

The results of these implemented methodologies are 
tabulated as shown in Table V and Table VI respectively and 
the best results are highlighted. 

The projected results in Tables IV, V and VI reveal that our 
proposed research work of implementation of Ensemble 
Techniques with random oversampling and isolation forest 
give excellent performance in terms of all performance 
matrices as compared to implementation strategy of all the 
three approaches. 

TABLE IV. PERFORMANCE EVALUATION FOR CLEVELAND DATASET OF 303 INSTANCES WITHOUT RANDOM OVER SAMPLING AND ISOLATION FOREST 

(APPROACH 1) 

Metric RF ETC XGBoost AdaBoost Hard Voting Soft Voting Stacking 

Accuracy 94.73 94.73 94.73 94.73 96.05 96.05 96.05 

Sensitivity 92 92 92 92 92 92 92 

Specificity 97 97 97 97 100 100 100 

PPV 97 97 97 97 100 100 100 

NPV 93 93 93 93 93 93 93 

F1-Score 0.95 0.95 0.95 0.95 0.96 0.96 0.96 

AUC 0.995 0.995 0.995 0.981 -- 0.983 0.956 

Computational Time in sec. 0.057 0.082 0.154 0.113 0.015 0.011 0.681 

TABLE V. PERFORMANCE EVALUATION FOR CLEVELAND DATASET OF 303 INSTANCES WITHOUT ISOLATION FOREST WITH RANDOM OVER SAMPLING 

(APPROACH 2) 

Metric RF ETC XGBoost AdaBoost Hard Voting Soft Voting Stacking 

Accuracy 95.18 95.18 95.18 95.18 95.18 95.18 95.18 

Sensitivity 91 91 91 91 91 91 91 

Specificity 100 100 100 100 100 100 100 

PPV 100 100 100 100 100 100 100 

NPV 90 90 90 90 90 90 90 

F1-Score 0.95 0.95 0.95 0.95 0.95 0.95 0.95 

AUC 0.966 0.947 0.980 0.950 -- 0.971 0.971 

Computational Time in sec. 0.067 0.071 0.173 0.123 0.024 0.015 0.719 
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TABLE VI. PERFORMANCE EVALUATION FOR CLEVELAND DATASET OF 303 INSTANCES WITHOUT RANDOM OVER SAMPLING WITH ISOLATION FOREST 

(APPROACH 3) 

Metric RF ETC XGBoost AdaBoost Hard Voting Soft Voting Stacking 

Accuracy 94.44 94.44 94.44 94.44 94.44 94.44 94.44 

Sensitivity 89 89 89 89 89 89 89 

Specificity 100 100 100 100 100 100 100 

PPV 100 100 100 100 100 100 100 

NPV 89 89 89 89 89 89 89 

F1-Score 0.94 0.94 0.94 0.94 0.94 0.94 0.94 

AUC 0.966 0.941 0.966 0.941 -- 0.969 0.951 

Computational Time in sec. 0.062 0.077 0.140 0.093 0.015 0.0 0.625 

VI. COMPARISON AND DISCUSSION 

The reliability of the proposed work is demonstrated by 
comparing its findings to those of other state-of-the-art current 
systems conducting imbalanced data processing and outlier 
detection for the Cleveland dataset as shown in Table VII. 
Researcher [17] implemented imputation of missing values and 
outlier removing processes in order to provide quality data to 
ML model. Mahalanobis distance metric is used to drop the 
outliers in the data. Further, NB optimized with grid search 
found to provide accuracy of 84.8%. Instead of conventional 
model, an ensemble based majority voting scheme is proposed 
by researchers [18]. Outliers in the dataset are identified and 
removed using filter based techniques. From different 
combinations of ensemble, SVM +NB+ MLP ensemble 
provided highest accuracy of 84%. Researchers [19] proposed 
machine learning framework using data imbalance technique 
SMOTE and feature selection technique on ensemble 
(LR+KNN) classifier for heart disease prediction.  Box plot 
technique is used to identify the outliers. The suggested 
architecture was assessed on the Framingham, heart disease, 
and Cleveland dataset and found to outperform them all. 
SMOTE based ANN [20] is proposed to Cleveland UCI 
dataset. The imbalance nature of the presented dataset is 
analyzed, and SMOTE oversampling strategy is proposed to 
improve the performance of the ANN classifier.  Deep learning 
has been effectively used in heart disease prediction. 
Researchers experimented isolation forest for outlier detection 

for multivariate data using selected features from 13 features of 
Cleveland dataset [21]. Accuracy is found to be improved but 
sensitivity and specificity is very poor. Researchers used filter 
based feature selection and isolation forest for anomalies 
detection. The proposed approach found to be performing 
effectively for KNN with eight neighbours on UCI Cleveland 
dataset [22]. Researchers investigated anomaly detection using 
K-means clustering algorithm [23]. After removing anomalies, 
five classification techniques KNN, RF, SVM, NB and LR are 
used to build the prediction model. It is found that without 
anomalies RF and NB are performing better as compared to 
with anomalies in the dataset. DBSCAN is implemented to 
identify and remove the outliers, a hybrid SMOTE-Edited 
Nearest Neighbor (SMOTE-ENN) to balance the training data 
distribution and XGBoost as a classification model for heart 
disease prediction [24]. Most of the existing research work, 
proposed to use feature selection extensively. The state of the 
art research rarely used combination of data balancing and 
outlier detection in data pre-processing. 

The suggested methodology outperforms prior research 
work utilizing data balancing techniques and outlier 
identification techniques. The performance of the data 
balancing solution using Random Oversampling and outlier 
detection using Isolation Forest on Ensemble Classifier is 
excellent in all performance metrics. The proposed model in 
our research outperformed previous models and research 
findings, with an accuracy of 98.73 % for Cleveland dataset. 

TABLE VII.  COMPARISON OF PROPOSED METHODOLOGY WITH STATE-OF-THE-ART RESEARCH FOR UCI CLEVELAND DATASET 

Author Name, 
Year, Reference 

Methodology Accuracy Sensitivity Specificity PPV NPV F Score AUC Score 

Sivaraman et al. 
(2021) [17] 

Mahalanobsis distance+ 
Grid search optimization +NB 

84.8 82.7 86.4 83.2 -- 82.8 91 

Bashir et al. (2021) 
[18] 

Filter based outlier removing + Majority 
voting 

84 84.80 83.22 -- -- 84 -- 

Rahim et al. (2021) 
[19] 

SMOTE+ Box plot +Feature importance (5 
features)+ LR-KNN 

98.0 -- -- -- -- -- -- 

Waqar et al. (2021) 
[20] SMOTE+ ANN 96 95.7 -- 96.1 -- 95.7 100 

Bharti et al. (2021) 
[21] 

Isolation 
Forest+ Lasso FS+DL 

94.2 82.3 83.1 -- -- -- -- 

Ramesh et al. 
(2022) [22] 

Isolation 
Forest +Filter FS (7 features) +KNN 

94.1 94.8 -- 91.7 -- 90.8 79.9 

Ripen et al. (2021) 
[23] 

K means clustering +RF 88 -- 87 87 -- -- -- 

Fitriyani et al. 
(2020) [24] DBSCAN+ SMOTE ENN+ XGBoost 98.4 98.3 98.3 98.5 -- 98.3 -- 

Proposed 
Methodology 

Random Oversampling+ Isolation Forest+ 
Ensemble Techniques 

98.73 98 100 100 97 99 100 
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For binary classification problem of presence and absence 
of heart disease, accuracy and AUC are the most important 
metrics. The highlighted row in the Table VII demonstrates 
that the proposed methodology has highest accuracy and AUC 
as compared to state of the art research. 

VII. CONCLUSION AND FUTURE RESEARCH 

In this paper, we propose ensemble techniques that are 
supported by Random Oversampling and Isolation Forest for 
efficiently predicting heart disease. All the ensemble models 
are found to be performing excellently in all evaluation results. 
The accuracy range for the Cleveland dataset, for all models is 
97.43% to 98.73%, sensitivity 95% to 98%, specificity 100%, 
precision 100%, NPV 95% to 97 %, F score 0.97 to 0.99, AUC 
score 0.98 to 1 with less computational overhead. 

Most of the previous researchers implemented feature 
selection techniques to improve the accuracy of ML and DL 
models. Here we propose a model without any feature selection 
and achieve remarkably improved performance metrics. 
Experimental results prove that the ensemble approach with 
data pre-processing techniques resolves the issue of 
computational intricacy. Random oversampling and isolation 
forest significantly improve the performance of ensemble 
classifiers. 

Data balancing with oversampling helps to make data more 
reliable by avoiding over fitting or under fitting the model. 
Noisy data removal with an isolation forest improves the 
quality of the data. The validity of the suggested framework on 
the UCI Cleveland dataset demonstrates that our framework is 
both trustworthy and efficient. It incorporates novel pre-
processing techniques while also employing an inventive 
ensemble. Furthermore, the computational time is remarkably 
reduced with highly reliable results. 

In the future, optimization techniques can be implemented 
for hyper parameter tuning to deploy the model. Because of the 
NP-hardness of feature selection approaches, a meta-heuristic 
feature selection method can be devised. There is a strong need 
for real-world clinical factors that are easily approachable and 
computed in real-time for the future of clinical cardiac disease 
detection via ML-centered systems. 

REFERENCES 

[1] S. Vinayaka and P..K. Gupta,  ―Heart disease prediction systems using 
classification algorithms,‖ Proceedigs of International conference on 
Advances in Computing and Data Sciences, vol. 1244, pp.395-404, July 
2020. 

[2] H. Jindal, S. Agrawal, R. Khera et al., ―Heart disease prediction using 
machine learning algorithms,‖ IOP Conference Series: Materials Science 
and Engineering, vol.1022(012072), pp.1-10, 2021. 

[3] I.D.Mienye,  Y. Sun, and Z. Wang Z,  ―An improved ensemble 
learning approach for the   prediction of heart disease risk,‖  Informatics 
in Medicine Unlocked, vol.20(100402), pp.1-5, 2020. 

[4] R.Atallah and A. Al-Mous, ―Heart disease detection using machine 
learning majority voting ensemble method,‖ Proceedings of the 2nd 
International Conference on new Trends in Computing Sciences (ICTCS), 
pp.1-6, 2019. 

[5] A.Javeed, S. Zhou, L. Yongjian et al. 4, ―A. An Intelligent Learning 
System Based on Random Search Algorithm and Optimized Random 
Forest Model for Improved Heart Disease Detection,‖  IEEE Access , vol. 
27, pp.180235-180243, 2019. 

[6] Y.Muhammad, M.Tahir,M. Hayat M et al., ―Early and accurate detection 
and diagnosis of heart disease using intelligent computational model,‖ 
Scientific Reports, nature research, vol 10(19747), pp.1-17, 2020. 

[7] K.Dissanayake and M.G. Johar, ―Comparative Study on Heart Disease 
Prediction Using Feature Selection Techniques on Classification 
Algorithms,‖ Applied Computational Intelligence and Soft Computing, 
vol.5581806,pp.1-17, 2021. 

[8] H.Koshimizu, H. Kojima and Y. Okuno Y, ―Future possibilities for 
artificial intelligence in the practical management of hypertension,‖  
Hypertension Research, vol. 43(12), pp. 1327-1337, 2020. 

[9] M.Rong M, D. Gong and X. Gao , ―Feature Selection and Its Use in Big 
Data: Challenges, Methods, and Trends,‖ IEEE Access , vol. 27, pp. 
19709-19725, 2019. 

[10] D.Yewale,S.P. Vijayaragavan and M. Munot M, ―Decision support 
system for reliable prediction of heart disease prediction using machine 
learning techniques: an exhaustive survey and future directions,‖ 
International Journal of Engineering Trends and Technology, vol. 7(4), 
pp. 316-331, 2022. 

[11] R.C. Ripan,I.H. Sarker, M.H. Furhad, M.M. Anwarand M.M. Hoque, ―An 
Effective Heart Disease Prediction Model Based on Machine Learning 
Techniques,‖ Hybrid Intelligent Systems Advances in Intelligent Systems 
and Computing, preprints 2020, pp.280–288, 2020. 

[12] H. Kang , ―The prevention and handling of the missing data‖ Korean 
Journal of Anesthesiology, vol. 64(5), pp. 402-406, 2013. 

[13] M.M.Ahsan, M.A.P. Mahmud, P.K. Saha et al., ―Effect of Data Scaling 
Methods on Machine Learning Algorithms and Model Performance,‖ 
Technologies , vol. 9(52), pp. 1-17, 2021. 

[14] B. Krawczyk, ―Learning from imbalanced data: open challenges and 
future directions,‖ Progress in Artificial Intelligence, vol. 5, pp.221–232, 
2016. 

[15] I.D. Apostolopoulos, ―Investigating the Synthetic Minority class 
Oversampling Technique (SMOTE) on an imbalanced cardiovascular 
disease (CVD) dataset,‖ International Journal of Engineering Applied 
Sciences and Technology, vol. 4(2020), pp. 431-434, 2020. 

[16] F.T.Liu, K.M. Ting and Z.H. Zhou,―Isolation-based Anomaly Detection,‖ 
ACM Transactions on Knowledge Discovery from Data vol. 6(1), pp.1-
39, 2012. 

[17] K. Sivaraman and V. Khanna V, ―Machine Learning Models for 
Prediction of Cardiovascular Diseases,‖ Journal of Physics: Conference 
Series, 2040 012051, 2021. 

[18] S. Bashir, A.A. Almazroi, S. Ashfaq et al., ―A knowledge-based clinical 
decision support system utilizing an intelligent ensemble voting scheme 
for improved cardiovascular disease prediction,‖ IEEE Access, vol. 9, pp. 
130805-130822, 2021. 

[19] A. Rahim, Y. Rasheed, F. Azam et al., ―An Integrated Machine Learning 
Framework for Effective Prediction of Cardiovascular Diseases,‖ IEEE 
Access, vol. 9, pp.106575-106588, 2021. 

[20] M. Waqar, H. Dawood, H. Dawood et al., ―An Efficient SMOTE-Based 
Deep Learning Model for Heart Attack Prediction,‖ Scientific 
Programming, vol. 2021(6621622), pp.1-12, 2021. 

[21] R. Bharti, A. Khamparia, M. Shabaz et al., ―Prediction of Heart Disease 
Using a Combination of Machine Learning and Deep Learning,‖ 
Computational Intelligence and Neuroscience, vol. 2021(8387680), pp.1-
11, 2021. 

[22] R. TR, U.K. Lilhore, M. Poongodi et al., ―Predictive Analysis of Heart 
Diseases with Machine Learning Approaches,‖ Malaysian Journal of 
Computer Science, vol. 1, pp.132–148, 2022.  

[23] R.C. Ripan,I.H. Sarker,M.H.Furhad et al., ―A Data-Driven Heart Disease 
Prediction Model through K-Means Clustering-Based Anomaly 
Detection,‖ SN Computer Science, vol.  2(112), pp.1-12, 2021. 

[24] N.L.Fitriyani,M. Syafrudin, G. Alfian et al., ―HDPM: An Effective Heart 
Disease Prediction Model for a Clinical Decision Support System,‖ IEEE 
Access, vol. 8(2020), pp.133034-133050,2020. 

https://scholar.google.co.in/citations?user=5FMoeagAAAAJ&hl=en&oi=sra
https://scholar.google.co.in/citations?user=3X_n4q0AAAAJ&hl=en&oi=sra
https://scholar.google.co.in/citations?user=gKnO50cAAAAJ&hl=en&oi=sra
https://www.sciencedirect.com/science/article/pii/S2352914820304184
https://www.sciencedirect.com/science/article/pii/S2352914820304184
https://www.nature.com/articles/s41598-020-76635-9#auth-Yar-Muhammad
https://www.nature.com/articles/s41598-020-76635-9#auth-Muhammad-Tahir
https://www.nature.com/articles/s41598-020-76635-9#auth-Maqsood-Hayat
https://www.nature.com/srep
https://www.hindawi.com/journals/acisc/
https://link.springer.com/journal/13748
https://arxiv.org/search/physics?searchtype=author&query=Apostolopoulos%2C+I+D
https://www.researchgate.net/journal/ACM-Transactions-on-Knowledge-Discovery-from-Data-1556-4681


(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

191 | P a g e  
www.ijacsa.thesai.org 

Explaining the Outputs of Convolutional Neural 
Network - Recurrent Neural Network (CNN-RNN) 
based Apparent Personality Detection Models using 

the Class Activation Maps 
WMKS Ilmini1, TGI Fernando2 

Faculty of Graduate Studies, University of Sri Jayewardenepura, Nugegoda, Sri Lanka1 
Intelligent Research Laboratory-Faculty of Computing, General Sir John Kotelawala Defence University, 

Rathmalana, Sri Lanka1 
Department of Computer Science-Faculty of Applied Sciences, 

University of Sri Jayewardenepura, Nugegoda, Sri Lanka2 
 
 

Abstract—This study aims to use the Class Activation Map 
(CAM) visualisation technique to understand the outputs of 
apparent personality detection models based on a combination of 
Convolutional Neural Networks (CNN) and Recurrent Neural 
Networks (RNN). The ChaLearn Looking at People First 
Impression (CVPR'17) dataset is used for experimentation in this 
study. The dataset consists of short video clips labelled with the 
Big Five personality traits. Two deep learning models were 
designed to predict apparent personality with VGG19 and 
ResNet152 as base models. Then the models were trained using 
the raw frames extracted from the videos. The highest accurate 
models from each architecture were chosen for feature 
visualisation. The test dataset of the CVPR'17 dataset is used for 
feature visualisation. To identify the feature's contribution to the 
network's output, the CAM XAI technique was applied to the 
test dataset and calculated the heatmap. Next, the bitwise 
intersection between the heatmap and background removed 
frames was measured to identify how much features from the 
human body (including facial and non-facial data) affected the 
network output. The findings revealed that nearly 35%-40% of 
human data contributed to the output of both models. 
Additionally, after analysing the heatmap with high-intensity 
pixels, the ResNet152 model was found to identify more human-
related data than the VGG19 model, achieving scores of 46%-
51%. The two models have different behaviour in identifying the 
key features which influence the output of the models based on 
the input. 

Keywords—Apparent personality detection (APD); 
convolutional neural network based recurrent neural network 
(CNN-RNN); class activation map (CAM); explainable AI (XAI) 

I. INTRODUCTION 
Explainable AI (XAI) has gained attention in machine 

learning as it is crucial to comprehend the behaviour of these 
models, that is, how these models generate their outputs. 
These techniques can be used to gain a deeper understanding 
of the inner workings of a model and can help improve the 
trust and adoption of AI systems in various applications. 
Artificial neural networks and deep learning methods are often 
considered as black boxes, as the inner workings of these 
techniques and how they produce output based on input are 
not fully understood. Therefore, researchers tend to explore 

techniques to make these into glass boxes, that is, to 
understand how input features contribute to the output. 
According to the literature [1], these techniques are divided 
into different categories. 

• Local Vs Global 

o Local: Explain how a model makes a single 
prediction and evaluates its performance on a given 
set of examples. 

o Global: Global techniques for explaining a model 
do not require a specific set of example data and 
instead provide an overall understanding of how the 
model works. These techniques can include 
analysing the model's architecture and studying the 
relationships between the model's parameters.  

• Model Specific Vs Model Agnostic 

o Model Specific: These techniques only apply to a 
single model or a group of specific models.  

o Model Agnostic: These techniques can be applied 
to any model to explain the model's predictions. 

XAI techniques are grouped into different clusters based 
on the type of data, the purpose of interpretability, and the 
flow of interpretation signals, in addition to the two primary 
categories mentioned above. 

The Saliency map is the oldest and most commonly used 
technique to explain convolutional neural network (CNN) 
predictions. The saliency map specifies the pixels that activate 
a particular layer in the network. The literature discloses three 
main approaches: Deconvolutional Network [2], 
Backpropagation [3], and Guided Backpropagation [4]. Table 
I summarises the most popular XAI techniques. 

Researchers discovered various XAI methods to 
understand the deep learning model predictions in addition to 
the methods mentioned in Table I. 

Apparent Personality Detection (APD) based on a person's 
appearance is a trending research topic in affective computing 
because apparent personality is helpful in various applications. 
A few of those applications are listed below: 
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• Job Screening: From the past [10] to the present [11], 
[12], psychological researchers have tended to find a 
relationship between personality and job performance. 
Barrick et al. [11] identified a relationship between 
Extraversion and Conscientiousness personality traits 
in the ratings of sales representatives. Inceoglu and 
Warr [13] conducted a study to reveal the relationships 
between job engagement and personality. They 
concluded that there is a relationship between 
Extraversion, Conscientiousness and Emotional 
Stability. Hence, the different personality traits 
contribute to job roles, performance, and satisfaction. 
Such as, a team leader should have a high level of 
Extraversion and Conscientiousness and a low level of 
Neuroticism. 

• Recommendation Systems: Dhelim et al. [14] discuss 
the need for personality-aware recommendation 
systems. Hence, people with the same characteristics 
act in the same way. It is easy to recommend products 
or solutions if the customer's personality is known. The 
authors also mentioned that personality-aware 
recommendation systems are better when dealing with 
cold start and data sparsity issues than traditional 
recommendation techniques. 

• Social Robotics: A study by Lee et al. [15] found that if 
the robot's personality is similar to the user's 
personality, users enjoyed dealing with the robot. 
Kirby et al. [16] highlight the importance of affective-
social robots with emotions and apparent personalities. 
The robot can identify the user's state and act 
accordingly. It is essential to consider this when 
designing social robotics. 

• Personal Assistants: There are many personal assistants 
available nowadays, including Apple Siri, Microsoft 
Cortana, Google Assistant, and Huawei Celia. These 
personal assistants can be enhanced by adding the 
automatic personality detection feature, which leads to 
higher user interaction with personal assistants. 

• Animation Movies: Designing an animation-movie 
character is challenging since it should reflect the 
character's qualities, including personality [17]. 
Identification of the facial features which contribute to 
the different personality traits will be beneficial in this 
field to improve the outcomes. 

• Health Care and Counselling: In psychology, 
researchers are researching the relationship between 
personality and mental health, personality and physical 

health and personality and illness. Smith and 
MacKenzie [18] discuss how personality traits (such as 
neuroticism) affect a human's health. Hence 
psychology research proved that our mental and 
physical health is affected by personality. It will be 
beneficial to identify personality for early treatment 
processes and personalised counselling plans based on 
the personality. 

• Criminology: Reid [19] explained the connection 
between personality and crime. Hence, with better 
personality prediction solutions, authorities can 
identify and prevent criminal activities. 

• Education and Personalised Learning: Salazar et al.  
[20] highlight the importance of having an affective 
recommendations system in the education field. 
Moreover, they mentioned that it is vital to change the 
content based on the learning style, emotions and 
personality. 

According to the review study conducted by [21], 
psychological studies, political forecasting, forensic, and word 
polarity detection can also be enhanced by automatic 
personality detection. 

Thus, an individual's apparent personality can be used in 
different domains to improve performance and effectiveness.   
Researchers introduced deep learning solutions, including 
convolutional neural networks and recurrent neural network 
architectures, to measure apparent personality. After achieving 
higher accurate predictions by APD deep learning models, 
researchers tend to find how these models produce the output 
for given input features using XAI techniques. The other 
purpose of applying XAI in APD models is to identify 
prominent facial and non-facial features that affect the 
personality, which is more important to improve the trust and 
adoption of AI systems in the above mentioned applications. 
All works performed in this area used ChaLearn Looking At 
People First Impression V2 (CVPR'17) dataset [22]. This is 
the only dataset publicly available with labelled Big Five 
Personality traits [23]. 

Zhang and co-workers [24] applied a heatmap feature 
visualisation technique to visualise the features affecting the 
APD. They have used different deep learning architectures 
such as ResNet, DAN, and DAN+. Their study results convey 
that different models focused on different features of the face, 
including facial and non-facial data, including background 
data. Ventura and co-workers [25] conducted a quantitative 
study to identify prominent facial features and emotions that 
influence APD. 
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TABLE I.  MOST POPULAR XAI TECHNIQUES APPLIED IN THE FIELD OF CNN 

Technique Year Local/ 
Global 

Model 
Specific/ 
Agnostic 

Description 

Deconvolutional Network 
[2] 

2013 Local Specific Deconvolutional networks work as the inverse of convolution, pooling (unpooling), and 
inverse of ReLU. This technique recognises the features activated by the immediate layer 
for the given input. It reconstructs the input from the activations of the layer.   

Backpropagation [3] 2014 Local Specific For a given input, calculate the gradients concerning the network parameters. This 
technique highlights the pixel space based on the gradients they receive, which implies 
the contribution of these pixels to the final output.  

Guided Backpropagation 
[4] 

2015 Local Specific Guided Backpropagation is a combination of a deconvolutional network and the 
backpropagation technique. This technique identifies the essential features based on the 
reconstruction signal's negative values (deconvolutional) and negative values of the input 
in the forward pass (backpropagation).  

CAM [5] 2015 Local Specific Class Activation Map (CAM) detects different regions contributing to a given class score. 
The last fully connected layers are replaced by a global average pooling (GAP) layer, 
which averages the activations of feature maps. The GAP layer produces a vector, then 
calculate the weighted sum of the vector's components and sends it to the SoftMax layer. 
The calculated weighted values help identify the essential features that activate each 
convolutional feature map by projecting them back.  

Deep LIFT [6] 2019 Local Specific This technique calculates the activation feature map by multiplying the input with the 
measured gradients for the given input with a class of interest.  

Grad-CAM [7] 2020 Local Specific This is a more flexible version than CAM because this produces feature activation with 
fully connected layers. When the class of interest and input is produced to the network, 
the network calculates the gradient flow into the final convolutional layer.   

Guided Grad-CAM [7] 2020 Local Specific Since the Grad-CAM cannot highlight fine-grained regions, the same authors suggest 
combining the Grad-CAM and Guided Backpropagation techniques to obtain the Guided 
Grad-CAM.  

LIME [8] 2016 Local Agnostic Local Interpretable Model-Agnostic Explanations (LIME) manipulate the input data by 
creating a set of artificial data. These artificial data consist of part of the original input 
data. The artificial data is then introduced to the model and classified into different 
categories. Hence, the presence or absence of certain input parts can decide the 
contribution to the model's output.  

SHAP [9] 2017 Local and 
Global 

Agnostic Shapley Additive Explanations (SHAP) is based on the Shapley values used in game 
theory. Shapley values are vastly applied in the cooperative game theory to find each 
player's contribution/ importance. The same theory is applied in the XAI to identify 
feature importance for the final output.  

They applied CAM and Action Unit (AU) [26]. CAM is 
applied to find the discriminative regions in the scene data. 
CAM results convey that the facial regions, such as the eye, 
nose, and mouth areas, contribute to the final prediction. From 
the Action Coding System, 17 AU was applied to find the 
influence of emotions in APD. The results indicate that few 
AUs affected personality detection. They concluded these 
results with 50 images extracted with the highest personality 
scores. 

Wei et al. [27] applied feature map visualisation to the 
models they trained to predict the apparent personality. 
Results show that ResNet identified the facial region as the 
primary contributor, while DAN and DAN+ activate 
background data rather than facial data. However, with plain 
background data, DAN and DAN+ identify facial data, while 
ResNet fails to identify facial data as primary contributing 
features. They summarised the model interpretability 
techniques results with 12 randomly selected images. 

Yang and Glaser [28] used saliency map model 
interpretability techniques to interpret the APD models' 
outputs. They also concluded that ResNet pre-trained model-
based APD architecture could identify facial features as 
primary contributors. Li et al. [29] calculated heatmap on 
scene data to identify the most contributing features using the 
Seaborn Python library [30]. Their findings revealed that 
critical facial features such as the eye, nose, and mouth 

contribute to APD. However, non-facial features such as 
clothing and furnishing affect the APD model's output. They 
conducted a quantitative study by considering the face area 
and heatmap of contributing features and concluded that 
73.96% of the highlighted points are face key points (eye, 
nose, and mouth). They used 32 frames for the experiment 
from each video from the test dataset of CVPR'17 [22]. 

A summary of the works conducted in this area used 
heatmap visualisation techniques such as saliency map 
techniques to interpret the prediction of APD models. Most of 
these works concluded that facial regions and non-facial data 
contribute to the output. A majority of these techniques tend to 
interpret the CNN architectures' output. These researchers 
used different pre-trained models in the development and 
various XAI techniques and concluded that different 
architectures tend to highlight different areas. Less attention 
has been paid to work focusing on describing the outputs of 
Convolutional Neural Networks based Recurrent Neural 
Network (CNN-RNN) architecture and work on conducting a 
quantitative study to prove the findings. 

A. Contribution 
Contributions of the work to the APD area are as follows: 

1) Prior works mainly focused on explaining the CNN-
based APD models. This work focused on CNN-RNN models. 
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2) A quantitative study is conducted to identify primary 
contributing features for the CNN-RNN-based APD model's 
output. 

The primary aim of this work is to explain the CNN-RNN-
based APD models using the CAM technique. 

The rest of the paper is organised as follows: Section two 
discusses the Methodology, Section three contains the Results 
and Discussion, and Section four contains the Conclusion. 

II. METHODOLOGY 
This section includes the methodology followed in this 

study to explain the predictions of the APD models. Fig. 1 
shows the overall methodology followed to identify how the 
human data (facial and non-facial data excluding background) 
affected apparent personality. 

According to Fig. 1, first, the dataset is pre-processed by 
dividing it into raw frames. Then the extracted frames were 
used to train, validate, and test the model. After completing 
the model development, the CAM visualisation technique was 
applied to the test dataset. The bitwise intersection between 
the heatmap and the background removed raw frames was 
calculated to clarify the facial and non-facial (non-
background) features that contributed to the network's output. 

  
Fig. 1. Overall methodology 

A. Preparation of Data 
The experiment used the CVPR'17 [22] dataset, which 

consists of videos of people facing the camera. These 
participants are from different nations, ages, and ethnicities. 
The dataset initially consisted of 3,000 videos which were 
again processed in 10,000 clips. The training, validation, and 
test datasets include 6,000, 2,000, and 2,000 video clips. Each 
video clip is labelled with Big-Five traits ranging from 0 to 1. 
For model development, ten frames were extracted from each 
video. 

B. Network Architecture 
In CNN-RNN architecture development, the CNN part was 

developed using pre-trained deep learning models, trained 
initially on the ImageNet Classification problem (ILSVRC). 
Two deep learning architectures were designed, developed, 
and tested to compare the XAI technique findings. VGG19 
[31] model is used for the first model, and the second, the 

ResNet152 [31] model, is used for the CNN branch. These 
two models were selected because these are the most common 
pre-trained models used in several previous works [24], [27], 
[29]. RNN branch consists of one Gated Recurrent Units 
(GRU) layer to capture the temporal information, and Fig. 2 
illustrates the network's architecture. 

C. Network Parameters 
Following are the network parameters used in the current 

study, finalised after a few experiments conducted with the 
dataset. 

• Batch size = 4 

• Early Stop counter: 20 

• Maximum number of epochs = 200 

• Optimiser: Adam 

• Learning rate = 1 × 𝑒−5 

• Loss: Mean Absolute Error 

All experiments were conducted on a precision server with 
Nvidia RTX 3090 24 GB. 

 
Fig. 2. Deep CNN-RNN network architecture 

D. Visualisation 
This study followed the following steps to determine 

which features (human or background) mainly affected 
personality prediction in the CNN-RNN deep learning models. 

Step 1: Removed background data from the raw frames 
extracted from the video clips (10 frames for each video). 
Python library Rembg [32] was used to detect human beings 
from the raw frames. This library uses U2-Net [33] deep 
learning architecture to detect an object. 

𝑃ℎ𝑢𝑚𝑎𝑛  = Pixels that correspond to the human detected 
from the raw frames 

Step 2: Calculated the bitwise intersection between 
heatmaps and the output of step 1. 

Instead of using COLORMAP_JET [34], the most popular 
colour map for feature importance visualisation, we used 
COLORMAP_BONE [34]. COLORMAP_BONE, as seen in 
Fig. 3, uses black and white to represent low and high 
intensities in pixels. Moderate intensities receive grey colour 
(in between black and white). Thus, it is more convenient to 
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identify which features affect more to the output with different 
intensities. 

𝐼1 =  𝑃ℎ𝑢𝑚𝑎𝑛 ∩  𝑃ℎ𝑒𝑎𝑡𝑚𝑎𝑝_1 (1) 

𝑃ℎ𝑒𝑎𝑡𝑚𝑎𝑝_1 = Pixels which were highlighted by the CAM 
visualisation technique 

𝐼2 =  𝑃ℎ𝑢𝑚𝑎𝑛 ∩  𝑃ℎ𝑒𝑎𝑡𝑚𝑎𝑝_2 (2) 

𝑃ℎ𝑒𝑎𝑡𝑚𝑎𝑝_2 =  𝑃ℎ𝑒𝑎𝑡𝑚𝑎𝑝 pixel values (R, G, B) greater than 
or equal to 100 (higher intensities) 

Step 3: Calculated fractions 𝑓1 and 𝑓2: 

𝑓1: Pixels highlighted by CAM and belongs to the area 
where the human being exists in the frame / the pixels 
highlighted by CAM 

𝑓2:  Pixels highlighted by CAM with high intensity and 
belongs to the area where the human being exists in the frame 
/ the pixels highlighted by CAM with high intensity 

𝑓1 = 𝐼1
𝑃ℎ𝑒𝑎𝑡𝑚𝑎𝑝_1

 𝑥 100 % (3) 

𝑓2 = 𝐼2
𝑃ℎ𝑒𝑎𝑡𝑚𝑎𝑝_2

 𝑥 100 % (4) 

Step 4: Followed the above steps for all video files in the 
test dataset; Measured the average of 𝑓1 and 𝑓2. 

𝐹1  =  ∑ 𝑓𝑛
𝑖=0
𝑛

 (5) 

𝐹2  =  ∑ 𝑓2
𝑛
𝑖=0
𝑛

 (6) 

where 𝑛 = 2000 (size of the test dataset) 

Step 5: Repeated the same process for all personality 
traits. 

 
Fig. 3. Opencv colormaps 

III. RESULTS AND DISCUSSION 
The models were trained ten times, and the highest 

accurate model was selected for feature visualisation. Table II 
summarises the highest accuracy of each model (VGG19-
based CNN-RNN model) and Table III (ResNet152-based 
CNN-RNN model). The accuracy of the model is calculated 
using the following equation: 

Accuracy = 1 − 1
N
∑ |targetij − outputij|N
i=1  (7) 

N= number of videos, the target is the respective ground-
truth value, and output is the predicted value from the model 
for a given video. 

TABLE II.  VGG19-BASED MODEL ACCURACY 

Big Five Personality Trait Accuracy 

E 90.23% 

N 89.95% 

A 90.52% 

C 90.04% 

O 90.16% 

Mean Accuracy 90.18% 

TABLE III.  RESNET152-BASED MODEL ACCURACY 

Big Five Personality Trait Accuracy 

E 90.53% 

N 90.20% 

A 90.21% 

C 91.15% 

O 90.42% 

Mean Accuracy 90.50% 

The ResNet152-based model outperforms the VGG19-
based model by achieving approximately 90% accuracy for all 
the traits. While VGG19 based model achieved more than 
90% accuracy for all the traits except for neuroticism. 

A. Visualisation Techniques Results 
As mentioned in the methodology section, we calculated 

the 𝐹1 and 𝐹2  values for all five personality traits with two 
architectures. 

TABLE IV.  VGG-19 BASED MODEL F SCORES 

Big Five Personality Trait 𝐅𝟏 score 𝐅𝟐  score 
E 35.36% 35.76% 

N 36.19% 35.40% 

A 36.19% 35.40% 

C 36.19% 35.40% 

O 36.19% 54.00% 

Table IV conveys that human data (excluding background) 
affect personality prediction by 35% - 36%, with 𝐹1  score and 
𝐹2  score, except for the Opennesess trait, which is 54% for 𝐹2. 
Hence, with VGG19 openness trait is more influenced by 
human data with high intensity. 

Table V conveys that nearly 35% - 38% (𝐹1) of the facial 
and non-facial data (excluding background) affected the 
personality prediction. Furthermore, with 𝐹2 scores, it is 36% 
to 51%. Since the 𝐹2 scores were calculated using pixels with 
high intensities in the heatmap, and we can conclude that 
ResNet152 identified more human data than VGG19 for 
Extraversion, Openness, Neuroticism, and Conscientiousness 
traits. In both architectures, the Agreeableness trait is more 
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affected by background data than other traits (Tables IV and 
V). In the ResNet152-based model, Extraversion and 
Openness traits were less affected by background information 
than other traits (Table V). 

TABLE V.  RESNET152-BASED MODEL F SCORE VALUE 

Big Five Personality Trait F score F2 score 
E 38.19% 51.44% 

N 36.25% 46.95% 

A 32.52% 36.08% 

    C      35.58%      44.14% 

    O      37.37%     47.68% 

Tables IV and V express that the human data (facial and 
non-background data) affected the personality prediction by 
nearly 40%, implying that the image's background affected the 
apparent personality by almost 60%, with 𝐹1  scores. 
Nevertheless, 𝐹2 scores confirm that high intensities (heatmap) 
were allocated to human data with ResNet152. The previous 
works to explain the outputs of the CNN-based APD models 
also concluded that facial, non-facial, and background data 
affected the prediction. Zhang and co-workers [24] concluded 
that different features affect different CNN models designed to 
predict the apparent personality. As per their demonstration, 
background data are highlighted as features contributing more 
to the model prediction. Wei and co-workers [27] also 
concluded that different models highlighted different features. 
The models they designed using ResNet and VGGFace-based 
architectures highlighted different image regions of the input 
image. Also, they concluded that VGGFace-based architecture 
is more prone to background data. The current work's 
quantitative results also convey that models identified 
different features from the input. Furthermore, ResNet152 is 
more towards human data rather than the background. 

IV. CONCLUSION 
The primary goal of the current study is to explain the 

output of the CNN-RNN-based APD models using the CAM 
as the XAI technique. The results convinced that the models' 
output is based on the background rather than non-background 
data (human data, including facial and non-facial data). 
Usually, the human data (facial and non-facial data excluding 
background) affects the personality prediction more than the 
background. However, the findings imply a different 
conclusion. Even past researchers highlighted this fact with 
various XAI techniques for CNN-based APD. Hence, the 
current study with the CNN-RNN APD model also concludes 
that the background is more influential for APD than human 
data with the CAM visualisation technique. Also, the models 
acted differently in the current study because they produced 
different 𝐹1  and 𝐹2  scores. Furthermore, for Extraversion, 
Openness, Neuroticism, and Conciountiousness ResNet152 
based CNN-RNN models recorded higher 𝐹2 values than 𝐹1 , 
which implies that more contributing features are from human 
data. The study's conclusions are derived from an assessment 
of the deep learning architectures employed and the efficacy 
of the background removal procedure. 
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Abstract—Scene recognition algorithm is crucial for 

landmark recognition model development. Landmark 

recognition model is one of the main modules in the intelligent 

tour guide system architecture for the use of smart tourism 

industry. However, recognizing the tourist landmarks in the 

public places are challenging due to the common structure and 

the complexity of scene objects such as building, monuments and 

parks. Hence, this study proposes a super lightweight and robust 

landmark recognition model by using the combination of 

Convolutional Neural Network (CNN) and Linear Discriminant 

Analysis (LDA) approaches. The landmark recognition model 

was evaluated by using several pretrained CNN architectures for 

feature extraction. Then, several feature selections and machine 

learning algorithms were also evaluated to produce a super 

lightweight and robust landmark recognition model. The 

evaluations were performed on UMS landmark dataset and 

Scene-15 dataset. The results from the experiments have found 

that the Efficient Net (EFFNET) with CNN classifier are the best 

feature extraction and classifier. EFFNET-CNN achieved 100% 

and 94.26% classification accuracy on UMS-Scene and Scene-15 

dataset respectively. Moreover, the feature dimensions created by 

EFFNet are more compact compared to the other features and 

even have significantly reduced for more than 90% by using 

Linear Discriminant Analysis (LDA) without jeopardizing 

classification performance but yet improved its performance. 

Keywords—Scene recognition; convolutional neural network; 

smart tourism; feature selections 

I. INTRODUCTION 

Scene recognition is a crucial aspect for the development of 
many software applications such as in the area of intelligent 
robotics, autonomous driving and intelligent video 
surveillance. Moreover, scene recognition is the basis 
component in accomplishing the tasks for any object detection 
tasks [1]. The basic goal of scene recognition is to label all 
photos of scenes, whether they are outdoor or indoor, 
semantically and properly. 

The magnificent scenery as well as the beautiful and 
historical landmarks of certain places has become one of the 
attraction factors for the tourist to come and visit these places. 
In this context, a software application that equipped with an 
intelligent landmark detection based on scene recognition 
algorithm can be developed to serve certain useful tasks. For 
instance, a tourist may get useful information and 

recommendation based on the detected landmark such as the 
nearby food attractions, and transportation and accommodation 
information. Besides, the application may assist the tourist 
agent while guiding the tourist visiting the attraction places. 
However, the scene recognition is a challenging task due to the 
difficulty to distinguish the common structure of  the public 
scene objects such building, monuments, parks, beaches and so 
on [2].  Scene images also might be captured from different 
angles which triggered the high intra-class difference problems 
[3]. 

Deep learning and transfer learning based classification is 
the emergence approach in any machine learning tasks [4]–[6]. 
In scene recognition, the pretrained CNN models by using 
ResNet50 architecture were adopted [4], [5]. Although the 
classification accuracy obtained was good (92.17% and 
94.4%), ResNet50 produced larger features dimensionality. 
Therefore, there are lot of studies in the other domain have  
various of Efficient Net (EFFNET) CNN architectures such as 
masked face recognition [7], smoke detection [8], chest X-ray 
scanning [9]–[11] and fake face video detection [12] due to its 
exceptional classification performance as well as to generate 
lightweight features. 

The key contributions of this paper are the proposed super 
lightweight Landmark recognition model trained by using 
Convolutional Neural Network (CNN) to address the 
challenges of distinguishing the common public structure of 
landmark scenes. The features extracted by using the pretrained 
CNN model of EfficientNet (EFFNET) which produced the 
lightest features as compared to the other CNN models. 
Afterwards, Linear Discriminant Analysis (LDA) feature 
selection algorithm has been adopted that has significantly 
reduced the dimensionality of features without sacrificing 
classification performance at all and even have improved the 
classification performance. The recognition model training by 
using CNN was also very efficient as it required very minimal 
number epoch to complete and yield the best classification 
performance. 

The remainder of the paper is organized in the following 
way: Section II provide the previous studies conducted in scene 
recognition. In Section III, the Methodology is described in 
more detail. Sections IV presents the experimental results. The 
conclusions and directions for the future studies are presented 
in Section V. 
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II. RELATED WORKS 

Scene recognition is a subset of object recognition and can 
be treated as classification problem to serve certain purposes. It 
is a problem to describe the content or the objects that exist in 
the outdoor or indoor scene images. Scene recognition 
algorithms have adopted in many areas in computing field such 
as human computer interaction, robotics, smart surveillance 
system and autonomous driving [1]. Besides, scene recognition 
was also studied for tourism industry in assisting tourist or 
tourist guide to recognize the tourism attractive places or 
landmarks. There are Monulens [13], a real-time mobile-based 
landmark recognition, Smart Travelling [14] that used to 
recognize tourist attraction, nearby events, police stations and 
hospitals, Augmented Reality (AR) based landmark detection 
[15] and a system to distinguish large number of landmarks. 
All the aforementioned applications used the handcrafted 
features such as Histogram of Oriented Gradients (HOG), 
Scale Invariant Feature Transform (SIFT) and Bag of Features 
(BoF), and traditional machine learning approach such as 
Support Vector Machine (SVM). The recent works of scene 
recognition have shifted to deep learning-based approaches as 
tabulated in Table I. 

TABLE I.  RELATED WORKS OF SCENE RECOGNITION 

Authors Dataset Techniques Results 

[16] Places 

image 

ImageNet-Linear SVM Accuracy -

91.9% 

[2] Landmark 
database 

DEep Local Features (DELF) Specificity- 
0.99 

[4] Tourist 

Attraction 
Images 

ResNet50 Accuracy -  

92.17% 

[5] Scene 

images 

ResNet-CNN Accuracy -

94.4% 

The study conducted in [16] established Places dataset to 
benchmark the performance of scene recognition algorithm 
which was denser in term of density and diversity of scene 
images in comparisons to the other scene recognition 
benchmark datasets such as SUN, Scene-15 and MIT Indoor67. 
The scene recognition algorithm trained by using Places 
dataset outperformed the accuracy performance of scene 
recognition algorithm trained by using ImageNet dataset for all 
scene recognition benchmark datasets. The evaluations were 
carried out by using CNN based features and linear SVM as 
classifier. The problem of high density and diversity of scene 
images as well as to determine whether the scene images 
contained landmark objects have been also addressed in [2] 
study. A metric learning-based approach was proposed in 
which the CNN is trained by curriculum learning technique and 
updated version of Center loss to overcome large variations of 
scene images. On the other hand, the existence of landmark 
objects in scene images determined by calculating distance 
between the image embedding vector and one or more 
centroids per class. Other than landmarks diversity issue, the 
scene recognition algorithm is also facing the high inter-class 
similarities where numerous landmarks have very similar 
building or architecture design. To overcome this problem, the 
CNN model based on ResNet50 was adopted in [4] to classify 
tourist attraction places in Jakarta, Indonesia such as Cathedral 
Church, Jakarta Old Town, Istiqlal Mosque and Maritime 

Museum. The ResNet based model also demonstrated 
exceptional performance in [5] via its proposed method namely 
Scene-RecNet to classify the aerial scene views such as 
airports, forests and rivers. The Scene-RecNet was more 
versatile and stable as the features are adjusted and modified in 
the convolutional and fully-connected layers that eventually 
improved the processing speed, small storage space and good 
recognition accuracy. 

Table II shows the summary of previous studies that have 
adopted deep learning approaches, specifically transfer models. 

TABLE II.  RELATED WORKS OF DEEP LEARNING 

Authors Dataset Techniques Results 

[17] Land images LeNet+Bagging based CNN Recall-0.784 

[7]  Face Mask EFFNET based CNN Accuracy- 
0.9972 

[18] Computer 

Tomography 

(CT) Images 

Fusion of a moment invariant 

(MI) method+ 

ResNet150+VGG16 

Accuracy-

0.93 

[8] Smoke 

detection 

images 

EFFNET based CNN Accuracy-

0.9818 

[9] Chest X-ray  DenseNet+EFFNetB0+Bi-
LSTM 

Accuracy-
92.489% 

[10] Chest X-ray EfficientNet-B2+CNN Accuracy- 

96.33% 

[12] Fake Face 
Video 

EFFNetB5+CNN Accuracy-
74.4% 

[11] Chest X-ray EFFNetB0+CNN Accuracy -  

95.82% 

[19] TripAdvisor 
and Google 

CNN Accuracy-
46.4% 

The study conducted in [17] addressed the problem of land-
use classification at the hilly and mountainous area by using 
ensemble learning approaches to improve the overall 
classification accuracy performance and classes number 
optimization to solve classification accuracy problem for 
coniferous forest. The bagging-based CNN using Bagging 
(Bootstrap AGGregatING) ensemble classifier is capable to 
overcome the problem of unstable procedures which means the 
great impact on classification due to minor differences of the 
data. Whereby the optimization of the classes‟ number was 
carried out by utilizing spectral clustering (SC) that divides 
data into subsets based on its similarity. The pre-trained LeNet 
CNN architecture have used for feature extraction. The pre-
trained CNN architecture was also proposed in [18] for 
automatic screening of COVID-19. Specifically, two pre-
trained CNN architecture ResNet50 and VGG16 were fused 
with the combination of Moment Invariant methods that 
improved the performance of previous COVID-19 
classification models. It is also worth to note that many 
previous studies were adopted variant of EfficientNet 
(EFFNET) CNN architectures for extracting the features from 
the X-ray to detect lung related diseases. A variant of EFFNET 
namely EFFNETB0 with Bi-LSTM was proposed by [9]  
detect Covid-19 faster and with high accuracy low cost on 
chest X-ray images. Along with that, the features from 
EFFNETB0 were fused with DenseNet121 and LAB and CIE 
color space. The model training was performed by using Bi-
LSTM classifier that yield the best classification accuracy as 
compared to the other ensemble classifiers. Similar techniques 
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were also used in [11] to detect COVID-19 from lung X-ray. 
The other variant of EFFNET so called EFFNET B2 was found 
to be most effective as compared to the other variants in [10] to 
reduce the class imbalance problem for diagnosing pneumonia 
from chest X-RAY. The fine tuning on EFFNET architecture 
provides desirable impacts which reduce computational effort 
and the use of batteries. The evaluation of several EFFNET 
variants were also carried out in [12] to detect fake face video 
in social media website. Based on the evaluation, the optimal 
performance of detection is by using EFFNET B4 and B5 and 
the classification accuracy performance drops when using 
EFFNET B6 and B7. Next, The EFFNET with Linear SVM 
were used to address the issues images complexity to recognize 
the face mask wearing in [7] . In this study, the classification 
accuracy EFFNET has outperformed the other CNN models 
using DENSENET201, NASNETLARGE and 
INCEPTIONRESNETV2 with very light size of features. The 
lightness of features produced by EFFNET have been utilized 
by [8] through the proposed novel lightweight smoke detection 
for detecting fire in its early stages. A module for smoke region 
segmentation was also proposed in this study where the 
encoder-decoder approach with atrous separable convolutions 
were investigated. 

According to the comprehensive survey conducted by [1], 
the top three performance recognition approaches fall under 
Patch Feature Encoding, Discriminative Region Detection and 
Hybrid Deep Models. Specifically, the CNN based feature 
extraction using ResNet-152, AlexNet and SE-ResNeXt-101 
were recorded the significant performance on Scene-15, 
Sports-8, Indoor-67 and SUN-397. 

Based on the discussions of the previous studies, it can be 
summarized that the pretrained CNN architecture is flexible 
and capable to provide robust recognition performance in 
various fields and domains. The CNN architecture is flexible as 
the layers and its parameters can be easily fine tuned to fit the 
requirement of data and optimum performance could be 
achieved. In particular, the EFFNET based CNN architecture 
has proven quite decent performance so far in terms of 
classification performance as well as to produce lightweight 
features. Therefore, the use EFFNET also might be extended in 
the domain of scene recognition to overcome the issue of high 
inter-class similarity in scene images. 

III. METHODOLOGY 

This section describes the methodology undertaken to carry 
out this research, as depicted in Fig. 2. The methodology 
consists of four parts which are data acquisition, feature 
extraction, feature selection and model training. 

A. Experimental Setup 

The experiment in this study was performed by using 
Python libraries based on Spyder 4.2.2 and PyCharm 2020.3.3 

(Community Edition) software tools. Specifically, the feature 
extractions and classifications were performed by using Scikit-
learn and Keras libraries. 

B. Scene Recognition Model Training 

The landmark recognition model training consists of four 
main steps which are data acquisition, feature extraction, 
feature selection and classification model training. 

1) Data acquisition: The images for UMS Landmark 

Dataset were captured with a Nikon D7100 camera with a 

resolution of 6000 × 4000 pixels between 10.00 am. and 11.00 

am. Fig. 1 shows the image samples of the popular landmarks 

in UMS [20]. This dataset has been made public and is 

available for download on the Kaggle website [21]. 

 
Fig. 1. Samples of UMS landmark dataset 

Based on Fig. 1, there are nine categories of landmark 
consisting around 100 images with different camera angles. 
These landmarks are the popular tourist attractions for 
sightseeing and photography. Aside from this dataset, the 
public Scene-15 dataset [22] for scene recognition 
benchmarking was also evaluated in order to test the efficacy 
of the landmark recognition algorithm. This dataset contained 
15 scene categories, comprising outdoor and indoor sceneries. 
There were 200 to 400 images in each category with an 
average resolution of 300 X 250 pixels. 
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Fig. 2. Methodology 

2) Feature extraction: Feature extraction is a process to 

transform the representation of the data into meaningful 

semantics for determining the category of the data in 

classification. In this work, the feature extraction was carried 

out by using transfer learning approach. The features of the 

images were extracted by re-using the model weights on the 

pre-trained Convolutional Neural Network (CNN) model. 

Transfer learning reduces the time it takes to train a neural 

network model and lead in decreasing generalization error. 

The extracted features of an image had created a vector of 

values that the model would use to characterize the image 

features. These characteristics were used in designing a new 

model. 
In particular, four pre-trained CNN model were evaluated 

for feature extraction, which are Efficient Net (EFFNET) [23], 
RESNET152 [24], NASNetMobile [25]  and MobileNetV2 
[26].  EFFNET has been adopted and demonstrated to have an 
outstanding performance in recent studies such as in the Covid-
19 detection based on chest X-Ray [9], [27], smoke detection 
[8], fake video detection [12], pneumonia classification [10], 
masked face detection [7] and food recognition [28]. 
Meanwhile, the RESNET152 was also reported to have a good 
performance for scene recognition [1]. 

Many previous studies have shown that the 
NASNeTMobile model performs well, such as the 
classification of rice diseases with an accuracy of 85.9% [29], 
ECG signal classification for cardiac examination [30] with an 
accuracy of 97.1 %, lung nodule classification from CT lung 
images with an accuracy of 88.28% [31] and skin lesion 
classification from dermoscopic images with an accuracy of 
88.28% [32]. For on-device and embedded applications, the 
proposed MobileNetV2 has a low-latency, low-computation 
architecture. For instance, MobileNetV2 was used as an 
embedded food recognizer [33]. 

The pretrained CNN models were built with various layer 
types. In this work, two layer types of EFFNET layer were 
chosen to generate the feature matrices, namely top_cov and 
avg_pool. The model weights used in the EFFNET were 
ImageNet and both layers produced 62,720 and 1,280 feature 
dimensions. On the other hand, the avg_pool was the selected 
layer to generate 2048 features dimensions for RESNET152 
model. Then, both NASNetMobile and MobileNetV2 produced 
1000 feature dimensions. 

The extracted features consist of one dimensional (1D) 
features matrix which will be fed into the traditional machine 
learning classifiers and the 1D CNN classifier (Conv1D). To 
work with 2D CNN classifier (Conv2D), the 1D features 
matrix was reshaped into 2D features matrix. The top_cov and 
avg_pool layers in EFFNET produced (16, 16, 5) and 
(16,16,245) output shape after being reshaped. Meanwhile, the 
avg_pool layer of RESNET152 produced (32, 32, 2) feature 
shape after being reshaped. Meanwhile the prediction layer of 
NASNeTMobile and MobileNetV2 generated a (2, 2, 250) 
feature shape. The feature shape represents the height, width 
and depth of the images which make the edge and colors of the 
spatial features to be detected. 

3) Classification model: The extracted Conv1D or 1D 

features as described in (2) were fed to Linear Support Vector 

Machine (LSVM), CNN (1D), Gradient-Boosting Decision 

Tree (GBDT), Stochastic Gradient Descent (SGD) and 

Multilayer Perceptron (MLP). Linear kernel is applied and 

one-versus all (OVA) training strategy is used in LSVM.  The 

parameters used for the classifiers during the experiment are 

shown in Tables III, IV, V and VI. 
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TABLE III.  LSVM PARAMETERS 

Parameters Value  Description 

Penalty  l2 Specifies the norm used in the 

penalization. The „l1‟ leads 

to coef_ vectors that are sparse. 

Loss square_hinge Specifies the loss function. „hinge‟ is 

the standard SVM loss (used e.g. by 

the SVC class) while „squared_hinge‟ 
is the square of the hinge loss. 

Dual 1e-4 Tolerance for stopping criteria. 

C 1.0 Regularization parameter. The 

strength of the regularization is 

inversely proportional to C. Must be 
strictly positive. 

Multi-class ovr Determines the multi-class strategy 

if y contains more than two 

classes. "ovr" trains n_classes one-vs-
rest classifiers, 

while "crammer_singer" optimizes a 

joint objective over all classes 

TABLE IV.  GBDT PARAMETERS 

Parameters Value  Description 

Loss deviance The loss function to be optimized. 

„deviance‟ refers to deviance (= logistic 
regression) for classification with 

probabilistic outputs 

learning_rate 0.1 Learning rate shrinks the contribution of 
each tree by learning_rate. There is a trade-

off between learning_rate and n_estimators. 

n_estimators 100 The number of boosting stages to perform. 
Gradient boosting is fairly robust to over-

fitting so a large number usually results in 

better performance. 

subsample 1.0 The fraction of samples to be used for 
fitting the individual base learners. If 

smaller than 1.0 this results in Stochastic 

Gradient Boosting. subsample interacts with 

the parameter n_estimators. 

Choosing subsample < 1.0 leads to a 

reduction of variance and an increase in 
bias. 

criterion friedman_mse The function to measure the quality of a 

split 

TABLE V.  SGD PARAMETERS 

Parameters Value  Description 

Loss hinge Defaults to „hinge‟, which 

gives a linear SVM 

penalty l2 Defaults to „l2‟ which is the 
standard regularizer for linear 

SVM models 

alpha 0.0001 Constant that multiplies the 
regularization term 

fit_intercept True Whether the intercept should 

be estimated or not. If False, 

the data is assumed to be 
already centered. 

max_iter 1000 The maximum number of 

passes over the training data 
(aka epochs). It only impacts 

the behavior in the fit method, 

and not the partial_fit method. 

TABLE VI.  MLP PARAMETERS 

Parameters Value  Description 

hidden_layer_sizes (100,) The ith element represents the 

number of neurons in the ith 

hidden layer. 

activation relu Activation function for the 

hidden layer. 

solver adam The solver for weight 

optimization. 

alpha 0.0001 0.0001 

batch_size auto Size of minibatches for 
stochastic optimizers 

learning_rate constant Learning rate schedule for 

weight updates. 

On the other hand, the Conv2D training features produced 
by EFFNET were fed into 2D Convolutional Neural Network 
classifier which is a fully connected layer. Table VII shows all 
the layers, the output shapes and the total parameters for 
EFFNET (avg_pool), EFFNET (top_conv) and RESNET152.  

TABLE VII.  2D CONVOLUTIONAL NEURAL NETWORK ARCHITECTURE 

Layer (type) Output Shape  Parameters  

 EFF 

NET 

(AvgPo

ol) 

EFF 

NET 

(TopC

ov) 

RES 

NET15

2 

EFFN

ET 

(AvgPo

ol) 

EFFN

ET 

(TopCo

v) 

RES 

NET1

52 

conv2d 

(Conv2D) 

(None, 

16, 16, 
32) 

(None, 

16, 16, 
32) 

(None, 

32, 32, 
32) 

1472    70592 608 

dropout 

(Dropout)   

(None, 

16, 16, 
32) 

(None, 

16, 16, 
32) 

(None, 

32, 32, 
32) 

0 0 0 

conv2d_1 

(Conv2D) 

(None, 

14, 14, 

32) 

(None, 

14, 14, 

32) 

(None, 

30, 30, 

32)   

9248   9248   9248 

max_pooling

2d 

(MaxPooling
2D) 

(None, 

7, 7, 

32) 

(None, 

7, 7, 

32)   

(None, 

15, 15, 

32) 

0 0 0 

flatten 

(Flatten) 

(None, 

1568) 

(None, 

1568) 

(None, 

7200) 

0 0 0 

dense 
(Dense) 

(None, 
512) 

(None, 
512)   

(None, 
512)   

803328 80332
8 

36869
12    

dropout_1 

(Dropout) 

(None, 

512) 

(None, 

512) 

(None, 

512)    

  0 0 0 

dense_1 
(Dense)   

(None, 
12) 

(None, 
12) 

(None, 
12) 

  6156   6156   6156   

Total params 820,20

4 

883,16

8 

3,702,9

24 

   

Trainable 
params 

820,20
4 

883,16
8 

3,702,9
24 

   

Non-

trainable 

params 

0 0 0    

CNN possesses convolution layer that has several filters to 
perform the convolution operation, which are RELU, pooling 
layer, and fully connected layer. The RELU layer produces the 
rectified feature map by performing the operation on the 
elements. The rectified feature map next feeds into a pooling 
layer. Pooling is a down-sampling operation that reduces the 
dimensions of the feature map. The rectified feature map is fed 
into a pooling layer. Pooling is a down-sampling operation that 
decreases the feature map's dimensionality. By flattening the 

https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.SGDClassifier.html#sklearn.linear_model.SGDClassifier.partial_fit
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two-dimensional arrays from the pooled feature map, the 
pooling layer turns them into a single, long, continuous, linear 
vector. When the flattened matrix from the pooling layer is 
given as an input, a fully connected layer forms classifies the 
images. 

The dataset will undergo training and testing phase in 
creating the classification model. In CNN, the epoch refers to 
the number of times the model trains all datasets. Whereby, 
batch size is a small amount of data used for training. A 
suitable number of epochs needs to be adjusted until a small 
gap between test and training error can be observed. When the 
appropriate number of epochs is not chosen, underfitting and 
overfitting problems occur. 

The learning rate determines how frequently the weight in 
the optimization method is updated. Fixed learning rate is used 
and the Adam is chosen as optimizer. 

Dropout is a better regularization strategy for deep neural 
networks to avoid overfitting. The method essentially removes 
units from a neural network based on the probability desired. A 
default value of 0.5 is set in this experiment. Loss function 
measure the successfulness of classification and in this 
experiment by defining the distance between two data points. 
In this experiment, the categorical cross-entropy loss function 
was used. 

4) Feature selection: Feature selection plays important 

roles to improve the performance of recognition model by 

reducing the features dimensionality and transforming the 

feature into meaningful features [34], [35]. The meaningful 

features are characterized by the features that are more salient,  

less overfit and reduced the training execution time which 

eventually improve the accuracy performance [36]. In this 

work, Principal Component Analysis (PCA) [37], Linear 

Discriminant Analysis (LDA) [38],  Boruta [39] and 

Recursive Feature Elimination (RFE)[40] were evaluated. 
Table VIII shows the number of features selected after 

performing the feature selection algorithms. Unlike PCA, LDA 
and RFE, Boruta provided automatic mechanism in 
determining the number of features. Therefore, manual 
parameter configurations to determine the number of features 
selected were not required. Meanwhile, the number of features 
selected for LDA need to be set to less or equal to the total 
class in the dataset. For PCA and RFE, experiments were 
conducted to test three configurations with different 
percentages of features selected, which are 70%, 40% and 
10%. 

TABLE VIII.  NUMBER OF FEATURES SELECTED 

Feature 

Selection  

Configurations  Features UMS 

Dataset 

Scene-

15  

Dataset 

PCA PCA1 (70%) EFFNET 896 

  RESNET152 819 

  NASNETMobile 700 

  MobileNetV2 700 

 PCA2 (40%) EFFNET 512 

  RESNET152 205 

  NASNETMobile 400 

  MobileNetV2 400 

 PCA3 (10%) EFFNET 128 

  NASNETMobile 100 

  MobileNetV2 100 

LDA  EFFNET  
8 

 
14 

 RESNET152 

 NASNETMobile 

 MobileNetV2 

BORUTA  EFFNET 749 372 

  RESNET152 479 149 

  NASNETMobile 677 61 

  MobileNetV2 777 158 

RFE RFE1 (70%) EFFNET 896 

  RESNET152 1434 

  NASNETMobile 700 

  MobileNetV2 700 

 RFE2 (40%) EFFNET 512 

  RESNET152 819 

  NASNETMobile 400 

  MobileNetV2 400 

 RFE2 (10%) EFFNET 128 

  RESNET152 205 

  NASNETMobile 100 

  MobileNetV2 100 
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5) Classification model performance metrics: The model's 

overall performance on the testing set was measured using the 

accuracy metric as the performance metric. Assume that CM 

is a n by n confusion matrix, with n equaling the total number 

of various scene categories. Next, the actual category is 

indicated by the row of CM, while the anticipated category is 

indicated by the column of CM. Then, let C (i,j) denote the 

value of the CM cell in index row I and column j, with 

i,j=1,2,...,n. The following equation defined the accuracy 

metrics: 

         
∑     
 
     

∑ ∑     
 
   

 
   

 (1) 

IV. FINDINGS 

This section presents the analysis from the experiment 
results comprising feature extraction, classification and feature 
selection performance. The first part of this section presents the 
discussion of classification performance evaluation, the second 
part discusses about the feature dimensions size, shape and the 
number of epoch used in CNN training, followed by the 
performance analysis for feature selection. 

A. Classification Performance 

Table IX shows the recognition accuracy of feature 
extraction based on EFFNET, RESNET152, NASNetMobile 
and MobileNetV2 and classification by using Linear SVM 
(LSVM), CNN (2D), CNN (1D), Gradient-Boosting Decision 
Tree (GBDT), Stochastic Gradient Descent (SGD) and 
Multilayer Perceptron (MLP) on UMS-Scene and Scene-15 
dataset. 

TABLE IX.  CLASSIFICATION ACCURACY COMPARISONS BETWEEN UMS 

LANDMARK AND SCENE-15 DATASET 

Feature 

Extraction 

Layer 

Name 

Classification  UMS-

Scene 

Scene-

15 

EFFNET 1 avg_pool LSVM 1.00 0.94 

  CNN (2D) 1.00 0.85 

  CNN (1D) 1.00 0.94 

  GBDT 1.00 0.68 

  SGD 1.00 0.68 

  MLP 0.44 0.43 

EFFNET 2 top_conv LSVM 0.94 0.94 

  CNN (2D) 0.95 0.91 

  CNN (1D) 1.00 0.92 

  GBDT 1.00 0.66 

  SGD 1.00 0.92 

  MLP 0.12 0.40 

RESNet152 avg_pool LSVM 1.00 0.62 

  CNN (2D) 0.85 0.58 

  CNN (1D) 1.00 0.62 

  GBDT 1.00 0.41 

  SGD 0.95 0.37 

  MLP 0.12 0.23 

NASNetMobile prediction LSVM 0.77 0.68 

  CNN (2D) 0.13 0.38 

  CNN (1D) 1.00 0.74 

  GBDT 0.99 0.55 

  SGD 0.82 0.58 

  MLP 0.33 0.39 

MobileNetV2 prediction LSVM 0.85 0.69 

  CNN (2D) 0.13 0.36 

  CNN (1D) 1.00 0.82 

  GBDT 1.00 0.07 

  SGD 0.77 0.68 

  MLP 0.56 0.34 

In comparison to the Scene-15 dataset, most of the 
algorithms performed well on the UMS landmark dataset, as 
shown in Table IX. As the UMS landmark dataset had a higher 
image resolution, the quality of the collected images was more 
likely to have influenced the result. The bar charts in Fig. 3, 
Fig. 4, Fig. 5, and Fig. 6 show how the features and classifiers 
employed in the UMS landmark and Scene-15 datasets 
compare in terms of performance. The classification accuracy 
of various features on various classifiers is shown in Fig.3. 
EFFNET with avg_pool layer is the best feature due to its 
perfect achievement on all classifiers except MLP. To 
demonstrate its efficacy, Fig. 4 shows the classification 
accuracy of various classifiers on various features. Except for 
NASNetMobile, CNN 1D and GBDT had been found to be 
resilient to a variety of features, including the ability to attain 
100% classification accuracy on all features. In contrary, CNN 
2D performed poorly with NASNetMobile and MobileNetV2. 
This was most likely because the 2D shape features generated 
by the CNN 2D classifier were incompatible. 

 

Fig. 3. Performance of features on UMS landmark dataset 
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Fig. 4. Performance of classifiers on UMS-landmark dataset 

EFFNET based features performed well across many 
classifiers in the Scene-15 dataset, apart from GBDC and MLP, 
as shown in Fig. 5. RESNet152, NASNetMobile, and 
MobileNetV2, on the other hand, produced less discriminative 
features. Fig. 6 shows that LSVM and CNN 1D perform 
consistently across all features and worked exceptionally well 
with EFFNET features. GBDC and MLP, on the other hand, 
only achieved 67.61% and 43.39% accuracy, respectively. 
Moreover, the CNN 2D and SGD only worked well with 
EFFNET features. Overall, the best classification accuracy on 
the Scene-15 dataset was 94.26% using CNN 1D classifier and 
EFFNET (AVGPOOL) features. Based on the study conducted 
in [1], the RESNet152 indeed yielded the best performance on 
Scene-15, Sports-8, Indoor-67 and SUN-397. However, based 
on the result of the experiment in this paper revealed that the 
EFFNET have better performance on Scene-15 dataset. Next, 
the confusion matrix of classification accuracy is illustrated in 
Fig. 7. 

 

Fig. 5. Performance on features on scene-15 dataset 

 

Fig. 6. Performance of classifiers on scene-15 dataset 

 
Fig. 7. Confusion matrix of classification using CNN 1D-EFFNET  

(AVGPOOL) on Scene-15 dataset 

As plotted in Fig. 7, there are few scene images had been 
miscategorized. For instance, category 1 (office) was classified 
as category 5 (store), category 7 (tall building) was classified 
as category 11 (coast), category 9 (street) was classified as 
category 3 (living room), category 13 (mountain) was 
classified as category 9 (open country), and category 12 (open 
country) could be classified as category 9 (open country) 
(street). This shows that the high inter-class similarity 
classification problem still exists due to the appearance 
diversity of scene photos. 

Table X and Table XI shows the precision, recall, F1-score 
and sup. (support) performance of the algorithms on UMS 
landmark dataset and Scene-15 dataset. Precision is the 
capability of a classifier to avoid classifying a negative 
instance as positive. It is described for each class as the 
proportion of true positives to the total of true positives and 
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false positives. Recall is the capacity of a classifier to find all 
instances that are positive. It is described as the ratio of true 
positives to the total of true positives and false negatives for 
each class. A weighted harmonic mean of recall and precision 
is used to get the F1 score, with the best result being 1.0 and 
the lowest being 0.0. Due to the inclusion of precision and 
recall in their computation, F1 scores are lower than accuracy 
measurements. Support is the number of instances of the class 
that occur in the particular dataset. The requirement for 
stratified sampling or rebalancing may be indicated by 
unbalanced support in the training data, which may point to 
structural flaws in the classifier's reported scores. Imbalanced 
support in the training data may indicate structural weaknesses 
in the reported scores of the classifier and could indicate the 
need for stratified sampling or rebalancing. 

TABLE X.  CLASSIFICATION PERFORMANCE ON UMS LANDMARK 

DATASET 

Feature 

Extraction 

Classifier  Prec. Rec. F1-

Score 

Sup. 

EFFNet 1 LSVM 
1 1 1 309 

 CNN (2D) 
0.99 0.99 0.99 281 

 CNN (1D) 
1 1 1 310 

 GBDT 
1 1 1 281 

 SGD 
1 1 1 281 

 MLP 
0.35 0.44 0.36 281 

EFFNet 1 LSVM 
1 1 1 309 

 CNN (2D) 
0.96 0.95 0.95 281 

 CNN (1D) 
1 1 1 310 

 GBDT 
1 1 1 282 

 SGD 
1 1 1 282 

 MLP 
0.01 0.12 0.02 282 

RESNet152 LSVM 
1 1 1 309 

 CNN (2D) 
0.86 0.85 0.84 281 

 CNN (1D) 
1 1 1 310 

 GBDT 
1 1 1 282 

 SGD 
0.95 0.95 0.94 282 

 MLP 
0.01 0.12 0.02 282 

NASNetMobile LSVM 
0.82 0.77 0.74 282 

 CNN (2D) 
0.02 0.13 0.03 281 

 CNN (1D) 
1 1 1 310 

 GBDT 
0.99 0.99 0.99 282 

 SGD 
0.88 0.82 0.79 282 

 MLP 
0.34 0.33 0.27 282 

MobileNetV2 LSVM 
0.87 0.85 0.86 282 

 CNN (2D) 
0.02 0.13 0.03 281 

 CNN (1D) 
1 1 1 310 

 GBDT 
1 1 1 282 

 SGD 
0.88 0.77 0.75 282 

 MLP 
0.56 0.66 0.59 282 

TABLE XI.  CLASSIFICATION PERFORMANCE ON SCENE-15 DATASET 

Feature 

Extraction 

Classifier  Prec. Rec. F1-

Score 

Sup. 

EFFNet 1 LSVM 
0.94 0.94 0.94 1480 

 CNN (2D) 
0.83 0.83 0.83 1167 

 CNN (1D) 
0.94 0.94 0.94 1481 

 GBDT 
0.69 0.68 0.67 1346 

 SGD 
0.69 0.68 0.67 1346 

 MLP 
0.34 0.43 0.36 1346 

EFFNet 2 LSVM 
0.94 0.94 0.94 1480 

 CNN (2D) 
0.91 0.91 0.91 1167 

 CNN (1D) 
0.92 0.92 0.92 1481 

 GBDT 
0.68 0.66 0.6 1480 

 SGD 
0.92 0.91 0.92 1480 

 MLP 
0.43 0.4 0.5 1480 

RESNet152 LSVM 
0.63 0.62 0.63 1480 

 CNN (2D) 
0.56 0.55 0.54 1167 

 CNN (1D) 
0.63 0.62 0.62 1481 

 GBDT 
0.42 0.41 0.4 1346 

 SGD 
0.52 0.37 0.31 1346 

 MLP 
0.14 0.23 0.17 1346 

NASNetMobile LSVM 
0.69 0.68 0.66 1346 

 CNN (2D) 
0.29 0.38 0.31 1350 

 CNN (1D) 
0.74 0.74 0.74 1481 

 GBDT 
0.52 0.55 0.5 1346 

 SGD 
0.67 0.58 0.57 1346 

 MLP 
0.25 0.39 0.29 1346 

MobileNetV2 LSVM 
0.7 0.69 0.69 1346 

 CNN (2D) 
0.28 0.36 0.3 1350 

 CNN (1D) 
0.82 0.82 0.82 1481 

 GBDT 
0.04 0.07 0.05 1346 

 SGD 
0.72 0.68 0.67 1346 

 MLP 
0.26 0.34 0.28 1346 

B. Features Shape and Number of Epoch 

The extracted features were reshaped into 1D and 2D 
representations, as can referred in Table XIII. The 1D feature 
shape was being fed to LSVM, CNN 1D, GBDT, SGD, and 
MLP, whereby the 2D feature shape was being fed to CNN 2D 
classifier. For both datasets, Table XII and Table XIII show the 
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features‟ form as well as the best number of epoch for training 
the CNN. As seen in Table XII, the EFFNET generated the 
largest 1D features (62720) by using the average pool layer. 
NASNetMobile and MobileNetV2, on the other hand, 
generated the smallest number of features (1000). The best 
classification accuracy can be obtained by using only 30 
epochs via CNN 1D for all the features. Whereby, the number 
of epochs was higher for training the CNN 2D are except for 
MobileNetV2. 

TABLE XII.  FEATURES‟ DIMENSION SIZE AND EPOCH FOR UMS 

LANDMARK DATASET 

Feature 

Extraction 

Layer 

Name 

Feature

s Shape 

(1D) 

Features 

Shape 

(2D) 

No.Epoc

h (CNN 

1D) 

 

No.Epoc

h (CNN 

2D) 

 

EFFNet avg_pool (1, 

1280) 

(16,16,5) 30 120 

 top_conv (1, 

62720) 

(16,16,24

5) 

30 120 

RESNet152 avg_pool (1,2048

) 

(32,32,2) 30 150 

NASNetMobi

le 

 
  

Predictio

n 

(1,1000

) 

(2,2,250) 30 60 

MobileNetV2

 

 
  

Predictio

n 

(1,1000

) 

(2,2,250) 30 30 

TABLE XIII.  FEATURES DIMENSIONS SIZE AND EPOCH DOR SCENE-15 

DATASET 

Feature 

Extraction 

Layer 

Name 

Feature

s 

Length 

(1D) 

Features 

Length 

(2D) 

No.Epoc

h (CNN 

1D) 

 

No.Epoc

h (CNN 

2D) 

 

EFFNET avg_pool (1, 

1280) 

(16,16,5) 120 150 

 top_conv (1, 
62720) 

(16,16,24
5) 

30 150 

RESNET 

152 

avg_pool (1,2048

) 

(32,32,2) 60 150 

NASNetMobi
le 

 
  

Predictio
n 

(1,1000
) 

(2,2,250) 60 150 

MobileNetV2

 

 
  

Predictio

n 

(1,1000

) 

(2,2,250) 30 150 

Based on Table XIII, the number of epoch required for 
training the CNN classifiers for Scene-15 dataset was larger 
than UMS landmark dataset. It was found that the CNN 2D 
required up to 150 epochs for CNN training. 

Fig. 8, Fig. 9, Fig. 10, and Fig. 11 present the graph of 
model accuracy and model loss over number of epochs for 
EFFNET and MobilenetV2 by using CNN 2D and CNN 1D 
classifiers. To determine the appropriate number of epochs for 
each CNN architecture, the evaluation was made on 30, 60, 90, 
120, and 150 epochs. By using 120 number of epoch, the 
EFFNET with avg_pool layer managed to obtain the best 
classification performance with very minimal gap between 
training and test model lost, as can be seen in Fig. 9. On the 

other hand, a slightly larger gap size can be observed between 
training and testing in model loss in EFFNET using top_conv 
layer with stagnant performance in model accuracy despite of 
larger number of epochs being used as shown in Fig. 11. 

In summary, the feature extraction by using EFFNET by 
using avg_pool and top_conv layers with both CNN and SVM 
classifiers can be considered as the best option in this context 
and with their own merits. For instance, the EFFNET with 
avg_pool layer produced a light feature size which definitely 
use less computational effort for storage and classification. 
Meanwhile, the EFFNET with top_conv layer, even though it 
produced a larger size of features, but required a very 
minimum number of epochs to run the CNN classifier with a 
high classification accuracy. Thus, the trained model, by using 
EFFNET-avg_pool with CNN 1D classifier could be deployed 
in the development of Landmark Recognition System. 

 
Fig. 8. EFFNET (AVGPOOL)- CNN 2D on UMS scene dataset 

 
Fig. 9. MobileNetV2 – CNN 1D on UMS scene dataset 

 

Fig. 10. EFFNET(TOPCONV)- CNN 2D on scene-15 dataset 

 

Fig. 11. EFFNET(AVGPOOL)- CNN 1D on scene 15 dataset 
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C. Effect of Feature Selection 

The performance of feature selection methods such as 
PCA, LDA, Boruta, and RFE on the UMS and Scene-15 
datasets, is discussed in this section. The feature selections 
were applied to EFFNET, RESNET152, NASNETMobile, and 
MobileNetV2 features, in particular. 

1) UMS dataset: The three PCA variations, as shown in 

Table XIV, mirrored the varying proportions of features 

selected, as seen in Table IX. As shown in Table XIV, the 

baseline referred to the findings achieved in the prior trial 

without any treatment employing feature selection. 

TABLE XIV.  EFFECT OF PCA ON ACCURACY FOR UMS DATASET 

Feature 

Extraction 

Classificatio

n 

Baselin

e 

PCA

1 

PCA

2 

PCA

3 

Spark

-line 

EFFNET LSVM 1.00 1.00 1.00 1.00  

 CNN (1D) 1.00 1.00 1.00 1.00  

 GBDT 1.00 0.99 0.99 0.99  

 SGD 1.00 1.00 1.00 1.00  

 MLP 0.44 0.68 0.59 0.57  

RESNET 
152 

LSVM 
1.00 

1.00 1.00 1.00  

 CNN (1D) 1.00 1.00 1.00 1.00  

 GBDT 1.00 0.98 0.96 0.95  

 SGD 0.95 1.00 1.00 1.00  

 MLP 0.12 0.66 0.64 0.64  

NASNet 

Mobile 

LSVM 
0.77 

0.77 0.77 0.77  

 CNN (1D) 1.00 1.00 1.00 1.00  

 GBDT 0.99 0.91 0.92 0.98  

 SGD 0.82 0.88 0.80 0.91  

 MLP 0.33 0.12 0.12 0.61  

MobileNetV
2 

LSVM 
0.85 

0.85 0.85 0.85  

 CNN (1D) 1.00 1.00 1.00 1.00  

 GBDT 1.00 0.88 0.87 0.89  

 SGD 0.77 0.82 0.77 0.85  

 MLP 0.56 0.72 0.12 0.12  

Based on the overall result in Table XIV, the treatment of 
PCA had a positive effect on majority of the features as it has 
retained accuracy performance and even more, slight 
improvement on the accuracy can be observed on all the 
features especially the MLP classifiers. In a flipside, the 
accuracy performance using GBDT has slightly affected 
regardless any features used. 

Table XV shows the classification performance after the 
LDA and Boruta were performed on all the features. The LDA 
had a positive effect on the accuracy performance for almost all 
the features except the classification using MLP. Despite 
pruning more that 90% of features by using LDA, the accuracy 
performance improvement can be observed on RESNET152, 
NASNETMobile and MobileNetV2 along sustaining the best 
accuracy performance on EFFNET. On the other hand, the 
BORUTA only demonstrated positive effect on EFFNET and 
RESNET152. The other highlight was the classification using 
MLP on EFFNET features has dramatically improved the 
accuracy performance from 0.44 to 0.83. 

TABLE XV.  EFFECTS OF LDA AND BORUTA ON ACCURACY FOR UMS 

DATASET 

Feature 

Extraction 

Classificatio

n  

Baselin

e 

LD

A 

BORUT

A 

Trendline 

EFFNET LSVM 1.00 1.00 1.00 
 

 CNN (1D) 1.00 1.00 1.00 
 

 GBDT 1.00 1.00 1.00 
 

 SGD 1.00 1.00 1.00 
 

 MLP 0.44 0.19 0.83 
 

RESNET 

152 

LSVM 
1.00 

1.00 1.00 
 

 CNN (1D) 1.00 1.00 1.00 
 

 GBDT 1.00 1.00 1.00 
 

 SGD 0.95 1.00 0.99 
 

 MLP 0.12 0.12 0.12 
 

NASNet 
Mobile 

LSVM 
0.77 

1.00 0.77 
 

 CNN (1D) 1.00 1.00 1.00 
 

 GBDT 0.99 1.00 0.99 
 

 SGD 0.82 1.00 0.93 
 

 MLP 0.33 0.12 0.12 
 

MobileNetV

2 

LSVM 
0.85 

1.00 0.85 
 

 CNN (1D) 1.00 1.00 1.00 
 

 GBDT 1.00 1.00 1.00 
 

 SGD 0.77 1.00 0.77 
 

 MLP 0.56 0.19 0.12 
 

Table XVI presents the analysis of feature selection 
performance using RFE. 
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TABLE XVI.  EFFECTS OF RFE ON ACCURACY FOR UMS DATASET 

Feature 

Extraction 

Classificati

on  

Baselin

e 

RFE

1 

RFE

2 

RFE

3 

Spark-

line 

EFFNet LSVM 1.00 1.00 1.00 1.00 
 

 CNN (1D) 1.00 1.00 1.00 1.00 
 

 GBDT 1.00 1.00 1.00 1.00  

 SGD 1.00 1.00 1.00 1.00  

 MLP 0.44 0.46 0.48 0.55  

RESNet152 LSVM 1.00 1.00 1.00 1.00  

 CNN (1D) 1.00 1.00 1.00 1.00  

 GBDT 1.00 1.00 1.00 0.96  

 SGD 0.95 0.93 1.00 1.00  

 MLP 0.12 0.39 0.12 0.64  

NASNet 

Mobile 

LSVM 
0.77 

0.14 0.16 0.20  

 CNN (1D) 1.00 0.82 0.34 0.12  

 GBDT 0.99 0.96 0.98 0.99  

 SGD 0.82 0.44 0.39 0.10  

 MLP 0.33 0.12 0.12 0.12  

MobileNet

V2 

LSVM 
0.85 

0.13 0.23 0.22  

 CNN (1D) 1.00 1.00 0.77 0.17  

 GBDT 1.00 0.99 0.99 0.98  

 SGD 0.77 0.13 0.13 0.12  

 MLP 0.56 0.12 0.12 0.12  

RFE worked well on EFFNET and RESNET152, as shown 
in Table XVII. Moreover, the performance of MLP on 
RESNET152 had substantially improved from 0.12 to 0.64. On 
the other hand, RFE absolutely failed to perform on 
NASNetMobile and MobileNetV2, resulting in a significant 
fall in the accuracy of all classifiers used. 

Next, the detailed analysis of feature selection performance 
on each feature and machine learning classifier are shown in 
Fig. 12, Fig. 13, Fig.14 and Fig.15. 

 
Fig. 12. Effects of feature selection on machine learning classifiers for 

EFFNET (UMS dataset) 

As shown in Fig. 12, except for MLP, all classifiers in 
EFFNET performed remarkably well on all feature selections. 
Whereby, the EFFNET features would be more compatible 
with MLP if PCA and BORUTA is applied as the accuracies 
were increased by 55% and 89% respectively. On RESNET152 
with EFFNET, a similar pattern of feature selection 
performance can be observed, as shown in Fig. 13. In fact, 
regardless of which feature selection is employed, the accuracy 
of SGD can be improved. When PCA and RFE were used with 
MLP, a positive effect on accuracy was noticed. 

 
Fig. 13. Effects of feature selection on machine learning classifiers for 

RESNET152 (UMS dataset) 

 
Fig. 14. Effects of feature selection on machine learning classifiers for 

NASNETMOBILE (UMS dataset) 

According to the graph in Fig. 14, GBDT's performance 
appeared to be consistent across all feature selections, but the 
performance of the other classifiers dropped when RFE was 
applied. The best performance of LSVM and SGD could be 
seen when LDA was used. On MobileNetV2, CNN performed 
very well with all the feature selections and GBDT was slightly 
incompatible with PCA. Similar with NASNetMobile, LDA 
had also improved the accuracy of LSVM and SGD. 
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Fig. 15. Effects of feature selection on machine learning classifiers for 

MOBILENETV2 (UMS dataset) 

 
Fig. 16. The average performance comparisons of feature selection for UMS 

dataset 

The summary of feature selection performance across 
features and classifiers for the UMS dataset is shown in Fig. 
16. The PCA was found to be the most robust feature selection 
method since its performance was consistent across various 
features and classifiers. However, when accuracy and feature 
size were taken into account, LDA's performance was the most 
significant. Meanwhile, if execution time was not a major 
concern and automatic feature selection is one of the criteria 
for selecting features, the BORUTA could be considered. 
Aside from that, the results of Tables XII, XIII, and XIV 
implied that EFFNET is the best and stable features. The best 
classifiers were GBDT and CNN, which consistently excelled 
across a variety of feature selections. 

2) Scene-15 dataset: Table XVII shows the performance 

analysis of PCA on Scene-15 dataset. 

TABLE XVII.  EFFECTS OF PCA ON ACCURACY FOR SCENE-15 DATASET 

Feature 

Extraction 

Classificatio

n  

Baselin

e 

PCA

1 

PCA

2 

PCA

3 

Spark 

line 

EFFNET LSVM 0.94 0.94 0.93 0.91  

 CNN (1D) 0.94 0.93 0.92 0.93  

 GBDT 0.68 0.06 0.01 0.05  

 SGD 0.68 0.93 0.93 0.93  

 MLP 0.43 0.56 0.32 0.33  

RESNET15
2 

LSVM 0.62 0.61 0.59 0.55  

 CNN (1D) 0.62 0.66 0.66 0.66  

 GBDT 0.41 0.33 0.44 0.49  

 SGD 0.37 0.54 0.52 0.52  

 MLP 0.23 0.40 0.44 0.44  

NASNet 

Mobile 

LSVM 0.68 0.70 0.68 0.67  

 CNN (1D) 0.74 0.77 0.73 0.71  

 GBDT 0.55 0.52 0.51 0.54  

 SGD 0.58 0.68 0.61 0.64  

 MLP 0.39 0.63 0.08 0.08  

MobileNet
V2 

LSVM 0.69 0.70 0.70 0.68  

 CNN (1D) 0.82 0.79 0.79 0.73  

 GBDT 0.07 0.42 0.42 0.56  

 SGD 0.68 0.65 0.68 0.65  

 MLP 0.34 0.60 0.08 0.08  

AVERAGE  0.57 0.62 0.55 0.57  

Overall, PCA did not enhance classification accuracy 
considerably. SGD and MLP are the only two classifiers that 
performed better with PCA. For instance, EFFNET-SGD 
accuracy increased from 0.68 to 0.94, whereas 
NASNETMobile's classification accuracy increased from 0.39 
to 0.63. 

The accuracy performance of LDA and BORUTA 
treatment as compared to without feature selection treatment 
(Baseline) can be referred in Table XVIII. As depicted in Table 
XVIII, LDA performed excellently on many features and 
classifiers, except EFFNET-GBDT, NASNETMobile-GBDT 
and MOBILENetV2-GBDT. In contrast, BORUTA did not 
increase the accuracy of nearly all features, and there was even 
a slight drop in accuracy. 

 

 

0.83 0.86 0.83 0.83 

0.68 
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TABLE XVIII.  EFFECTS OF LDA AND BORUTA ON ACCURACY FOR 

SCENE-15 DATASET 

Feature 

Extraction 

Classificatio

n  

Baselin

e 

LD

A 

BORUT

A 

Spark 

line 

EFFNet LSVM 0.94 0.99 0.93 
 

 CNN (1D) 0.94 0.99 0.93 
 

 GBDT 0.68 0.05 0.70 
 

 SGD 0.68 0.99 0.90 
 

 MLP 0.43 0.69 0.64 
 

RESNet152 LSVM 0.62 0.93 0.58 
 

 CNN (1D) 0.62 0.93 0.60 
 

 GBDT 0.41 0.69 0.38 
 

 SGD 0.37 0.94 0.36 
 

 MLP 0.23 0.58 0.08 
 

NASNet 

Mobile 

LSVM 0.68 0.91 0.40 
 

 CNN (1D) 0.74 0.90 0.72 
 

 GBDT 0.55 0.04 0.55 
 

 SGD 0.58 0.89 0.42 
 

 MLP 0.39 0.77 0.46 
 

MobileNetV

2 

LSVM 0.69 0.75 0.62 
 

 CNN (1D) 0.82 0.91 0.79 
 

 GBDT 0.07 0.01 0.19 
 

 SGD 0.68 0.91 0.61 
 

 MLP 0.34 0.75 0.23 
 

AVERAGE  0.57 0.73 0.55  

The analysis of RFE accuracy performance is shown in 
Table XIX. The pattern of data presented in Table XIX 
obviously indicates that RFE has brought less impact on 
improving almost all feature representation. However, the 
positive effects of RFE can be seen on EFFNET-SGD, 
EFFNET-MLP and MobileNetV2-MLP. 

TABLE XIX.  EFFECTS OF RFE ON ACCURACY FOR SCENE-15 DATASET 

Feature 

Extraction 

Classificati

on  

Baselin

e 

RFE

1 

RFE

2 

RFE

3 

Spark 

line 

EFFNet LSVM 0.94 0.94 0.93 0.89  

 CNN (1D) 0.94 0.92 0.93 0.89  

 GBDT 0.68 0.61 0.70 0.66  

 SGD 0.68 0.91 0.92 0.84  

 MLP 0.43 0.54 0.36 0.38  

RESNet152 LSVM 0.62 0.59 0.46 0.04  

 CNN (1D) 0.62 0.57 0.53 0.11  

 GBDT 0.41 0.40 0.37 0.12  

 SGD 0.37 0.34 0.45 0.08  

 MLP 0.23 0.24 0.08 0.08  

NASNet 

Mobile 

LSVM 0.68 0.19 0.04 0.04  

 CNN (1D) 0.74 0.79 0.63 0.20  

 GBDT 0.55 0.66 0.56 0.07  

 SGD 0.58 0.44 0.08 0.06  

 MLP 0.39 0.27 0.08 0.08  

MobileNet
V2 

LSVM 0.69 0.70 0.68 0.06  

 CNN (1D) 0.82 0.80 0.80 0.60  

 GBDT 0.07 0.07 0.07 0.19  

 SGD 0.68 0.67 0.69 0.23  

 MLP 0.34 0.59 0.08 0.08  

AVERAGE  0.57 0.56 0.47 0.28  

Fig. 17 to 20 show a detailed analysis of feature selection 
performance for each feature and machine learning classifier. 
Based on the graph shown in Fig. 17, the transformation of 
EFFNET feature by using LDA had improved the classification 
accuracy of LSVM, CNN, SGD and MLP. In addition to that, 
the PCA, BORUTA and RFE brought significant effects on the 
accuracies for MLP and SGD. 

 
Fig. 17. Effects of feature selection on machine learning classifiers for 

EFFNET (scene-15 dataset) 

 
Fig. 18. Effects of feature selection on machine learning classifiers for 

RESNET152 (scene-15 dataset) 
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As for RESNET152, as shown in Fig. 18, there was a 
tremendous increase on the accuracy when LDA was being 
used to transform the features for CNN, LSVM and SGD. The 
rest of the feature selection techniques by using PCA, 
BORUTA and RFE seemed to have less positive impacts on 
the accuracies. Similarly in Fig. 19 and Fig. 20, LDA still 
outperformed the accuracy of PCA, BORUTA and RFE on all 
classifiers except GBDT. For NASNETMobile, PCA 
demonstrated a bit of an improvement on the accuracies for 
CNN, SGD and MLP. There were no positive effects on the 
LSVM, CNN, SGD, and MLP accuracies for BORUTA and 
RFE. 

 
Fig. 19. Effect of feature selection on machine learning classifiers for 

NASNETMOBILE (scene-15 dataset) 

 
Fig. 20. Effect of feature selection on machine learning classifiers for 

MOBILENETV2 (scene-15 dataset) 

 
Fig. 21. The average performance comparisons of feature selection for scene-

15 dataset 

Fig. 21 shows the summary of feature selection 
performance on the Scene-15 dataset. LDA was the best 
feature selection technique for the Scene-15 dataset since it not 
only worked with a wide range of features and classifiers, but it 
also improved classification accuracy significantly. BORUTA 
and RFE, on the other hand, have no substantial impact on 
classification performance. Due to the constant performance 
across numerous feature selections, it can also be inferred that 
EFFNET is the best features and, LSVM is the best classifier. 

V. CONCLUSION AND FUTURE WORKS 

This paper evaluated several transfer learning approaches 
and feature selections for effective and super lightweight 
landmark recognition model. A landmark recognition model 
was trained through the features extraction by using the pre-
trained CNN architectures and machine learning classifiers. 
The new UMS landmark datasets were created, and the 
landmark recognition model was also evaluated with the 
Scene-15 dataset. The findings showed that the EFFNET CNN 
architecture with CNN classifier is the best feature extraction 
and classifier in this study. EFFNET-CNN achieved 100% and 
94.26% accuracies on UMS landmark and Scene-15 dataset, 
respectively.  Moreover, the features created by EFFNET were 
more compact compared to the other features. Furthermore, 
based on the evaluation of several feature selection algorithms, 
LDA was determined to be the best feature selection technique 
for vastly reducing feature dimensionality by 99.69% for UMS 
landmark dataset and 98.90% for Scene-15 dataset while 
maintaining good accuracies. However, although a super 
lightweight landmark recognition model was produced, it must 
undergo extra pre-processing step to reduce the dimensionality 
of features which will impose excessive computational costs of 
processing. Therefore, future works that can be suggested are 
to evaluate the effect of the proposed dimensionality reduction 
technique on the computational cost of the algorithms as well 
as to test it on various benchmark datasets. 
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Abstract—Diabetes Mellitus is a disease where the body 

cannot use insulin properly, so this disease is one of the health 

problems in various countries. Diabetes Mellitus can be fatal, 

cause other diseases, and even lead to death. Based on this, it is 

essential to have prediction activities to find out a disease. The 

SVM algorithm is used in classifying Diabetes Mellitus diseases. 

This study aimed to compare the accuracy, precision, recall, and 

F1-Score values of the SVM algorithm with various kernels and 

data preprocessing. Data preprocessing included data splitting, 

normalization, and data oversampling. This research has the 

benefit of solving health problems based on the percentage of 

Diabetes Mellitus and can be used as material for accurate 

information. The results of this study are that the highest 

accuracy was obtained by 80% (obtained from the polynomial 

kernel), the highest precision was obtained by 65%, which was 

also obtained from the polynomial kernel, and the highest recall 

was obtained by 79% (obtained from the RBF kernel) and the 

highest F1-score was obtained by 70% (which was also obtained 

from the RBF kernel). 

Keywords—Diabetes mellitus; kernel; normalization; 

oversampling; SVM 

I. INTRODUCTION 

Diabetes Mellitus is a disease where blood sugar levels are 
overly high because the body cannot use insulin properly. 
Diabetes Mellitus has become a severe health problem in 
various countries, including Indonesia [1]. The International 
Diabetes Federation (IDF) explained that in 2021 the number 
of people with Diabetes Mellitus in Indonesia reached 19.5 
million, while in 2019 the figure was 10.7 million. This means 
there has been an increase of nearly 9 million cases in just two 
years, during the COVID-19 pandemic. With almost two times 
the addition, Indonesia ranks fifth in the world. Not only in 
Indonesia, but this upward trend in cases also occurs 
worldwide. According to IDF data, at least 1 in 10 people or as 
many as 537 million people live with Diabetes Mellitus. If not 
appropriately treated immediately, Diabetes Mellitus can be 
fatal, cause other diseases, and even lead to death. Based on 
this, it is essential to have prediction activities to find out a 
disease. This activity is carried out so a disease can be detected 
quickly and treated immediately. 

Activities in predicting various diseases have been carried 
out in various scientific fields, one of which is computer 
science. Along with the development of information and 
communication technology, it can be used to improve the 

ability of the system to help detect Diabetes Mellitus disease 
[2].  Data mining is part of the Knowledge Discovery in 
Database (KDD) process that can classify, predict, and get a lot 
of information from large data sets [3]. Classification is an 
important stage in data mining, classification is carried out by 
looking at variables from existing data groups and aims to 
predict the class of an object that was not previously known 
[4]. 

II. LITERATURE REVIEW 

Previous research regarding applying the K-Nearest 
Neighbour classification model to the diabetes patient dataset 
explained that the study had the highest accuracy of 39% [5]. 
Another study is the implementation of the Decision Tree C4.5 
algorithm for diabetes prediction resulted in a prediction model 
with the highest accuracy of 70.32% [6].  The previous study's 
shortcoming is that the prediction model's accuracy is still 
below 80%, so there is a need to improve accuracy 
performance. In research [7] that compared the accuracy, 
recall, and precision classification of the C4.5 algorithm, 
Random Forest, Support Vector Machine (SVM), and Naïve 
Bayes resulted in the C4.5 algorithm obtaining accuracy of 
86.67%, the Random Forest algorithm obtained an accuracy of 
83.33%, the SVM algorithm obtained accuracy by 95%, and 
the Naive Bayes algorithm obtained an accuracy of 86.67%.  
The highest accuracy algorithm is the SVM algorithm. 
Therefore in this study applying the SVM algorithm for the 
classification of Diabetes Mellitus disease. 

The SVM algorithm was chosen because it is reliable in 
processing large amounts of data by optimizing hyperplanes in 
high-dimensional space that maximizes margins between data 
[8]. The kernel in SVM is used to determine kernel parameters 
and produce the best accuracy in the classification process.  
Linear kernels are used when a hyperplane can easily separate 
classified data. At the same time, non-linear kernels are used 
when the data is separated using curved lines or a plane in 
space with high dimensions [9]. 

This study aims to compare the performance metrics e.g., 
accuracy, precision, recall, and F1-Score values of the SVM 
algorithm with various kernels and preprocessing data in the 
classification of Diabetes Mellitus disease. The SVM algorithm 
is evaluated to determine which kernel can produce the best 
performance metric. 
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It has the benefit of solving health problems based on the 
percentage of Diabetes Mellitus and can be an accurate 
information material.  The output of this study is to imply that 
the SVM algorithm is expected to show better performance 
values than previous studies. 

III. METHODOLOGY 

A. Data Collection 

The first stage in this study is the collection of Diabetes 
Mellitus datasets.  The dataset used is the Pima Indian diabetes 
dataset obtained from the UCI Machine Learning Repository. 
Several variables and attributes can facilitate the research 
process in data mining.  The Pima Indian diabetes dataset 
consists of 768 data and 9 features. The variables and features 
used are shown in Table I. 

TABLE I.  VARIABLES AND ATTRIBUTES OF PEOPLE WITH DIABETES 

MELLITUS 

Variable Attribute 

X1 
Pregnancies, the number of pregnancies during life in the range 

of 0-17 times. 

X2 

Glucose, glucose/blood sugar levels. Normal blood sugar levels 

are below 120 mg/dL, while the sugar levels of diabetics are 

more than 120 mg/dL. The data range in the dataset is 0-199 
mg/dL. 

X3 
Blood Pressure, blood pressure with mmHg units, the data range 

in the dataset is 0-112 mmHg. 

X4 
Skin Thickness, skin fold thickness with a data range of 0-99 
mm. The norm is about 12.5 mm. 

X5 
Insulin, insulin levels in the blood with a data range of 0-846 U / 

ml. 

X6 BMI, body mass weight with a data range of 0-67.1 BMI 

X7 
Diabetes Pedigree Function, History of diabetes Mellitus disease 

in the family with a data range of 1.001-2.42. 

X8 Age, age of the patient (years) with a data range of 21-81 years. 

Y 
Outcome, negative and positive class variables (0 and 1). 0 are 
indicators of non-diabetics while 1 is an indicator of diagnosed 

diabetics. 

B. Data Preprocessing 

1) Data splitting: The next stage is the data splitting stage, 

which separates training data and testing data. Training data is 

used to create models that are applied to testing data [10] and 

testing data cannot be used for the training process, so the 

model learns from the new data [11]. Training and testing data 

are determined randomly, so the proportion between 

categories remains balanced [12]. In this study, splitting data 

was divided into 80% training data and 20% testing data. 

2) Data normalization: Normalization of data in datasets 

aims to create data in the same range of values [13].  This 

study used the min-max and z-score normalization methods. 

a) Min-Max normalization: Normalization of min-max 

can overcome non-uniform data forms with a range of values 

greater than 0-1 [14]. Min-max normalization was chosen 

because it has the advantage that the data is balanced between 

before and after normalization [15]. The normalization of min-

max is presented in (1). 

     
         

         

 
(1) 

     represents the min-max value,      is the value to be 
normalized,      is the lowest value of the overall data and 
     is the highest value of the entire data. 

b) Z-Score normalization: Z-Score normalization is 

used to compare the performance or quality of data goals with 

the average distribution of data across groups based on 

standard deviation values [16]. Z-score normalization was 

chosen because it is a suitable method for balancing the data 

scale [17]. (2) is a formula for knowing the z-score. 

     
      

 
 

 (2) 

      is the z-score value,     is the value to be 
normalized,   is the average value of the whole data and   is 
the standard deviation value. 

3) SMOTE (Synthetic Minority Over-sampling 

Technique): The SMOTE method can handle dataset class 

imbalances by making data replication of minor classes 

equivalent to major classes [18].  The diabetes dataset used in 

this study had a total of 268 positive classes and 500 negative 

classes, so there was an imbalance between the positive and 

negative classes. Therefore, the SMOTE method was used in 

this study to balance between positive classes and negative 

classes. (3) is the formula for SMOTE. 

                     (3) 

     is the resulting new class data,    is the approach to i, 

     is the x closest to    and   is a random number between 
0-1. 

C. Data Processing 

1) Support Vector Machine (SVM): SVM is a good 

algorithm for data classification [19] with the principle of 

finding the best hyperplane that serves as a separator of two 

data classes [20].  The best hyperplane is determined by 

measuring the hyperplane margin and finding its maximum 

point, margin is the distance between the hyperplane and the 

nearest point of each class and this closest point is called the 

support vector [21]. The following is a description of SVM, 

there is data    ⃗⃗  ⃗ ∈ (  ⃗⃗⃗⃗ ,   ⃗⃗⃗⃗    ⃗⃗⃗⃗ …   )    is data consisting of n 

attributes and two classes    ∈ +1, -1. Suppose that the two 

classes can be perfectly separated by a d-dimensional 

hyperplane defined by (4). 

 ⃗⃗    ⃗⃗  ⃗       (4) 

Data   ⃗⃗  ⃗  which belonging to the positive class (+1) are 
shown in (5). 

 ⃗⃗    ⃗⃗  ⃗        (5) 

Meanwhile, data   ⃗⃗  ⃗ belonging to the negative class (-1) are 
shown in (6). 

 ⃗⃗    ⃗⃗  ⃗        (6) 
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The maximum margin can be obtained by maximizing the 
value of the distance between the hyperplane and its closest 

point or support vector which 
 

   ⃗⃗⃗   
[22]. It is formulated as 

Quadratic Programming (QP) by looking for a minimum point 
based on (7). 

          
 

 
   ⃗⃗     

 (7) 

By paying attention to the constraints on (8). 

     ⃗⃗  ⃗  ⃗⃗           (8) 

   is the target class to i,   ⃗⃗  ⃗ is the input data to i,  ⃗⃗  is the 
weight, and b is the relative field position. 

2) Kernel SVM: To work around high-dimensional data, a 

kernel can transform the input space into a feature space [23]. 

Kernel functions commonly used in SVM are Linear[24], 

Radial Basic Function (RBF) and Polynomial [25]. The 

parameters possessed by kernel functions are used in the 

testing process [26]. There is no definite conclusion about the 

best kernel, therefore this study will compare 4 kernel 

functions, namely linear, RBF, polynomial and sigmoid. 

a) Kernel linear: The Linear kernel was chosen because 

it is the simplest kernel and is used when the data is linearly 

overstretched. 

            (9) 

b) Kernel polynomial: The Polynomial kernel was 

chosen because it can be used when the data is not linearly 

separated and is suitable for use in solving classification 

problems in all training data that has been normalized. 

                    (10) 

c) Kernel Radial Basic Function (RBF): The RBF 

kernel is used when the data is not linearly separated, it is 

chosen because it performs well with specific parameters, and 

the result of the training has a small error value. 

                      (11) 

d) Kernel sigmoid: This sigmoid kernel was chosen 

because it is similar to the two-layer perceptron model of the 

neural network, which works as an activation function for 

neurons. 

                       (12) 

3) Evaluation: In evaluating the performance of each 

SVM kernel, we implement several performance metrics, 

including Accuracy, Performance, Recall and F1-score. 

Before computing the performance metric score, we build a 

confusion matrix defined as an evaluation method that 

provides information comparing the classification of 

prediction results with the actual classification [27]. In a 

confusion matrix, there are four terms of value, namely True 

Positive (TP), True Negative (TN), False Positive (FP), and 

False Negative (FN). Based on these values, accuracy, 

precision, recall, and F1-Score values can be generated.  

Accuracy is the ratio of predicted correct values of all data 

[28]. 

         
     

           
 

 (13) 

 

Precision indicates a correctly classified prediction of 
positive values divided across positive classified data [28]. 

          
  

     
 

 (14) 

 
Recall compares the positive correct predicted value with 

the entire positive correct value [29]. 

       
  

     
 

 (15) 

 
The F1-Score shows the average comparison of precision 

and recall values [29]. 

         
                  

                
 

 (16) 

 

IV. RESULTS AND DISCUSSIONS 

This stage is a decipherment of the research obtained and 
its explanation. 

A. Data Preprocessing 

The dataset used is the Pima Indian diabetes dataset which 
consists of 768 data and nine attributes. The initial stage 
carried out in this study is the process of collecting and 
processing datasets. In this study, data preprocessing was 
divided into three steps. The first step is the data splitting 
process, where the Diabetes Mellitus dataset will be divided 
into training data and testing data. The second step is the data 
normalization process to create data in the same range. The 
third step is an oversampling process to balance the dataset 
class using the SMOTE method. Data processing in the study 
uses the Python programming language in the google colab 
application. 

1) Data splitting results: After getting the dataset, the 

next step is to divide the dataset into training data and testing 

data. The Diabetes Mellitus dataset totaled 768 data consisting 

of eight variables and one target/class. Then the dataset is 

divided into 80% training data, totaling 614 data and 20% 

testing data, totaling 154 data. The diagnosis of Diabetes 

Mellitus is divided into two, namely non-diabetics who are 

denoted by 0 and diabetics who are denoted by 1. Obtained 

diabetics totaled 268 data and non-diabetics amounted to 500 

data. 

2) Data normalization results: The normalization 

methods used are min-max and z-score. 

Fig. 1 shows a comparison of the variables in the dataset, 
there are two variables being compared namely pregnancies 
and insulin, the data has a fairly high range of values. For 
example, on the insulin variable, where the value range is from 
0 to over 200, this is considered unbalanced. The min-max 
normalization method is used to process values into the range 
0-1. Fig. 2 shows the results after normalizing the min-max, 
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where the range of values for the insulin variable becomes 
smaller, ranging from 0 to 1. 

 
Fig. 1. Before normalization. 

 
Fig. 2. After min-max normalization. 

In addition to using the min-max method, data 
normalization is also carried out using the z-score method. Z-
score is performed by processing the mean and standard 
deviation from the values of its attributes. Fig. 3 shows the 
results after normalizing the z-score. 

 
Fig. 3. After Z-score normalization. 

3) Oversampling results: In the dataset there is a 

difference between the number of positive and negative 

classes, therefore there is a need for class balancing. Class 

balancing is done by oversampling using the SMOTE method 

and is carried out on training data only.  Oversampling is 

carried out after splitting data so that data replication does not 

appear in data training and data testing [30]. It can be seen in 

Fig. 4, before oversampling the number of positive classes 

was 221 and the number of negative classes was 393. 

Meanwhile, after oversampling, the number between the 

positive and negative classes becomes the same, which is 393 

so that it becomes balanced. 

 
(a) 

 
(b) 

Fig. 4. (a) Data before oversampling, (b) Data after oversampling. 

B. Data Preprocessing and Evaluation 

This study compared the performance of the SVM 
algorithm kernels for the classification of Diabetes Mellitus 
diseases.  SVM kernels include linear, polynomial, RBF, and 
sigmoid kernels. Evaluation is carried out using the confusion 
matrix method to calculate the accuracy, precision, recall, and 
F1-score by optimizing the best parameters for each kernel. 
Each kernel on SVM has a specific parameter, the cost 
parameter (C) being the most commonly used value for all 
kernels. The gamma ( ) parameter is used to determine the 
degree of proximity between two points to make it easier to 
find   hyperplanes consistent with the data. The gamma 
parameter is used by polynomial, RBF, and sigmoid kernels. 
Next is the degree (d) parameter used to map data from the 
input space to the higher dimension space in the feature space, 
only the polynomial kernel uses this parameter [31]. The best 
parameters on the kernel are determined by trial and error. 
Table II evaluates the classification models of various SVM 
kernels before different data preprocessing is carried out. 

TABLE II.  RESULTS OF EVALUATION OF VARIOUS SVM KERNELS 

BEFORE DATA PREPROCESSING 

 
Kernel 

Linear Polynomial RBF Sigmoid 

Accuracy 76% 77% 77% 51% 

Precision 66% 68% 69% 12% 

Recall 57% 55% 53% 8% 

F1-Score 61% 61% 60% 10% 

393 

221 

Before Oversampling 

0 1

393 393 

After Oversampling 

0 1
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For this experiment in Table II, all parameter values in each 
kernel use auto parameters from python.  The highest accuracy 
is obtained from the polynomial and RBF kernels, which is 
77%. The highest precision was obtained from the RBF kernel, 
which was 69%, the highest recall was obtained from the linear 
kernel, which was 57% and the highest F1-score was obtained 
from linear and polynomial kernels, which was 61%. Table III 
evaluates the classification models of various SVM kernels 
after preprocessing data with min-max normalization and 
SMOTE oversampling. Meanwhile, Table IV evaluates the 
classification models of different SVM kernels after 
preprocessing data with normalization of z-score and 
oversampling SMOTE. 

Table III and IV show that the highest accuracy is obtained 
by applying z-score normalization and SMOTE oversampling, 
which is obtained by 80% using a polynomial kernel.  The 
polynomial kernel using the parameter value C=1   =0.1 d=1.5 
is obtained through trial and error to produce margin 
optimization values that maximize the hyperplane by mapping 
the data into higher dimensions. The highest precision is also 
obtained from the polynomial kernel, which is 65%. This 
shows that the higher the accuracy value, the higher the 
precision value. The highest recall was obtained at 79% from 
the RBF kernel shown in Table III.  The RBF kernel uses the 
parameter value C=2.5   =1.5. The highest F1-score is 
obtained from the RBF kernel shown in Table III, which is 
70%. The values in the parameters C, , and d are the most 
optimal values to get the maximum accuracy value. If the value 
is increased or decreased, the accuracy value will decrease. 

TABLE III.  RESULTS OF EVALUATION WITH MIN-MAX AND SMOTE 

 
Kernel 

Linear Polynomial RBF Sigmoid 

Accuracy 77% 79% 79% 76% 

Precision 61% 64% 63% 59% 

Recall 72% 72% 79% 68% 

F1-Score 66% 68% 70% 63% 

TABLE IV.  RESULTS OF VALUATION WITH Z-SCORE AND SMOTE 

 
Kernel 

Linear Polynomial RBF Sigmoid 

Accuracy 79% 80% 77% 78% 

Precision 62% 65% 61% 62% 

Recall 74% 74% 72% 72% 

F1-Score 68% 69% 66% 67% 

V. CONCLUSION AND FUTURE WORKS 

This research produces the highest accuracy of up to 80%, 
obtained from polynomial kernels. So the shortcomings of 
previous research have been resolved in this study. By 
optimizing the use of the kernel on the SVM algorithm, it is 
proven to be able to maximize performance. Hence, it can be 
concluded that the SVM algorithm performs better in 
classifying Diabetes Mellitus. 

This study found that the performance of the SVM 
algorithm kernel to produce the highest accuracy was obtained 
from the polynomial kernel. The accuracy results produced in 
this study can be used as an accurate and beneficial 
recommendation for overcoming health problems related to 
Diabetes Mellitus. 

For further research, we can also implement other datasets 
that contain more data. Also, we can create different novel 
kernels which may gain better accuracy results. In addition, the 
results of this study can also be used in making applications to 
detect Diabetes Mellitus which can be web-based or mobile. 
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Abstract—In this paper, we propose to evaluate in depth CRF 
models (Conditional Random Fields) for speech-understanding in 
limited task. To evaluate these models, we design several models 
that differ according to the level of integration of local 
dependencies in the same turn. As we propose to evaluate these 
models on different types of processed data. We perform our 
study on a corpus where turns are not segmented into utterances. 
In fact, we propose to use the whole turn as one unit during 
training and testing of CRF models. This represents the natural 
way of conversation. The language used in this work is the 
Tunisian Arabic dialect. The obtained results prove the 
robustness of CRF models when dealing with raw data. They are 
able to detect the semantic dependency between words in the 
same speech turn. Results are important when CRF models are 
designed to take into account the words with deep dependencies 
in the same turn and with advanced preprocessed data. 

Keywords—Speech understanding; Arabic dialect; CRF models 

I. INTRODUCTION AND RELATED WORKS 
Spoken Language Understanding is an important 

component in spoken dialogue systems. It aims to extract 
concepts from an utterance to clarify speech meaning. 
Therefore, the key link in an automatic understanding process 
revolves around the correspondence between the set of words 
in the utterance and the set of semantic concepts. In order to 
resolve this correspondence, the first research works in this 
field exploited linguistic formalisms such as regular grammars 
and context-free grammars. Recent works have rather oriented 
towards the exploitation of machine learning models for 
concept detection, these models are widely used for the 
semantic annotation of speech utterances. 

Our overview of the literature showed that learning models 
constitute the dominant context for speech understanding due 
to the performances recorded particularly in restricted domains. 
These models enjoy several advantages reported by [1] [2] [3]. 
Indeed, the intervention of a human expert is limited to the 
labeling of data, which represents an easier task than the 
modeling of grammars or patterns. Moreover, these models 
offer better portability since they are domain and language 
independent. However, the effectiveness of these models is 
sensitive to the used corpus, which must be representative and 
large, in order to determine their parameters [4]. 

Machine learning models are classified into generative and 
discriminative models [2] and they are widely applied to 
speech understanding. HMM (Hidden Markov Models) is an 
example of generative models and they are used by [5] for 
speech understanding of Spanish language, using the DIHANA 

corpus. The DIHANA corpus task deals with requests of 
information about railway services. This work uses HMM in 
the most realistic situations where dialogues are not segmented 
into utterances. The results of their work are very important. 
They obtained 92% as F-measure. This good result is due to 
the large size of the corpus used for training models. 

In the literature, several studies show that discriminant 
models perform better than generative [6] [2] [7]. CRF models 
(Conditional Random Fields), as an example of discriminant 
models, have been widely exploited in many tasks in natural 
language processing such as semantic annotation and syntactic 
analysis [8], [9] [10]. A particular distinction is reported for 
CRF models whose performance exceeded that of other 
models, [11] [2] [12]. It is so important to notice that the CRF 
models have the capacity to integrate correlated characteristics 
that make it possible to take into account the local context of an 
utterance. All of these observations encouraged us to exploit 
these models in the context of the speech understanding of the 
Arabic dialect. 

Several works have shown the robustness of Conditional 
Random Fields (CRF) models for request information in the 
French language using the MEDIA corpus [12]. The MEDIA 
corpus is manually annotated with semantic concepts of 
touristic information. Turns in this corpus are segmented into 
utterances, which simplifies the speech understanding. 
Raymond et al. [12] have used CRF models and domain 
knowledge through a set of rules made manually. This has 
reduced the conceptual error rate (from 11.2% to 10.9% as 
CER), and has increased the performance of the system to 92% 
as F-measure. This justifies the advantage of segmenting turns 
into utterances and the important size of the training corpus. 

In addition, CRF models offer two major advantages. On 
the one hand, they allow segmentation and conceptual 
annotation taking into account the local context of the 
utterance. On the other hand, they make it possible to 
guarantee convergence towards the most probable concepts by 
taking into account all the previous and following observations 
in the statement [13]. Indeed, these models have the ability to 
use all the observations of a sequence to predict a conceptual 
label. This represents an interesting distinction compared to 
HMM (Hidden Markov Models). 

In this paper, we propose to evaluate the performance of 
CRF models. We designed several models that differ according 
to the level of integration of local dependencies in the same 
turn. We also propose to use several processing levels on the 
corpus. In addition, almost all learning-based understanding 
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methods have been interested in modeling speech turns 
segmented into utterances, we suggest to use turn as a whole 
unit (not segmented into utterances) to test the performance of 
CRF models, which represents the natural way of conversation. 

This paper is organized as follows. In Section II, we present 
CRF models for speech understanding. Section III presents 
Spoken Dialogue Corpus for Tunisian Dialect. Section IV deals 
with evaluation metrics. In Section V, we present experiments 
and discussion. A conclusion is drawn in Section VI. 

II. CRF MODELS FOR SPEECH ANNOTATION 
Conditional Random Fields (CRFs), initiated by Lafferty, 

are discriminant models that define the conditional probability 
of observation sequences according to label sequences [14]. 
Lafferty defines the conditional sequence labeling probability 
Y=y1…yn given an observation sequence X=x1…xn as 
follows: 

𝑃(𝑌|𝑋) = 1
𝑧(𝑋)

exp (∑ 𝜆𝑗𝑡𝑗(𝑦𝑦𝑖−1,𝑦𝑦𝑖 ,𝑋, 𝑖) + ∑ 𝜇𝑘𝑠𝑘(𝑦𝑦𝑖 ,𝑋, 𝑖)𝑘𝑗 )

 (1) 

With 

𝑧(𝑋) = ∑ exp (∑ 𝜆𝑗𝑡𝑗(𝑦𝑦𝑖−1,𝑦𝑦𝑖 ,𝑋, 𝑖) + ∑ 𝜇𝑘𝑠𝑘(𝑦𝑦𝑖 ,𝑋, 𝑖)𝑘𝑗 )𝑦  (2) 

• z(X) is a factor that normalizes the probabilities. 

• tj (yi-1,yi,X,i) represents the transition characteristic 
function for an observation sequence between the 
labels at position i and i-1. 

• sk (yi,X,i) represents the characteristic function of the 
state of the label for a sequence of observations . 

• λ j et µk are real values which make it possible to 
attribute a weight to each characteristic function to 
specify its importance. These values therefore make it 
possible to characterize the discriminating power of the 
model. These parameters are fixed during the learning 
phase and make it possible to maximize the likelihood 
on a set of already annotated data. 

Referring to the model defined in Eq. (1), the most likely 
sequence of concepts for labeling a sequence of input words is: 

𝑌∗ = arg𝑚𝑎𝑥𝑦𝑃(𝑌|𝑋) (3) 

CRF is modeled by undirected graph models (see Fig. 1) to 
define a probability distribution over a process of label Y given 
an observation X, by maximizing a conditional probability 
[14].   

 
Fig. 1. Graphical design for CRF models 

In this graph, the set of vertical nodes are two random 
fields X and Y, respectively describing the set of observations 
and the set of annotations. Two variables linked in the graph 

express that one depends on the other. Based on this, each node 
yt depends on the preceding node yt-1 and the following node 
yt+1, and implicitly on the variable x. Therefore, each variable 
yt must be linked to a variable x to guarantee the dependence 
between the labels on the one hand and the sequences of 
observations on the other. 

Learning CRF models consists in determining from the 
learning corpus, the vector 𝜃 = {𝜆1, 𝜆1, … , 𝜆𝑘1, µ1, µ, … , µ𝑘2} 
that represents the weight vector of the characteristic functions 
t and s. After the learning step, the exploitation of CRF models 
on new data consists in finding the most probable sequence of 
states given a new sequence of observations, which are not 
encountered in the training corpus. We perform this by 
applying the Viterbi algorithm, as it is the case with HMM 
models. 

III. SPOKEN DIALOGUE CORPUS FOR TUNISIAN DIALECT – 
TUDICOI 

A. Corpus Description 
The TUDICOI corpus, used in this work, consists of 

spontaneous oral dialogues of railway request information, in 
Tunisian Dialect (TD). The purpose of these requests is to 
consult the timetables of the train, the type of train, the 
destination of the train, the route taken by the train, the price 
and types of tickets and the reservation of tickets. We should 
notify that several requests can be combined during a dialogue 
between tellers and customers [15]. 

The transcribed part of the TuDiCoI corpus consists of 
1825 dialogues representing 12182 turns. These turns consists 
of 6533 customer turns and 5649 agent turns. We list the 
features of the TuDiCoI corpus in Table I. 

TABLE I.  SPECIFICATION OF THE TUDICOI CORPUS 

# dialogues 1 825 

# customer turns 6 533 

# agent turns 5 649 

# customer word  21 551 

# customer vocabulary  1 437 

Note that on average, each dialogue consists of three turns 
for the customer and three turns for the agent. Additionally, 
each customer turn is comprised of an average of 3.3 words. It 
is important to note that this average is low due to the 
agglutinative aspect of words in the dialect and the frequent use 
of keywords to request for information. 

TABLE II.  CHARACTERISTICS OF SOME DIALOGUE CORPORA IN LIMITED 
TASKS 

Corpus #D #T #V #W A L Task 

Trains 93 98 5 900 860 55 000 H-H Ang 

Manufacture 
and shipment 
of goods on 
the railways. 

DIHANA 900 15 413 823 48 243 H-M Esp Railway 
information. 

SARF 350 9 763 827 117 156 H-M Ar Railway 
information. 

 

𝑦𝑦𝑡𝑡−1 𝑦𝑦𝑡𝑡 𝑦𝑦𝑡𝑡+1 
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TuDiCoI 1 825 12 182 1 437 21 551 H-H TD Railway 
information. 

TARIC 4 662 18 657 -- 71 684 H-H TD Railway 
information. 

MEDIA 1 257 38 434 2 715 156 048 H-M Fr Hotels 
reservation. 

Table II shows the characteristics of different dialogue 
corpora used in other projects in different languages. It should 
be noted that #D designates the number of dialogues, #T the 
number of speaking turns, #V the size of the vocabulary, #W 
the number of words. A designates the type of corpus (H-H for 
Human-Human and H-M for Human-Machine). Finally, L 
provides information on the language used (Eng. for English, 
Esp. for Spanish, Ar. for Arabic, TD for the Tunisian dialect 
and Fr. for French). These corpora vary in size from a few tens 
to thousands of dialogues. 

B. Annotation Schema 
We proposed in this work an annotation scheme to perform 

the manual concept annotation step. Table III summarizes the 
annotation scheme defined for dialogue acts and semantic 
concepts [16]. 

TABLE III.  SEMANTIC CONCEPTS 

Domain concepts  Requests concepts 
Train 
Train_Type 
Departure_hour 
Arrival_hour 
Day 
Origin 
Destination 
Fare 
Class 

Ticket_Numbers 
Ticket 
Hour_Cpt 
Departure_Cpt 
Arrival_Cpt 
Price_Cpt 
Class_Cpt 
Trip_time 
Ticket_type 

Path_Req 
Hour_Req 
Price_Req 

Existence_Req 
Trip_timeReq 
Clarification_Req 
Booking_Req 

Dialogue concepts 

Rejection             
Acceptance 
Politeness 

Salutation_Begin 
Salutation_End 

Link concepts 

Choice  
Coordination  

Out of vocabulary 

Out       

Due to the complexity of the annotation task, effort, and 
manual verification, we have annotated only 1476 dialogues 
which represents 5047 customer turns. The characteristics of 
the annotated corpus are summarized in Table IV. 

TABLE IV.  CHARACTERISTICS OF THE ANNOTATED PART OF THE TUDICOI 
CORPUS 

# Annotated dialogues 1 476 / 1 825 

# Customer annotated turns  5 047 / 6 533 

# Annotated Customer words 16 772 / 21 551 

In order to define the parts of the TuDiCoI corpus used for 
our evaluations, we have divided the annotated corpus into two 
parts. The first part of the corpus is used for learning and it 
represents about 80% of the total size, while the second part 
constitutes 20% of the corpus used for the test. Table V 
provides information on the characteristics of these two 
different parts in terms of number of dialogues, speaking turns 
and words. 

TABLE V.  CHARACTERISTICS OF TRAINING AND TEST CORPUS 

 Training Test 

Dialogues 1202 267 

Turns 4131 906 

Words 13555 3217 

Since we are interested in literal understanding, which does 
not depend on dialogical context, we have classified all the 
speaking turns of the test part into three types, according to the 
recommendation proposed by the ARPA community [17], 
namely sets A, D and X. Table VI presents the characteristics 
of these different sets. This classification makes it possible to 
give an overview of the types of turns contained in the test part. 

TABLE VI.  CHARACTERISTICS OF THE TEST CORPUS DIVIDED INTO THREE 
SETS A, D AND X 

# Client turns  
A D X Total 

379 482 45 906 

41.83% 53.21% 4.96% 100% 

The first set corresponds to the context-independent 
customer turns (Set A). This set contains the turns that have no 
connection with the history of the dialogue. While the second 
set corresponds to the context-dependent ones (Set D). This set 
contains the turns that have a relationship with the dialogical 
context. The third set corresponds to out-of-context turns of the 
dialogue (Set X). This set includes marginal turns that are not 
related to the domain. Table VII shows an example for each 
series. 

TABLE VII.  EXAMPLE FOR EACH SET A, D AND X 

Set Transcription  / Translitteration / Translation 

A تكیھ لتونس برمییر كلاس / tikiyh ltuwnis brumyiyr klaAs / A first class 
ticket to Tunis 

D بقداش ھي ؟ / b.qad~Aš hiya ? / How much does it cost ? 

X دخلت عالأنترنات وشفت / dxalt ςalÂantirnaAt wušuft / I am connected to 
the Internet and I saw 

We utilize these different sets of the TuDiCoI corpus for 
the evaluation of CRF-based speech understanding method for 
the TD. 

Almost all speech-understanding methods are interested in 
modeling speech turns segmented into utterances. The 
alternative we have proposed is to use the turn as a whole unit 
for training and testing the performance of CRF models [16]. 
This represents the natural way of conversation. 

C. Pretreatments 
To evaluate CRF-based speech understanding, we prepared 

three versions of the TuDiCoI corpus: 

• The first version (version I) is a raw version which is 
not pre-processed, thus increasing the complexity of 
the structure of the dialect turns. In this version, the 
words do not respect the spelling transcription guide. 
Therefore, a word can be written in different spellings. 
Likewise, this version has morphological problems 
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such as the agglutination of a particle with the word, 
which follows it. The evaluations carried out on this 
version of the corpus is used to test the performance of 
the CRF models on data not processed in advance. 

• The second version of the annotated corpus (version 
II), is partially preprocessed. This version has 
undergone spelling correction, morphological analysis 
of verbs and nouns, as well as synonymy analysis 
processing. 

• The third version of the annotated corpus (version III) 
presents an improvement compared to the second 
version and which consists in processing the 
agglutinations of the names of cities, which makes it 
possible to dissociate the particle, if it exists, from the 
name that is attached to it. 

D. Tabular Corpus 
After the manual labeling step into concepts, we converted 

each version of the annotated corpus into a standard 
representation adopted by CRF models. This representation 
uses a set of labels called the BIO notation (Begin Inside 
Outside) [18], in which: 

• The label starting with "B-???" indicates the beginning 
of the conceptual segment. 

• The label "I-???" denotes any meaningful word that is 
part of the conceptual segment. 

• The label "O" is assigned for words that do not refer to 
any conceptual label. 

 B- Salutation_Begin  سلام
 I- Salutation_Begin  علیكم
 B-Ticket  تكیھ
 B-Destination  لتونس
 B-Price_Req  بقداه

   
 B-Ticket_Numbers  زوز
 B-Ticket_Numbers  زوز
 B-Destination  لتونس
   
 B-Dep_Hour_Req  وقتاش
 B-Departure_Cpt  یخرج
 O  ھو
   
 B-Ticket  تسكره
 B-Destination  لتونس
 B-Dep_hour  ماضي
 I-Dep_hour  ساعھ

Fig. 2. Example of BIO notation from the TUDICOI corpus 

The advantage of using BIO notation is that it is able to 
segment a set of words into several conceptual segments and 
display them one after the other [19] [7]. An example from 
TUDICOI corpus in BIO notation is shown in Fig. 2. 

The tabular corpus is used for training and testing CRF 
models. Conceptual labeling using CRF models consists in 
finding the best sequence of states, given a sequence of input 
observations. This problem is solved using the Viterbi 
algorithm due to the linear topology of CRF models [20]. This 
algorithm makes it possible to give the list of n best results. 

IV. EVALUATION METRICS 
The evaluation makes it possible to evaluate the conceptual 

correspondence, which consists in seeking the pairing between 
a set of words of a turn and a set of semantic concepts. For this, 
we use the Concept Error Rate (CER). The CER makes it 
possible to compare the list of reference semantic concepts 
with the list of concepts emitted by the system according to the 
following equation: 

𝐶𝐸𝑅 = # 𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑡𝑒𝑑 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡𝑠
# 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡𝑠

 (4) 

We use other measures to evaluate conceptual labelling 
such as Precision, Recall, and F-measure. The Precision 
represents the number of correct concepts found compared to 
the number of concepts found by the system. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = # 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑡 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡𝑠 𝑓𝑜𝑢𝑛𝑑
# 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡𝑠 𝑓𝑜𝑢𝑛𝑑

 (5) 

The Recall represents the number of correct concepts found 
by the system with regard to the reference concepts. 

𝑅𝑒𝑐𝑎𝑙 = #𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑡 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡𝑠 𝑓𝑜𝑢𝑛𝑑
#𝑟𝑒𝑓𝑒𝑟𝑛𝑐𝑒 𝑐𝑜𝑛𝑐𝑒𝑝𝑡𝑡𝑠

 (6) 

The F-measure combines Precision and Recall according to 
the following equation: 

𝐹 −𝑚𝑒𝑠𝑢𝑟𝑒 = 2×𝑅𝑒𝑐𝑎𝑙×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑅𝑒𝑐𝑎𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

 (7) 

We used in our experiments, the free tool CRF++1 for the 
training and testing steps. It should be noted that the CRF++ 
tool implements learning by Newtonian method and uses 
decoding using the Viterbi algorithm. 

V. RESULTS AND DISCUSSION 
In order to evaluate the performance of CRF models, we 

used several models that differ according to the level of 
integration of local dependencies in the same turn. These 
dependencies vary according to the unigram (one word) or bi-
gram (two words) interval of the word to label. 

After an initial test phase, we limited the number of models 
tested to four. 

• The first (Model 0) is a model that does not take into 
account any dependence between the words of the 
same turn. In this case, CRF models play the role of a 
simple semantic tagger. 

• The second (Model 1) is a model that uses a two-word 
window taking into account the previous word and the 
next word in the same turn. 

• The third (Model 2) is a model that uses a window 
involving two words before and two words after the 
current word. 

• The fourth model (Model 3) consists of improving the 
third model by adding two local dependencies. This 
dependency uses two bigrams taking into account the 
current word with the precedent word (respectively 
with the next word). 

Then, we use these models for learning the CRF parameters 
based on different versions of the annotated corpus (version I, 
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II and III). The Table VIII, Table IX and Table X illustrate the 
results of the evaluation of the concept labeling in terms of 
Precision, Recall, F-measure and Concept Error Rate (CER). 

TABLE VIII.  RESULTS OF THE CONCEPTUAL LABELING OF VERSION I OF 
THE CORPUS 

 Model 0 Model 1 Model 2 Model 3 
CER (%) 20.05 10.44 8.98 8.47 

Precision (%) 79.19 88.50 89.86 90.33 

Recall (%) 76.36 80.45 79.68 79.21 

F-measure (%) 77.75 84.28 84.46 84.40 

TABLE IX.  RESULTS OF THE CONCEPTUAL LABELING OF VERSION II OF 
THE CORPUS 

 Model 0 Model 1 Model 2 Model 3 
CER  (%) 18.65 9.05 8.39 7.70 

Precision  (%) 80.72 90.22 90.75 91.45 

Recall (%) 78.13 83.57 82.47 82.47 

F-measure (%) 79.40 86.77 86.41 86.73 

TABLE X.  RESULTS OF THE CONCEPTUAL LABELING OF VERSION III OF 
THE CORPUS 

 Model 0 Model 1 Model 2 Model 3 
CER (%) 20.05 9.19 8.51 7.86 

Precision  (%) 79.28 90.12 90.66 91.26 

Recall (%) 76.75 83.93 82.68 82.24 

F-measure (%) 77.99 86.92 86.48 86.52 

Based on these experiments, we notice that the CER 
decreases with the improvement of the quality of data used for 
learning. This clearly shows that the pre-processing carried out 
makes it possible to improve the speech understanding. We 
noticed also that the models that take into account the 
dependence between the different words of the same turn 
(Model 2 and Model 3) make it possible to improve the speech 
understanding. This is justified by the decrease in the CER and 
the increase in the F-measure. 

Besides these results, we justify the robustness of CRF 
models with not processed data. Table VIII shows that the F-
measure is 77.75% for the "Model 0" which does not take into 
account underlying dependencies, and reaches 84.40% for the 
"Model 3" by introducing the bi-model gram. 

The examination of the errors made by the CRF models, 
directed us to carry out other experiments by exploiting the 
same test corpus, but with considering the dependence of the 
turn according to the dialogical level and exploiting the sets A, 
D and X (Table VI). Based on this classification, we tested the 
CRF models using these different sets on the different versions 
of preprocessing corpus. 

Indeed, we obtained three different versions according to 
the processing performed for each set A, D and X, starting 
from the raw version to the fully processed version for each 
series. The conceptual labeling of the different series is based 

on the same CRF models based on the different models (Model 
0, Model 1, Model 2 and Model 3) presented previously. 

Table XI summarizes the results obtained in terms of CER, 
Precision, Recall and F-measure. From these results, we notice 
that the CER obtained on the type A speech turns (speech 
context-independent set) is the lowest rate, comparing it with 
the results of sets D and X. Therefore, we can conclude that a 
large part of the errors is due to the presence of out-of-context 
statements of the dialogue (Set X) and of context-dependent 
statements (Set D). These results are expected since we are 
interested in this work in the literal understanding, which does 
not depend on the dialogical context, so, the turns depending 
on the context increase the error. 

There are other sources contribute to the increase CER. It is 
mainly about the appearance of terms that are not processed in 
the training corpus. This is due to the presence of certain 
phenomena linked to spontaneous speech such as hesitation 
allowing the addition of out-of-vocabulary words. 

TABLE XI.   RESULTS OF THE CONCEPTUAL LABELING OF SETS A, D AND 
X WITH DIFFERENT TYPES OF PROCESSED DATA (VERSION I, II AND III) 

  Version I 
 A D X 

M
od

el
 0

 
CER (%) 16.93 23.21 38.59 

Precision  (%) 82.58 75.68 59.25 

Recall (%) 80.32 72.24 56.14 

F-measure (%) 81.43 73.92 57.65 

      

M
od

el
 1

 

CER (%) 8.83 12.53 12.28 

Precision  (%) 90.45 85.99 84.09 

Recall (%) 83.73 76.95 64.91 

F-measure (%) 86.96 81.22 73.26 

      

M
od

el
 2

 

CER (%) 8.03 10.26 10.52 

Precision  (%) 91.17 88.15 85.00 

Recall (%) 82.99 76.36 59.64 

F-measure (%) 86.89 81.83 70.10 

      

M
od

el
 3

 

CER (%) 7.29 9.92 10.51 

Precision  (%) 91.87 88.44 86.36 

Recall (%) 82.46 75.94 66.66 

F-measure (%) 86.91 81.71 75.24 

 
  Version II 

 A D X 

M
od

el
 0

 CER (%) 15.38 21.76 42.10 

Precision  (%) 84.20 77.36 55.55 

Recall (%) 82.00 74.37 52.63 
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F-measure (%) 83.09 75.83 54.05 

      

M
od

el
 1

 

CER (%) 7.02 11.34 17.54 

Precision  (%) 92.55 87.53 78.26 

Recall (%) 87.35 79.66 63.15 

F-measure (%) 89.88 83.41 69.90 

      

M
od

el
 2

 

CER (%) 6.95 10.25 14.03 

Precision  (%) 92.49 88.55 81.39 

Recall (%) 85.75 79.23 61.40 

F-measure (%) 88.99 83.68 70.00 

      

M
od

el
 3

 

CER (%) 6.15 9.66 8.77 

Precision  (%) 93.30 89.13 87.17 

Recall (%) 85.81 79.24 59.64 

F-measure (%) 89.40 83.89 70.83 

 
  Version III 

 A D X 

M
od

el
 0

 

CER (%) 17.61 22.23 42.10 

Precision  (%) 81.92 76.76 55.55 

Recall (%) 79.84 73.74 52.63 

F-measure (%) 80.87 75.22 54.05 

      

M
od

el
 1

 

CER (%) 6.84 11.95 17.54 

Precision  (%) 92.75 86.97 78.26 

Recall (%) 87.73 73.74 63.15 

F-measure (%) 90.17 75.22 69.90 

      

M
od

el
 2

 

CER (%) 6.65 10.95 10.52 

Precision  (%) 92.83 87.82 85.00 

Recall (%) 86.23 79.01 59.64 

F-measure (%) 89.41 83.18 70.10 

      

M
od

el
 3

 

CER (%) 5.74 10.61 8.77 

Precision  (%) 93.76 88.10 87.17 

Recall (%) 86.30 78.67 59.64 

F-measure (%) 89.87 83.12 70.83 

In conclusion, CRF models perform well even with not 
processed turns. On the other hand, conceptual labeling based 
on CRF models failed when dealing with new terms that are 
not in the training corpus. These terms can be non-vocabulary 

words or domain words. This last case is mainly due to the 
reduced size of the corpus used to learn the CRF models. 

VI. CONCLUSION 
In this work, we proposed to evaluate in depth the 

performance of CRF models in the context of speech 
understanding in dialogue systems. We tested CRF in different 
models and in different types of processed data. We proved 
that these models show robustness against noisy data. They 
recorded good results for conceptual labeling (F-measure of 
86.52%). Thus, we found that CRF models have the ability to 
detect task-specific compound words and label them correctly. 
These interpretations confirm the performance of these models 
even for under-resourced languages. As future work, we 
planify to compare these results with deep learning models for 
the same task to compare performance between machine 
learning using CRF models and deep learning models such as 
CNN (Convolutional Neural Network). 
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Abstract—Searching is one of the oldest core mechanism of 

nature. Nature is changing gradually along with searching 

approaches too. Data Mining is one of the most important 

industrials topic now-a-days. Under this area all social networks, 

governmental or non-governmental institutions and ecommerce 

industries produce a huge number of unsorted data and they are 

to utilize it. For utilizing this huge number of unsorted data there 

needs some specific features based unsorted data structure tools 

like searching algorithm. At present there are several sorted data 

based searching algorithms like Binary Search, Linear Search, 

Jump Search and Interpolation Search and so on. In this paper 

of Paw Search Algorithm, it is fully focused to develop a new 

approach of searching that can work on unsorted data merging 

several searching techniques and sorting techniques. This 

algorithm starts its operation by breaking down the given 

unsorted array into several blocks by making the square root of 

the length of the given array. Then these blocks will be searched 

within its specific formula till the target data is found or not, and 

in the inner side of each block there will be performed Merge 

Sort and Binary Search approach gradually. Time and Space 

Complexity of this Paw Search algorithm is comparatively 

optimal. 

Keywords—Paw; search; unsorted; data; blocks; square root 

I. INTRODUCTION 

In this present world, technology is the heart of all 
activities, operations and so on, and the large amount of 
unsorted data sets generated from different sites of the world as 
well as different institutions are the largest and best resources 
of the present technology. Managing this large amount of data 
with proper data structure techniques is the best tool for leading 
this IT world now-a-days. In this paper, we will go through a 
new technique of searching of data from the given unsorted 
array of data. There are several techniques raised now-a-days, 
but here we will go through a new dimension of searching and 
merging several built in techniques along with some new 
approaches to generate an optimal output. 

In present world there are tons of unsorted data produced 
within a minimal time randomly. There are several searching 
algorithms like Linear Search [1, 2, 3], Binary Search [1, 2], 
Jump Search [1, 4], Hybrid Search [1, 5] and Interpolation 
Search [1, 6] now-a-days which work only on sorted data. But 
till now there are less approaches that work on randomly 

generated unsorted data. Several optimal data structures tools 
are badly required to operate this very large number of 
unsorted data which are producing day by day. Data Mining is 
one of the most important industrials topic now-a-days. Under 
this area of data mining for all social networks, governmental 
or non-governmental institutions and ecommerce industries 
produce tons of unsorted data and they are to utilize it. For 
utilizing this tons of unsorted data there is a need of some 
specific feature based unsorted data structures tools like 
searching algorithm [6] based on unsorted data array. So, a 
data structure tool [7] that will work on directly unsorted data 
is the prime concern for developing another searching 
approach. 

Data scientists are trying to develop several data structures 
tools to utilize the tons of unsorted data randomly around the 
globe continuously. With a view to helping the data scientists 
here I am trying to develop  data structures tools for finding out 
of any data from any given array of unsorted data. We know 
that sorting of data consumes a large number of time; so, from 
this concept of time utilization there needs some specific 
approach that can perform searching operation on unsorted 
data which minimize the uses of time. As the technology and 
technology related models/industries appreciate the approaches 
that minimize time consuming, so this is the demand of time to 
have high performer approach consuming less time without 
sorting the large data set at a single time. 

Through this whole paper we will go through the 
approaches to develop a specific feature based searching 
algorithm entitled paw search algorithm that will be capable to 
perform searching operations on unsorted data, and here we 
may also go through the help of some existing searching 
approaches and sorting approaches at the inner phase of 
searching operation to ensure the high performance of 
searching. 

The main principle of this Paw Search Algorithm is to work 
on (i) unsorted data segmenting the given array of data into 
several (ii) blocks. 

Initially it starts working with x blocks of unsorted data by 
making the square root of the length n of the given array of 

data i.e., x=ceiling⌈√n⌉ where n is length of the given array of 

unsorted data. 
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This algorithm will never check all of the blocks of 
unsorted data linearly, rather than it will go the blocks of 
unsorted data all but as like as binary approach but not fully 
follow the binary approaches. And for the inner block 
operation we will also call here the merge sort approach for the 
better performance of this paw search algorithm. 

II. LITERATURE REVIEW 

In this section we will go through the several existing 
searching algorithms, and most of them here work only on 
sorted data: 

A. Classification of Searching Techniques 

There are several searching techniques present now-a-days. 
Depending on external and internal issue there are two types of 
searching techniques as (i) external search and (ii) internal 
search, and based on sequential and interval issue there are two 
types of searching techniques as (i) sequential search and (ii) 
interval search. 

B. Present Searching Algorithms 

There are several searching algorithms based on sorted 
data. Some of them are listed below- 

1) Linear search algorithm: Linear search algorithm [3] 

could be an easy search algorithmic program. It's a sequent 

search that performed on sequences of numbers that are 

ascending or down or unordered. And it checks every 

component of the whole list to look a specific information 

from the list. If the comparison is equal, then the search is 

stopped and declared productive. For a listing with n things, 

the most effective case is once the worth of item to be 

searched is adequate to the primary component of the list, 

during this case only one comparison is required. Worst case 

is once the worth isn't within the list or happens one time at 

the top of the list, during this case n comparisons are required. 

2) Binary search algorithm: It is a quick search formula 

because the run-time quality is Ο (log n). Divide and conquer 

Principle is used here as its’ search formula. This formula 

performs higher for sorted knowledge assortment. In binary 

search [8], we tend to 1st compare the key with the item 

within the middle position of the info assortment. If there's a 

match, we are able to come forthwith. If the secret's but 

middle key, then the item should lie the lower 1/2 the info 

collection; if it's bigger, then the item should lie the higher 1/2 

the info assortment. 

3) Hybrid search algorithm: Hybrid Search algorithmic 

[3, 9] rule combines properties of each linear search and 

binary search and provides a far better and economical 

algorithmic rule. This algorithmic rule may be accustomed 

search in associate degree unsorted array whereas taking less 

time as compared to the linear search algorithmic rule. As 

mentioned this algorithmic rule is combines 2 looking 

algorithms, viz. Linear Search and Binary Search. Like Hybrid 

Search algorithmic rule, the array is split into 2 sections so 

searched in every of the sections. The algorithmic rule starts 

with examination the key component to be searched with the 2 

extreme components of the array, the primary and therefore 

the last, further because the middle component. If a match is 

found, the index worth comes back. However, if it's not, the 

array is split into two sections, from the center index. 

Currently the search is meted out within the section on the left 

in a very similar method. The acute components and therefore 

the middle component of the left division are compared with 

the key worth for a match, that if found, returns the index 

worth. If not, the left section is once more divided into two 

components and this method goes on until a match is found 

within the left section. If no match is found within the left 

division, then the algorithmic rule moves on to the proper 

division, and therefore the same procedure is meted out to 

search out a match for the key worth. Now, if no worth is 

found that matches the key worth even when ransacking 

through all sections, then it's more divided and therefore the 

method repeats iteratively till it reaches the atomic state. If the 

worth isn't gift within the array, as a result of that the 

algorithmic rule returns -1. 

4) Interpolation search algorithm: Interpolation search [2, 

10] rule is improvement over Binary search. The binary search 

checks the part at middle index. However, interpolation search 

could search at completely different locations supported price 

of the search key. The weather should be in sorted order so as 

to implement interpolation search. As mentioned the 

Interpolation Search is Associate in Nursing improvement 

over Binary explore for instances, wherever the values in a 

very sorted array are uniformly distributed. Binary Search 

continuously goes to the center part to ascertain. On the 

opposite hand, interpolation search could head to completely 

different locations in line with the worth of the key being 

searched. For example, if the worth of the secret's nearer to the 

last part, interpolation search is probably going to start out 

search toward the tip facet. 

5) Jump search algorithm: Jump search algorithmic [11, 

12] rule, additionally known as block search algorithmic rule. 

Solely sorted list of array or table will use the Jump search 

algorithmic rule. In jump search algorithmic rule, it's not in 

any respect necessary to scan each component within the list 

as we have a tendency to liquidate linear search algorithmic 

rule. We have a tendency to simply check the m component 

and if it's but the key component, then we have a tendency to 

move to the m + m component, wherever all the components 

between the m and m + m component square measure skipped. 

This method is sustained till m component becomes adequate 

to or larger than key component known as boundary price. 

The worth of m is given by m = √n, wherever n is that the 

total range of components in associate array. Once the m 

components attain the boundary price, a linear search is 

finished to seek out the key price and its position within the 

array. And also the numbers of comparisons square measure 

adequate to (n/m + m -1). It should be noted that in Jump 

search algorithmic rule, a linear search is finished in reverse 

manner that's from boundary price to previous price of m. 
Though there is a large number of searching approaches 

[13] on different aspects like strings [14], numeric values and 
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so on there is still a concern of optimizing [15, 16] these 
approaches. 

Now-a-days industry requires specific feature based 
searching tools like audio, video and/or image based searching 
[17, 18], and as the industry is changing day by day with the 
help of upgraded technology, searching approaches are also 
gradually being changed as needed [19, 20]. 

And, still there needs of most powerful, high performer, 
fast searching unsorted data based searching approaches; 
keeping this conscious in mind, this paw search approach for 
unsorted data is demand of time now. 

III. METHODOLOGY 

In this Methodology section, we will go through several 
sections like Planning, Design, Paw Search Algorithm etc. for 
the development of the proposed approach of search precisely 
and clearly: 

A. Planning 

Define To develop this algorithm I have planned several 
data structure approaches, arrays, sub-arrays or blocking, 
sorting approaches and so on. 

 First plan is to manage several unsorted data sets that 
may be generated from different environment like 
weather data, space data and son. 

 Second plan is to find out the length of the array with 
filling this array with that unsorted raw data. 

 Third plan is to divide the unsorted array into several 
sub-arrays which are termed as data blocks in the later 
chapters of this paper. 

 Fourth plan is to find out an optimal way to have 
operations on these blocks by traversing them. 

 Fifth plan is to operate a searching approach on the 
blocks for finding out the optimal outputs. 

 Sixth plan is to calculate the time and space complexity 
of this algorithm. 

 Seventh plan is to compare these time and space 
complexity with different present searching algorithms 
properly. 

The designation process of this algorithm is briefly 
described in part B of this section. 

B. Design 

To design this algorithm we are to go through a list of 
unsorted data set firstly as the main principle of this Paw 
Search - A Searching Approach for Unsorted Data Combining 
with Binary Search and Merge Sort Algorithm is to work on (i) 
unsorted data segmenting the given array of data into several 
(ii) blocks. 

Initially it starts working with x blocks of unsorted data by 
making the square root of the length n of the given array of 

data i.e., x=ceiling⌈√n  ⌉ where n is length of the given array 

of unsorted data. but when the length of this array isn’t a 
perfect square root number then the block number becomes a 

fraction number, but the block number can’t be a number as a 
fraction number in real, so we are to operate here the ceiling 
operator to get the integer number of blocks. But in this 
situation there needs some dummy data as like zero to make 
the block size perfect i.e., same length of each block. 

For example let assume an unsorted array arr1[ ] of data of 
the length of 16 which is a perfect square root number that is 
shown in Table I. 

TABLE I.  UNSORTED ARRAY ARR[ ] OF 16 LENGTH 

5 0 6 3 7 1 9 2 4 17 10 8 11 16 13 15 

Here n=16; Since 16 is a perfect square root number 

So the block numbers,  x = int⌈√16⌉ = 4 

TABLE II.  X BLOCKS FROM ARR1[ ] 

5 0 6 3 7 1 9 2 4 17 10 8 11 16 13 15 

Block 1 Block 2 Block 3 Block 4 

Here the Block1, Block2, Block3 and Block4 are the four 
blocks of the segmented arr1 [ ] shown in Table II 

Now let assume another unsorted array arr2 [ ] of data of 
the length of 8 which is not a perfect square root number that is 
shown in Table III 

TABLE III.  UNSORTED ARRAY ARR2[ ] OF 8 LENGTH 

7 5 10 3 21 1 6 9 

Here n=8; Since 8 is not a perfect square root number 

So the block numbers,  x = int⌈√8  ⌉ 

= int⌈2.828427125⌉ 

= 3 [By applying ceiling operation] 

TABLE IV.  X BLOCKS FROM ARR2[ ] 

7 5 10 3 21 1 6 9 0 

Block 1 Block 2 Block 3 

Here the Block1, Block2 and Block3 are the three blocks of 
the segmented arr2[ ] shown in Table IV. In Block4 there is 
putted an extra zero as a dummy data for remaining the blocks 
size same. 

However, this paw search algorithm will never visit all of 
the blocks of unsorted data linearly, rather than it will go 
through the blocks of unsorted data all but as like as binary 
approach. But it won’t fully follow the binary approach. 

The designing resources and working procedures list of this 
algorithm is listed here- 

 Unsorted Data Set 

 Square Root Generating Function 

 Ceiling Operator 
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 Generating Blocks 

 Block Visiting Loop 

 Inner Block Searching Approach 

 Exit 

C. Paw Search Algorithm 

Assume that there is an array with the length of n of the 
nodes value of any given graph or other randomly generated 
unsorted data, now let’s demonstrate our desired Paw Search 
Algorithm for finding out the target data from this given array 
of unsorted data.  Here, we will go through the procedural steps 
of this Paw Search Algorithm. The procedures of this Paw 
Search Algorithm are shown below- 

PAW (SEARCH ALGORITHM) 

Divide the given array into x blocks where x = ceiling [√n] 

Loop for Block 

//For Block1: 

Block[ ] =  x1[ ] = [ ] 

  mergesort (Block[ ], L, U]) 

If(Block[last_element] ≥ Target) 

{ 

  If(x[last_element] == target) 

  {Print “TARGET FOUND”} 

                 Exit 

  Else 

  { 

  BinarySearch ( Block(x)[ ], 1,U) 

   If (x[mid] == target) 

    {Print “TARGET FOUND”} 

                                                  Exit 

   Else 

    {Jump to the next Block} 

  } 

Else 

  {Jump Block[ ] = x[last]} 

Update Loop 

Loop Exit 

If (target == not found) 

  {Print “Unsuccessful”} 

Exit 

 //Merge Sort Function 

mergesort (Block[ ], l, U) 

If U > l 

Find the middle point to divide the array into two halves:   

middle m = l+ (U-l)/2 

 Call mergeSort for first half:    

 Call mergeSort(arr, l, m) 

 Call mergeSort for second half: 

 Call mergeSort(arr, m+1, U) 

 Merge the two halves sorted in step 2 and 3: 

 Call merge(arr, l, m, U) 

 //Binary Search Function 

Binary Search (Block[ ], 1,U) 

Input the Block[ ] array  of x elements I sorted form 

LB = 0,UB = n; mid = int((LB+UB))/2) 

Repeat step 4 and 5 while(LB <= UB and (A[mid] != item) 

If (item < A[mid]) UB = mid-1 

Else 

LB = mid+1 

mid = int((LB+UB)/2) 

If (A[mid] == item) 

Print “Item is found” 

Else 

Print “Item is not found” 

Exit 

The above mentioned procedures are the proposals of the 
Paw Search Algorithm, which also includes the Binary Search 
and Merge Sort Algorithm for completing its operation more 
efficiently. The further explanation of this algorithm is 
discussed later sections with proper examples. 

D. Explanation and Implementation 

Let’s understand the block visiting procedures now, a 
graphical view is illustrated in Fig. 1 to show the working flow 
of the x blocks generated from the length of the array by 
making square root on it, and the length of each block is also x 
i.e., the block size and the block numbers are same. 

Here x is the block number and l, k, m, p, y are also the sub 
number of x and they are the right mid, right-right mid, ……. , 
left mid, left-right mid, …….. , and gradually so on. 

For implementing this algorithm let assume an array A[] 
with the length of n as shown in the following Table V. 
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TABLE V.  GIVEN ARRAY WITH N ELEMENTS 

ARRAY ELEMENTS 
         

---- 
     

INDEX NUMBER 0 1 2 3 4 5 6 7 8 ---- n-4 n-3 n-2 n-1 n 

So the initial step of this algorithm is to calculate the square 
root value x of the length of the given array A[]. 

x = sqrt(n)=ceiling(√n) 

It generates x number of blocks as Block(1), Block(2), 
Block(3), Block(4), ……………..… , Block(x-3), Block(x-2), 
Block(x-1), Block(x) which are shown in Fig. 2. 

The operational steps of these x number of blocks are also 
shown in Fig. 2. This algorithm follows the Left to Right 
approach. According to this Fig. 2, the first Block[1] is to go 
under the algorithmic operation firstly, secondly the last 
Block[x], then Block [mid], then Block [Right-mid], then 
Block [Right-mid], ……..,….…. , ….…. , Block [Left-mid], 
Block [Left-Right-mid], …… , Block [Left-Left-mid], ……… 
, ………… , ……….. etc.  

 

Fig. 1. Traversing procedure tree of the x blocks 

 

Fig. 2. Graphical view with paw search algorithm of the given array (table 5) with elements 
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For better understanding the implementation of this Paw 
Search Algorithm we will go through an example with proper 
explanation. Lets’ assume another array B[] with the length of 
n, where n=9 as shown in Table VI. And let the SEARCH 
ITEM = Target = 5. 

TABLE VI.  ARRAY B[] WITH 9 ELEMENTS 

4 6 1 9 3 5 8 7 2 

Firstly, Lets’ find out the number of Blocks: 

x = ceiling⌈√n⌉ = ceiling⌈√9⌉ = 3 

So, the blocks are shown in Table VII follows: 

TABLE VII.  BLOCKS OF ARRAY B[] WITH 9 ELEMENTS 

4 6 1 9 3 5 8 7 2 

Block 1 Block 2 Block 3 

 

For Block1: 

//Sort the block using merge sort approach 

mergesort (Block1[ ], 0, 2]) //input 

{ 

Block(x)[]={3, 5, 9} //sorted 

} 

If((Block1(last)==6)≥(Target==5)) 

{ 

If(x(last)==target) 

{ 

Print “TARGET FOUND” 

} 

Else 

{ 

//Binary Search 

beg = lower_bound = 0 

end = upper_bound = 2 

mid =(beg + end)/2=(0 + 2)/2= 1 

Block1[mid]= x[1]= 4  

if (x[1]== target) 

{ 

Print “TARGET FOUND” 

Exit 

} 

Else 

{ 

Jump to the next Block 

} 

} 

Else 

{ 

Jump x(last) 

} 

x++ 

Exit 

 

For Block2: 

//Sort the block using merge sort approach 

mergesort (Block2[ ], 3, 5]) //input 

{ 

Block(x)[]={3, 5, 9} //sorted 

} 

If((Block1(last)==9)≥(Target==5)) 

{ 

If(x(last)==target) 

{ 

Print “TARGET FOUND” 

} 

Else 

{ 

//Binary Search 

beg = lower_bound = 3 

end = upper_bound = upper_bound+2=5 

mid =(beg + end)/2=(3 + 2)/2= 4 

Block1[mid]= x[4]= 5 

if (x[4]== target) 

{ 

Print “TARGET FOUND” 

Exit 

} 

Else 

{ 

Jump to the next Block 

} 

} 
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Else 

{ 

Jump x(last) 

} 

x++ 

Exit 

So, here the target is found in Block2. 

IV. PERFORMANCE ANALYSIS 

Some fundamental key terms related to performance 
measurement of this proposed searching approach of paw 
search algorithm will be discussed through this section briefly. 
Basically, here we will cover the time and space complexity of 
this proposed searching approach and also cover a brief 
comparison of different existing searching approaches with this 
proposed searching approach: 

A. Space Complexity 

The Now lets’ go through the time complexity phase of this 
Paw Search Algorithm. For calculating Time complexity of 
this algorithm we are to go through the divide and conquer 
approach of recursive method through traversing the x blocks 
generated by squaring root the length n of the given array of 
data. 

Let the block1 of the length of x elements generated by 
squaring root the length n of the given array of data i.e., 
Block1(x) = {E(1),E(2),E(3),E(4),….,E(x-3),E(x-2),E(x-
1),E(x)}. 

First of all we are to calculate the space complexity of 
merge sort approach for sorting this sub array i.e., Block1 of x 
length. And we already know that the space complexity of this 
merge sort approach is O(x) that means that it needs of space 
for sorting this sub array data is as equal as the length of the 
sub array, here which is x. As the size of each and every block 
is same and at a time only one block will be sorted, so here the 
space complexity is O(x). 

Now, let’s calculate the space complexity of this paw 
search algorithm to find out the target value for this sub array x 
i.e., Block1 

For Block1: 

//Space Complexity Calculation 

If(x(last)>=target) 

{ 

If(x(last)==target) 

{ 

Print “TARGET FOUND” 

} 

Else 

{ 

Binary Search Algorithm 

if (x[i]== target) 

{ 

Print “TARGET FOUND” 

i++ 

Exit 

} 

Else 

{ 

Jump to the next Block 

} 

} 

} 

Else 

{ 

Jump x(last) 

} 

Exit 

So, there needs space as same as the length of the array x 
for performing this operation successfully. We can also see the 
graphical view (push and pop operation of stack method) of the 
recursive method of this Block1 x as below in Fig. 3. 

 
Fig. 3. Space complexity calculation 

Where Fig. 3(A) shows the PUSHING of Block1’s data 
into the STACK, Fig. 3(B) shows Block1 fully PUSHED into 
the STACK, Fig. 3(C) shows the POPPING of Block1’s data 
from the STACK and Fig. 3(D) shows the Block1 which is 
fully popped from the STACK. 

So, this Block1 needs same space as the length of this 
Block1 i.e., x. Similarly, all rest of the blocks need same space 
as their block size. So, here the space complexity is log (x). 

Now, for finding out the target element from each block we 
will operate here the Binary Search approach. And we already 
know that the space complexity of the Binary Search approach 
is log (x). 
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So, the space complexity under the categories of worst 
case, average case and best case of this Paw Search Algorithm 
as below: 

Paw_(Space_complexity) S(n)=O{(Space Complexity of 
the Block of given array+Space Complexity of Merge Sort 
Algorithm + Space Complexity of Binary Search Algorithm)} 

⇒Paw_(Space_complexity) S(n)=O(log n + n + log n) 

= O(n+2 log n) 

=O(2 log n) 

∴Paw_(Space_complexity) S(n)=O(log n)  [∵2 is the 

constant] 

Hence the space complexity of this paw search algorithm is 
log n 

B. Time Complexity 

Now lets’ go through the time complexity phase of this 
Paw Search Algorithm. For calculating Time complexity of 
this algorithm we are to go through the divide and conquer 
approach of recursive method through traversing the x blocks 
generated by squaring root the length n of the given array of 
data. 

Let the Block1 of the length of x elements generated by 
squaring root the length n of the given array of data i.e., 
Block1(x) = {E(1), E(2), E(3), E(4), …. , E(x-3), E(x-2), E(x-
1), E(x)}. 

Firstly, we are to calculate an extra time for generating this 
x blocks by making square root of the given data array of the 
length of n. 

Secondly, we are to consider the time complexity of merge 
sort approach for sorting this sub array i.e., Block1 of x length. 
And we already know that the time complexity of this merge 
sort approach is x log (x). 

Now, let’s calculate the space complexity of this paw 
search algorithm to find out the target value for this sub array x 
i.e., Block1 

//For Block1: 

If(x(last)>=target) 

 If(x(last)==target) 

 Print “TARGET FOUND” 

 Exit 

Else 

 BinarySearch( Block[ ], L, U) 

  if (x[i] == target) 

   Print “TARGET FOUND” 

   Exit 

  Else  

   Jump: Update Block 

Else 

  Jump: Update Block 

Exit Block 

Exit Loop 

Thirdly, we are to find out the time complexity for the 
Binary Search approach for this Block1 i.e., x. And we already 
know that the time complexity of the Binary Search approach 
is log (x). 

So, the time complexity under the best case category is √n 

And the time complexity under the category of worst case 
and average case of this Paw Search Algorithm as bellow: 

Paw_(Time_Complexity) T(n)=O{(Time for making 
Square Root of the given arry+Time Complexity of Merge Sort 
Algorithm + Time Complexity of Binary Search 
Algorithm)*Number of Blocks} 

⇒Paw_(Time_Complexity) T(n)=O{(1+n log n + log n)*√
n} 

= O{√n(1+(n+1) log n)} 

= O{√n (n log n)} 

= O{n*√n (log n)} 

= O[√(n^3 )(log n)] 

∴Paw_(Time_Complexity) T(n) = O(√(n^3 )  log n) 

Hence the time complexity under the categories of worst 

case and average case of this paw search algorithm is √(n^3 )  

log n 

C. Difference between Binary Search and Paw Search 

The Paw Search Algorithm and the Binary Search 
Algorithm aren’t same. There are several distinct difference 
between this two approaches. A difference chart between these 
two algorithms is shown in Table VIII follows: 

TABLE VIII.  DIFFERENCE BETWEEN PAW SEARCH AND BINARY SEARCH 

ALGORITHM 

Paw Search Algorithm Binary Search Algorithm 

It begins its operation with the 

unsorted array of data. 

It begins its operation with the sorted 

array of data. 

It divides the given array of unsorted 

array of data of n length into x blocks 
by squaring root the length i.e., 

           

It doesn’t divide the array into 

blocks. 

The input data is either unsorted or 

unsorted doesn’t fact here.  
The input data must be sorted here. 

Time Complexity here in Worst Case 

is √         

Time Complexity here in Worst Case 

is       

Time Complexity here in Average 

Case is √         

Time Complexity here in Average 

Case is       

Time Complexity here in Best Case 

is √  

Time Complexity here in Best Case 

is       

Space Complexity here in Worst 

Case is       

Space Complexity here in Worst 

Case is       

Space Complexity here in Average 

Case is        

Space Complexity here in Average 

Case is        
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Time Complexity here in Best Case 

is        

Time Complexity here in Best Case 

is        

It is a combined searching system. It is a unique searching system. 

So, the Paw and Binary Searching technique isn’t similar at 
all rather than it is quite different and comparatively more 
efficient than Binary Searching technique. It also should be 
mentioned that the Paw Search Algorithm solves the limitation 
of taking fully sorted array as an input of Binary Search 
Algorithm. 

D. Difference between Jump Search and Paw Search 

The Paw Search Algorithm and the Jump Search Algorithm 
aren’t same. There are several distinct difference between this 
two approaches. A difference chart between these two 
algorithms is shown in Table IX follows: 

TABLE IX.  DIFFERENCE BETWEEN PAW SEARCH AND JUMP SEARCH 

ALGORITHM 

Paw Search Algorithm Jump Search Algorithm 

It begins its operation with the 
unsorted array of data. 

It begins its operation with the sorted 
array of data. 

It divides the given array of unsorted 
array of data of n length into x blocks 
by squaring root the length i.e., 
          

It also divides the given array of 
sorted array of data of n length into x 
blocks by squaring root the length 
i.e.,           

It doesn’t follow the linear approach 
for traversing its blocks. 

It follows the linear approach for 
traversing its blocks. 

It is faster. It is comparatively slower. 

It doesn’t travel the blocks 
sequentially. 

It travels the blocks sequentially. 

Under the block operation it operates 
here binary search approach as an 
inner approach. 

Under the block operation it operates 
here linear search approach as an 
inner approach. 

The input data is either unsorted or 
unsorted doesn’t fact here.  

The input data must be sorted here. 

It is a combined searching system. It is a unique searching system. 

So, the Paw and Jump Searching technique isn’t similar at 
all rather than it is quite different and comparatively more 
efficient than Jump Searching technique. It also should be 
mentioned that the Paw Search Algorithm solves the limitation 
of taking fully sorted array as an input of Jump Search 
Algorithm. 

E. Time Complexity Comparisons with others Algorithms 

A comparison list of time complexity of different search 
algorithms like linear search, binary search, hybrid search, 
interpolation search and paw search in different cases like 
worst case, average case and best case is shown in Table X as 
follows: 

TABLE X.  TIME COMPLEXITY COMPARISONS 

 Best Case Average Case Worst Case 

Linear Search O( ) O( ) O( ) 

Binary Search O( ) O(     ) O(     ) 

Hybrid Search O( ) O(      ) O( ) 

Interpolation 
Search 

O( ) O(   (     )) O( ) 

F. Space Complexity Comparisons with Others Algorithms 

A comparison list of space complexity of different search 
algorithms like linear search, binary search, hybrid search, 
interpolation search and paw search in different cases like 
worst case, average case and best case is shown in Table XI as 
follows: 

TABLE XI.  SPACE COMPLEXITY COMPARISONS 

 Best Case Average Case Worst Case 

Linear Search O( ) O( ) O( ) 

Binary Search O( ) O(     ) O(     ) 

Hybrid Search O( ) O(      ) O( ) 

Interpolation 
Search 

O( ) O(   (     )) O( ) 

Paw Search O(     ) O(     ) O(     ) 

V. CONCLUSION WITH FUTURE WORK 

By developing this long discussion of this research paper, I 
come to know that research is the fundamental weapon of this 
globalizing world i.e., IT world, and the large number of 
unsorted data is the heart of each and every research now-a-
days. And managing this large number of unsorted data 
properly with proper searching technique is the core point of 
this paw search algorithm. The prime attraction of this research 
work is to develop a specific as well as more optimal formula 
of searching purposes from the unsorted list or array of data 
with the help of other searching and sorting techniques like 
merge sort and binary search. This Paw Search Algorithm 
shows the optimal way to generate a proper searching output 
taking an unsorted data list or array of data along with optimal 
time and space complexity, several comparisons of different 
searching approaches with this paw search algorithm are 
shown in Table VIII, IX, X and XI consecutively. 

However, research is a continuous process. It will be 
upgraded with the demand of time day by day. There are also 
available a lot of future works here, some of them are listed 
below: 

 Developing a more optimal logic/formula to optimize 
this algorithm 

 Developing a Machine Learning Model to predict the 
desired block containing the desired data with Machine 
Learning Approach 
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Abstract—Instant messaging applications, including 
WhatsApp, Viber, and WeChat, are moving beyond text 
messages to videos and voice calls, which are proportioned to 
current media, files, and locations. In this study, we surveyed 
existing forensic visualization and forensic analysis techniques 
for instant messaging applications, with the aim of contributing 
to the knowledge in the discussion of these research issues. A 
total of 61 publications were reviewed after searching various 
academic databases, including the IEEE, ACM Digital Library, 
Google Scholar, and Science Direct during the last five years. 
Our observation from research trends indicates that both 
forensic analysis and information visualization are relatively 
mature research areas. However, there is a growing interest in 
forensic visualization and automated IM forensic analysis. We 
also identified the lack of discussion on forensic selection criteria 
in existing forensic visualization works and the needs of 
benchmarking the evaluation method of automate forensic 
analysis tools. 

Keywords—Forensic analysis; forensic visualization; instant 
messaging apps; mobile forensics; and mobile communication apps 

I. INTRODUCTION 
Mobile Instant Messaging (IM) applications (apps) are 

becoming essential for smartphone users in their daily 
communication activities. As reported by Statista [1], the 
number of smartphone subscriptions worldwide in 2021 
surpassed more than seven billion. Some of the most widely 
used IM apps include LINE, WhatsApp, WeChat, and 
Facebook Messenger [2]. As an example, WhatsApp has been 
upgraded beyond a basic messaging app to support more 
sophisticated features such as end-to-end encryption, deleting 
sent messages, and enable disappearing messages. These 
features, however, could be exploited by cybercriminals 
targeting IM apps for criminal activities. 

According to a Norton report, malware, keylogging, and 
social engineering are the top three potential cybersecurity 
risks related to IM apps [1]. This is consistent with a report by 
Kaspersky, which showed that 341,954 attempts to follow 
phishing links were blocked in 2021, with 90% links coming 
from WhatsApp [2]. Furthermore, phishing statistics reported 
by PurpleSec identified that WhatsApp is one of the top three 
most impersonated brands in phishing attacks [3], [4]. 

In the context of smartphones, the acquisition of digital 
evidence involves mobile forensic techniques [7]. The acquired 

artifacts can be valuable, as these include various significant 
metadata, such as application data, communication data, 
location data, and browsing history data. These data are, 
however, produced in unstructured data - raw data that are not 
in the organized data model form. The unstructured data could 
be challenging for forensic examination activities, for instance 
time-consuming and increase investigation cost [8], [9]. 

Therefore, there has been significant interest in examining 
appropriate approaches to expedite digital forensic analysis 
activities. One of the potential approaches is the use of forensic 
visualization. It is a common practice for digital forensic 
investigators to perform cross-analysis using various forensic 
software, but there is a lack of advanced visualization 
approaches to facilitate evidence analysis [5]. It also has been 
pointed out that the application of multimedia technology in 
presenting digital evidence could increase judicial 
understanding [6], [7], [8]. 

In this study, we explored the literature on forensic analysis 
of mobile applications, information visualization, and forensic 
visualization. The contributions of this work are twofold: (1) to 
provide insights into digital forensic analysis and the 
development of its automated tools, forensic analysis of IM 
apps, and forensic visualization to assist forensic analysis, and 
(2) to discuss the research trends and future research directions 
for these areas, including the potential of incorporating forensic 
visualization in IM forensic analysis. The knowledge gaps are 
identified from this study such as the needs of evaluation 
benchmarking and the lack of forensic selection criteria in the 
existing studies. 

The remaining sections of this survey paper are organized 
as follows: Section II presents the review methodology while 
in Section III, associated works addressing forensic analysis 
and the techniques of visualization and mobile forensic 
analysis are discussed. Section IV reviews existing work in 
forensic analysis of IM apps. Section V discusses the role of 
forensic visualization in forensic analysis. Section VI presents 
the discussion on the research trends of forensics visualization 
and mobile forensic analysis techniques for future works. 
Section VII concludes this study. 
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II. REVIEW METHODOLOGY AND PROCESS 
A literature survey in forensic analysis, forensic 

visualization, and information visualization was performed by 
adopting the method used in [9] and [10] (see Fig. 1). 

 
Fig. 1. Data collection method 

To obtain a fair overview of the literature on forensic 
analysis and information visualization, we surveyed materials 
published in the English language over the past five years (i.e., 
April 2017 to June 2022). A total of 61 publications were 
located after searching various academic databases, including 
the IEEE, ACM Digital Library, Google Scholar, and Science 
Direct. 

The search words used were different in each case, such as 
“digital forensics”, “forensic analysis”, “intelligent visual 
analytics digital evidence”, “mobile forensics”, and 
“information visualization”. For the search in Title, Abstract, 
and Keywords, quotation marks were entered and modified by 
topic, such as “forensics visualization”, “information 
visualization in digital forensics”, “forensic analysis in 
visualization”, and “forensic analysis in mobile application”. 
We filtered the articles from the search results to include 
“digital forensics”, “forensic analysis”, and “visual analytics”. 
We utilized the term “Web of Science” in title, abstract, and 
keyword searches in Advanced Search, and searched within 
Topics. Furthermore, we defined the document type as 
“articles” with no restrictions for all search results, and we only 
looked at journal publications. 

III. DIGITAL FORENSICS ANALYSIS 
Forensic analysis is one of the phases in digital forensics, 

which is undertaken after evidence collection and examination. 
It involves “analyzing the results of the examination, using 
legally justifiable methods and techniques, to derive useful 
information that addresses the questions that were the impetus 
for performing the collection and examination.” [11]. More 
importantly, forensic analysis encompasses the gathering of 
evidentiary materials, evidence interpretation, results 
validation, and evidence presentation in an intelligible manner 
[12]. 

As discussed in [13], event reconstruction includes the 
combination of temporal, functional, and relational analyses of 
available evidence artifacts. Temporal analysis includes 
searching for other events that occurred around similar 
timestamps as those of one or more events already identified as 
related to the case being investigated. Functional analysis 

involves understanding what actions were possible within the 
environment of the offense and how the offender’s toolkit 
works. Relational analysis involves studying how the various 
systems involved in a compromise relate to each other and how 
they interact. 

String and keyword search, file filtering, and timeline 
analysis are examples of commonly used techniques in forensic 
analysis. String and keyword searching techniques can be used 
to filter out words, phrases, strings, and keywords that provide 
clues when searching for evidence. It is one of the primary 
features used in both commercial and non-commercial forensic 
tools, (e.g. Magnet Axiom, Autopsy). It has also been widely 
validated in academic forensic investigation studies, such as 
those analyzing web URL information [14]. Nowadays, the 
conventional keyword searching technique might be limited in 
a large volume of data, as it could lead to false negative or false 
positive and requires background knowledge about the case 
[15]. Therefore, studies such as [16] and [17], have examined 
the use of the semantic-based approach for text clustering with 
the aim of improving the performance and accuracy of forensic 
analysis. 

Another technique, known as file filtering, can be applied 
as digital sieving of important files from irrelevant files by 
utilizing cryptographic hashes to screen the hash values of 
target files. For example, when using the MD5 Hash (and/or 
SHA-1 Hash) and Known File Filter options to process 
evidence, a hash value for each item is generated. The hash 
value of each file item inside the evidence is computed, and 
known files are filtered for the freshly computed hash value 
data [18]. The file filtering technique is significant in 
forensically examining file systems, for example, examining 
file similarities, as in [19], and examining file types, as in [20]. 
A limitation of this technique, however, is that it cannot be 
applied to corrupted files. 

The timeline analysis technique is a chronological analysis 
of incidents to display all occurrences in a chronological 
sequence. However, emerging computing pose various factors 
that must be considered to generate a unified timeline, such as 
different time zone settings, timestamp interpretations, clock 
skew, and syntax [21]. Therefore, manual timestamp 
inspections may no longer be adequate to support 
investigations. Some recent studies have applied other 
scientific methods to enhance temporal analysis such as 
visualization approach, such as using graph-based and 
ontology-based approaches [22], [23] and highlighting patterns 
in the timeline analysis [24], [25], [26]. 

It is unlikely that a single method of data analysis is applied 
when examining digital evidence, as the evidence could have 
multiple interactions. The applied methods of data analysis can 
be mixed, depending on the complexity of a system’s 
architecture. For example, Carrier [27] presented data analysis 
based on layers, in which physical storage media analysis was 
the bottom layer. The next layers comprised volume analysis, 
memory analysis, file system analysis, and database analysis, 
while application analysis was the top layer. In a work by [28], 
the authors demonstrated system analysis, operating system 
analysis, application analysis, network analysis, device 
analysis, and Shim cache analysis to present Windows registry 
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forensics. Analyzing cloud apps on Android mobile devices, 
[29] demonstrated the analysis of app files in private storage, 
external storage, app database, and app account data and 
analyzed apps using the static and dynamic analysis approach. 
X. Zhang et al. [30] performed IoT botnet forensics by 
applying network traffic analysis, servers’ disk analysis, 
servers’ memory analysis, and database analysis. As described 
in these works, the configurations and deployments of systems 
architectures can vary. Undertaking the tasks manually may 
result in advertent or inadvertent mistakes and biases. The 
advancement of computing infrastructures and the 
interconnection of devices have made the tasks more complex 
and time-consuming. Hence, the automation of the tasks is 
essential to improve the efficiency of forensic analysis. 

B. Metrics of Automated Forensic Analysis Tools 
The development of automated forensic analysis tools is a 

developing field with a wide range of scientific techniques 
applied in many cyber forensics areas to keep pace with 
evolving computer generations [31]. Ayers [32] proposed 
seven metrics for computer forensic tools that are absolute 
speed, relative speed, reliability, accuracy, completeness, 
auditability, and repeatability. 

Absolute speed, which refers to the elapsed time required to 
complete analysis tasks. Relative speed, which involves the 
average rate at which the tool can process evidence compared 
with the rate at which data can be read from the original 
evidential media. Reliability, which includes the proportion of 
tests that the tool executes successfully, as in performing 
without crashes and providing outputs in the intended format. 
Accuracy, which refers to the proportion of analysis results that 
are correct. Completeness, which concerns the proportion of 
evidence artifacts present in a forensic image that are identified 
and reported by the tool. Auditability, which includes the 
proportion of results that are fully auditable back to the original 
evidence data. Repeatability, which involves the proportion of 
tests that ran as stipulated in every aspect. Table I summarizes 
the applied forensic tools metrics in existing works related to 
forensic analysis tools. 

TABLE I.  A SUMMARY OF FORENSIC TOOL METRICS USED 

Metric 

A. 
Singh 
et al. 
[28] 

Lin et al. 
[33]  

Kumar 
et al. 
[34]  

Subedi 
et al. 
[35]  

Anglano et 
al. [36] 

Absolute 
speed 

√ √ 
(efficiency) 

- - - 

Relative 
speed 

- - - - - 

Reliability √ - - - - 

Accuracy - √ √ √ √ 

Complete 
ness 

√ √ - - √ 

Auditability - - - - - 

Repeatability √ - - - √ 
(fidelity) 

Other metrics - effective -  effectiveness, 
generality, 
repeatability 

In practice, it is unlikely for a study to include all the 
specified metrics in a tool due to the limited scope, time, and 
tool functionality. It has been observed that completeness and 
accuracy are the most applied metrics. The metrics are 
consistent with digital evidence principles by the RFC 3227 
[37]. 

There are also other studies that proposed new or additional 
metrics to evaluate forensic tools. For example, Lin et al. [33] 
used the effective metric to evaluate their tool’s efficacy in 
locating the source of the evidence artifact. Additional metrics 
proposed by Anglano et al. [36] are (1) effectiveness, which is 
the ability to correlate users’ actions with the generated data, 
and (2) generality, which is the ability to analyze any mobile 
application on as many different Android devices as possible. 
It is observed that this work defined the repeatability metric as 
the ability to provide to a third party the possibility of 
replicating the same set of experiments. Considering the 
repeatability definition by Anglano et al. [36], we argue that all 
works shown in Table I are repeatable because detailed 
methodologies were provided. Furthermore, it is essential for 
academic work to provide a repeatable methodology for 
comparison with other similar research works. Other notable 
observations are that: (1) aforementioned studies used the same 
term to discuss different evaluations, such as Anglano et al. 
[36] using the “effective” term to discuss correlation ability, 
while Lin et al. [33] used the term to discuss the ability to 
locate data, and (2) the studies used different terms to describe 
the same evaluation, for example, Anglano et al. [36] using 
“fidelity” as a term to discuss repeatability. 

IV. FORENSIC ANALYSIS IN MOBILE COMMUNICATION 
APPS 

Examining IM apps is one of the continuous research 
works in mobile forensics. In addition, new updates of apps’ 
features pose challenges for mobile forensics practices [38]. In 
this section, we describe the basic concepts of mobile 
forensics, and recent works involving the forensic analysis of 
mobile IM apps are reviewed. 

A. Forensic Analysis of Mobile Instant Messaging Apps 
Forensic analysis of mobile IM apps has received 

considerable attention and is rapidly emerging in recent years. 
For example, Anglano et al. [39] performed an in-depth 
analysis on how to decode, interpret, and correlate the data 
generated by users, using Telegram Messenger as a case study. 
The experiments involved user account information, contacts, 
chats, message exchanges, phone calls, and deleted 
information. The proposed methodology of this work was 
evaluated based on completeness, repeatability, and generality. 
It should be noted that analysis tasks were conducted manually 
and involved the evaluation of sources. The study’s event 
reconstruction includes temporal and relational analyses. In a 
similar vent, Akinbi and Ojie [40] demonstrated forensic 
analysis of Conversation and Xabber apps on Android 
smartphones. The study discussed the results obtained from the 
completeness of recovered data, the sources of data, and 
timeline analysis to present the chronology of chat logs, 
message contents, and deleted files. 
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Riadi and Firdonsyah [41] compared mobile forensics 
tools’ effectiveness on four IM apps, which were Short 
Message Service, Blackberry Messenger (BBM), LINE, and 
WhatsApp. The applied tools in this study were Andriller, 
Oxygen Forensic Suite, WhatsApp DB/Key Extractor, and 
Metasploit. The experiments were conducted on Android 
smartphones and an Android smartwatch. Tool effectiveness 
was evaluated using the success rate percentage of artifact 
extraction, in which Oxygen Forensic Suite showed the highest 
success rate at 57.14% on BBM and WhatsApp, while 
Smartwatch achieved 42.85% success rate on SMS and LINE. 
Additionally, the completeness of the recovered artifacts was 
evaluated using the percentage of artifact extraction. 

Due to concerns over privacy, the features of encrypted 
chat and end-to-end encryption have been updated in some IM 
apps. These pose another dimension in forensic analysis of 
investigating possible ways to recover data from encrypted 
databases. For example, [42] examined the encryption status of 
WhatsApp, Facebook Messenger, LINE, and Hangouts on 
Android smartphones. The study compared encrypted and 
unencrypted databases between rooted and unrooted 
smartphones. The results of the recovered data from 
unencrypted databases were presented in terms of the point of 
origin of data, database structures, and data completeness. 
Rathi et al. [43] performed forensic analysis tasks on four 
encrypted Android IM applications, which were WeChat, 
Telegram, Viber, and WhatsApp. It was demonstrated that 
encrypted WeChat and Viber databases can be acquired from 
rooted devices, WeChat database can be decrypted using the 
IMEI number and the phone identifier encryption key, 
WhatsApp messages can be acquired from unrooted devices, 
WeChat data can possibly be retrieved from unrooted devices 
by downgrading the app version, and Telegram data were 
irretrievable from unrooted devices. However, with the current 
version of the WeChat application, the approaches used in their 
study are no longer valid [44]. Although this study did not 
directly specify the evaluation method, it has been observed 
that the forensic analysis result was presented based on the 
completeness criterion. The analysis tasks were undertaken 
manually and involved the evaluation of evidence sources. 

Also focusing on the decryption methodology for forensic 
analysis, [45] investigated Wickr and Private Text Messaging 
apps on both rooted and unrooted Android smartphones, as 
well as jailbroken and non-jailbroken iOS smartphones. The 
results of this study showed that the proposed method was able 
to decrypt the databases of both apps and examine the 
encrypted databases’ structure. The verification method of 
recovered user-entered password was used to decrypt the entire 
data. The method was evaluated based on the efficiency of 
estimated password recovery time. It is observed that this work 
focused on cryptographic contribution, as there was no 
discussion on data completeness and sources of evidence. 

There are studies that attempted to compare recovered data 
from volatile and non-volatile memories. Focusing on Android 
LINE Messenger, [46] examined data remnant through the 
simulation of user activities, such as installation, uninstallation, 
logins, conversations, file transfer, and other LINE activities. 
The findings of the study showed that evidence artifacts from 
the LINE app can be recovered from both volatile and non-

volatile memories. Similarly, their study attempted to analyze 
the artifacts using the evaluation metrics of evidence sources 
and completeness. Agrawal and Tapaswi [47] conducted the 
forensic analysis of the Android Google Allo messaging app. 
The study demonstrated manual analysis tasks on device 
images. An interesting observation is that this study applied 
inferential statistics to evaluate the completeness metric. The 
recovered files were evaluated based on the point estimation 
value, while margin of error was used to calculate confidence 
limits. Another study that applied the inferential statistics 
concept was conducted in [48]. The study demonstrated the 
residual data of Android Kik Messenger on the NAND flash 
memory and the heap memory. The results of this study were 
presented by comparing the count and the average number of 
recovered messages between the NAND memory and the RAM 
memory. 

Considering the extensive manual tasks of forensic 
analysis, some studies have proposed the development of 
automated tools. Barradas et al. [49] demonstrated forensic 
analysis tasks on eight messaging apps, which were Facebook 
Messenger, WhatsApp, Viber, Signal, Twitter, Telegram, 
Hangouts, and Trillian. The proposed tool, called RAM 
Analysis System (RAMAS), was designed based on the file-
carving approach to extract potential evidence artifacts from 
physical memory. This study simulated common user activities 
on messaging apps. The performance of RAMAS was 
measured using the analysis time metric by varying the 
memory image size and the number of modules. The results 
indicated that reducing the set of strings improved the elapsed 
time, while running several modules in parallel resulted in a 
sub-linear time for analysis completion. The tool also 
supported event reconstruction tasks by applying the timeline 
analysis technique. 

Nizam et al. [50] presented a tool to automate keyword 
indexing to assist the forensic analysis of WhatsApp. The main 
module of the tool involved loading a list of keywords from 
selected crime categories and uploading WhatsApp chat text 
files. Subsequently, a text-matching algorithm was executed, 
and a keyword count that showed the number of found 
keywords in the chat files was generated. The tool was tested 
using software engineering properties, which were application 
functionality testing and user acceptance testing. No event 
reconstruction feature was observed in this tool. 

Using WhatsApp and LINE as case studies, [51] proposed a 
tool that applied the information visualization approach to 
support forensic analysis activities. Using visualization 
techniques, the tool was able to visualize key information, such 
as total number of messages, number of contacts, top-most 
frequent contact, top-most frequent words, and location map. 
Event reconstruction was supported by this tool using the 
timeline analysis approach. As in [50], this tool was evaluated 
through functionality testing and user acceptance testing. 

A notable observation found from these works is that the 
simulation of user activities on the studied apps was used to 
elicit the generation of artifacts. The recovered artifacts from 
IM apps were mainly associated with user account information, 
contact information, chat histories, message exchanges, media 
exchanges, phone calls, app database, and deleted information. 
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Furthermore, analysis results from rooted and unrooted 
Android devices or jailbroken and non-jailbroken iOS devices 
presented significant differences involving encrypted data. 
Most of the studies examined recovered artifacts on device 
images manually, except for a few studies that used proposed 
automated tools. We also note that results from the metrics of 
origin of artifact and completeness of recovered artifact were 
the two predominantly reported forensic analysis results. 
Evaluation metrics, however, varied in these studies, and 
several studies did not directly specify their metrics. We 
discuss our further observation of the trends of studies on 
forensic analysis of IM apps in Section V. 

V. AN OVERVIEW OF INFORMATION VISUALIZATION 
Information visualization is the process of displaying data 

as graphical markings on a computer screen or other media, to 
enhance people’s ability to recognize visual patterns, such as 
watching, browsing, discriminating, and comprehending data 
[33]. Information visualization (InfoVis) is considered as a 
mature area, as evidenced in a study by Rees and Laramee 
[52], which surveyed over 23,000 pages of information 
visualization books. The study also highlighted that InfoVis 
research papers were cited in many areas, including networks, 
finance, healthcare, and security. 

Data types in InfoVis can be classified into multi/high-
dimensional, relational, sequential/temporal, geospatial, and 
textual [53]. Multi-dimensional and high-dimensional data are 
presented in a table-like form, where the rows denote data 
objects, while the columns denote data dimensions, attributes, 
features, or descriptors. Relational data refers to the common 
case of binary relations and are represented as graphs. 
Sequential and temporal data concern the serial order of data 
points in a sequence, for instance, the time series data. Geo-
spatial data involves creating maps of the real world to 
visualize spatial and non-spatial relationships among the data. 
Textual data are inherently multivariate data sources, for 
example, text corpora as a semi-structured source of 
information integrated with approaches (e.g., semantic, text-
mining) to transform raw texts into structured data sources. 

Sorapure [54] discussed four key elements in InfoVis for 
improving data interpretation, which are text, image, data, and 
interaction. Text is often included as titles, labels, annotations, 
explanations, and other commentaries. Significant functions of 
text are guiding interpretation, providing explanation, 
establishing context, and facilitating navigation. The image 
element concerns generating and maintaining users’ interest by 
selecting the most effective ways to convey information. Data 
literacy is important in enabling users to formulate questions 
and make decisions informed by the data. It involves creating 
arguments based on the data, effectively using tools to 
manipulate and represent the data, and being able to 
communicate with the data. Interactions include activities from 
users, such as selecting, exploring, reconfiguring, encoding, 
abstracting, filtering, and connecting, to establish interactions 
with InfoVis. 

The application of InfoVis in many different fields further 
indicates that it is a reliable approach to support data 
interpretation and decision-making tasks. In the context of 
digital forensic analysis, interpreting gathered evidence is the 

key to establishing connections in crime investigations. With 
the use of intelligent computing and decision-support 
frameworks, InfoVis has a significant role in assisting forensic 
analysts in digital evidence analysis activities [55]. 

A. Role of Visualization for Forensic Analysis 
The use of information visualization techniques in digital 

forensics has received considerable interest in the digital 
forensics’ community. Existing works applied information 
visualization to visualize forensic data using various case 
studies, such as mobile phones, network data, IoT data, and 
Windows system files. 

A study in [56] demonstrated how visual representation 
could support faster and more accurate decision-making during 
real-time digital forensics investigations. The Nested Blocks 
and Guidelines Model (NGBM) was adopted to design the 
visualization interactions in this study. Using fileless malware 
as a case study, the usability of the proposed tool was evaluated 
through the tool’s components, such as investigation timeline, 
network activity, read/write entropy, and system performance. 
Examples of the used data were “time series”, “IP Address”,” 
Windows Event Logs”, “PowerShell Events”, and “Syslog”, 
while the involved visualization methods were line 
charts, ellipses, area charts, and time series. 

Tassone et al. [5] proposed a proof of concept to visualize 
digital forensics datasets that consisted of three stages of 
visualization lifecycle, which were decode, store, and visualize. 
Three visualization techniques were used, namely treemap, 
geographic map plot, and word cloud. This study used three 
case studies to represent the XRY mobile forensics dataset to 
evaluate tool utility. The treemap technique was used to 
visualize SMS messages, the geographic map technique was 
used to map locations from a coupon app, and the word cloud 
technique was applied to visualize data from a text-based 
communication app. The three case studies were able to 
demonstrate the utility of the tool. 

Kotenko et al. [57] proposed a visual analytics approach for 
network forensics to analyze network traffic. The proposed 
approach consisted of two stages, which are data slice 
classification and the selection of an information visualization 
model. The visualization model can be determined from data 
types, such as numerical (e.g., pie chart, bar chart), tree (e.g., 
TreeMaps), planar (e.g., Voronoi Maps), semi-structured (e.g., 
Chord diagram), unstructured (e.g., graph), and a combination 
of data types and models. The usability of the proposed tool 
was evaluated using a case study of an SSL-strip attack that 
involved 200584 network packets in the files. The model was 
demonstrated in a three-hour training lab session, in which the 
result showed that 8 out of 10 students were able to solve the 
use-case within the lab session using the proposed visual 
analysis tool. 

Also investigating network traffic data, [58] applied a 3D 
model and the use of time-based information as a display third 
axis, combined with a computer network topology in a single 
interactive data. The proposed tool, Scanmap3D, was evaluated 
based on its effectiveness to solve questions from network 
forensics challenges. The results were compared with other 
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tools that applied traditional statistical and 2D graphical 
analysis approaches. 

Implementing Windows Jump List, [59] presented a 
graphical digital forensics tool, known as Jump List Analyzer. 
The study applied statistical charts (e.g., histogram) to 
visualize attributes, such as AppID, time, zoom, CustDest file, 
recorded file, and GUI interface. The tool was demonstrated to 
support forensic investigations of users’ background and 
behavior analysis. Compatibility, friendliness, and functionality 
were the three applied metrics to evaluate the Jump List 
Analyzer. A comparison with other tools suggested that the 
proposed tool can effectively visualize large volumes of data. 

Analyzing an online social network, [60] proposed a 
forensic analysis model that included evidence acquisition, 
evidence solidification, evidence analysis, and evidence 
visualization. Evidence analysis used semantic analysis method 
in natural language processing, and it involved text analysis, 
hot word frequency analysis, and physical locations. Sina 
Microblog was used to demonstrate the proposed tool’s 
feasibility. Web page files, such as HTML text data, CSS files, 
JavaScript files, and images, were the involved metadata. 
However, there was no detailed information on InfoVis. 

Applying the use of 3D and 2D models, [61] proposed a 
drone forensic framework to investigate the post-flight 
investigation of drone activities. The authors applied 3D 
visualization models to visualize three specific parameters, 
which were roll, pitch, and yaw along the flight path, while 
other parameters, which were drone-controller communication, 
signal type, battery, altitude, number of satellites used, and 
speed at each point of time, were visualized using 2D models. 
Each parameter value was logged based on the timestamp. 
Graphs and charts, such as line charts, were utilized for the 2D 
models. This study measured forensic visualization aspects 
based on performance and responsiveness. The study indicated 
that the tool could manage the visualizations of sensor data 
without interruptions. 

Focusing on cloud computing’s containers and Virtual 
Machines (VMs), [62] applied InfoVis to visualize the bytes 
contained in a virtual machine file for rapid incident response. 
The extracted data were visualized using two-dimensional 
colorized visualization. The proposed visualization method was 
evaluated based on relative speed and accuracy using a series 
of t-tests for significant difference. A total of 42 participants 
were involved in the test, in which they were divided into test 
and control groups. Results showed that members of the test 
group did not have to wait to access the test data, and accuracy 
rates were relatively equivalent between the groups. 

X. Zhang et al. [63] proposed an automated knowledge-
sharing forensic platform by applying the ontology-based 
approach. The proposed method involved five layers: 
collection, extraction, analysis, visualization, and abstraction. 
A timeline-based visualization panel was used to display the 
investigated metadata. The platform would allow forensic 
investigators to create schemas based on the results of their 
forensic investigation. However, the authors did not further 
discuss the applied visualization model, which might be due to 
the study focusing on the knowledge-sharing approach. 

Chow and Ab Rahman [64] demonstrated a mobile forensic 
visualization tool that visualized metadata from the Android 
data partitions of different models. Examples of data 
visualization were frequent message texts, top contacts, call 
duration, and location maps. Tool usability was evaluated 
through application functionality testing and user testing. In a 
similar study, [51] presented a tool to visualize WhatsApp and 
WeChat metadata. Examples of data visualization were chat 
history, timeline of chats, frequent contacts, and location maps. 
It was observed that the visualization models and evaluation 
methods used in this study were similar to those of [64]. Both 
studies highlighted the use of forensic visualization to enhance 
forensic analysis tasks for mobile forensics. 

Shidek et al. [65] demonstrated timeline graph visualization 
to display data from WhatsApp chat conversations. The utility 
of the tool was evaluated through questions derived from 
forensic analysis goals: what cyber incident occurred, who was 
involved in the incident, and where, when, and how the 
incident occurred. Also applying timeline graph visualization, 
[66] presented a visualization-based approach to support 
malware investigations on the Internet of Things environment. 
This study applied the data mining method to preprocess DLL 
files and assign weights to represent malicious and benign files. 
It was evaluated using a questionnaire survey for academicians 
and industry practitioners. The respondents were asked about 
visualization evaluation, user experience, and time 
performance. A t-test was used to examine the significant 
difference for performance evaluation. 

Fig. 2 and Fig. 3 summarize the results from the literature 
survey of forensic analysis of IM apps. Further discussion of 
the findings is in the next section. 

 
Fig. 2. Summary of studies in forensic analysis of IM apps (first part) 

 
Fig. 3. Summary of studies in forensic analysis of IM apps (second part) 
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VI. RESULTS AND DISCUSSION 
In this section, we present the results of, and insight on, 

forensic analysis of Instant Messaging (IM) apps and forensic 
visualization for forensic analysis. 

A. Forensic Analysis of Instant Messaging Apps 
The findings are summarized into methods of forensic 

analysis tasks, evaluation metrics, evaluation methodologies, 
and event reconstruction methods. 

Fig. 2 and Fig. 3 present most of the studies manually 
analyzed forensic artifacts of IM apps, while three studies 
demonstrated the use of automated tools to perform forensic 
analysis tasks. A closer inspection of the table shows that the 
evaluation metrics for manual forensic analysis were different 
from those for automated forensic analysis. Origin of data and 
completeness were the most applied metrics to evaluate manual 
forensic analysis. For automated forensic analysis, tool 
performance and tool functionality were the two applied 
metrics. 

Our examination of evaluation methodologies shows that 
the qualitative methodology was more predominant to be 
applied in manual forensic analysis studies. This is likely 
related to the most applied evaluation metrics. For example, the 
evaluation metric of origin of data is more meaningful in a 
qualitative way rather than quantitative. Mixed methodologies, 
on the other hand, are observed as the major selection of 
research designs evaluating automated forensic analysis tools. 

It is identified that very few studies used manual analysis 
method and generate event reconstruction. This is an 
unexpected finding, since event reconstruction is the outcome 
of forensic analysis. A likely explanation is that extensive 
manual tasks might demotivate the research works from 
including event reconstruction in their research questions. This 
was echoed by Kang et al. [67], who highlighted that event 
reconstruction in manual analysis is limited to personal 
knowledge, prone to human errors, and time-consuming. In 
contrast, two out of the three studies that used automated 
forensic analysis included event reconstruction. This further 
supports the benefit of automating forensic analysis tasks, 
which is expediting event reconstruction. 

As evidenced by the number of publications from 2017 
until 2021, it can thus be suggested that IM forensic analysis 
has received significant interest from the forensics community, 
and the research on automated IM forensic analysis is growing. 
Therefore, we argue that automating IM forensic analysis to 
facilitate forensic analysis tasks is a promising research area. 
This is supported by a previous study by Anglano et al. [36], 
which indicated that the automated forensic analysis of mobile 
apps has recently received interest and that their proposed tool 
was able to achieve greater artifact coverage than did previous 
studies. 

B. Research Trends of Forensic Visualization for Forensic 
Analysis 
The research trends were summarized based on InfoVis 

data types, visualization techniques, case studies, and the 
number of publications (see Table II). The InfoVis data types 

were adopted from [53], while the list of visualization 
techniques was adopted from a survey conducted in [68]. 

TABLE II.  TRENDS OF FORENSIC VISUALIZATION APPLICATIONS TO 
SUPPORT FORENSIC ANALYSIS 

InfoVis Data 
Types 

Forensic 
Visualization 
Techniques 

Case Studies References 

Relational 

Bar Chart 
Network Traffic, 
Windows OS, Intelligent 
Transport System 

[62], [63], 
[69] 

Pie Chart Network Traffic, 
Electronic Mail System [57], [60] 

Histogram  Windows OS, Electronic 
Mail System [59], [60] 

Treemap / 
Graph 

Mobile Apps (SMS), 
Network Traffic, 
Windows Diagnostic  Log 

[5], [57], 
[70] 

Multi-
dimensional 
and high-
dimensional 

Colorization 
table, RGB 
Binary 

Container and Virtual 
Machine, Malware 
detection 

[62], [71] 

Text Word cloud 

Mobile Apps (text-based 
communication apps), 
Android Operating 
System, Instant 
Messaging Apps 

[5], [64], 
[51] 

Geo-spatial  Geographic 
maps 

Mobile Apps, Android 
Operating System, Instant 
Messaging Apps 

[5], [64], 
[51] 

Sequential and 
temporal 

Time-based/ 
timeline 

Windows OS, Cloud 
Computing, Internet of 
Things (IoT), Electronic 
Mail System, WhatsApp 
Artifact, Android 
Operating System, Instant 
Messaging Apps, 
Container and Virtual 
Machine 

[64], [72], 
[51], [59], 
[60], [65], 
[62] 

From Table II, we can see that forensic visualization was 
applied in various case studies, including recent computing 
trends, such as the Internet of Things. This finding accords 
with an earlier observation in [52], which showed various 
applications of InfoVis. Similarly, it indicates the generality of 
forensic visualization for incorporation into investigations of 
various digital infrastructures. 

It is observed that each study incorporated more than one 
forensic visualization technique. Furthermore, most of the 
related studies demonstrated the selection of techniques based 
on data types, for example in [64], [57], [61], and [66]. This 
further indicates that different data types may require different 
visualization techniques. Therefore, we argue that the feature 
of the selection of visualization techniques must be 
incorporated in forensic visualization tools to ensure effective 
evidence interpretation. 

Charts and graphs are the major visualization techniques 
applied, and relational is the most studied data type. This might 
be related to the usage flexibility of charts and graphs to 
visualize the relational data type. It can be argued that various 
types of charts and graphs are significant in providing evidence 
interaction, as well as interpretation, to users. For instance, [61] 
demonstrated that various parameters of drone flight data and 
sensor data can be visualized using various types of charts. 
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This is also consistent with the list of visualization techniques 
from a previous survey conducted in [68]. 

Time-based visualization is the second-most applied 
visualization technique. This is an unsurprising finding since 
timeline analysis is a major aspect of forensic investigations. 
The importance of timeline and its connection with digital 
forensics investigations were also echoed in the studies by [25] 
and [23]. Timeline analysis is not limited to examining the time 
of an incident, but it is also applicable to many other purposes, 
for instance, event correlation and time zone determination. 

Word cloud and geographic maps were also applied as case 
studies involving mobile forensics data. This is, therefore, not 
surprising because most smartphone apps comprise textual and 
geo-spatial data. For example, the three case studies of [5], 
[64], and [51] used the word cloud to visualize textual data 
from communication and IM apps. This indicates that the 
metadata from smartphones involved enormous text-based 
data. Therefore, applying a word cloud can help analysts 
quickly understand the patterns of text-based data in relation to 
forensic investigations. Furthermore, incorporating geographic 
maps into the tool would expedite investigators in assessing 
geospatial data without manually examining the data using 
external map applications. 

Another important finding is the evaluation methods of the 
proposed approaches. Table III summarizes the evaluation 
methods observed in the surveyed studies. The most applied 
method is performing technical simulations to evaluate tool 
usability, followed by conducting user testing to evaluate the 
tool, and using a focus group to solve forensic challenges. This 
shows that evaluation methods for visual analysis tools are 
relatively not mutually exclusive. Therefore, there is a need for 
benchmarking evaluation methods in this research area. 

TABLE III.  EVALUATION METHODS OF FORENSIC VISUALIZATION 

Evaluation method References 
Technical simulations (e.g., case studies) to 
evaluate tool usability  [56], [59], [60], [61], [63] 

User testing to evaluate tool functionality and 
performance [64], [51], [62], [66] 

Focus group to solve forensic challenges [57], [58], [65] 

In relation to the automated forensic tools metrics proposed 
by Ayers [32], speed (absolute and relative), reliability, 
accuracy, and completeness are the evaluation metrics used in 
existing studies. This is in line with our finding from 
automated IM forensic analysis tools, which show that 
performance and functionality are the most applied metrics. It 
should be noted that these studies might use different terms to 
describe the metrics. The result suggests that the existing tools 
were validated based on widely recognized metrics of 
computer forensics. 

Despite the benefits of forensic visualization, most of the 
previous studies provided limited discussion on the selection 
criteria of forensic visualization techniques in relation to 
forensic analysis. This reflects the finding in [68] that most 
existing applications do not meet all forensic selection criteria. 
Forensic selection criteria include the following [68]: meaning, 
where the interpretation of evidence remains unaltered by the 

visualization technique used; errors, which is the ability to 
identify and account for errors to prevent evidence from being 
questioned; transparency, which is the ability to examine and 
verify all the data; and timeline, which shows users the events 
that occurred within a specific timeframe. These criteria are 
important to ensure the analysis results are valid and 
admissible in court of law. This observation suggests a 
knowledge gap(s) that needs to be addressed to highlight the 
significance of forensic visualization. 

VII. CONCLUSION AND FUTURE WORKS 
In this study, a literature survey was conducted to examine 

state-of-the-art IM forensic analysis and forensic visualization 
techniques. It appears from our literature survey that both 
forensic analysis and InfoVis are relatively mature research 
areas. However, there is a growing interest in forensic 
visualization and automated IM forensic analysis. This brings 
various research opportunities to fill up the knowledge gaps. 
For instance, there is a need to benchmark evaluation methods 
and metrics in both areas. Furthermore, there is a lack of 
discussion on forensic selection criteria in existing forensic 
visualization works. 

Therefore, our next research work will be conducted on the 
automated forensic analysis of IM applications by integrating 
the forensic visualization approach. Statistical analysis and 
machine learning algorithms would be incorporated to utilize 
the forensic selection criteria in forensic visualization. It is 
expected that the outcomes of this study will significantly aid 
digital forensics practitioners in analyzing and interpreting 
evidence data and aid judicial authorities in understanding the 
presentation of evidence. 
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Abstract—Since most of the road and traffic accidents are 
related to human errors or distraction, the study of irregular 
driving behaviors is considered one of the most important 
research topics in this field. To prevent road accidents and assess 
driving competencies, there is an urgent need to evaluate driving 
behavior through the design of a driving maneuvers assessment 
system. In this study, the recognition and classification of 
highway driving maneuvers using smartphones’ build-in sensors 
are presented. The paper examines the performance of three 
classical machine learning techniques and a novel hybrid system. 
The proposed hybrid system combines the pattern machining 
Dynamic Time Warping (DTW) technique for recognizing 
driving maneuvers and the machine learning techniques for 
classification. Results obtained from both approaches show that 
the performance of the hybrid system is superior to that obtained 
by using classical machine learning techniques. This 
enhancement in the performance of the hybrid system is due to 
the elimination of the overlapping in the target classes due to the 
separation, the recognition and the classification processes.  

Keywords—Driving behavior classification; driving maneuvers; 
pattern matching; machine learning 

I. INTRODUCTION 
According to previous studies in the field of traffic safety 

and road accidents, abnormal or irregular driving behaviors 
have been considered to be one of the main factors that greatly 
contribute to road accidents [1]. With the increase of vehicles 
all over the world, abnormal driving patterns detection and 
monitoring will most defiantly contribute to the reduction of 
road accidents. In addition to the above benefits, studies of 
driving patterns and behaviors have been instrumental in the 
development of advanced driver assistance systems (ADAS) 
and autonomous vehicles (AVs) [2, 3]. Driving behaviors can 
be assessed from two different perspectives namely; drivers’ 
actions or the vehicle’s dynamic state. In the first approach the 
driver is considered as the focal element where a set of 
parameters that affect the driver’s vigilance and attention are 
continuously observed to predict his/her competence to achieve 
the driving course in a robust and safe manner [4]. Drivers’ 
state monitoring systems may contain different modules, such 
as facial recognition systems, physiological signals monitoring 
and drivers’ interaction and control. For example, drivers' 
interaction and control, combined with facial recognition, have 
been shown to be effective in detecting driver fatigue, 
drowsiness, and distraction [4]. 

In the second approach, the dynamic state of the vehicle, 
such as longitudinal and lateral accelerations, braking, is 
monitored to detect and classify abnormal driving patterns or 
maneuvers. In general, signals captured through the vehicle’s 
built-in sensors captured through the CAN-BUS [5, 6], or 
external sensors such as accelerometers and gyroscopes, and 
GPS [7, 8], or a combination of in-vehicle and external sensors 
[9], can be used for the aforesaid purposes. In the past ten 
years, smartphones have emerged as an efficient and very 
reliable tool in this field, since they have powerful 
computational capabilities, richness and variety of built-in 
sensing devices and ability to have multiple ways of 
communication with external devices connected to the OBD-II 
port. Furthermore, smartphones especially with the emergence 
of 5G technology have been enabled to play cooperative 
coordinator between vehicles through vehicle-to-everything 
networks. With all the above listed features provided by 
smartphones, attention has been immensely focused on the 
utilization of smartphones in monitoring and analyzing driving 
behaviors. 

The analysis of driving behavior is dependent on the 
maneuvers to be analyzed as well as the collected data or 
estimated parameters used to describe them. Various methods 
were proposed in the literature to perform this task. The 
simplest approach considers the driving process as a rule-based 
or fuzzy classification problem. A set of thresholds are defined 
or extracted, based on experience or trial-and-error, to assess 
the driving parameters and then classify driving maneuvers [7, 
10-18]. In general, these methods are not reliably accurate 
because the thresholds, fuzzy sets and rules, as well as the 
classification results, are all based on presuppositions. The 
second approach is based on pattern matching and recognition 
techniques, such as Dynamic Time Warping (DTW) [19]. This 
approach is based on measuring the level of similarity between 
captured signals and standard patterns. The disadvantage of 
using classical DTW is the heavy computational burden 
especially when dealing with multivariate time series. 

Recent research has demonstrated that machine learning 
techniques are capable of identifying and classifying irregular 
driving patterns using models and rules that evaluate driving 
maneuvers and then driving behavior. Machine learning 
approaches are generally classified into supervised learning 
approaches and unsupervised learning approaches. Various 
supervised learning approaches, such as K-Nearest Neighbor 
(KNN), Naive Bayes, Decision Trees, and Random Forest (RF) 
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[20], linear regression [21], Support Vector Machines (SVM) 
[22, 23], and Neural Networks [24] require the extraction of 
features, such as statistical values, time domain parameters, 
and frequency domain parameters, for training. On the other 
hand, unsupervised learning approaches, such as K-means 
clustering [25] and Principal Component Analysis algorithms 
[21] can infer and generate rules and threshold-based 
discriminators for clustering purposes. During the past decade, 
different methodologies and techniques have been proposed 
and implemented successfully in the field of driving behavior 
classification [4, 8]. 

In this paper, three classical machine learning techniques 
namely Random Forest (RF), Support Vector Machine (SVM) 
and K-Nearest Neighbor (KNN) were used to recognize and 
classify six highway driving maneuvers. The data required for 
training and testing the machine learning models were 
collected through smartphones' accelerometers and gyroscope 
sensors. Furthermore, a novel hybrid approach based on the 
integration of pattern matching DTW and machine learning 
approaches has also been proposed and investigated in this 
study. The basic idea of this hybrid approach is to separate the 
recognition process from the classification process. The DTW 
developed in this study is used to provide signal similarity 
measures for the input signals, while the three above-
mentioned machine learning techniques were utilized for 
classification. 

The rest of the paper is organized as follows: Section II 
introduces briefly three machine learning techniques, the RF, 
the SVM and the KNN. Section III provides a brief description 
of the structure and workflow of the system. In Section IV, the 
maneuver detection unit is described with emphasis on the 
implementation of an adaptive sliding window. In section V, 
the structure and implementation of the driving maneuvers 
identification unit is presented. Evaluation of the performance 
of the two approaches is presented and compared in Section 
VI. The conclusions are drawn in Section VII. 

II. CLASSICAL MACHINE LEARNING 
A wide range of techniques have been developed to 

recognize and classify driving maneuvers in the literature. In 
recent years, driving maneuver classification using machine 
learning techniques has received increasing attention for the 
evaluation of driving patterns and drivers’ profiling [4]. Three 
machine learning techniques have been used in this study, 
namely RF, SVM, and KNN, for recognizing and classifying 
driving maneuvers. These three techniques will be discussed 
briefly: 

A. Random Forest Technique 
A random forest classifier is an ensemble classifier that is 

made up of a set of decision trees trained on different sub-sets 
of the training data and then their predictions are aggregated to 
improve prediction accuracy and control over-fitting. An RF 
classifier usually uses bootstrap aggregation and boosting, in 
which random samples of the training dataset are selected with 
replacement and trained independently. The use of bagging and 
feature randomness to generate a set of decision tree classifiers 
typically results in high variance and low correlation. As a 
solution to this problem, these decision trees are usually 

connected in parallel and by using majority voting the variance 
is minimized and thus the prediction is improved. The 
implementation of RF classifier is summarized as follows: 
[26]: 

1) Select M random samples from the labeled training set 
using the bootstrapping technique. 

2) Construct a RF with N parallel decision trees. 
3) Form N samples to train the N parallel decision tree 

models as follows: 
a) For each feature x in a given feature set Ni calculate 

the Information gain from the entropy of the classes and the 
entropy of the feature x. 

b) Find the node with the maximum information gain 
and split it into sub-nodes. 

c) Iterate through a and b to form the tree until reaching 
the lowest amount of samples nedded to split. 

4) Repeat steps (1) and (2) to get N tree classifiers. 
5) For testing data, find the prediction of each decision 

tree, and allocate the new data to the category that wins the 
majority votes using the following formula: 

𝑃∗(𝑥) = 𝑚𝑎𝑥𝑦 ∑ 𝐼�𝑁𝑡(𝑥) = 𝑃(𝑥)�𝑁
𝑡=1   (1) 

In the formula, P*(x) is the classification result of random 
forest, Nt(x) is the classification result of each classification 
tree, P(x) is a classification target, and I(⋅) is an indicator 
function which returns 1 if the condition in the argument is 
true, 0 otherwise. 

B. Support Vector Machine 
The main function of the SVM algorithm is to find the 

finest hyperplane in an N-dimensional space that separates the 
data and clusters them based on classes by using a kernel 
function. The SVM is in fact a binary classifier but can be 
extended to handle multi-class classification by training a 
series of binary SVMs or by solving a single optimization 
problem. A high classification rate can be achieved if the 
optimal selected hyperplane has the largest functional margin. 
This margin is represented by the distance of the hyperplane to 
the nearest training data points of any class. For the learning 
process of the SVM algorithm, constrained nonlinear 
optimization is used to obtain an optimal hyperplane. In 
general, a SVM classifier uses a nonlinear mapping function 
that maps the data into a high-dimensional feature space to 
distinctly classify the data points as follows: 

𝑃(𝑥) = ∑ 𝜆𝑖𝐾𝑖〈𝑥 ∙ 𝑥𝑖〉𝑖 + 𝑏         (2) 

Where, λi is support vector, xi is data sample, i = 1, 2,…, 
C; C number of classes and Ki<x⋅x i> are a set of kernel 
functions defined by: 

𝐾𝑖〈𝑥 ∙ 𝑥𝑖〉 = �
𝑒−𝑧1ℎ(𝑥)2 𝑖𝑓 𝑥 ∈ 𝑋1

⋮ ⋮
𝑒−𝑧𝐶ℎ(𝑥)2 𝑖𝑓 𝑥 ∈ 𝑋𝐶

   (3) 

In the above equation h(x) is a binary decision function 
expressed as: 

ℎ(𝑥) = ∑ 𝜆𝑗𝑦𝑖〈𝑥 ∙ 𝑥𝑖〉𝑗 + 𝑏       (4) 
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While xi is the ith sample of the training dataset, which 
includes the N number of samples with C categories and the 
value of the parameter zj can be computed from the chi-square 
test [27]. The final classification decision is made according to 
a rule of the form: 

𝑃∗(𝑥) = 𝑎𝑟𝑔𝑚𝑎𝑥𝐶(𝑤𝑐𝐾𝑖〈𝑥 ∙ 𝑥𝑖〉 + 𝑏)  (5) 

The weighting factor appearing in Eqn. 8 is defined as: 

𝑤𝑖 =
𝑁 𝑛𝑖�

∑ 𝑁 𝑛𝑖�𝐶
𝑖=1

   (6) 

Where, N and C denote the training sample size and 
category size, respectively. ni indicates the sample size of 
every category with i = 1, 2,…, C. 

The implementation of the SVM classifier is summarized 
as follows: 

1) Select M random samples from the labeled training set 
using the 5-fold technique and initialize the kernel matrix Ki. 

2) For each sample x calculate: 
a) Calculate the distance hj(x), {j = 1, 2, …., C}; C 

number of classes. 
b) Calculate the value of the weighting factor wj and 

parameter zj for every support vector. 
3) Find P(x) from Eqn.(2). 
4) Find the new Kernel matrix from P(x) and from the 

previous Kernel matrix. 
5) Repeat steps (2) to (4) until finding the optimal 

hyperplane, i.e hj(x) with optimal functional margin. 
6) For testing data, find the prediction from equation (4). 

C. K-Nearest-Neighbors Technique 
The KNN is a supervised machine learning algorithm for 

classifying classes based on their feature similarity to other 
classes. In the KNN the classification of a certain testing 
sample depends on its distance with respect to other samples in 
the training dataset. The distance between two samples is 
employed to measure their similarity [28]. The distance is 
calculated using different measures such as the Chebyshev 
distance, the Euclidean distance, and more generally the 
Minkowski distance. In this paper the Minkowski distance 
between two feature vectors is used. Where the Minkowski 
distance is a distance measured between two points in N-
dimensional feature space by the following formula: 

𝑑�𝑥𝑖 − 𝑥𝑗� = �∑ �𝑥𝑖 − 𝑥𝑗�
𝑝𝐶

𝑖=1 �
1
𝑝    (7) 

Where xi and xj are two features vectors and p is an integer 
value. 

The implementation of the KNN classifier is summarized 
as follows: 

1) Select M random samples from the labeled training set 
using the 5-fold technique. 

2) Set the value of the nearest data points K which can be 
any integer preferably to be odd integer. 

3) For every point in the testing data do the following: 

a) Compute the distance between the test data and each 
sample in the training data as in Eqn(7). 

b) Sort the distances obtained in (a)in an ascending 
order. 

c) Select the first K rows from the sorted distances 
array. 

d) Assign a class to the test point depending on most 
frequent class of these rows. 

III. SYSTEM STRUCTURE 
Fig. 1, shows the general workflow of the proposed system. 

The system consists of four main interrelated units namely, 
data collection unit, data processing unit, maneuver recognition 
unit, and finally, maneuver classification unit. In this section, 
the functions of the first two units are briefly introduced. A 
detailed description of the operation of these units can be found 
in [29]. 

 
Fig. 1. The proposed system workflow. 

Using calibrated Android smartphones with built-in 
accelerometers and gyroscopes, raw vehicle data was collected 
at a rate of 50 samples/second. The calibration method for the 
smartphones’ IMUs sensors are adopted from [30]. As well as 
the data captured by the IMUs, the smartphones' GPS data was 
used for referencing the location of the vehicle. 

The pre-processing unit is intended to achieve two main 
functions namely, signal filtering, and transformation of 
sensors data to the vehicle's coordinate system. The first 
problem is typically attributed to the fact that the IMUs in 
Smartphones are based on MEMS technology, thus they suffer 
from white Gaussian noise. Furthermore, the sensors are very 
sensitive hence they capture in addition to the variation of the 
dynamic parameters of the vehicle's vibration [30]. Fig. 2 
shows instantaneous captured data for a sample maneuver. A 
locally weighted running line smoother (LOSS) filtering 
technique is used for removing this noise and smoothing the 
recorded signals. The use of this type of filter was investigated 
and its performance was compared with two other filters; the 
one-dimensional Kalman filter and the simple moving average 
filter. The LOSS filter was found to be the best effective 
filtering approach when compared with others, and Fig. 3 
shows a sample of a smoothed signal [29-30]. 

A coordinate reorientation module is integrated with the 
pre-processing to correct the collected sensors' data by aligning 
the smartphone’s coordinate system with the vehicle coordinate 
system. By presuming that the vehicle is driven on a horizontal 
road, during the initial calibration, the vehicle roll and pitch 
angles relative to a tangent frame both can be considered to be 
zero. Furthermore, if the vehicle does not experience any 
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acceleration, the smartphone’s roll and pitch angles can be 
estimated from accelerometer measurements of the gravity 
vector. This can be done using a set of geometrical rotations 
using Euler angles. The determination of Euler angles is fully 
explained in [31]. 

 
Fig. 2.  Raw signals captured by the smartphone’s IMUs. 

 
Fig. 3. Raw and filtered accelerometer signal. 

IV. MANEUVERS DETECTION 
Table I, presents the list of maneuvers that can be detected 

by the proposed system. These maneuvers have been detected 
by an adaptive sliding window with a short-term energy 
endpoint detection algorithm. 

TABLE I.  MANEUVERS CLASSES 

1- Acceleration straight road 
segment 2- Braking straight road segment 

3- Left lane change straight 
road segment 4- Right lane change straight road 

segment 
5- Merging into highway 6- Exit from highway 

Maneuvers are detected in three iterative stages. In the first 
stage a window of 100ms width is used to compute the short-
term energy of the signal. Based on the fact that for an infinite 
sequence of a discrete signal the energy is defined by: 

y�[n] = y[n]W[m − n], m − M + 1 ≤ n ≤ M  (8) 

Where W is a window function given by: 

W[m − n] = �1 0 ≤ m ≤ M − 1
0 Otherwise       (9) 

The energy contained in this short interval then can be 
computed by: 

Ew = ∑ (y[m]W[n − m])2m
n=m−M+1    (10) 

 
Fig. 4. Maneuver detection using short-term energy. 

Once the short-energy is computed it will be compared 
with a set of pre-defined thresholds, as shown in Fig. 4. If this 
energy is less than a specific threshold Tl for the whole 
100msec window, then this frame will be ignored and will be 
considered a non-event. Otherwise, if the energy is greater than 
Tl, then the starting time of the event detected is recorded and 
the short-term energy is computed for a sliding window as in 
Eq. (10). The width of the window will increase by 20msec and 
the short-term energy will be calculated over the whole interval 
of the extended window. For each step in this stage the 
following conditions will be checked: 

• If the computed short-term energy remains less than 
the upper threshold Tu for 1 second or drops below Tl 
in a short time, then this segment will be considered a 
false event and the system will start with a new 
100msec window as in the first stage. 

• When the short-term energy for the extendable sliding 
window is computed to be higher than the upper 
threshold Tu for more than one second, then the system 
will consider this signal as a result of an event. If the 
system records the starting time of the event, it will 
continue to compute the short-term energy for the 
extendable sliding window and compare it with Tu. If 
the short-term energy drops below Tl for more than 
100ms, the system will record the ending time of the 
event. 

V. MANEUVERS IDENTIFICATION 
Generally, supervised machine learning techniques such as 

decision trees, support vector machines, neural networks, and 
many others are used to identify and classify types of driving 
maneuvers in a single process. All these techniques require a 
set of features to represent the input signals such as time, 
frequency or statistical features, for training and testing. In this 
study, sixteen time and statistical features listed in Table II 
were used to train and test the recognition and classification 
performance of the first approach. It should be noted that 
classical machine learning techniques, when trained with time 
and statistical features, cannot provide a clear description of 
how patterns of signals behave. In this regard, it is difficult to 
draw any conclusions from the parameters of the systems. 
Additionally, errors resulting from recognition and 
classification will accumulate and affect the performance of 
these techniques. 
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TABLE II.  SELECTED STATISTICAL FEATURES 

1 Mean 9 Peak to peak value 

2 Median 10 Peak to RMS value 

3 Maximum value 11 Root-sum-of-squares 

4 Minimum value 12 Skewness 

5 Standard of deviation 13 Kurtosis 

6 Mode 14 Range of values 

7 Variance 15 Interquartile range values 

8 RMS value 16 The mean absolute deviation 

Due to the fact that time-varying signals are required to 
recognize the types of driving maneuvers, it has been shown 
that pattern recognition or matching techniques, such as the 
DTW technique, are superior in this regard. DTW identifies the 
types of maneuvers by comparing input patterns against 
standard templates and calculating the similarity level between 
them. As a result of using the DTW method, incoming signals 
can be compared with a predefined standard template 
regardless of any differences in their amplitudes or durations. 
Therefore, it would be likely to have a set of standard templates 
to measure the similarity of maneuvers for different drivers 
[32-35]. It should be noted that the main disadvantage of the 
DTW approach is its extreme computational requirements, 
since it computes the similarity level between all the possible 
patterns in the input signals. In the case that multi-signal 
identification is required, this problem will become more 
complex. Furthermore, a considerable amount of work is 
required to select and compute the reference templates because 
it is very difficult to collect all possible templates that would 
cover all driving styles and behaviors of drivers [19]. 

Fig. 5 shows the basic structure of the DWT unit. The 
DTW technique utilizes discrete dynamic programming to 
determine the similarity between two signals, regardless of any 
difference in time, frequency, or deformation related effects to 
dynamic spatiotemporal differences. In a previous study [29], 
the recognition unit was implemented using (n × m) DTW 
units, where (n) represents the number of signals and (m) 
represents the number of standard patterns for each signal. As a 
consequence, for every detected event, i.e. driving maneuver, a 
(n × m) matrix containing warping cost is derived by 
comparing all the signals with all the stranded templates. This 
study has reduced the amount of computation required by the 
classical DTW technique by reducing the number of signals 
used to recognize driving maneuvers, as well as by utilizing 
energy activation units. In this study, the implementation of the 
DWT technique is based on two facts, which have been 
demonstrated in previous studies. The first is that there are only 
three signals, longitudinal acceleration, lateral acceleration, and 
yaw angle. The second fact is that the signals vary according to 
certain patterns, so their energy depends on these variations, 
see Table III. 

When using the DWT technique to identify the type of any 
signal, a set of standard signals, or templates, are required to 
compare the unknown input signal with them and measure the 
similarity level. The selection of these reference signals for 
each specific class is not a straight forward task since the set of 
the collected signals, for each maneuver class, have different 

time durations and amplitudes. There are three different 
approaches in electing a suitable reference signal from a set of 
measurements namely; the longest common sequence 
approach, the medoid sequence approach, and the average 
sequence approach. In this paper, for a specific DWT unit, the 
signal that has the minimum average of distances with all the 
signals in that set is extracted and elected to be the reference 
signal or template. The details of this novel methodology are 
given in [35]. 

 
Fig. 5. Maneuvers recognition unit. 

TABLE III.  TYPICAL SIGNALS’ PATTERNS FOR DIFFERENT MANEUVER 

Maneuver Type Longitudinal 
Acceleration 

Lateral 
Acceleration Yaw Angle 

Acceleration 
   

Break 
   

Left-Lane 
Change  

  

Right-Lane 
Change  

  

Exit 
 

  

Merge 
 

  

VI. EXPERIMENTS AND RESULTS 
In this work two different approaches were used to 

recognize and classify highway driving maneuvers. The first 
approach utilizes the classical machine techniques described in 
Section II, while in the second approach the DTW and the 
aforementioned techniques were integrated to create a hybrid 
system. With this system, the DTW method will be used for the 
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recognition process while classical machine learning 
techniques will be applied for the classification process. 

A. Experimental Data 
Before exploring the analysis and results, it is worth 

mentioning that the development of the system progressed 
through two levels, the development level and the naturalistic 
driving testing level. 

At the development level ten drivers with different types of 
vehicles and experience were volunteered to drive through a 
16km highway road segment that has different configurations 
and conditions as shown in Fig. 6. Each driver was asked to 
execute the driving maneuvers listed in Table I with different 
categories; i.e. Light, Normal and Hard. All of the vehicles 
were equipped with smartphones that were programmed to 
collect sensor data at a rate of 50Hz and four cameras that 
recorded the surrounding vehicles. Every class of driving 
maneuver was performed by each driver at least five times, so 
the total number of driving maneuvers gathered in this phase 
was 900 samples. This part of the dataset was then presented to 
experts to obtain their judgment and to build the knowledge 
base that is required for labeling the maneuvers. This initial 
dataset was used to train and test the two suggested systems. 

 
Fig. 6. The route used to collect initial dataset. 

The 5-fold cross-validation technique was used from which 
60% of the initial dataset were utilized to generate and extract 
the data and the features that are required in the computation of 
the DTW reference templates, define the lower and upper 
limits that define the range of values of each cluster, i.e. class 
and statistical features vectors for training the systems. 

B. Models Evaluation  
To assess the validation of the two approaches the 

remaining 40% of the initial dataset has been used to validate 
their performance. 

The first assessment of the system was to test its capability 
to detect driving maneuvers, i.e. recording the starting and 
ending time. Fig. 7 shows a portion of a short trip conducted to 
cover some of the basic maneuvers. As shown in Fig. 7, these 
are the raw data that were captured directly from the calibrated 
smartphone’s sensors. Fig. 8 illustrates the pre-processed 
signals, i.e. after smoothing the signals of Fig. 7. As shown in 
the figure, the red rectangles represent the output of the 
maneuver detection unit. As it can be seen, the unit effectively 
detects the beginning and the end of any variation in the input 
signals. According to the testing of maneuver detection unit 
with manually registered maneuvers, the detection rate was 
more than 96%. 

 
Fig. 7. Raw data captured from the smartphone’s sensors. 

 
Fig. 8. Signals after filtration and maneuver detection. 

Three evaluation metrics namely Precision (PR), Recall 
(RC), and F1-score (F1) have been used for evaluating the 
performance of each system in addition to the confusion 
matrix. Precision is generally defined as the probability that a 
certain class of maneuvers is correctly classified in either 
recognition or classification results. In contrast, recall is the 
probability that all maneuvers in a particular maneuver class 
are correctly identified. Finally, the F1-score is determined 
based on both precision and recall, as shown in Eq. (11), where 
a high F1-score indicates the system's overall performance 
quality. 

𝐹1 = 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙

= 2𝑇𝑃
2𝑇𝑃+𝐹𝑃+𝐹𝑁

  (11) 

Where TP is true positive, FP is false positive and FN is 
false negative. All these three values can be found using the 
confusion matrix. 

In the first approach, namely the three classical machine 
learning models, all the statistical features listed in Table III 
were obtained for each segmented maneuver. It should be 
noted that the models are performing both the recognition and 
classification processes. The confusion matrix for the RF 
model is shown in Fig. 9, and Table IV presents a comparison 
for each maneuver of the three models in terms of PR, RC and 
F1. 

As it can be seen from Table IV, the performance of the RF 
model is the highest, where the average precision of the model 
is 0.84, the recall is 0.833 and the F1 score is 0.835. For the 
SVM the parameters are (PR = 0.783, RC = 0.772, F1 = 0.775) 
and for the KNN they are (PR = 0.749, RC = 0.736, F1 = 0.74). 
It is not an easy task to dig for the actual factors behind the low 
performance of the models when compared with the RF. 
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However, both SVM and KNN are not efficient algorithms 
when they deal with large data sets, and they do not function 
well when the target classes are overlapped. The RF model is 
able to handle large datasets because it is based on the bagging 
algorithm which generates as many trees as possible based on 
the testing data and generates an output combining the tree 
outputs. Therefore, the RF techniques can be considered as an 
ensemble learning approach, hence it would reduce the 
overfitting problem in decision trees, reduces the variance and 
improves the accuracy. 

 
Fig. 9. Confusion matrix for the classical RF implementation. 

TABLE IV.  COMPARISON OF THE MODELS FIRST APPROACH 

 RF SVM KNN 

Class PR RC F1 PR RC F1 PR RC F1 

AL 0.85 0.85 0.85 0.89 0.80 0.84 0.83 0.75 0.79 

AN 0.81 0.85 0.83 0.76 0.80 0.78 0.71 0.75 0.73 

AH 0.94 0.85 0.89 0.85 0.85 0.85 0.84 0.80 0.82 

BL 0.89 0.85 0.87 0.89 0.80 0.84 0.88 0.75 0.81 

BN 0.77 0.85 0.81 0.76 0.80 0.78 0.71 0.75 0.73 

BH 0.95 0.90 0.92 0.94 0.85 0.89 0.88 0.75 0.81 

LL 0.89 0.85 0.87 0.88 0.75 0.81 0.83 0.75 0.79 

LN 0.84 0.80 0.82 0.68 0.75 0.71 0.67 0.70 0.68 

LH 0.89 0.85 0.87 0.79 0.75 0.77 0.78 0.70 0.74 

RL 0.89 0.80 0.84 0.88 0.75 0.81 0.83 0.75 0.79 

RN 0.76 0.80 0.78 0.65 0.75 0.70 0.68 0.75 0.71 

RH 0.89 0.80 0.84 0.88 0.75 0.81 0.82 0.70 0.76 

EL 0.81 0.85 0.83 0.68 0.75 0.71 0.70 0.70 0.70 

EN 0.67 0.80 0.73 0.60 0.75 0.67 0.54 0.75 0.63 

EH 0.89 0.80 0.84 0.79 0.75 0.77 0.70 0.70 0.70 

ML 0.85 0.85 0.85 0.79 0.75 0.77 0.79 0.75 0.77 

MN 0.70 0.80 0.74 0.63 0.75 0.68 0.56 0.70 0.62 

MH 0.81 0.85 0.83 0.75 0.75 0.75 0.71 0.75 0.73 

It should be mentioned here that a thorough analysis has 
been conducted in this study to identify the overlap in the 
target classes. It was found that there are two groups of 
maneuvers which could have a high similarity rate between 
their classes. The first group contains the Acceleration, Left-
Lane change and the Merging maneuvers and the second group 
contains the other three maneuver classes. Fig. 10(a) illustrates 
a signal that was manually recorded as a left-lane change, 
while the system recognized it as a merging maneuver. On the 
other hand, Fig. 10(b) shows a break maneuver but has been 
recognized by the system as an exit maneuver. From the point 
of view of the author, this noise in the dataset needs careful 
analysis, hence it will be left to a future investigation. 

In the second approach the same 5-fold cross-validation 
method was used to extract the DTW reference templates and 
again to train and validate the same models but for a specific 
maneuver type. As mentioned previously in this approach the 
DTW unit is acting as a recognition unit while the three 
classical machine learning models are acting as classifiers. 

The performance of the DTW was first tested and it was 
found that the structure of the unit needs some modification to 
overcome the problem of overlapping classes. A simple two-
hidden layers neural network was integrated into the unit, 
where the three measured distances obtained from each DTW 
are fed as an input to this neural network. Fig. 11 shows the 
confusion matrix for the predicted maneuvers. All the 
performance measures, precision, recall and F1-score were 
calculated for the recognition unit and they are equal to 0.95, 
which indicates an excellent validity of the recognition unit. 

 
(a): LLC recognized merge. 

 
(b): Break recognized exit. 

Fig. 10. Examples for misrecognized classes. 

 
Fig. 11. Confusion matrix for the recognition unit. 
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Table V presents a comparison between the three models 
that perform a classification process for each maneuver 
separately. Fig. 12 shows samples of the confusion matrix for 
different cases. Again the performance of the RF model is the 
highest when compared with the others and still the KNN 
model has the lowest performance. The average precision of 
the RF model is 0.908, the recall is 0.905 and the F1 score is 
0.91. These newly obtained results indicate an enhancement of 
9% is achieved when using the second approach. Similar 
improvements were also noticed in the other models, where for 
the SVM the performance indicators are PR = 0.875, RC = 
0.871, F1 = 0.87 and an average enhancement of 12.25%, 
while the performance indicators for the KNN model are PR = 
0.838, RC=0.835, F1 = 0.84 and an average enhancement of 
13.5%. 

 
(a): RF braking. 

 
(b): SVM right-lane change. 

 
(c): KNN merge. 

Fig. 12. Confusion matrices samples for hybrid system initial dataset. 

TABLE V.  COMPARISON OF THE MODELS SECOND APPROACH 

 RF SVM KNN 
Class PR RC F1 Class PR RC F1 Class PR 

AL 0.95 0.90 0.92 0.89 0.89 0.89 0.85 0.89 0.87 
AN 0.86 0.90 0.88 0.81 0.85 0.83 0.80 0.80 0.80 
AH 0.95 0.95 0.95 0.95 0.90 0.92 0.89 0.85 0.87 
BL 0.95 0.95 0.95 0.90 0.90 0.90 0.86 0.90 0.88 
BN 0.90 0.90 0.90 0.81 0.85 0.83 0.80 0.80 0.80 
BH 0.95 0.95 0.95 0.95 0.90 0.92 0.89 0.85 0.87 
LL 0.95 0.90 0.92 0.90 0.90 0.90 0.85 0.85 0.85 
LN 0.82 0.90 0.86 0.81 0.85 0.83 0.80 0.80 0.80 
LH 0.95 0.90 0.92 0.89 0.85 0.87 0.85 0.85 0.85 
RL 0.95 0.95 0.95 0.90 0.90 0.90 0.85 0.85 0.85 
RN 0.86 0.90 0.88 0.81 0.85 0.83 0.76 0.80 0.78 
RH 0.95 0.90 0.92 0.89 0.85 0.87 0.89 0.85 0.87 
EL 0.90 0.90 0.90 0.89 0.85 0.87 0.84 0.80 0.82 
EN 0.81 0.85 0.83 0.74 0.85 0.79 0.70 0.80 0.74 
EH 0.95 0.90 0.92 0.94 0.85 0.89 0.89 0.80 0.84 
ML 0.95 0.90 0.92 0.90 0.90 0.90 0.85 0.85 0.85 
MN 0.78 0.90 0.84 0.81 0.85 0.83 0.81 0.85 0.83 
MH 0.94 0.85 0.89 0.95 0.90 0.92 0.89 0.85 0.87 

C. Naturalistic Driving Testing 
In the second stage of this study, a comprehensive dataset 

was collected by installing only the data collection app onto the 
smartphones of 25 drivers who drove frequently to and from 
various locations and the University of Nizwa, as shown in Fig. 
13. Data collected in this phase is real naturalistic driving data 
based on different routes that are very dynamic and include 
many different types of roads. 

 
Fig. 13. The routes used for collecting the naturalistic dataset. 

After performing the necessary preprocessing for the data 
of each driver, the captured signals were analyzed by an off-
line Matlab code to detect and extract driving actions by using 
the adaptive sliding window described in Section V. Table VI 
provides a list of the number of driving events obtained in this 
phase. 

TABLE VI.  COMPARISON OF THE MODELS SECOND APPROACH 

Type of Maneuver # Type of Maneuver # 
Acceleration 680 Right-Lane Change 495 

Breaking 595 Exit 256 

Left-Lane Change 508 Merge 255 

As a result of the high number of maneuvers obtained from 
smartphone sensors, a separate module was developed to label 
the maneuvers in addition to the suggested system. The module 
uses a semi-supervised labeling system based on the DTW 
technique. The module is similar to the DTW recognition unit 
with the exception that it was specifically designed to identify 
maneuver classes. The only difference between the two 
systems is that there are nine DTW units and each one is 
devoted to a single class of a certain maneuver. A detailed 
explanation of the implementation of this technique can be 
found in [36]. The distance between two time series signals is 
given by: 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴,𝐵) = 𝐷𝑇𝑊(𝐴,𝐵)
𝐸𝐷(𝐴,𝐵)+𝛿

         (12) 

Where A is a standard reference signal, or template used by 
the DTW and Euclidian distance calculation, B is the signal 
that needs to be classified, DTW(A, B) is the distance 
measured by the classical constrained DTW algorithm, ED(A, 
B) is the classical Euclidian distance and d is an extremely 
small positive quantity used to avoid divide-by-zero error. 
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(a): RF exit. 

 
(b): SVM break. 

 
(c): KNN left-lane change. 

Fig. 14. Confusion matrices samples for hybrid system naturalistic dataset. 

Fig. 14 shows the confusion matrix for different cases. As it 
has been expected the RF model has the highest performance 
with respect to the SVM and KNN, while the KNN model is 
still showing the lowest performance. The average precision, 
recall and F1-score are all approximately 0.9, those for the 
SVM are 0.87 and finally those for the KNN are 0.834.  As it 
can be seen, the results are almost the same for both datasets 
and this gives a positive indication that the suggested approach 
is stable and reliable. 

VII. CONCLUSIONS 
Two different approaches are presented in this paper for the 

recognition and classification of highway driving maneuvers 
using smartphone sensors. Raw data captured through 
smartphone’s IMUs sensors are first pre-processed by 
transforming sensors’ data from the smartphone’s coordinates 
system to the actual vehicle coordinates system, then these data 
were smoothed by using the LOSS filter and finally, the 
longitudinal and lateral acceleration and the yaw angle are 
deduced from these data. Three parameters were found to be 
sufficient to recognize and classify driving maneuvers. 

The first approach investigated in this paper utilizes three 
different classical machine learning techniques, namely RF, 
SVM and KNN techniques. Results obtained from this 
approach showed that RF had the highest performance when 
compared to SVM and KNN. This superiority of the RF model 
can be attributed to the fact that the RF model can handle large 
datasets efficiently. It's based on the bagging algorithm and 
uses the Ensemble Learning technique. Nevertheless, it was 
found that the classical implementation of machine learning 
techniques suffers from a serious problem in dealing with noisy 
data, i.e. overlapping in the target classes. It was found that 
there are two groups of maneuvers which could have a high 
similarity rate between their classes. The first group contains 
the Acceleration, Left-Lane change and the Merging 
maneuvers and the second group contains the other three 
maneuver classes. 

In this paper, a hybrid technique is used to overcome the 
overlapping between the classes. The recognition unit of this 

approach utilizes a novel DTW unit that demonstrates an 
excellent recognition rate with F1-Score of 0.95. The maneuver 
classifications are then obtained by machine learning 
techniques. When compared to the classical approach, the 
performance of the novel approach was significantly improved. 

A large dataset was collected from naturalistic driving for 
25 drivers on different highways. About 2800 maneuvers were 
obtained from this dataset. With such a high number of 
maneuvers a semi-supervised labeling system based on the 
DTW technique was used. The module is similar to the DTW 
recognition unit but was trained solely for labeling maneuver 
classes. The second approach was tested on the second dataset. 
Results obtained show a high rate of recognition and 
classification, nearly the same as that obtained with the first 
dataset. 
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Abstract—This paper proposes a system for automatic 

detection of litter and garbage dumps in CCTV feeds with the 

help of deep learning implementations. The designed system 

named Greenlock scans and identifies entities that resemble an 

accumulation of garbage or a garbage dump in real time and 

alerts the respective authorities to deal with the issue by locating 

the point of origin. The entity is labelled as garbage if it passes a 

certain similarity threshold. ResNet-50 has been used for the 

training purpose alongside TensorFlow for mathematical 

operations for the neural network. Combined with a pre-existing 

CCTV surveillance system, this system has the capability to 

hugely minimize garbage management costs via the prevention of 

formation of big dumps. The automatic detection also saves the 

manpower required in manual surveillance and contributes 

towards healthy neighborhoods and cleaner cities.  This article is 

also showing the comparison between applied various algorithms 

such as standard TensorFlow, inception algo and faster-r CNN 

and Resnet-50, and it has been observed that Resnet-50 

performed with better accuracy. The study performed here 

proved to be a stress reliever in terms of the garbage 

identification and dumping for any country. At the end of the 

article the comparison chart has been shown. 

Keywords—Garbage detection; Resnet; TensorFlow; CNN 

I. INTRODUCTION 

India generates 62 million tons of waste every year, of 
which less than 60% is collected i.e. around 25 million tons of 
waste remains in the open and forever stagnating. The country 
is moving towards a technological revolution, work on smart 
cities and sanitation have moved in to the limelight. Still, the 
method of collection of waste products is ancient and 
inefficient. Due to mismanagement of waste in urban and rural 
areas, garbage dumps tend to pile up around corners of 
vicinities creating a source of bad odor and a breeding ground 
for pests and diseases. Often, it is very difficult to find these 
accumulations of waste and eliminate them before they cause 
harm to a colony, neighborhood, locality or a city. The 

efficiency and effectiveness of pre-existing waste control 
measures needs to be improved to save on monetary resources 
utilized in these procedures and preserve the aesthetic value of 
cities. An even more pressing concern is the deterioration of 
healthy living conditions due to these accumulations. The idea 
was to create a product that uses the live feed of CCTV 
cameras on the streets to identify the areas where garbage has 
begun to accumulate. This will assist the garbage collection 
and waste control authorities like the Nagar Nigam in cleaning 
the city in a less time consuming and focused fashion. 

Urban garbage monitoring, currently, is done entirely with 
the help of human resources. In present times all major cities 
have CCTV cameras in place nowadays which have been put 
in for ensuring security, detecting and catching traffic violators 
and perpetrators of criminal activity. Progress has already 
started to be seen in the direction of automating the processing 
of these video feeds with computer vision instead of manual 
monitoring. In better developed cities in the country, automatic 
vehicular number plate capturing and image capturing have 
been devised to catch traffic offenders exceeding the speed 
limit without the efforts of an on-field traffic police officer. 
Similarly, this proposition is to viably use these camera feeds 
for detecting garbage dumps with the help of machine learning 
techniques based in computer vision. This idea is very feasible 
as it does not require changes in the existing infrastructure, 
only nominal additions to deal with the processing needs of the 
software to analyze the video feed, making it not only easier to 
implement but economically viable as well. 

Large advancements have already been made in the field of 
using machine learning techniques using computer vision with 
the concepts of deep learning and neural networks (CNN) 
[1][2]. Frameworks based on these technologies are making 
automation easier as they make the need for human 
intervention redundant in day-to-day tasks. Neural networks 
are used to mimic the human mind to act in place of 
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individuals and focus human resources on much more 
important tasks. Convolutional Neural Networks are used to 
classify images or parts of images into differentiable categories 
by detecting various features of the image like edges, colors 
and backgrounds to classify an object present in it.  Our 
objective is to provide a smart solution for garbage collection 
that analyses live video feeds and highlights garbage present in 
frames. 

This paper is organized as follows, section one is on 
introduction, section two focused on literature review, section 
three is on the methodology which will introduce the 
algorithm; the experiment that will be conducted is introduced 
in section four and lastly section five is a conclusion. 

II. LITERATURE REVIEW 

As per Huang, Kevin Murphy & Wu et al. [3], their work 
provided a model to select a detection architecture that obtains 
right speed/memory/accuracy balance for a given application 
and platform. Various ways were investigated to trade accuracy 
for speed and memory usage in modern convolutional object 
detection systems 

As per Anitya, Kumar & Wu et al. [4], their paper 
introduces a Quick Locale based Convolutional System 
strategy (Quick R-CNN) [13][14] for question recognition. 
Quick R-CNN expands on past work to effectively characterize 
object recommendations utilizing profound convolutional 
systems. Quick R-CNN trains the VGG16 arrange nine times 
more efficiently than R-CNN, is 213 times faster at test-time, 
and accomplishes a higher Guide on PASCAL VOC 2012.  

As per Nurminen, Jukka & Wu et al. [5] in their research 
work modern machine learning based approaches are used, in 
particular, the Yolo neural network system, to detect high-level 
objects, e.g. pumps or valves, in diagrams which can be 
scanned from paper archives or stored in vector or pixel form. 
In this concept, a simulator is used to automatically generate 
labeled training material to the system. A previously trained 
network is retrained to detect the components of interest. 

As per Chen, Chunlin & Wu et al. [6], their research works 
to solve the problem of detecting objects, especially small 
objects, in complex scenes, the authors of this paper have 
proposed a novel module named as Adaptive Convolution 
Block (ACB), which adjusts the parameters of convolutional 
filters corresponding to the current feature maps and then filter 
these feature maps with the obtained convolutional filters to 
generate boosted features. Due to such adaptive convolution, 
the boosted features can pay more emphasis on the exercised 
objects, suppressing the background information caused by 
irrelevant surroundings and improve the detection accuracy. 

As per Huang, Lili & Wu et al. [7], their research focuses 
on instruction-guided object detection, i.e., predicting the 
objects associated with the implementation of a specific 
instruction for intelligent robots. An amendment to the current 
detection paradigm is proposed by incorporating semantic 
instruction description effectively. To address the challenges 
related to picking out instruction-related objects from the 
detection results of a general object detector, a flexible dataset 
is introduced that can well adapt to the variation of the 
instruction set and only annotates instruction-related object 

samples. An amendment to the current detection paradigm is 
proposed by incorporating semantic instruction description 
effectively. 

As per Kharinov, Mikhail & Wu et al. [8], their paper 
focuses on the problem of automatized object detection in color 
images. The explication basing on the classic pixel clustering 
methods is discussed and advanced. The parameter for the 
heterogeneity of image areas is introduced. New methods for 
improving the quality of an image with automatically produced 
object names are suggested. 

As per Liu, Ying & Wu et al. [9], their paper proposes a 
garbage detection system based on deep learning and 
narrowband IOT[16][17]18] concepts. The system 
automatically identifies garbage directly in embedded 
monitoring module, and manages thousands of monitoring 
front-ends via background server [12][25][26][27]and narrow-
band Internet of Things. The improved YOLOv2 network 
model[28] is adopted to do garbage detection and recognition, 
in the front-end embedded module of the system 

As per Hu, et al. [10], their research proposes a method for 
object detection by receiving a user input that specifies one or 
more first regions and one or more second regions in a 
template image. The other regions include furthermore objects 
of interest [19][20][21]. The method further constitutes each of 
the one or more first regions recognizing a third region in an 
image under detection comparable to the first region in the 
template image by matching the image from the point of espial 
with the template image [22][23][24]. The method further 
constitutes computing a transformation function based on the 
similarities from each of the one or more first regions to its 
comparable third region. The method further constitutes the 
computed transformation function to the one or more second 
regions to localize one or more fourth regions in the image for 
the object detection. 

III. METHODOLOGY 

Table I shows the comparisons between CNN Algorithms 
which were implemented until ResNet50 was finalized as the 
final framework. Fig. 1 shows the general progression of the 
research methodology discussed in this paper. 

TABLE I.  CNN ALGORITHMS COMPARISON TABLE 

CNN Algorithms Confidence % 

Standard Tensorflow Algo 75 

Inception v1.0 85 

Faster r-CNN 90 

ResNet50 95 

 

Fig. 1. Flowchart depicting the methodology 
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A. Algorithm Used 

Learning algorithm – Learning algorithm of ResNet is main 
back-propagation algorithm furthermore, continuous and 
online learning algorithm response is applied. 

 

Fig. 2. Residual learning 

 The identity shortcuts (x) [29] can be directly used 
when the input and output are of the same dimensions 
as shown in Fig. 2. 

Y = F(X,{Wi})+X (1) 

 When the dimensions change, A) The shortcut still 
performs identity mapping, with extra zero entries 
padded with the increased dimension. B) The 
projection shortcut is used to match the dimension 
(done by 1*1 conv) using the following formula [29]: 

Y = F(X,{Wi}) + WsX (2) 

 The first case adds no extra parameters, the second one 
adds in the form of W{s}[29]. 

 ResNet50 is 3 layers deep as shown in Fig. 3. 

 

Fig. 3. ResNet50 layer architecture [29] 

1) Evaluation Method 

       
  

       
 (3) 

          
  

       
 (4) 

In this formula, TP, FP, and FN are the number of true 
cases, false positive cases, and false negative cases 
respectively. 

B. Detection Model 

The solution proposed in this research work boasts a 
minimalistic architecture thus does not have many technical 
requirements. Anyone can run the software to its maximum 
efficiency as it requires a live video source as its primary and 
only external component. 

The research work began with intensive research into the 
necessary fields with the help of different research papers 
dealing with detection for custom objects, and several blogs 
detailing similar projects ideas to find the most efficient 
technology stack to be used. Initially work started with 
Tensorflow to run our basic object detection code with its 
library of trained objects, but the confidence threshold of the 
resultant matched objects was never above 50%. To 
circumvent this issue a private python code was used which 
allowed for the use of ResNet50 [29] (A convolutional neural 
network) model increasing the confidence percentage for more 
pixelated images. Running the code on these packages gave 
positive results. Residual learning provides the advantages like 
potentially deeper, thus this study uses this approach. 

Next moving forward, the primary focus was on creating 
and training the main detection model with a custom dataset. 
The dataset is formed of 20000 images of various forms of 
garbage heaps and dumps found all over the world with plans 
to update the source code to implement a self-learning agent 
which learns from the outside environment and makes better 
predictions over time. A Nvidia graphics card along with 
tensorflow-gpu library were used for training. The trained 
dataset was then tested for image files. The threshold in the 
start was 85% but the restrains made the threshold percentage 
to go up to 95%. Finally, custom designed python modules 
derived from the raccon dataset by Datitran were used for 
running the webcam live feed from video source devices, using 
the OpenCV package of python [11]. Multiple webcams feed 
can work in cohesion to create a community network to 
prevent illicit garbage collection throughout a whole smart 
community. Via the output feed, the target location will 
automatically get pinged on the software’s hub portal and all 
active organizations can be informed. The whole process was 
done in an Anaconda environment running Python 3.5 and 
Tensorflow 1.12.0. 

C. Technology 

ResNet-50 is a convolutional neural network that is trained 
on more than a hundred million images from the ImageNet 
database. This network is 50 layers deep and can classify 
images into 1000 object categories. As a result, ResNet-50 has 
learned rich feature representations for a wide range of images 
and has an image input size of 224-by-224. 

TensorFlow is a free and open-source software library for 
dataflow and differentiable programming across a range of task 
and a symbolic math library. It is used for machine learning 
applications such as neural networks. Experience in 
TensorFlow is a standard expectation of the machine learning 
industry. Several python packages are being used here, such as 
SciPy, NumPy, OpenCV3, Pillow, Matplotlib and Keras. 

D. Modules 

Identification of correct Technology/Tools – The project 
started with a search for the correct tools required to 
materialize the project’s vision. Tensorflow was the first 
library to be selected for the training models followed by 
several Python packages like OpenCV, Keras, Pillow. 

Testing Models-Several models like Inceptionv3 and R-
CNN were tried before settling for ResNet50 framework for 
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the training of the module. ResNet50, as shown in Fig. 4, when 
used with Tensorflow was able to provide faster training speed 
as well as better accuracy. 

Collection of Garbage Datasets-Initially the project 
requirement included a large dataset consisting mainly of 
Indian/local street garbage and open dumps. The final dataset 
consists of images taken from SpotGarbage Dataset, some 
public datasets from Kaggle as well a large number of personal 
inclusions. The dataset contains over 15000 training images 
and over 5000 testing images. 

Training the Dataset-To train a robust detection classifier 
the images in the dataset were individually labelled. The image 
.xml data, containing information such as borders and 
dimensions of objects in the images, was used to create .csv 
files containing all the data for the train and test images in 
tabular structures for labelling. With the images labeled, the 
TFRecords were generated that served as input data to the 
TensorFlow training model. Xml_to_csv.py and 
generate_tfrecord.py scripts from Dat Tran’s Raccoon Detector 
dataset were used with slight modifications to the original work 
to include our custom directory structure. Then a label map 
was created and editing of the training configuration file was 
done. Then the training code was executed and it took about 
eight hours and two million steps for the model to be 
successfully trained. 

Coding image/video modules and module for live feeds – 
The coding of the different modules was done in python 
programming language mainly utilizing the OpenCV package 
and the trained dataset in an anaconda environment running via 
a command line prompt. 

 

Fig. 4. A standard ResNet50 network 

Testing of the Dataset- The trained module can be utilized 
to detect garbage in an image, video or a live webcam feed. 
Table II shows the summary of the test results. 

TABLE II.  SUMMARY OF TEST RESULTS 

Number of test pictures 5000 

Test Speed 0.71 

Average Detection Accuracy                  85.07 

Detection Accuracy Variance 0.089 

IV. RESULTS 

Fig. 5 shows the prototype used in the experiments. The 
first prototype worked with object detection for all preexisting 
libraries of Tensorflow only on images. It can be seen in 
Fig. 5(a) that both the objects are being detected as dogs along 
with a confidence percentage.  The second prototype worked 
with the designed custom garbage database running classifier 
on images, videos. It can be seen in Fig 5(b) that separate 
dumbs of garbage are also shown as separate labels rather than 
just one. The third prototype worked with the designed custom 
garbage database running classifier on live feed. This is the 
finalized product, as it can be seen below in Fig. 5(b), the 
garbage dump present in the frame running on a live footage 
can be segmented very precisely and is detected with a very 
high certainty level. The comparative algorithmic confidence 
percentage is shown in Table III below. 

TABLE III.  COMPARATIVE ALGORITHMIC % CONFIDENCE 

CNN Algorithms Confidence % 

Standard Tensorflow Algo 75 

Inception v1.0 85 

Faster r-CNN 90 

ResNet50 95 

 
(a) 

 
(b) 
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(c) 

Fig. 5. Prototype (a) 1, (b) 2 and (c) 3 

In Fig. 6, it has been observed that the total loss during 
training and the chart shows the decrement of the loss with 
respect to the time. 

As per Fig. 7 which shows the comparison chart between 
various CNN algorithms such as Standard tensorflow algo and 
inception as well as faster r-CNN and ResNet, and it can be 
observed very clearly that Resnet 50 worked absolutely fine 
and with increased level accuracy. 

 

Fig. 6. Total loss during training 

 
Fig. 7. CNN algorithms comparison chart 

This paper proposes a live garbage detection product which 
can be used by private as well as public authorities alike. It can 
be developed further to provide a wide array of services like 
distinguishing between biodegradable, non-biodegradable and 
toxic wastes, classification of waste like glass, paper, polythene 
etc., even determining the best and most economical process 
for different types of waste segregated from the dumps. 

V. CONCLUSION 

This research work proposes a solution to the garbage 
collection problem, faced by many in the modern communities. 
It is an automated garbage detection solution which can be 
used by garbage collection authorities as well societies alike. It 
entails live video analysis (like CCTVs) for identification of 
open garbage dumps and unofficial land dumps in streets, 
societies etc. For garbage detection several frameworks were 
utilized like the ResNet50 model and the Tensorflow 
technology to custom train a model. OpenCV3 along with 
other packages of python were implemented to run the live 
video feed.  The implementation still needs to map every frame 
faster which can be done using better models and a larger 
dataset for training, so as to decrease the lag suffered during 
video testing. The dataset can also be implemented in a 
improved manner by specifying the dataset towards a state or 
city for better accuracy. 

In the future versions of the project there are plans to 
implement- 

 Classification of garbage into various categories like 
Biodegradable, Non-Biodegradable, Hazardous and 
Recyclable wastes. 

 Train the model for a large dataset and differentiate 
waste into different classes like cardboard, glass, paper, 
plastic, tin/metals etc. 

 Suggest the best methods to treat the various types of 
garbage identified by the software. 

 Integrate the machine learning model and deploy it on 
mobile and various IOT devices. 

 Shift the model on a cloud-based system for an even 
faster detection and better accuracy [15]. 

This venture can help in cleaning the streets of the country 
also increase public awareness over the subject as well. Some 
quality of life improvements are still needed in the project, but 
with the lack of other similar service in the market it’s a step 
forward in the right direction. 

This article mainly contribute towards identification and 
predict the garbage and dumps with the help of CCTV and 
video segments. The performance of the model is also at par 
from the other algorithms and comparatively satisfactory. 
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Abstract—One of the most important concerns facing urban 

regions across the world is air pollution. As a result, it's critical 

to monitor pollution levels and notify the public on the state of 

the air. An indicator called the Air Quality Index (AQI) does this 

by mapping the concentration of different contaminants into a 

single number. Because the examination of pollutant data is 

frequently opaque to outsiders, poor environmental control 

judgments may result. This has led to a need for a tamper-proof 

pollution management system for use by authorities, like the state 

and central pollution boards.  To address these challenges, a 

model using machine learning algorithms to predict the air 

quality and store that information in the blockchain is proposed. 

Machine learning algorithms are used to categorize the air 

quality, and blockchain technology guarantees a permanent, 

tamper-proof record of all air quality data. Such a system might 

address the persistent issues with data dependability, 

immutability and trust in pollution control. The execution time of 

two main operations on blockchain are measured. The execution 

time of the put block is measured as 10 ms and the get block gets 

executed in 1 ms that fetches data from the blockchain ledger. 

Keywords—Air pollution; air quality index; machine learning; 

blockchain technology 

I. INTRODUCTION 

Air quality refers to how well the air is suited for breathing 
by people, animals, and plants. An average healthy person 
breathes approximately 14,000 liters of air each day. As a 
result, poor air quality may have an effect on the quality of life 
for both the present and future generations by hurting human 
well-being, the environment, the economy, and urban 
sustainability. 

 

Fig. 1. Air quality index (AQI) category range 

The government keeps an eye on the air quality in various 
locations to determine the pollution level and to ensure that 
pollutant levels are within acceptable limits for human health. 
Air quality agencies can better plan how and when they will 
take action to safeguard the public's health by identifying how 
much pollution is present in a given location. Fig. 1 shows the 
AQI category range of the major pollutants. 

The current technique for tracking industrial pollution is 
centralized, with a lack of openness and the possibility of data 
falsification. As a result, a consistent and tamper-proof 
mechanism must be utilized, such as secure software with data 
encryption and simultaneous data transfer directly to the 
regulator. Blockchain delivers Distributed ledger technology 
(DLT), which possesses the potential to solve many of the 
present system's open issues. Blockchain nodes are a network 
of multiple storage and computing devices that replicate data 
over a highly available and fault-tolerant infrastructure. Thus, 
blockchain facilitates the operation of a distributed database 
that is transparent and tamper-resistant. There is a need to 
design and develop an application using machine learning to 
predict Air quality category and store it on the blockchain that 
ensures it is tamper-proof and secure. The proposed system has 
three modules namely machine learning model, Blockchain 
network and Client application 

The machine learning model is trained using industrial air 
pollution data. Supervised learning algorithms such as random 
forest classifier, decision tree classifier and Naive Bayes are 
used to predict the air quality index and the quality range of the 
given input data. The design of the ML model has these phases. 
The dataset comprises pollutant concentration information 
from over 15 industrial areas across India. This data set has 
around 37-40 pollutants, but the seven most appropriate 
pollutants are considered. The dataset is cleaned and 
partitioned into training and testing data. On comparing the 
results, best results were obtained from decision tree classifier 
with an accuracy of 99.6%. 

The next module is the Blockchain network. The chaincode 
contains the ML model deployed in it. Once the client supplies 
the data to the blockchain, the chaincode that has the ML 
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model will start executing. Once the air quality category has 
been predicted, it is sent as a transaction to the users of 
blockchain for endorsement according to the endorsement 
policy decided prior. The users of this system are the members 
of state and central pollution control boards. The transaction is 
then ordered and validated by the respective chain code. If the 
transaction is validated, it is stored on the ledger. 

S. Benedict [1] proposed a blockchain enabled IoT cloud 
implementation to tackle the existing issues of security hazards 
and performance inefficiencies in smart cities. It particularly 
highlights the implementation of chaincodes for air quality 
monitoring systems in Smart Cities. The proposed architecture 
named as IoT enabled Blockchain for Air Quality Monitoring 
System (IB-AQMS) is illustrated using experiments. 

Abu Buker [2] proposed an indoor AQI monitoring system 
to predict the AQI through the Neural Network Algorithm and 
Block-chain. The Indoor Air Quality system consists of sensors 
such as temperature, humidity, Carbon Di Oxide, Particulate 
Matter, Carbon Mono Oxide, and LPG. The Neural Network 
decision-making model is used to predict the AQI. The 
suggested IoT-based smart block-chain technology plays a vital 
role by imparting scalability, privacy, and reliability. 

The significant objectives of proposed work are: 

 To design and experiment with Random Forest 
classifier, Decision tree classifier and Linear regression 
algorithms to predict air quality category and consider 
the one with best accuracy. 

 To implement blockchain-based solutions to resolve the 
ongoing issues with data dependability in pollution 
monitoring. 

 To ensure a permanent, immutable record of all air 
quality data of industries. 

 To develop GUI for the user to maintain an immutable 
record of all air quality information. 

The organization of the paper is as follows: Section II 
discusses about the background literatures used for modelling 
AQI index and use of blockchain based technology for storing 
data. Section III elaborates the proposed solution and discusses 
about detailed implementation followed by discussion of result 
in Section IV. Finally, the conclusive remarks are provided in 
Section V and future scope is presented in Section VI. 

II. BACKGROUND 

The work [3] by S. Mahanta investigates the efficacy of 
different existing prediction models in forecasting AQI values 
based on input values. According to Dyuthi Sanjeev's article 
[4], the AQI is calculated based on pollutants or attributes that 
have the greatest impact on air pollution. The Random Forest 
model is the most efficient, according to the research, with a 
score of 99.4 percent accuracy. Timothy M's research [5] 
proposes a method for evaluating air quality by building 
prediction models that link sensor data to an air quality score. 
Aditya C R [6] uses logistic regression to determine if a data 
sample is contaminated, as well as auto regression to predict 
future PM2.5 values based on present PM2.5 data. The study's 

purpose [7] is to examine a range of existing prediction models 
to see how effective they are at predicting data from the study 
area. 

Yue-Shan Changa [8] offers an ALSTM (Aggregated Long 
Short-Term Memory Model) that combines regional air-quality 
monitoring stations, industrial zone stations, and external 
emission source stations. Mahmoud Reza Delavar's [9] study 
provides a novel method for predicting air pollution in urban 
regions based on both stationary and non-stationary sources, 
using machine learning and statistical approaches. 

This study [10] will be using Data Mining and Machine 
Learning models in this research project, to forecast the AQI 
and classify the AQI into buckets labeled as Good, 
Satisfactory, Moderate, Poor, Very Poor and Severe. 
Regression models are used to predict AQI. In order to predict 
AQI bucket, KNN (K Nearest Neighbors) algorithm with 
repeat CV classification is used. Station-level data from Indian 
cities was used to accurately classify and forecast AQI Labels. 
KNN and repeat CV classification performed best in terms of 
accuracy. M. Lücking et al. [11] offer a software design for a 
pollution monitoring system (PMS) based on distributed ledger 
technology and the long-range protocol, which is described in 
this paper. It provides adaptable, traceable, and energy-efficient 
monitoring. Multiple unresolved issues in the functioning of 
pollution monitoring systems, such as storing data that is 
invalid or susceptible to tampering, are addressed by 
distributed ledger technology in a Hyperledger Fabric 
blockchain. 

One of the prime components of blockchain is 
cryptography for providing confidentiality and authentication 
using efficient keys. In regard to this author Vaneeta in paper 
[12] proposes multi-tier framework by including a superior 
authentication scheme using enhanced public key encryption 
and digital signature. Sina Rafati Niya's paper [13] proposes an 
automated approach for measuring, monitoring, and storing air 
and water quality in factories, lakes, and other sites, based on 
an IoT and Blockchain-based system. 

The proposed system in paper [14] collects real-time air 
pollution data from industrial locations using 5G wireless IoT 
sensors and transmits encrypted blockchain data to the index 
measurement service and cloud via a periodic blockchain 
transaction. This device enables real-time pollution monitoring 
in industrial settings and also protects data from tampering. 
The distributed messaging protocol and blockchain's 
encryption technologies increase the efficiency of data 
processing and exchange, while maintaining data integrity. The 
main objective of this research study [15] is to give an 
overview of technologies such as Artificial Intelligence, 
Blockchain and Internet of Things (IoT) and their current 
applications in the fields of public healthcare and the 
environment. 

Air pollution has been a source of great concern for a long 
time, but it has come to the attention of stakeholders only 
recently. The Air Act of 1981 was the piece of legislation that 
established the requirement for air quality monitoring and 
opened the door to the monitoring techniques employed in 
India under the CPCB's oversight. This study [16] suggests that 
we adopt a thorough approach to manage air pollution. In this 
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paper [17] development of less expensive, simple-to-use, 
portable air pollution monitoring sensors, which deliver high-
time resolution data in almost real-time and makes access to 
environmental data convenient is discussed. A variety of air 
contaminants can already be monitored by sensor devices, and 
new technologies are constantly being developed. 

Regulating and monitoring pollution emissions becomes 
increasingly essential for battling the illness. This research [18] 
proposes an Internet of Things (IoT) based system that uses 
low sensors to monitor pollutants. It is developing a hardware 
layer of device that is capable of measuring concentrations of 
pollutants by means of three sensors, respectively, MQ-131, 
PMSA003 and MICS-6814. The given research study [19] 
proposes use of Internet of Things (IoT) sensors to periodically 
collect air quality information such as pollutant concentration 
and transmit the same over Low power wide area (LPWA) 
network. IoT cloud is used to process and analyze the data. The 
participatory urban sensing architecture for PM2.5 monitoring 
described in this research [20] has more than 2500 devices 
operating in Taiwan and 29 other nations. The framework's 
open system design, which is built on the ideas of open 
hardware, open source software, and open data, is its defining 
feature. 

The paper [21] introduces CNN-ILSTM, an Air Quality 
Index prediction model based on Convolution Neural 
Networks (CNN) and Improved Long Short-Term Memory 
(ILSTM). The experimental data set includes air quality data 
from 00:00 on April 4, 2019 to 23:00 on June 30, 2021 in 
Shijiazhuang, Hebei Province, China. Air pollution is affecting 
public health and causing a slew of health-related issues, 
resulting in a significant medical bill each year. Taking air 
quality information into account, the study [22] offers a safe 
path when the air quality index is poor to reduce the impact on 
human health. Dijkstra's method is used to discover the safest 
path between source and destination. This study also points out 
research gaps in various studies on similar grounds. The first 
completely expandable blockchain architecture for supporting 
distributed applications is called Hyperledger Fabric. 
Additionally, Fabric is the first blockchain platform to support 
distributed applications created in common, all-purpose 
programming languages, independent of a native coin as a 
system backend. 

As indicated in the study [23], Fabric proposes a 
revolutionary architecture that is evocative of middleware-
replicated databases and isolates transaction execution from 
consensus while enabling policy-based endorsement. Author 

Sangeetha in paper [24] proposed that Security issues are 
one of the core problems in mobile adhoc networks 
owing to the decentralized architecture. The proposed 
system introduces a new scheme that acts as multi-layer 
security under two different stages and enhances security in 
MANET’s by modelling the different interactions among a 
malicious node and with a number of legitimate nodes. 

Based on two publicly accessible datasets, this paper [25] 
regression models using support vector regression (SVR) and 
random forest regression (RFR) to predict the Air Quality 
Index (AQI) in Beijing and the nitrogen oxides (NOX) content 
in an Italian city. The performance of the regression models 
was assessed using the root-mean-square error (RMSE), 
correlation coefficient (r), and coefficient of determination 
(R2). SVR based model predicts AQI better whereas RFR 
based model predicts NOX concentration better. According to 
study in this paper [26], most of the research on Air quality 
uses Machine learning techniques and Big data analytics on 
data collected by IoT sensors. Aim of this study is to evaluate 
such techniques on air quality forecasting. Based on the 
observations made, study suggests the need for more research 
and development in real time air quality monitoring. To suffice 
the needs of future cities, an integrated air quality monitor with 
hybrid machine learning models can be developed that address 
impacts of dynamic quality on various atmospheric levels. 

Research paper [27] proposes a real-time IoT based system 
for air quality monitoring. Study uses models such as CNN-
LSTM-BOA (Convolution Neural Networks-Long Short Term 
Memory-Bayesian Optimization Algorithm) and other baseline 
models such as SVM (Support Vector Machine), ANN 
(Artificial Neural Network), Ensemble model. The LSTM 
model proved to be good for prediction. Results suggest that 
the proposed models perform better than baseline models. As 
part of further research, this study also suggests using statistical 
criteria, AI algorithms can evaluate performance and compare 
the results to publicly available data sets. Proposed technique 
in paper [28] used IoT sensors and Artificial Intelligence 
techniques that are said to reduce implementation costs to ⅔ 
since before. The proposed model includes wireless sensor 
nodes to measure gas concentrations (MQ series) which are 
connected by IEEE 802.11 Wireless LAN AP to an IoT cloud 
that stores and maintains data in turn connected to a machine 
learning model responsible for predicting air quality levels. 
Model uses ARIMA prediction technology which stands for 
differential autoregressive moving normal model. 

Research [29] proposes a predictive model using a 
multilayer perceptron, support vector regression and linear 
regression to predict future condition of air quality in a vehicle, 
based on data collected from sensors. Performance of these 
models can be evaluated using Root mean square error, 
coefficient of determination (R2), Mean Squared Error and 
Mean Absolute Error. For data collected, the support vector 
regression model had the highest performance in terms of R2 
and had a lower error rate.  

III. PROPOSED SOLUTION 

The suggested system's mechanism is depicted in Fig. 2. It 
demonstrates how the entire technique is broken down into five 
system implementation components. 
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Fig. 2. System components

A. Data Collection 

 Web scraping is used to collect data for the seven 
pollutants directly from the official CPCB website. This 
scraped data is given as input into the machine learning 
model deployed as the chaincode on the blockchain 
network. Chaincode then gives the AQI category as 
Good, Satisfactory, Moderately polluted, Poor, Very 
Poor and severe. The values of all seven pollutants and 
AQI categories are then stored on the distributed ledger. 

 The web scraping process is divided into three steps. 
The first step is to set up to and from dates. For these 
consecutive dates 24hr-data is received. Second, is to 
pull the data for the setup dates in JSON format and 
finally, to parse this data and store this in a table form. 
The data is collected from an industrial area named 
Peenya in the city of Bangalore in Karnataka, India 
which is one of the biggest industrial areas in Asia. 

 The data set is obtained from the Central Pollution 
Control Board's official website (CPCB). The website 
has around 15 stations in industrial areas all over India. 
The data is from Jan 1st 2020 till April 23rd 2022 for 
seven pollutants. Data is being considered on a 24-hour 
basis for five pollutants (PM2.5, PM10, NO2, SO2, 
NH3) and eight hourly basis for two pollutants (CO and 
ozone). The dataset has around 12600 rows. 

B. Machine Learning Model 

 The above air pollution data set is divided 80 percent 
for the machine learning model's training and 20 
percent for its testing. Supervised learning methods- 
Linear regression, Random Forest classifier, and 

Decision Tree classifier were the three machine 
learning techniques used to predict the air quality 
category of the given input data. The core nodes of the 
decision tree classifier represent dataset properties, the 
branches represent decision rules, and each leaf node 
represents the classification outcome. A 99.56 percent 
accuracy rate was generated by the decision tree 
classifier. 

 Random forest algorithm is considered as an ensemble 
learning algorithm. The algorithm's core concept is to 
construct short and weak decision-trees with few 
attributes, in parallel, and then merge the trees to 
generate a single, powerful learning model by taking 
the majority vote or by just taking the average. An 
accuracy score of 99.06 % was observed for this model. 

 Linear regression, a supervised learning algorithm, is 
the most common regression model which is used to 
determine how the independent variable(s) and the 
dependent variable are related. It is employed to 
ascertain how the value of the independent variable 
affects the value of the dependent variable. Finding the 
best fit line is essential when using linear regression 
since it reduces the error between the actual and 
projected values. A sloping straight line is used to 
represent the connection between the variables. The line 
that fits the data the best is the one with the least error 
or inaccuracy. An accuracy score of 91.79 % was 
observed for this model. Comparing the three learning 
algorithms. Decision tree classifier produced the most 
accurate results, with a 99.56 percent accuracy. 
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C. Blockchain Network 

A blockchain is a type of distributed ledger or database that 
securely and impenetrably keeps a chain of data in the form of 
blocks in chronological order. The chain of blocks, also known 
as a ledger, is continuously expanding, thus new blocks are 
added to the end of the ledger. Each new block retains a 
reference to the content of the preceding block using a hash 
value. The distributed ledger material is secured using the 
public key encryption process, which also ensures consistency, 
irreversibility, and non-reputability. The block's immutability, 
anonymity, and compactness are guaranteed by the use of a 
cryptographic one-way hash function, such as SHA256. In a 
peer-to-peer (P2P) network, the ledger and its contents are 
copied and synced among several peers, forming a distributed 
ledger. There are three basic categories of blockchains: 
consortium blockchains, private permissioned blockchains, and 
public permissionless blockchains. All blockchain data is open 
to and visible to the general public since the permissionless 
blockchain type stresses the public component. The Bitcoin 
and Ethereum blockchains are two examples of such a 
blockchain. A private blockchain, on the other hand, permits 
only selected nodes to join the network, making it appear to be 
a type of distributed but nonetheless centralized network. 
Combining the two, the consortium blockchain only allows a 
predetermined set of nodes to take part in the distributed 
consensus process. 

The proposed work implements private blockchain using 
Hyperledger Fabric. Hyperledger Fabric is a distributed ledger 
platform that is open-source and enterprise-ready. It features 
extensive privacy controls that ensure that only the information 
you want shared with "permissioned" (known) network 
participants is shared. 

The operation of fault-tolerant distributed ledgers is 
principally due to distributed ledger technology (DLT). Each 
distributed ledger node keeps a local copy of the data, and new 
data is added to the ledger in the form of transactions. New 
transactions are validated using digital signatures and saved in 
node memory, which is then passed on to other DLT nodes in 
the network. Eventually, approved transactions are either 
directly put to the ledger or recorded in a block and then added 
to the ledger. Most DLT consensus systems (like Kafka or 
Raft) or even Byzantine fault-tolerant ones are crash-tolerant 
(e.g., Nakamoto consensus). Crash fault tolerance is the 
capacity of a consensus mechanism to reach consensus across 
all validating nodes notwithstanding the (temporary) 
unavailability of nodes. 

Comparing private-permissioned distributed ledgers versus 
public-permissionless distributed ledgers, the former frequently 
provides greater flexibility (maintainability), faster speed 
(rapid transaction confirmation and maximum throughput), and 
a high level of transparency. 

The users of our blockchain network are the State Pollution 
Control Boards (SPCB), Central Pollution Control Board 
organization (CPCB) and an orderer organization. All the three 
organizations form a private ―subnet‖ of communication called 
channel as shown in Fig. 3. 

 
Fig. 3. Blockchain architecture 

Chaincode (smart contracts) in Hyperledger Fabric are 
small programs written in Go, JavaScript/TypeScript or Java 
that contain the business logic to be executed as transactions on 
the blockchain. The chaincode has methods to store data 
received from machine learning models and query the ledger. 

To digitally sign the response and endorse the transaction, 
the endorsement system chaincode is employed. After the 
transaction is ordered, a validation system chaincode compares 
the endorsements in the transaction to the endorsement policy 
defined for the chaincode. If the policy on endorsement isn't 
followed, then that transaction is marked invalid. Once the 
transaction has been endorsed, it is ordered and validated by 
respective peers and chaincode. If the transaction is validated 
successfully, it is stored on the ledger and every peer will 
maintain a copy of the same. Otherwise it is rendered 
unsuccessful. 

Every transaction should be endorsed by either peers of 
SPCB or CPCB organizations, which is mentioned in the 
endorsement policy. Orderer nodes sequence groups of 
approved transactions into blocks and bundle them. These 
blocks are added to the blockchain. The Orderer then 
distributes blocks to all peers associated with it. Every peer 
validates the distributed block separately, maintaining 
consistency, to ensure the block is endorsed by the peers of the 
right organization and follows the endorsement policy. To 
prevent altering the ledger's state, all invalidated blocks are 
appended to an immutable block that was produced by the 
orderer and was designated invalid by the peer. 

For a transaction to occur between the client application 
and the blockchain network, the client application primarily 
needs to have a certificate saying it can interact with the 
blockchain network and should have the necessary information 
of the network. The steps in transaction are as shown in Fig. 4. 

1) The client application enrolls a user in order to get a 

valid certificate required to communicate with the 

Hyperledger Fabric blockchain network. Next the client 

application calls one or more peers to discover the network 

and since Hyperledger fabric is a private permission 

blockchain, users get to access only a part of the network. This 

step is not to be performed before every transaction. Once the 

required certificate along with topology of the required part of 

the blockchain network is obtained by the client application, 

the actual transaction process can be started. 
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Fig. 4. Transaction proposal 

2) Transaction proposals are sent to peers by the client 

application. These transactions should satisfy the endorsement 

policy, hence peers simulate the transaction by calling the 

smart contract which determines what has to be read and what 

has to be written to the world state based on their copy of the 

ledger if the transaction succeeds. This information along with 

the digital signatures from the peers is returned to the client 

application. 

3) The client application next sends the transaction (which 

contains the simulation results and peer signatures) to the 

ordering service. 

4) The ordering service creates a block once it has 

collected, validated, and ordered the appropriate number of 

transactions. The block is then transmitted to the channel's lead 

peers, who pass it along to the other peers. 

5) The transactions are validated and applied by each peer 

that receives the block. The world state databases are updated 

with the transaction read/write sets as well as the blockchain 

copies on the peers are appended with new transactions. 

6) The client application is expected to wait until relevant 

peers notify them that the transaction has been successfully 

completed. This notification indicates that it actually was 

appended to the blockchain network on a given peer. 

Fig. 5 presents the flowchart of GUI system. The user 
application is for SPCB and CPCB. Once they access the 
website they can click on ―START NETWORK‖ to start the 
network setup. Once the network is up and running, one can 
enroll the admin by clicking ―ENROLL ADMIN‖ and once 
this is done, the admin user can be registered through 
―REGISTER USER‖. 

D. GUI 

The major functionality of the client is to collect values of 
pollutants on a 24 hr basis and transfer these to the blockchain 
along with the details of the concerned industrial area. The user 
inputs the ―to‖ and ―from‖ date after clicking the ―PUT 
BLOCK‖ button as shown in Fig. 5 for which the required data 
is to be extracted. Once the date is entered, the concentration 
values of each pollutant for that particular ―to‖-date is fetched 
and displayed with the help of an API designed by us. The 
pollution data is then sent to the ML model with the help of 
another API. The model then calculates the AQI and 
determines the AQI category. This predicted category is then 
stored in the blockchain ledger along with the prefetched 
pollution data. Further, the ledger can be accessed through the 
GUI by clicking on the ―GET BLOCK‖ button and the 
contents are displayed as shown in Fig. 5. 

 

Fig. 5. GUI of the system 

E. Users 

The users of our system are the State pollution control 
board (SPCB) and the Central pollution control board (CPCB). 

The SPCB is a council that analyzes, supervises, and 
partakes in an inquiry. The Board has a team of experts and a 
testing facility to evaluate the quality of various samples taken 
from industrial areas' soil, water, and air samples. It operates in 
accordance with the guidelines that the government 
occasionally sets. The CPCB advises the government and 
SPCB on issues pertaining to the implementation and 
enforcement of the Air, Water, and Environmental Acts. 

IV. SYSTEM IMPLEMENTATION 

Steps in setting up blockchain Network: 

1) Generate certificates using cryptogen tool: All entities 

must be first recognized and granted permission before 

entering a consortium network under a permissioned 

blockchain. With the help of a bin/cryptogen tool provided by 

Hyperledger Fabric, crypto material is created. The 
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cryptographic components of the Test Network are created 

using a configuration file, and the finished product is stored in 

the directory structure. Along with these and docker compose 

files consortium network can be started. 

2) Generating orderer genesis block: A "genesis block" is 

the initial block of a freshly established channel and first block 

of the "orderer system channel". 

3) Generating channel configuration transaction 

'channel.tx': The shared configuration for a Hyperledger Fabric 

blockchain network is stored in a set of configuration 

transactions, one per channel. 

4) Generating anchor peer update for Org1MSP and 

Org2MSP: Peers that are present outside of the organization 

are known as anchor peers. Any communication between 

organizations needs anchor peers. 

Build your first network (BYFN) end-to-end test 

Channel name: mychannel 

Creating a channel… 

Channel 'mychannel' created 

This will launch all of the containers, and then drive a 
complete end-to-end application scenario. 

5) Having all peers join the channel… 

a) peer1.org1 joined channel 'mychannel' 

b) peer0.org2 joined channel 'mychannel' 

c) peer1.org2 joined channel 'mychannel' 

Administrators can conduct channel-related actions on a 
peer, such as joining the peer to a channel, using the peer 
channel command. 

6) Updating anchor peers for org1... 

a) Anchor peers updated for org 'Org1MSP' on channel 

'mychannel' 

Updating anchor peers for org2… 

b) Anchor peers updated for org 'Org2MSP' on channel 

'mychannel' 

7) All GOOD, BYFN execution completed 

 Installing smart contract on peer0.org1.example.com 

 Installing smart contract on peer0.org2.example.com 

 Instantiating smart contract on mychannel 

 Waiting for instantiation request to be committed … 

 Submitting initLedger transaction to smart contract on 
mychannel 

 The transaction is sent to the two peers with the 
chaincode installed (peer0.org1.example.com and 
peer0.org2.example.com) so that chaincode is built 
before receiving the following requests 

8) Total setup execution time: 181 secs … 

V. RESULTS AND DISCUSSION 

The below Fig. 6 shows the User Interface with start 
network, Enroll admin and register user button options Once 
the start network option is selected the blockchain network is 
established between two organizations of CPCB and SPCB. 
During start network steps 1 to 8 get executed. After the 
network is up the admin is enrolled by entering user name and 
password. Once the admin is logged the user can register by 
entering username and password. 

 

Fig. 6. User Interface 

The Fig. 6 shows the User Interface for inserting the from 
and to dates for which the data must be fetched from the CPCB 
website. After fetching data of pollutants from CPCB website 
the Machine Learning model for calculation of AQI index is 
executed and its air quality category is identified. Put Block 
option places the transaction consisting of pollutant values 
along with AQI category on the blockchain ledger. Get block 
option retrieves block from ledger. The blockchain network 
can be stopped by selecting Stop Network option (see Fig. 7). 

 

Fig. 7. Input dates to get pollutants 

Fig. 8 shows the ledger data maintained by blockchain 
network accessible only to two organizations. It stores date 
with pollutant values and AQI category. 

 

Fig. 8. Ledger data 
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The performance parameter considered is time required for 
setting the blockchain network.  The graph in Fig. 9 represents 
the average execution time of certain transactions in blockchain 
network. 

 

Fig. 9. Execution time 

The configuration of a computer system considered is 64bit 
OS, 12 GB RAM, i7 core processor, 1.99 GHz. For a 
transaction to occur in a private blockchain network such as 
Hyperledger fabric, the client application needs to enroll and 
register the user whose execution times are 1000ms. The 
execution time of the put block is 10,000ms which includes 
fetching pollution data blockchain ledger. Lastly, the get block 
gets executed in 1000ms that fetches data from the blockchain 
ledger from the CPCB website that is sent to the ML model 
which determines the AQI category that is to be stored in the 
blockchain ledger. 

The proposed system uses Hyperledger Fabric blockchain 
network. It is a private network. Hyperledger Fabric is private, 
permissioned network and does not uses currencies. Proposed 
system is a simple attempt to store transaction securely on 
ledger. Ethereum blockchain network used in [30] is private or 
public without any permissions for users and even uses 
currency called as ether. As a solution for verifying the 
accuracy of sensitive pollution data, offers a blockchain 
management system. Data provided by an air quality 
monitoring network with high geographical and temporal 
resolution could be traced back in time. Ethereum blockchain 
supports preserving data on the average densities of zones 
regarded to be the city's key areas. 

VI. CONCLUSION 

The present system for tracking pollutants emitted in 
industrial areas is centralized, lacks complete transparency and 
is highly susceptible to data tampering. Proposed tamper-proof 
air quality management platform combines a machine learning 
model to predict the AQI category which is then stored on 
Blockchain.  Prediction accuracy has improved using the 
Decision tree algorithm which is a machine learning algorithm 
that gives us an accuracy of 99.56%. 

It is discovered that a blockchain-based solution can 
address data dependability issues in pollution monitoring while 

also providing a permanent, tamper-proof record of industrial 
air quality data. As a result, industrial area-specific air quality 
data may be provided in a credible and transparent manner, 
allowing industries and the government to take the required 
steps to minimize pollution. 

VI. FUTURE SCOPE 

The proposed tramper proof air quality management system 
is limited to collecting pollutant data from CPCB website 
calculating AQI category and storing on blockchain ledger of 
two organizations. The system can be enhanced by 
incorporating Internet of Things for collection for pollutant 
values. IoT device with sensors for different pollutants can be 
installed and real time data can be collected, calculate the AQI 
category and store the transaction on blockchain ledger. 
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Abstract—In the last decade, many enterprises have moved 
their software deployments to the cloud. As a result of this 
transmission, the cloud providers stepped ahead and introduced 
various new technologies for their offerings. People cannot gain 
the expected advantages from cloud-based solutions merely by 
transferring monolithic architecture-based software to the cloud 
since the cloud is natively designed for lightweight artifacts. 
Nowadays, the end user requirements rapidly change. Hence, the 
software should accommodate those accordingly. On the 
contrary, with Monolithic architecture, meeting that requirement 
change based on extensibility, scalability, and modern software 
quality attributes is quite challenging. The software industry 
introduced microservice architecture to overcome such 
challenges. Therefore, most backend systems are designed using 
this architectural pattern. Microservices are designed as small 
services, and those services are deployed in the distributed 
environment. The main drawback of this architecture is 
introducing additional latency when communicating with the 
inter-services in the distributed environment. In this research, we 
have developed a solution to reduce the interservice 
communication latency and enhance the overall application 
performance in terms of throughput and response time. The 
developed solution uses an asynchronous communication pattern 
using the Redis Stream data structure to enable pub-sub 
communication between the services. This solution proved that 
the most straightforward implementation could enhance the 
overall application performance. 

Keywords—Microservices; software architecture; inter-service 
communication; performance; streams 

I. INTRODUCTION 
Recently, cloud computing has become considerably 

popular in the software industry, ultimately making businesses 
consider migrating their workloads to the cloud environment 
from their on-premise servers, as managing on-premise server 
farms is more costly and requires extra effort and maintenance. 
Based on the particular requirement, the consumers can choose 
the cloud services such as Infrastructure as a Service (IaaS), 
Platform as a Service (PaaS), software as a Service (SaaS), and 
Function as a service (FaaS). The main advantages of using the 
cloud are that consumers can gain whatever service they 
require according to their budget. The cloud provider fully 
manages the environment, and consumers no longer have the 
hassle of worrying about maintenance. Higher availability and 
easy vertical and horizontal scalability are some of the 
advantages of using cloud resources. 

In the early days, requirements were very bounded, less 
volatile, and limited. Therefore, maintaining monolithic 
architecture software was easy. However, in modern society, 

user requirements are complex and subject to constant change, 
making it cumbersome to make adequate changes to 
monolithic systems. In the monolithic architecture, all the data 
access layers, data store layer, logic layer, and user interface 
layer are tightly coupled into one single package. As a result, 
changing the code, adapting to the new technology, and testing 
the product have become problematic. Therefore, people 
invented Service Oriented Architecture (SOA) to design 
loosely coupled services. In modern SOA implementations, all 
the services are orchestrated by the Enterprise Service Bus 
(ESB). The main disadvantage of this architecture is that all the 
service calls are routed through this ESB, which is a single 
point of failure. The performance also tends to get impacted 
because of that [1]. 

Cloud services are designed for the light weighted small-
scale artifacts like microservices. Hence, people cannot get the 
complete advantage of migrating their monolithic system into 
the cloud. Due to this cause, people are trying to reengineer 
their existing products into microservices architecture by 
separating the services and making them individual 
microservices [2]. There are many strategies to decompose the 
monolithic service into services, such as decomposing by the 
domains and subdomains, decomposing by the business 
capabilities, decomposing by the system responsibilities, and 
decomposing by the resources [3]. After converting monolithic 
applications into microservices architecture, people can gain 
many advantages such as improving code maintainability, 
adapting to new technologies, efficiently scaling only the 
required service, improving resilience, gaining more business 
agility, being easy to understand, etc.  [4]. 

Some systems still have not moved their software to the 
microservice architecture because of certain performance 
issues related to response time and the application's throughput. 
Microservice design is an independent service; such services 
need to communicate with each other to provide the user 
requirements. Those services deployed in the distributed 
environment and for the communication services must send 
and receive the data packets through the network, adding extra 
latency compared to the monolithic architecture software. 
Synchronous and Asynchronous communication styles are the 
two communication styles that are used for microservices 
interservice communication [5]. Synchronous type still mainly 
uses the request/response-based behavior, and the request waits 
until the response reaches. Most people use HTTP or gRPC 
communication protocols due to inter-service communication 
in the microservices. Asynchronous communication styles use 
message brokers to exchange messages to the relevant 
microservices. They are mainly using the Pub/Sub mechanism, 
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which means that requests are not waiting for a response, and 
there are blocking threads associated with the communication. 
Researchers invert the broker less asynchronous methods, but 
there is no guarantee of the exact message delivery [6]. Most 
programming languages support microservice development, 
and they also develop the framework in conformance to that. 
Java language based Spring boot [7] and VertX [8],  Node.Js 
programming language based Molecular [9], and Golang 
programming language based GoMicro are fine examples of 
such instances [10]. 

This research focuses on the main performance issue of the 
microservice architecture, which is caused by the inter-service 
communication in the microservice architecture. As a result of 
the research, the solution was proposed to reduce the 
communication latency when communicating on microservice. 
The researcher has brought REST-based behavior to the top of 
the Redis Streams data structure for distributed 
communications. The network layer used the TCP-based 
socket connection and the serialized data packets to reduce the 
network latency while transferring the data. The rest of the 
paper discusses the implementation and the evaluation of this 
research outcome. 

II. LITERATURE REVIEW 

A. Microservices 
Previous research publications showed that microservices 

research contributions started around the 2000 decade. After 15 
years, Microservice research is drastically getting published in 
various academic journals and conferences [11]. Before the 
emergence of Microservice architecture, most engineers used 
Service Oriented Architecture (SOA) to build enterprise 
software. But, researchers have proven that they are faced with 
capacity issues and scaling issues with the SOA applications 
[12]. AI-Debagy and Martinek conducted a comparative 
review regarding the monolithic and microservice architecture. 
The experimental results of that research showed that 
monolithic applications perform 6% more on the throughput 
when compared to microservice-based applications [13]. 
Nevertheless, researchers have failed to elaborate on the 
underlying reason for the performance issue. The National 
Polytechnic School researched the challenges and problems 
faced during the system migration from monolithic to 
microservices architecture [14]. Finding suitable tools for 
migration, reorganizing the engineering team to work with the 
microservices, identifying the correct microservice design, 
guaranteeing consistency, and learning about the new 
framework are the challenges/problem they have highlighted in 
their research article. Lithuanian researchers reviewed the 
monolithic to microservice architecture, microservices methods 
and techniques [4]. One of the methods is to identify all 
subsystems associated with the monolithic architecture and 
create a dependency graph. Then architects can determine the 
services that need to be created as a microservice from the 
monolithic system. Another method is to identify the business 
logic from the dataflow diagram and decide what 
microservices can be created based on the independent 
business logic. As a best practice of the migration process, it is 
better to identify the minor steps and execute them one by one. 
With that, they have a guarantee on the path of restoration. The 

software engineering department of Tashkent University 
published the mechanism to decompose the monolithic 
architecture system to microservice-based architecture with 
less development effort [15]. The process started with 
analyzing the monolithic system, then extracting micro 
functions, refactoring the service catalog, and finally, 
orchestrating the services. However, the researchers have not 
shown the proposed mechanism's real-world application. 
Florian Auer and team conducted the assignment to find out 
the facts that companies consider when migrating their system 
to microservice architecture [16]. Scalability, maintainability, 
complexity, reusability, modularity, deploy-ability, reliability 
and testability quality attributes of the Microservice are 
considered in their study. They have also figured out that most 
of the companies do not measure the process, product and the 
quality attribute in depth before the migration. Only after the 
migration that the companies realize the implications it has. 
This is caused because there is no standard framework and tech 
stack that engineer can use when developing the microservices. 

B. Inter-Service Communication 
Presently, a lot of programming languages and 

microservice frameworks have emerged to develop 
microservices. When developing the Microservice, engineers 
use a tech stack solely based on their area of expertise. In most 
scenarios, they do not consider the application’s nature. There 
are ample ways to perform service-to-service communication, 
which is the most crucial part of the microservice architecture. 
But, there is no clear-cut approach to identifying the most 
suitable and efficient method. Christy Pachikkal researched the 
microservices communication styles as synchronous 
communication and asynchronous messaging [5]. According to 
that research, developers need to intensely go through the 
system's functional / non-functional requirements and choose 
the correct communication style. Most developers use the 
REST protocol because of the ubiquity of the protocol, which 
makes them architecturally understand how this protocol works 
[17]. REST protocol mainly uses JSON format. But in certain 
instances, it uses the XML-based format for message passing. 
Those message formats take massive amounts of time to 
message parsing because of the weight of the message. As a 
solution, REST is supported for the binary JSON (BSON), 
which also has overhead with the field names within the data 
structure [18]. Google invented the  Remote Procedure 
Call(RPC) framework-based protocol to get more performance 
than the REST over HTTP [19]. Abram Perdanaputra 
conducted research related to the microservice, which is 
deployed on the Kubernetes environment. In addition to that, 
all the communication is done by the gRPC protocol. They 
have decoded the request and the responses for transparent 
tracing, but that can be achieved in the passive mode. HTTP/2 
was introduced in 2015. It is considered a binary protocol, 
which gives more efficient bandwidth usage and header 
compression [20]. Researchers have enabled the multiplexing 
for HTTP/2 protocol so that the clients can send multiple 
requests via the same TCP connection before the response is 
received by the client. This implies that if people can use the 
same TCP connection to send and receive messages, then they 
can reduce the latency in message passing. Google has 
invented a new protocol named Quick UDP Internet 
Connection (QUIC), which uses the User Datagram Protocol 
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(UDP) instead of the TCP connections, and behaves as a 
transport protocol for HTTP/2 [21]. Norwegian University 
researchers argue in other works that QUIC protocol 
performance degrades when the messages payload size gets 
larger than the HTTP/1.1 [22]. Gaetano Carlucci et al. 
conducted research on the QUIC and showed how QUIC and 
TCP protocols behave when the network is congested. Their 
experimental results have proven that TCP is able to provide 
better response time when compared to the QUIC protocol 
when a network packet loses. 

A group of researchers in Indonesia has implemented 
asynchronous communication for the microservice architecture 
with the help of RabbitMQ message broker [23]. Seven 
Microservices were developed and deployed in an environment 
that could easily scale down. Communication between the 
services is done in an asynchronous event-driven manner 
which led to speed up the application because there was no 
waiting as request/response architecture. They proposed 
durable topics which can send the events to the subscriber, i.e., 
microservices when available. With this concept, they 
guarantee the message delivery to the client. Sanjana et al. 
researched the highly resilient inter-process communication 
service for the microservice architecture [24]. In their 
implementation, they have used the Kafka message broker and 
have enabled the pub/sub messaging style to do the inter-
service communication. Researchers have used the Camel 
routes, which are capable of message transformations and 
validation when doing message routing. With that function, 
they have proven that inter-service communication can be done 
without changing the existing architecture of the microservice 
implementations. Therefore, they argue that provided solution 
is highly resilient and lightweight for inter-service 
communication. This non-functional requirement is brought up 
because they have implemented the solution over the existing 
framework. 

III. METHODOLOGY 
This research focuses on implementing a solution for the 

inter-service communication method to improve the overall 
performance in a microservice architecture. When 
implementing the solution, the researcher has considered 
asynchronous communication as a communication style 
according to the facts found in the literature review part. The 
proposed system uses the Redis with Streams data structure, 
combined with Pub/Sub communication pattern for message 
passing in the underlying implementation. 

A. Redis 
Redis is an open-source solution that people can use as an 

in-memory data structure store. The advantage of the Redis is 
that it gives high read/write speed with high concurrency [25]. 
Redis is, by default, a support for easy scaling with the cluster 
concept. It also brings high availability and fault tolerance with 
the concept of virtual hash slots. Redis uses its own 
communication protocol to engage with clients as RESP (Redis 
Serialization Protocol), and it is also a binary safe protocol 
[26]. Since it is a Serialization communication protocol with 
binary safety, transporting the payloads will take less 
bandwidth. All the clients are connected to the Redis using the 

TCP connection. In this proposed method, the stream-oriented 
connection, which is similar to Unix sockets is used. 

B. Redis Streams 
Redis streams are introduced from Redis 5.0, which can 

publish the message to the stream, and consumers who 
subscribe to that stream can receive them. Redis streams differ 
from Kafka because the stream is an append-only data structure 
that helps with real-time messaging. The main advantage over 
the pub/sub model is that Redis streams persist the messages. 
Hence, it can guarantee the exact message delivery. Message 
reliability is the most important part of microservice inter-
service communication, and can be achieved from this model. 

C. Component Architecture 
Fig. 1 depicts the system architecture of the proposed 

solution. Microservice A, B, and C are independent 
microservices that are deployed in the distributed environment. 
In order to produce the functional requirements in the software, 
each microservice needs to communicate with one another. In 
the proposed solution, communication is enabled through the 
Redis Streams as Pub/Sub communication style. Every 
microservices creates a Unix-based socket connection from the 
microservice to the Redis server via TCP 6379 port. All the 
messages are passed through that TCP connection over the 
RESP protocol. Every time the microservice does not create 
and close the connection, when the microservice starts, the 
TCP connection creates and will live until it shuts down. Thus, 
network creation and closing time can be reduced with this 
approach. Using this mechanism developed, the Java-based 
library enables efficient communication between the 
microservices and brings all attributes of the HTTP protocol to 
the developed library. Programmers can use this without 
changing the existing architecture of their system. 

 
Fig. 1. High-level system architecture 

IV. IMPLEMENTATION 
This section briefly describes the implementation of the 

proposed solution. Java programming language and Spring 
boot microservice framework have been used to implement the 
proposed solution according to the literature review the 
researcher has conducted. The researcher has implemented the 
request/response-based stateless client like HTTP Client, but 
beneath, it works on the pub/sub communication style. As a 
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communication medium, the researcher has used the Redis 
Streams. Spring Boot provides a spring-boot-starter-data-redis 
library, which can be used to build the solution [27]. That gives 
high-level and low-level abstractions for integrating with the 
Redis server. 

 
Fig. 2. High-level component architecture 

The researcher has segregated one microservice into four 
main categories (see Fig. 2). The main category is the API 
interface, the programming component that the microservice 
communicates with external parties. In this implementation, the 
interface is neither touched nor changed because the external 
parties use that and cannot adhere to the implementations by 
changing their applications. Other categories are the business 
logic part and the data access layer. Business logic is the main 
part that contains the functionalities of the microservices. Most 
of the microservices are segregated from these business 
functions. Another category is the data layer, the part that 
communicates with the data sources, such as the database. We 
have developed the communication layer with three sub-
programming components: publisher, stream subscription, and 
consumer. 

1) Publisher: Responsible for sending the message to the 
correct microservice. 

2) Stream subscription: Decides the destinations of the 
messages. 

3) Consumer: Responsible for receiving messages. 

A. Request Handling in Microservices 
3rd party client sends the HTTP request by invoking the 

API exposed from the microservice A, as per Fig. 3. The 
researcher has used Spring Boot REST Controller to expose the 
API, which gives the developer the to enable restful web 
services. When the microservice starts, it establishes the Unix 
socket-based connection to the Redis server using the TCP port 

with the configured IP and the port. After that, create the 
subscription using the stream keys, which are also configured 
in the properties file. Stream keys belong to the other 
microservices that microservice A needs to send the messages. 
After receiving the request from the 3rd party client, 
microservice A starts processing that request and makes the 
EventStructure object using the request details and processed 
details. EventStructure is the object sent as a message to 
microservice B to get more details. That object contains all the 
HTTP message details such as HTTP method, parameters, 
headers, body, client details, publisher details, etc. After 
processing the HTTP request, the microservice decides which 
microservice needs to be called to provide the client's correct 
response. Based on that, microservice A chooses the correct 
stream key and publishes the message. When publishing the 
EventStructure object, it is serialized and passed as a byte 
buffer record. Because of this mechanism, network 
consumption can be vastly reduced when transferring data. 
Each published event has a unique event ID. Afterward, that ID 
and EventStructure object will be stored as a callback reference 
in a HashMap to process the response. 

 
Fig. 3. How request serve 

B. Response Handling in Microservices 
After processing, the business logic response can be set to 

the EventStructure object. Publisher and reply stream key data 
can be retrieved from the EventStructure object and can 
publish the response using those data. Consumers placed in the 
microservice A can identify the client data by receiving the 
stream event and mapping the response data with the HashMap 
data, which is stored earlier. After processing, the response API 
controller can send the response back to the client using the 
HTTP protocol as per Fig. 4. 

 
Fig. 4. How response serve 
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C. Quality Attributes 
Quality attributes are the most vital in Microservice 

architecture. Most people transition to microservice 
architecture considering scalability, performance, 
maintainability, traceability, and availability [28]. When 
implementing the new solution, the quality attributes are 
preserved and improved. 

1) Scalability: Proposed solution can be horizontally 
(scaling out) and vertically (scaling up) scalable. If this 
solution is deployed in the cloud-based VM, the VM 
specification can be increased at any given time and ultimately 
support vertical scaling. Thus, JVM has more resources to 
execute computations, and there is no barrier to the 
implantation. By performing horizontal scaling, people can add 
more microservice instances based on business needs. When 
adding the new application, it creates the subscription using the 
stream key. Redis server is responsible for delivering the 
messages solely to one subscriber, which means that the 
request is received only by one microservice. The Redis 
service covers service discovery and load balancing. Therefore, 
the developer does not need to ponder on it when scaling the 
applications. Hence, message duplication is not happening with 
this implementation, guaranteeing the exact message's delivery. 

2) Maintainability: There is no impact on the overall 
maintainability of this implementation. Developers can use this 
implementation for internal communication instead of HTTP 
Clients. There’s no requirement for maintenance in the internal 
load balancer for inter-service communication. 

3) Traceability: This is the most important quality attribute 
in relation to technical support, as the troubleshooting support 
engineers need to know what has happened to the request and 
the response. The developed implementation supports end-to-
end request/response tracing via the Redis server. If there’s a 
need to trace the request and the response, the Redis GUI client 
can be installed after connecting to the Redis server of that 
client. 

4) Availability: With this implementation, exact message 
delivery is guaranteed from the Redis Streams. Hence, 
availability can be achieved through this. 

V. RESULTS AND DISCUSSION 
By critically reviewing the microservice architecture, the 

researcher analyzed that the impact of inter-service 
communication on performance is very high as a result of all 
the microservices deployed in the distrusted environment, 
making it mandatory to call each other over the network to 
produce the results. In this research, the researcher has 
proposed and implemented a solution that can be used to 
improve inter-service communication, ultimately bringing in 
overall application performance in terms of response time and 
throughput. HTTP inter-service communication and 
implemented solution have been deployed in a cloud VM-
based environment to test and evaluate the application response 
time and throughput. 

 
Fig. 5. Testing architecture 

The Fig. 5 depicts the high-level system architecture of the 
load-testing environment. To generate the load, the researcher 
has used Apache JMeter, which is the most famous and vastly 
used tool in the industry, as well as in academic research [29]. 
Well-known cloud provider AWS (Amazon Web Services) has 
been used to deploy the systems [30]. Most enterprise software 
companies and enterprise-grade software are developed in the 
AWS cloud. Numerous scientific types of research are also 
conducted recently from the AWS cloud. Hence, the AWS 
platform is chosen in this instance as well to evaluate the 
system [31]. AWS EC2 is a virtual machine infrastructure as a 
service that contains the Intel Xeon processors with burstable 
for high frequency and a balanced memory/network and IO 
resources. 

The T2 instance type has been chosen as it is a low-cost 
general-purpose instance category that provides better CPU 
performance for microservices and low-latency interactive 
applications [32]. T2.Medium EC2 instance type has been used 
to deploy the two microservices and JMeter, which has two 
virtual CPUs and 4GB memory on each. T2. A small instance 
type is used to deploy the Redis server, which contains one 
virtual CPU and 2GB of memory. All the VMs are provisioned 
in one virtual private network (VPN) and the same subnet 
under one security group. This network architecture can 
minimize network latency by calling the application through 
the same subnet and improves security by using the same 
security group. 

In Fig. 6, straight arrows are the path that conducts the test 
for the common standard HTTP communication. The dotted 
arrows depict the newly implemented solution load test path. 

The test is executed in two different methodologies, 

1) Scenario A: Controlled the application’s overall 
throughput and the request/response size and then measured 
the inter-service communication turnaround time. 

2) Scenario B: Controlled only the request/response size 
and measured the throughput, overall application response 
time, and inter-service communication turnaround time. 
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Fig. 6. Deployment architecture 

A. Scenario A 
Based on the studies conducted, the researcher has chosen 

different testing scopes to evaluate the system with existing 
systems. The researcher started with different throughput 
values and payload sizes. For each constant throughput value, 
the payload size has been changed as below, and traffic has 
been generated from the JMeter. 

• Call the HTTP GET method from the microservice, 
and the backend microservice returns the 200 OK 
HTTP response code with the empty body. 

Call the HTTP POST method with a 1KB size JSON 
payload, and the backend microservice returns the 200 OK 
HTTP response with a 1KB JSON format response. 

Using the above test scenarios (Table I), the researcher has 
evaluated the HTTP communication method, inter-service 
communication turnaround time, and the newly implemented 
solution for inter-service communication turnaround time. 
Each test scenario was run for a time period of 1 hour and 
repeated three times, generating an average value of the inter-
service communication. 

Fig. 7 reflects the difference between the turnaround time 
on the proposed solution and the HTTP protocol 
implementations. When the throughput gets high, both the 
proposed solution and the HTTP protocol solution’s turnaround 
time increase; when considering the payload size, it can be 
comprehended that both perform the same behavior. But in the 
all-test scenarios, the proposed solution’s turnaround time is 
getting much lower than HTTP protocol implementation. In the 
HTTP protocol, a socket connection needs to be created for 
each connection to close the connection once the response is 
received. Furthermore, the network packets are neither in a 
binary method nor fully serialized. Therefore, when 
transferring the data packet through the network consumes 
considerable time. In the new implementation, Microservices 
has established a TCP socket-based connection with the Redis 
server. Hence, when Microservices starts, it acts as part of the 
particular Microservice. When sending data to other 
Microservices, it needs to be serialized and passed as a byte 
buffer record to reduce the usage of network resources. Due to 

that, the implemented solution turnaround time is less than the 
standard HTTP communication method. 

B. Scenario B 
In this scenario, only the payload sizes have been 

controlled and evaluated for the application’s overall response 
time and the Microservice’s inter-service communication 
turnaround time. The researcher has conducted this test 
scenario in the same cloud environment, and for the payload 
size, only 1KB sized JSON payload, 5KB sized JSON payload, 
and URL were chosen. To capture the overall application 
response time, JMeter listeners are being added. The inter-
service communication turnaround time has been calculated by 
processing the logs. Each test scenario was run for 1h and 
continued three times to get the average value of the inter-
service communication turnaround time, overall application 
response time, and application throughput. 

TABLE I.  TEST SCENARIOS 

Number Test Case Scenario 

1 Controlled the throughput to 10TPS and send HTTP GET 
request 

2 Controlled the throughput to 10TPS and send HTTP POST 
request 

3 Controlled the throughput to 100TPS and send HTTP GET 
request 

4 Controlled the throughput to 100TPS and send HTTP 
POST request 

 
Fig. 7. Turnaround time comparison chart 

 
Fig. 8. TPS / response time / turnaround time comparison chart 
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As in Fig. 8 it can be observed that with the increase of the 
payload size, throughput is getting deceased. It is a typical 
network behavior that, when packets get heavy, will decrease 
the overall network performance. Hence, the response time 
also increases when the payload size increases. By comparing 
the implemented solution and the generic HTTP interservice 
communication method, it can be seen that in all the cases, 
response time gets better in implemented solution compared to 
the HTTP communication method. 

Critically evaluating the above diagram, it can be 
concluded that; 

Inter − service communication turnaround time 
∝ Application response time 

Inter-service communication turnaround directly impacting 
to the whole application response time. This means that if some 
systems took more time to communicate between services, then 
overall response time will become high on that system due to 
inter-service communication. 

Payload size ∝  1/Throughput  

Request and response payload size impacting to the system 
throughput because transferring large network packets will take 
some considerable time between services. Hence response time 
will be getting increased. With the results of that, overall 
system throughput will be getting decreased. 

VI. CONCLUSION AND FUTURE WORK 
In Microservice architecture, all the services are deployed 

as independent services in a distributed environment. However, 
unlike in monolithic software, the data must be derived through 
the network call to share the data between services. As a result 
of that, additional latency will be added to the overall 
application response time. Most software companies are faced 
with issues related to performance in terms of response time 
and throughput when migrating their monolithic architecture to 
microservice-based architecture. However, there is a capacity-
wise and cost-wise advantage by scaling required services 
when necessary. 

This research focuses on finding a solution to reduce the 
inter-service communication time between services. The initial 
studies found that most of the existing protocols take time for 
connection establishment and connection closure when sending 
and receiving the response. Besides, sending massive payloads 
will cause additional latencies. We have implemented the 
solution by addressing the above-mentioned problems and 
reducing latency when communicating between the services. 
We have used the Redis Stream data structure and built the 
request/response-based message-passing solution for inter-
service communication. A TCP-based socket connection is 
created when the microservice starts. When sending the 
payload, it will be serialized and sent as a protocol buffer. 
Redis server is responsible for the exact message delivery 
based on the subscription and the stream key. The test 
scenarios are conducted by deploying the implemented solution 
in the AWS cloud-based VMs, and the system is evaluated 
against the Spring Boot standard implementation. Test results 
depict that the implemented solution performs well in terms of 
application response time and throughput. This research will 

continue to find a cloud-native solution to gain more 
performance and maintainability. 
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Abstract—This Identification and examination of brain 
tumour are critical components of any indication system, as 
evidenced by extensive research and methodological 
advancement over the years. As part of this approach, an 
efficient automated system must be put in place to enhance the 
rate of tumor identification. Today, manually examining 
thousands of MRI images to locate a brain tumor is arduous and 
imprecise. It may impair patient care. Since it incorporates 
several picture datasets, it might be time-consuming. Tumor cells 
present in the brain look a lot like healthy tissue, making it hard 
to distinguish between the two while doing segmentation. In this 
study, we present an approach for classification and prediction of 
MRI images of the brain using a convolutional neural network, 
conventional classifiers, and deep learning. Here we have 
proposed a new method for the automatic and exact 
categorization of brain tumour utilizing a two-stage feature 
composition of deep convolutional neural networks (CNNs). We 
used a deep learning approach to categorize MRI scans into 
several pathologies, including gliomas, meningiomas, benign 
lesions, and pituitary tumour, after first extracting 
characteristics from the scans. Additionally, the most accurate 
classifier is selected from a pool of five possible classifiers. The 
principal components analysis (PCA) is used to identify the most 
important characteristics from the retrieved features, which are 
then used to train the classifier. We develop our proposed model 
in Python, utilizing TensorFlow and Keras since it is an effective 
language for programming and performing work quickly. In our 
work, CNN got a 98.6% accuracy rate, which is better than what 
has been done so far. 

Keywords—Convolutional neural networks (CNN); magnetic 
resonance imaging (MRI); principal components analysis (PCA) 

I. INTRODUCTION 
In the field of medicine, images need to be segmented to be 

broken down into their constituent pieces. To better analyze a 
picture, it is helpful to "spit out" the representation of the 
image. This is because the picture is segmented into several 
individual parts. Recently, deep learning models have begun to 
make their presence known in the world of biomedical 
applications. The network that is used for deep learning has 
many layers that are hidden from view. 

Brain tumour is one of the most debilitating diseases. Brain 
tumours are frequently found in several locations in the brain. 
The diagnosis of brain tumour at an earlier stage is essential for 
more effective treatment. After a clinical suspicion of a brain 
tumour, imaging studies are necessary to pinpoint the exact 
location of the tumour, measure its size, and assess its potential 

for spreading to other parts of the brain and skull. Based on 
these findings, doctors select the most effective course of 
treatment from among surgery, radiation, and chemotherapy. 
The survival rate of a patient afflicted with a tumour can 
obviously be raised with precise early detection. Therefore, the 
radiology department has placed a greater emphasis on the 
research of brain malignancies through imaging modalities. 

Brain tumours are malignant growths that start in the brain 
or the protective membranes that surround the brain and skull. 
Finding malignant tumours anywhere on the body and treating 
them early is challenging. According to a current study, the 
incidence of brain tumours has grown significantly. Problems 
with hearing or speech, persistent headaches, memory decline, 
vision loss, and behavioral shifts are all indicators of a more 
serious brain disorder. The performance of image processing 
steps depends heavily on the results of image segmentation [1]. 
In this situation, we have been particularly concerned with 
extracting the tumour from the MRI scans of the brain. Medical 
professionals can pinpoint the exact site of the brain tumour 
with greater precision. Radiologists, engineers, and physicians 
all use medical image processing to gain a deeper 
understanding of patients. Considering the difficulties in 
segmenting brain tumours and the importance of this task in 
clinical practice, a wide range of segmentation, automation, 
and semi-automation mechanisms have been developed. Deep 
learning techniques rule medical image processing techniques 
and research [2]. The CNN is a classification method that uses 
deep learning to determine different types of brain tumors. 

The different analyses were performed using deep learning 
techniques to segment and detect brain tumors. For brain 
tumour segmentation, Yanming Sun et al. [3] proposed a robust 
and efficient CNN technique. John Schmeelk [4] worked with 
two-dimensional images by employing a two-dimensional 
wavelet transform. To complete the procedure of segmenting 
MRI brain images, Parra et al. [5] utilised an artificial neural 
network (ANN) method. In this study, a learning vector 
quantization (LVQ) network was constructed using an ANN 
method. Papageorgiou et al. [6] used fuzzy cognitive maps 
(FCMs) to describe design specialists. Incorporating a 
computationally clever training strategy known as the 
activation Hebbian algorithm enhanced the FCM ranking 
model's classification accuracy. El-Sayed et al. recently 
introduced decision support systems in medicine that use 
normal and abnormal categories. MRI scans were classified 
using a hybrid framework [7]. There are three main phases to 
the hybrid architecture that is proposed. In the first step, MRI 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

281 | P a g e  
www.ijacsa.thesai.org 

scans are extracted using discrete wavelet transformations 
(DWT). In the second step to minimize the number of MR 
image features, we used principal component analysis (PCA). 
In the end, two different classifiers were utilized to 
differentiate normal MR images from those that were aberrant. 
Othman et al. used a probabilistic neural network (PNN) and 
image processing to classify brain tumours automatically [8]. 
The suggested PNN classifier went through the decision-
making process in two stages. The first stage involved the 
extraction of features via the use of principle component 
analysis (PCA), and the second stage involved classification 
through PNN. Pei et al. suggested a method that improves 
texture-based tumour segmentation in longitudinal MRI by 
utilizing tumour growth patterns as novel characteristics. This 
method makes use of tumour growth patterns [9]. A new 
convolutional neural network (CNN) model for brain tumour 
classification was proposed by Muhammad Sajjad et al [10]. 

The MR images were segmented to determine where the 
tumour was located. The next step was to enrich the existing 
data set. Next, they used the proposed CNN to carry out the 
categorization procedure. They have a 94.58% success rate 
when classifying data. The MR dataset was split into two 
categories, normal and aberrant, by Kanmani et al. [11]. To 
improve classification efficiency, they applied the threshold-
based region optimization (TBRO) technique. They used this 
technique to carry out segmentation. The proposed method was 
experimentally validated with a success percentage of 96.57 
percent. Seetha J. et al. [13] proposed an approach to speed up 
computations while maintaining high precision. The ImageNet 
database is utilised for categorization purposes. To obtain high 
accuracy, a loss function that is based on gradient descent is 
implemented. Fuzzy C-Means clustering was used for tumour 
segmentation by Tonmoy Hossain et al. [14], and it accurately 
predicted tumour cells. After performing segmentation, they 
applied traditional classifiers and a convolutional neural 
network to choose features for classification. In the traditional 
classifier section, they applied and compared the outcomes of 
various traditional classifiers such as K-Nearest Neighbor, 
Logistic Regression, Multilayer Perceptron, Nave Bayes, 
Random Forest, and Support Vector Machine. A 
comprehensive overview of existing techniques for segmenting 
and identifying MRI brain images was provided by 
Srinivasarao Gajula et al. [15]. You may learn in this article 
how many people are diagnosed with brain tumours annually. 
General advice about how to stay healthy while dealing with 
the sickness is included [16]. The modality-paired learning 
approach, which employs a 3D U-Net as its backbone network, 
was proposed by Yixin Wang et al. [17]. This method employs 
paralleled branches to independently extract features from 
multiple modalities before combining them via efficient layer 
connections. Gajula, S., et al. [18] proposed that the machine-
learning technique of logistic regression may be used to do 
automatic brain abnormality identification. Disorders including 
Alzheimer's, transient ischemic attacks (TIAs), and brain 
tumours are all identifiable by this TSLR model. The most 
frequently accessed data sources were reported by Wenyin 
Zhang et al. [19]. The authors then provide a brief overview of 
the three types of multi-modal brain tumour MRI image 
segmentation techniques: traditional segmentation techniques, 
segmentation techniques based on classical machine learning 

techniques, and segmentation techniques based on deep 
learning techniques. Typical algorithmic structures, principles, 
and benefits and drawbacks are outlined for each approach. At 
last, they discuss the difficulties and offer a possible 
perspective for future patterns of development. Gupta, Gaurav, 
and colleagues [20] proposed data mining techniques for MRI 
image classification. This research proposes a novel hybrid 
approach to brain tumour classification using support vector 
machines (SVM) and fuzzy c-means. Image-enhancing 
methods including contrast enhancement and mid-range 
stretching are implemented in this algorithm. Skull striping 
uses a combination of double-thresholding and morphological 
processes. To find the suspicious area in a brain MRI, fuzzy c-
means (FCM) clustering is applied to the segmented image. 
Brain MRI images are classified using support vector machines 
(SVMs) after features are extracted using a grey-level run-
length matrix (GLRLM). A modified KNN-based clustering 
and segmentation method is proposed by Xie et al. [21] that 
uses Minkowski distance as the primary parameter. Using 
transfer learning, Srinivasarao Gajula et al. [22] presented the 
super pixel method for detecting and segmenting brain 
tumours. Data sets were pre-processed initially before being 
fed into a VGG-19 transfer learning network, which was then 
used to detect brain tumours. The next step is for a UNet model 
to locate malignant growths. In this study, we offer an effective 
and skilled technique based on both conventional classifiers 
and convolutional neural networks for automatically 
segmenting and detecting brain tumours. 

The focus of this research is on the use of magnetic 
resonance imaging (MRI) of the brain to detect tumors. 
Finding brain tumours early is important because it helps 
medical professionals make a correct clinical diagnosis. The 
purpose of this work is to develop an algorithm for detecting 
tumours in MR brain images that is both accurate and reliable. 
Neurosurgeons and other medical professionals can use the 
system. The technology, which makes use of image processing, 
pattern analysis, and computer vision, is designed to boost the 
sensitivity, specificity, and efficiency of screening for brain 
tumours. 

This paper is organized as follows: Section II of this study 
presents the proposed methodology that will be discussed in 
detail. Section III presents the results and discussion, and 
Section IV presents the conclusion and future work. 

II. PROPOSED METHODOLOGY 
Using a convolutional neural network, which we show 

here, we provide a method for the categorization and prediction 
of MRI images of the brain. Our initial prospective model 
classified and identified brain tumours using machine learning 
methods. The suggested approach aims to improve human 
health and longevity by classifying brain cancers. The 
suggested effort attempts to simplify the classification of brain 
tumours while simultaneously increasing their accuracy 
compared to existing methods. This technique was selected 
because, in comparison to conventional CNN, it possesses 
greater capabilities in terms of both accuracy and speed when it 
comes to classification. 
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A. Data Acquisition 
The dataset that was gathered is separated into two 

categories: training brain images and testing brain images. 
Among these training datasets contains 2870 images of 4 
different classes like pituitary, meningioma, glioma, and no 
tumor, and the testing dataset contains 394 images of 4 
different classes. These images are analyzed, and then the 
algorithms get processed once they've been pre-processed. 

B. Pre-Processing 
During the pre-processing step, the primary objective is to 

precisely eliminate the redundancy that was present in the 
image that was collected while maintaining the details that are 
an important part of the entire method. This is done to improve 
not just the quality of an image but also its entire appearance. 
Removing unwanted noise from an image is a key part of any 
pre-processing method used to fix a degraded image [12]. 
Adaptive filtering is one kind of denoising in which the process 
is carried out in accordance with the noise data already present 
in an image on a regional level. Possible image de-noising 
methods are as follows: 

𝐼(𝑥,𝑦) = 𝜎𝑦2

𝜎𝑙𝑜𝑐𝑎𝑙
2 (𝐼(𝑥,𝑦) − 𝜇𝑙𝑜𝑐𝑎𝑙) (1) 

Where 𝐼(𝑥,𝑦) is the reduced image, 

𝜎𝑦2 =variance 

𝜇𝑙𝑜𝑐𝑎𝑙 = mean around window pixel 

𝜎𝑙𝑜𝑐𝑎𝑙2  = local variance of window. 

C. Segmentation 
The process of segmentation is used with several medical 

imaging modalities to identify contaminated tumour tissue. 
Image analysis must begin with the stage of segmentation 
because it is essential to the process. Segmentation is the 
process of dividing an image into distinct sections or blocks 
that have similar and identical characteristics. The procedure of 
segmenting a brain tumour involves separating the normal 
brain tissues and solid tumours from the tumour tissues, such 
as hydrocephalus and dead cells, which are found within the 
tumour. Image segmentation has several methods. The choice 
of segmentation techniques, on the other hand, is determined 
by the kinds of features that are going to be processed and 
extracted. 

D. Global Threshold Segmentation: 
A threshold image can be given as 𝑔(𝑥,𝑦) 

Here 𝑔(𝑥,𝑦) = �1, 𝑖𝑓   𝑓(𝑥,𝑦) > 𝑇
𝑂, 𝑖𝑓   𝑓(𝑥,𝑦) < 𝑇  (2) 

here 1 is object and 0 is background and 𝑓(𝑥,𝑦) is input 
image. In case of global thresholding T is constant applicable 
over whole image. Algorithm for automatic estimation of 
threshold T is as follows. 

Step 1: Select an initial estimate for T. 

Step 2: Segment image using T as two groups with group1 
(G1) values as greater than T and     group 2 (G2) values as less 
than or equal to T 

Step 3:  Compute average intensity values for G1 as m1 and 
for G2 as m2 

Step 4:  Compute a new threshold value Tnew =1/2 
(m1+m2) 

Step 5:  Repeat (2) through (4) until the difference in Tnew 
in successive iterations is smaller than ∆T. 

In the past, the most prevalent segmentation methods were 
pre-processing and thresholding, or a mixture of the two. The 
thresholding method is the simplest, and it incurs the least 
amount of calculation cost. The histogram of the image is an 
essential factor in determining the global threshold. Utilizing 
the values of the local attributes allows for not only the 
enhancement of the histogram but also the computation of the 
global threshold to be performed. At the beginning of this 
procedure, we will select the MRI image of the brain. In the 
following stage, we will be calculating the value of the 
threshold. After that, we will have two distinct groupings of 
pixel values. We are computing the arithmetic mean by 
utilizing these two groups. The new threshold is determined by 
arithmetically averaging the two means. This technique is 
repeated until the desired number of iterations has been 
reached. 

E. Feature Extraction 
The term "feature extraction" is used to describe the 

procedure of reducing unstructured data to a set of quantifiable 
characteristics that may then be processed without losing any 
of the original data's context. To better characterize a large 
dataset with fewer resources, feature extraction is employed. 
To classify the data, two different kinds of features were 
extracted: texture-based features and statistically based 
features. During the process of feature extraction, we will 
obtain several characteristics of the images, such as their mean, 
skewness, entropy, standard deviation, centroid, energy, 
dissimilarity, homogeneity, and correlation features. 

F. Proposed Methodology using CNN 
To detect tumours, a five-layer convolutional neural 

network has been developed and is currently being used. In our 
5-layer CNN model, there are seventeen stages, as well as the 
hidden layers, which provide us with the best possible outcome 
in terms of tumour detection. In the domain of medical image 
processing, convolutional neural networks have found 
widespread application. Throughout the years, several 
researchers have attempted to construct a model that can detect 
the tumour in a more effective manner. We attempted to 
develop a model that is capable of accurately classifying the 
tumour based on images taken from a 2D MRI of the brain. 
Although a fully connected neural network is capable of 
tumour detection, we elected to employ a convolutional neural 
network (CNN) for our model due to parameter sharing and 
sparsity of connection. 

The process by which the suggested work will be carried 
out on the chosen data sets is depicted for us in Fig. 1. Fig. 2 
displays a variety of MRI images, some of which contain 
tumours while others do not. 
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Fig. 1. Basic block diagram of proposed work 

 
Fig. 2. (a) Meningioma (b) Glioma (c) Pituitary (d) No tumor 

Our suggested method takes an exhaustive set of images as 
input and scales them all to the same dimensions as 
256*256*3. The input layer is typically administered by sixty-
four convolutional filters of size 2*2, and we use this to design 
a convolutional kernel that is both complex and efficient. Here 
we are using the ReLU activation function. If the input is 
positive, ReLU may be a piecewise linear operation that 
returns that value directly; otherwise, it returns zero. The 
pooling process involves summing the features that fall inside a 
2D filter's coverage zone, as if the filter were dragged over 
each channel of the feature map. In a typical CNN model 
design, numerous convolutional and pooling layers are stacked 
on top of one another. Pooling layers is used to reduce 
dimensionality when working with large feature maps. As a 
result, the number of parameters that need to be learned to 
determine the level of computation carried out in the network 
is reduced. The pooling layer is responsible for summing up 
the features that are available in a certain portion of the feature 
map that was produced by a convolutional layer. Because of 
this, subsequent operations are carried out on summarized data 

rather than correctly positioned features that were generated by 
the convolutional layer. Because of this, the model is more 
capable of distinguishing between distinct positions held by 
features in the input image. 

Pooled feature maps are created after pooling. After 
merging many images into one, we need to flatten the resulting 
matrix into a column vector for further processing. After that, 
the data is sent to a neural network for evaluation. The use of 
two stacked, interconnected layers, the dense layer, was 
exemplified by Dense-1 and Dense-2. Keras processes the 
neural network using the dense function, and the resultant 
vector feeds the network's layer. 

The RMS optimizer was utilised in the construction of the 
model, and binary cross-entropy was chosen to serve as the 
loss function. Because of this, we were able to evaluate the 
accuracy of the tumour detection. A suggested method for 
locating tumours is depicted in Fig. 3, and it makes use of a 
convolutional neural network (CNN). 
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Fig. 3. Proposed methodology for tumor detection convolutional neural network 

III. RESULTS AND DISCUSSION 
The effectiveness of the proposed network will be assessed 

based on the following quality metrics. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃
𝑇𝑃+𝐹𝑁

∗ 100% (3) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁
𝑇𝑁+𝐹𝑃

∗ 100% (4) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁

∗ 100%  (5) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃+𝐹𝑃

∗ 100% (6) 

TABLE I.  PERFORMANCE OF EXISTING AND PROPOSED ALGORITHMS 

CNN 
Architecture 

Sensitivity Specificity Precision Accuracy 

AlexNet 84.3 92.3 93.1 87.9 

GoogleNet 84.8 95 95.5 88.6 

VGG-16 81.2 87.3 88.1 83.4 

Seetha et al. 
[13] 

85 85.3 88.5 97.5 

Tonmoy 
Hossain et al. 
[14] 

86.2 91.5 93.5 97.87 

Proposed 
Method 

90 92 94.1 98.6 

The comparison of several quality metrics with both 
existing and suggested methods is presented in Table I. 

 
Fig. 4. Accuracy comparison 

Fig. 4 shows the results of a comparison of different quality 
metrics using both existing and recommended methods. Fig. 5 
depicts the model structure and various layers of the proposed 
model. Fig. 6 shows different MRI images- Prediction of brain 
tumours by the proposed model. Fig. 7 shows the accuracy and 
loss curves of the proposed model. 
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Fig. 5. Model structure and different layers of proposed model 

 
Fig. 6. Prediction of brain tumor by proposed model 

 

 
Fig. 7. The accuracy and loss curves of the proposed model 
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IV. CONCLUSION 
Image segmentation is an essential part of medical image 

processing because of the extensive variety of medical images. 
The primary objective of this study is to develop a low-
complexity, high-accuracy, automatic brain tumour 
categorization system. Images obtained from MRI and CT 
scans were analyzed and employed in the segmentation of the 
brain tumour. The proposed research was divided into four 
stages: data collection and pre-processing, data segmentation, 
MR image feature extraction, and data classification. In our 
research, we applied a method called global threshold 
segmentation for tumour segmentation, which accurately 
predicted the presence of tumour cells. The procedure of 
segmentation was then followed by classification using both 
conventional classifiers and a convolutional neural network. 
Following that, we put a variety of conventional classifiers to 
use and analyzed the results of each. The proposed method 
successfully distinguished between healthy and diseased 
tissues in MR images with an accuracy of 98.6%. The same 
method can also be utilised to detect and study a variety of 
disorders that are present in other areas of the body. Future 
research can improve accuracy by combining more effective 
segmentation and extraction methods with real-time images 
and clinical settings, as well as a large data set covering a wide 
range of conditions and classifiers with optimization 
methodology. 
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Abstract—Negative emotional regulation is a defining element 

of psychological disorders. Our goal was to create a machine-

learning model to classify psychological disorders based on 

negative emotions. EEG brainwave dataset displaying positive, 

negative, and neutral emotions. However, negative emotions are 

responsible for psychological health. In this paper, research 

focused solely on negative emotional state characteristics for 

which the divide-and-conquer approach has been applied to the 

feature extraction process. Features are grouped into four equal 

subsets and feature selection has been done for each subset by 

feature ranking approach based on their feature importance 

determined by the Random Forest-Recursive Feature 

Elimination with Cross-validation (RF-RFECV) method. After 

feature ranking, the fusion of the feature subset is employed to 

obtain a new potential dataset. 10-fold cross-validation is 

performed with a grid search created using a set of 

predetermined model parameters that are important to achieving 

the greatest possible accuracy. Experimental results 

demonstrated that the proposed model has achieved 97.71% 

accuracy in predicting psychological disorders. 

Keywords—Electroencephalograph (EEG); psychological 

disorders; negative state emotions; gridSearchCV; gradient 

boosting classifier 

I. INTRODUCTION 

A clinically severe issue with the capacity of an individual 
to think straight or rule out their emotions or behavior 
characterizes a psychological disorder. It is typically 
accompanied by anxiety or impairment in critical areas of 
functioning. There are many different sorts of mental diseases. 
Psychological problems are another term for mental problems. 
The latter is a larger phrase that includes mental disorders, 
psychological disabilities, and (additional) states of mind that 
cause severe distress, functional impairment, or the risk of 
self-harm. This preliminary report is about psychiatric 
illnesses. The 11th Revised Version of the Disease 
Classification System (ICD-11) estimates that 960 million 
people, or one out of every eight people, will live on the planet 
in 2019 and suffer from a mental disorder, with anxiety and 
depression being the most common. Depression disorders 
harmed 280 million people in 2019, including 23 million 
children and adolescents. Anxiety disorders afflict 301 million 
people, with 58 million of them being children and 
adolescents. Schizophrenia affects roughly 24 billion people 
worldwide or one in every 300. In 2019, 40 million people 

were impacted by bipolar disorder [1]. As a result of the 
COVID-19 disease outbreak, the number of individuals living 
with anxiety and depression increased significantly in 2020. 
Estimations reveal a 26% spike in anxiety disorders and a 28% 
spike in serious depression disorders in only one year [2]. 
Many patients with psychiatric problems don't have access to 
suitable treatment or preventative options. Many people face 
stereotypes, marginalization, and infractions of their human 
rights. EEG is inexpensive and useful for assessing resting-
state activity in the brain in natural environments, allowing for 
large amounts of data to be collected quickly. Furthermore, as 
the acquisition of technology improves and calculations 
improve, EEG is gathering steam as a foundational technology 
for brain-computer interfaces [3]. Relatively low cost, ease of 
use, and adaptable territory setup Echocardiography has been 
widely used in uncovering the aetiologies of various mental 
illnesses (e.g., depression [4], Alzheimer's [5], epilepsy [6], 
schizophrenia [7], autism spectrum disorder [8], anxiety [9], 
and so on). Typical brain activity and emotional swings are 
always present in depression, a mental disorder with clinical 
signs like severe depression and impaired thinking. EEG can 
therefore identify these aberrant events as a technique for 
monitoring brain activity. 

Metadata and computational scientific research advances 
are being made in transforming mental healthcare. The scope 
of evidence that can be measured in terms of neural 
mechanisms and objective markers has expanded. 
Furthermore, the use of machine learning, also known as 
artificial intelligence, has grown. Machine learning can 
evaluate the effectiveness of forecasts on previously unseen 
(test) data that wasn't used prior, fitting the model for training 
data, utilizing out-of-sample forecasts, and providing 
individualized, and possibly high levels of therapeutic 
applications [10]. Machine learning is expected to aid or even 
replace physician judgments such as diagnostic testing, 
prognosis, and patient experience [11]. Individually, Cross-
validation learning and psychological disorders had previously 
been investigated. Collaborations between these two fields 
have recently been combined, and machine learning has been 
used by researchers to identify psychological disorders using 
EEG data. Negative emotions like anxiety and depression 
encourage a series of psychological and physiological changes 
that put one's long-term health at risk. So for this, we sought 
to develop a new classification model for considering negative 
emotional features from EEG brainwave emotion features 
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(positive, negative, or neutral) in patients with severe 
psychological disorders. The contributions to this study are as 
follows: 

 It is difficult but also necessary to accurately extract 
EEG features since the success of the classifying 
depends on this extraction. We extract negative state 
features from EEG brainwave data from emotional 
features (positive, negative, neutral) for psychological 
disorders. 

 For negative state features we have applied the ―Divide 
and Conquer‖ approach to four equal parts for finding 
more optimal results from each feature subset. 

 We present the K-Means cluster technique to obtain 
labeled EEG signal features for each feature subset. 

 Ensemble methods (RF-RFECV) techniques for feature 
selection have been employed to build and determine 
the highest-ranking features from each feature subset 
and merge them into an appropriate feature set for 
classifying psychological disorders. 

  To obtain an optimal hyperparameter of the Gradient 
boosting, the tree classifier GridSearchCV has been 
used. 

 Performance of hyperparameters of gradient boosting 
trees such as the number of trees, tree depth, several 
learning rates, and the number of subsamples are 
utilized. 

This article is broken up into five sections. Beginning with 
the introduction. Most related works were described in Section 
II. Additionally, Section III provides materials and methods, 
and resources. In Section IV, Experimental Results are 
discussed. Finally, the conclusions are given in Section V. 

II. RELATED WORK 

Most of the recent imaging research (i.e., employing 
magnetic resonance) has relied on supervised machine 
learning. To differentiate patients from health controls (HCs). 
Studies have primarily concentrated on Alzheimer's disease, 
schizophrenia, and depression, but have rapidly been 
expanded to include other diagnosing topics [12]. Literary 
work suggests that certain machine learning in EEG might 
predict significant psychological disorders and serve as an 
unbiased index of psychological disorders, according to the 
findings. The comprehension of the support vector machine, 
elastic net, and random forest machine learning methods was 
highlighted. The elastic net model with intelligence quotient 
adjustment performed the best with different bands of the 
EEG dataset [13]. According to various cross-validation 
experiments, the probability of diagnosis achieved employing 
the provided approach in a training dataset among 207 entities, 
such as 64 patients with severe depression, 40 patients with 
severe schizophrenia, 12 bipolar depression patients, and 91 
healthy or normal subjects, is over 85% with some further 
advances [14]. The proposed methodology has the possibility 
of being a beneficial adjunct treatment tool for healthcare 
practitioners. EEG acquisition and pre-processing were 
adequate, discovered that numerous of them lacked thorough 

clinical characteristic identification Moreover, numerous 
studies employed parameters of the model or testing 
techniques that were flawed. Indeed, it's suggested that future 
researchers of psychological disorders using Deep Learning 
enhance the accuracy of clinical evidence and use cutting-edge 
model choice and test procedures to improve research 
standards and progress toward diagnostic value[15]. Using 
techniques for extracting multivariate EEG features and 
algorithms, the goal of this research is to provide an analytical 
framework for robotic GAD identification. Resting-state EEG 
data were collected from 45 GAD patients and 36 health 
control (HC) with 97.83 percent accuracy aberrated features 
helped classification performance [16]. This study classifies 
the EEGs of 43 VHS and 53 MDD patients using data mining 
techniques. This includes cleaning and normalizing the data 
beforehand, using Linear Discriminant Analysis (LDA) to 
map information into a brand-new feature space, and Genetic 
Algorithm (GA) to determine the much more features [17]. 
Methods are used in mental health to predict the likelihood of 
mental diseases and, thus, to execute prospective treatment 
outcomes. This review article lists many machine-learning 
techniques for identifying and diagnosing depression. The 
three classes of ML-based depression detection methods 
include deep learning, classification, and ensemble. The 
authors describe a generic paradigm for diagnosing depression 
that includes raw data, which was before, ML training; 
exposure, detection classifications, and performance 
assessment are all part of the process [18]. 

In [19], six channels (FT7, FT8, T7, T8, TP7, and TP8) are 
used to extract features from the frontal area of the brain. The 
following band powers—delta, theta, alpha, beta, gamma1, 
and gamma2—along with their related asymmetry and paired 
asymmetry—are employed as linear characteristics. The 
classifiers used are bagging and three different kernel 
functions of the Support Vector Machine (SVM) (polynomial, 
gaussian, and sigmoidal). Relief is the creation of predictive 
models utilizing the Decision Tree (DT) technique to find 
rules and relevant features; the feature selection method is 
applied. The feature selection methods SVM (Gaussian Kernel 
Function) and Relief were employed to achieve the best 
classification accuracy of 96.02% and 79.19% for the 
identification and severity rating of depression, respectively 
[19]. A widespread EEG system with three electrodes in the 
prefrontal lobe was used to record all electroencephalogram 
(EEG) signals from subjects during the sound stimulus and 
resting state at just the Fp1, Fp2, and Fpz electrolytic 
positions. A maximum of 270 linear and nonlinear features 
were recovered after denoising with the Finite Moment 
Generating Filter, which incorporates the Kalman derivation 
method, Discrete Wavelet Transformation, and an Adaptive 
Predictor Filter. The dimensionality of the feature space was 
then decreased using the minimal-redundancy-maximum-
relevance feature extraction strategy. The depressed 
individuals were separated from the healthy controls using 
four classification techniques (SVM, KNN, Classification 
Trees, and ANN) [20]. 

The spatial frequency data of a few chosen EEG channels 
is used to extract features. Theta and beta bands were chosen 
as EEG frequency bands for this investigation using a 
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technique called "choosing a frequency range". The 
characteristics of the chosen frequency ranges of EEG are 
subject to feature selection. As for limitations of existing 
methods, it may be that they struggle with handling large 
datasets, lack effective feature selection algorithms, or have 
difficulty generalizing to new data. The proposed method may 
be designed to address these limitations and provide a more 
effective solution to the problem at hand. Finally, a variety of 
machine learning methods were used to categorize the chosen 
subset of characteristics from the statistically relevant EEG 
networks' proper frequencies. A random forest classification 
model with either nine or ten attributes is used. It is possible to 
classify anxiety on two or four levels with an accuracy of 
94.90% and 92.74%, respectively [21]. The carefully chosen 
main studies were used in comprehensive mapping research. 
The objectives were to present a comprehensive picture of the 
most important research areas in the diagnosis and forecast of 
mental diseases by combining EEG with DL. [22]. SVM was 
used to categorize the stress levels using the labeled data from 
the k-means clustering method. Using only the beta-band 
ultimate power feature in the right (Fp2) prefrontal region, the 
achievement of the classification model was endorsed using 
the 10-fold cross-validation method. This result confirmed the 
excellent efficiency of 98% accuracy because of the 
significant adjustments in beta activity all through pre- and 
post-stimuli latent patterns using localized and reduced 
features and evaluating model accuracy and false positive 
findings on EEG data from people with MDD and HV. The 
motivation to write this research to solve the following issue 
came from considering the above kinds of literature and using 
abilities in this field [23]. Most of the research for 
psychological disorders has been done with resting states, eye 
open and closed states of EEG dataset. 

 To find the best solution for a problem, it is important 
to consider all possible options and evaluate them 
based on relevant criteria. This involves a systematic 
and analytical approach to identifying the optimal 
solution. 

 How can unsupervised learning data be effectively 
handled or processed, given the lack of labeled 
information, to improve the quality of the resulting 
models or insights? 

 How to solve the overfitting issue in machine learning 
refers to identifying and implementing techniques that 
can prevent a model from becoming too complex and 
fitting too closely to the training data, which can result 
in poor performance on new, unseen data. 

 Which parameter is used to develop the best model? 

 Lack of standardization: Many studies in this field use 
different EEG acquisition protocols, pre-processing 
methods, feature extraction techniques, and machine 
learning algorithms, which make it challenging to 
compare results and generalize findings. 

 Limited diagnostic focus: While some studies have 
investigated a range of mental health conditions, others 
have primarily focused on a few specific disorders, 
such as depression, anxiety, schizophrenia, or 
Alzheimer's disease. Further research is needed to 
evaluate the usefulness of machine learning with EEG 
for diagnosing other psychological disorders. 

III. PROPOSED METHODOLOGY 

Psychological disorders are complex and can manifest in 
many ways, making diagnosis challenging for healthcare 
professionals. Machine learning algorithms have the potential 
to improve the accuracy and efficiency of diagnosis by 
identifying patterns in large datasets that may be difficult for 
humans to detect. The use of feature ranking and fusion in 
combination with gradient boosting is a promising approach 
for improving the performance of machine learning algorithms 
in the context of psychological disorder classification. Feature 
ranking techniques can help identify the most relevant features 
for classification, while feature fusion can combine different 
sources of information to improve the overall accuracy of the 
algorithm. Therefore, the motivation behind this research is to 
explore how these techniques can be applied to improve the 
accuracy and efficiency of psychological disorder 
classification using machine learning. The goal is to develop a 
more effective diagnostic tool that can assist healthcare 
professionals in accurately identifying and treating 
psychological disorders. 

In this work, we have comprehensively analyzed the 
positive, negative, and neutral states of the publicly accessible 
EEG brainwave Dataset. In this research, for the recognition 
of psychological disorders, we extract the negative state of this 
dataset. The proposed method for the classification of 
psychological disorders using feature ranking and fusion with 
gradient boosting is an appropriate solution for the problem 
due to its ability to handle large datasets, and improve 
generalization, and flexibility. The method uses a feature 
selection algorithm to select the most important features for 
classification, which can enhance the accuracy and efficiency 
of the model. The proposed method also employs techniques 
to prevent overfitting, such as grid search for hyperparameter 
tuning, which can enable the model to generalize better to new 
and unseen data This section outlines the configuration for the 
classification procedure, as well as the methodology used to 
conduct the research, and discusses a potential strategy for 
minimizing features in an EEG analysis by establishing the 
RF-RFECV method. The proposed architecture diagram 
shows the steps of this research in Fig. 1. 

A. Data Preprocessing 

Divide and Conquer strategy has been applied to the 
negative state features of the EEG brainwave dataset to find an 
optimal solution to a problem. Four distinct feature sets were 
compared to see how changing the measurements would affect 
the results and which feature set performed better [25]. 
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Fig. 1. Proposed architecture of psychological disorder classification 

Steps of divide and conquer approach: 

1) Divide: Divide the dataset D into 4 Feature subsets 

(FS) 

  
(             )

 
  (1) 

                 

2) Conquer: Applied feature selection technique for each 

FS. 

3) Combine: Selected features from each FS have been 

fusion into the final features set (FFS). 
Further, the K-Means clustering technique [26] is applied 

to label unlabeled datasets to group the features into 3 
similarity clusters. 

The steps of K-Means are as follows: 

 Initially, we generate random k points, referred to as 
means or cluster centroids. 

 Every feature is categorized according to the nearest 
mean, and the precise location of that mean, which 
represents the average values of the features 
categorized in that cluster so far. 

 Clusters are the result of repeating the process for a 
predetermined number of iterations. 

The algorithm's final goal is to minimize the squared error 
function, which is represented by: 

 ( )  ∑ ∑ (       )
   

   
 
     (2) 

Where, 

―       ‖  is a measure of how far the n data points are 

from each cluster's center [27]. In this research, the three 
clusters are chosen as 0, 1, and 2 for labeling EEG negative 
data as shown in Fig. 2 

 

Fig. 2. Negative state features with 3 clusters i.e., 0, 1, 2 

B. Feature Selection 

Selecting features from thousands of features is the most 
challenging research problem. RF-RFECV is used for feature 
selection. The algorithm is trained by Random Forest (RF) to 
generate the importance of features. The importance of each 
feature is calculated by equation 3. 

    
∑                                  

∑                 
 (3) 

RF classifier can be trained to produce feature importance 
values [28] that represent the relative importance of each 
feature. Following that, features are ranked in order of 
importance value. The component with the lowest importance 
value is eliminated. The classifier is then retrained using the 
remaining features until it runs out of features to train with. 
Finally, the complete ranking of the features can be obtained 
using the feature-importance-based RFE method i.e., (RF-
RFECV). It has been demonstrated that, an embedded feature 
selection method performs well and makes up for the 
drawbacks of the filter and wrapper methods. The following 
pseudocode represents the proposed feature selection 

algorithm. 

Algorithm 1: Feature Selection with RF-RFECV 

Input: Feature Subset FS: {f0, f1, f2,….,fn} 

Output: Rank features according to smallest feature importance 

value, R 

Step 1: set R= {} 

Step 2: Repeat steps 3-9 until FS is not empty 

Step 3: Train the RF using FS. 

Step 4: Compute the importance of the feature with an equation (3). 

Step 5: Determine the ranking method, Rank=     

Step 6: Rank the features in sorted orders.  

          (    ) 
Step 7: modification of the feature rank list  

                                                      (     ) 

Step 8: Delete the features with the lowest rank 

               (     ) 
Step 9: Fusion the highest-rank features of                 into 

the final dataset. 

Return final dataset Fusion feature subset (FFS) 
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C. Machine Learning Model 

Gradient-boosting tree classifier is applied to predict the 
test results of psychological disorders. Gradient boosting is a 
sequenced method based on the ensemble principle. It 
integrates a group of weak learners and generates higher 
prediction accuracy. The model results are weighted based on 
the results of the initial instant t-1 at any instant t. The 
working procedure gradient boosting is as follows. 

Step 1: Create a fundamental model to predict the 
dataset.  Take the total of the cluster column and presume that 
represents the expected value. The simple mathematical 
calculation behind these first steps. 

  ( )         ∑  (    ) 
    (4) 

Step 2: Determine the Residuals 

  (   ̂) (5) 

Step 3: Determine the decision tree's leaf output values 

          ∑  ( 
          (  )     (  ) (6) 

Step 4: Update the prediction 

  ( )      ( )      ( ) (7) 

D. Hyperparameter Optimization by GridSearchCV 

A method for identifying the best hyperparameters in a 
grid out of a set of parameters is called GridSearchCV. 
Gradient boosting trees could be a challenge to set up as an 
algorithm [29]. Grid search common ranges are produced 
because of the gradient boosting technique's key 
hyperparameters, which serve as the starting point for one's 
work. This might be done by assigning a dictionary for links, 
the names of the model hyperparameters, to the values to 
search for in the GridSearchCV [30]. The following is the 
procedure for finding the best hyperparameters with 
GridSeachCV. 

Algorithm 2: GridSearchCV for hyperparameter 

optimization 
Input: Dataset FFS = {f0, f1, f2, …. , fn} 

Output: Best parameter with the highest accuracy 

Step 1: Create the gradient boosting tree model and parameter 

Step 2: Create a dictionary using the model's parameters.  

 Develop an estimator of gradient boosting tree classifier 

 Develop a Param_grid with key hyperparameters 

The efficiency of model evaluation metrics.           

 Score=f (Key Parameter) 

 Develop the CV for iterations 

Step 3: Repeat the process step 2, going through each possible set 

of the grid's values one at a time. 

Step 4: Fit the data set in the object function 

Step 5: Run the objective functions multiple times per each 

possible pair of hyperparameter values. 

Return the most accurate hyper-parameters available with the 

highest accuracy. 

The GridSearchCV key hyperparameter for gradient-
boosting trees is shown below in Table I. 

TABLE I.  KEY HYPERPARAMETERS FOR GRADIENT BOOSTING TREE 

WITH GRIDSEARCHCV 

Model n_estimators Learning rate subsample Max 

depth 

Gradient Boosting 

tree 

[10,50, 100, 

500,1000] 

[0.0001, 0.001,0.01, 0.1, 

1.0] 

[0.5, 0.7,1.0] [0.5, 0.7, 1.0] 

E. Performance Evaluations 

Before the prediction model is constructed, a model must 
be assessed using several evaluation criteria [31]. To date, we 
have evaluated our prediction models using means and 
accuracy scores. However, the accuracy score and mean alone 
aren’t always sufficient to assess a model adequately because 
it doesn't specify whether a class (positive or our models 
incorrectly forecast a negative) in the event of a poor accuracy 
rating this is clarified by precision score. 

Mean  ̅=(
(∑ )

 
) (8) 

Std deviation SD=√∑(
   ̅

   
) (9) 

Accuracy =
     

           
 (10) 

Precision=
  

     
  (11) 

Recall=
  

     
 (12) 

score=  
                

                
 (13) 

Confidence Score=     ̅±z
 

√ 
 (14) 

IV. EXPERIMENTAL RESULTS 

The study is significant in that it demonstrates the 
usefulness of an affordable and straightforward approach to 
diagnosing several psychological disorders using EEG. The 
proposed method employs a feature selection algorithm to 
select the most important features for classification, which can 
improve the accuracy and efficiency of the model. 
Additionally, the gradient boosting algorithm used in the 
method can handle large and complex datasets, making it 
well-suited for problems that involve many features and 
samples. The EEG brainwave dataset has been used, which 
has three states of emotion: positive, negative, and neutral. 
From these, three emotional states negative emotional states 
features were extracted for the recognition of psychological 
disorders for this work. 708 rows and 2548 columns of 
unlabeled data were used in the negative state. Applied the 
―Divide and Conquer‖ approach into 4 equal parts 
               to find more accurate results from each 
feature subset. The ensemble approach has been used for 
feature selection, followed by random forest feature 
importance with recursive feature elimination with cross-
validation technique. Based on this procedure, selected the 
rank features for each subset, and fusion these new features 
into a new feature subset or new dataset. 

An applied new dataset for the classification process used 
a gradient-boosting tree with GridSearchCV hyperparameter 
tuning. The best parameter combination is kept after the 
GridSearchCV evaluates all potential parameter value 
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combinations. This research primarily focuses on four 
parameters. GridSearchCV uses max_depth for denting the 
number of depths of a tree, n_estimators for several sequential 
trees learning_rate is used to determine how each tree will 
affect the predictions and, the sub_sample for several analyses 
that will be chosen for every tree for the strongest impact on 
prediction accuracy. Several performance metrics are used for 
choosing the best parameter such as mean score, standard 
deviation score as well as accuracy. 

The configuration that showed the best performance, 
achieving a means score of approximately 94.6 %, had a 
learning_rate of 0.1, a max_depth of 9 levels, 1000 
n_estimators, and a sub_sample of 50% has presented in Table 
II. 

Table II also presents the performance of parameters with 
different combinations of parameter values like learning_rate 
of 1.0, 1000 of n_estimators, Subsample of 40%, and 
max_depth of 7 achieved means score is 92%. 

learning_rate of 0.2, 500 of n_estimators, Subsample of 
90% and max_depth of 6 achieved means score is 91%. 

learning_rate of 1.0, 1000 of n_estimators, Subsample of 
90% and max_depth of 7 achieved means score is 89%. 

Accuracy of each parameter combination 91%, 89%, 92%, 
92%, 96.71%. 

TABLE II.  BEST PARAMETERS FROM THE GRIDSEARCHCV METHOD 

Sl.no Best parameter Means 

Score 

Std 

score 

Accuracy 

1 n_estimators=1000, 

Subsample=0.4, 

learning_rate=1.0, 
max_depth=7 

92.00% 0.028 91.00% 

2 n_estimators=500, 

Subsample=0.9, 
learning_rate=0.2, 

max_depth=6 

91.00% 0.26 89.00% 

3 n_estimators=1000, 
Subsample=0.9, 

learning_rate=1.0, 

max_depth=7 

92.00% 0.028 92.00% 

4 n_estimators=1000, 
Subsample=0.9, 

learning_rate=1.0, 

max_depth=7 

89.00% 0.24 92.00% 

5 n_estimators=1000. 

subsample=0.5, 

learning_rate=0.1, 
max_depth=9 

94.93% 0.27 96.71% 

Additionally, the accuracy of each cluster is 0, 1, 2, and 
has achieved 95.5%, 96.8%, and 100% accuracy. The 
classification results in representation in Table III for clusters 
of 0, 1 a, and 2, Precision, Recall, and f1-Score achieved the 
highest accuracy in cluster 2 compared to other clusters for the 
proposed gradient boosting Classifier with GridSearchCV for 
a new dataset. 

TABLE III.  CLASSIFICATION REPORT OF EACH CLUSTER 

Clusters precision recall F1 score 

0 94% 96% 95% 

1 98% 97% 97% 

2 100% 100% 100% 

Fig. 3 represents the accuracy analysis of four algorithms 
with the x-axis being proposed and existing algorithms and the 
y-axis being proposed as the accuracy value. The accuracy of 
the proposed classifier without ranked features is 94% and 
with ranked features is 96.71%. 

 
Fig. 3. Comparative analysis with another existing algorithm 

The accuracy of SVM without ranked features is 92% and 
with ranked features is 94%. The accuracy of RF with ranked 
features is 95% and without ranked features is 94%. The 
accuracy of Naïve Bayes classifier achieved 80% accuracy 
without ranked features and 88%accuracy with ranked 
features. It can be concluded that the proposed algorithm with 
ranked features (new dataset) produces effective results as 
compared to existing algorithms. 

Table IV displays the Confidence score of various 
psychological disorders (stress, depression, bipolar disorder, 
anxiety, autism, schizophrenia, mood disorder, and personality 
disorder) in an EEG negative emotional state with clusters 0, 
1, and 2, which is represented. Schizophrenia disorders 
achieved an 85% confidence score as compared to other 
disorders. 

TABLE IV.  THE CONFIDENCE SCORE OF PSYCHOLOGICAL DISORDER 

Psychological disorder Accuracy Negative Emotional State (0,1,2) 

Depression 65.00 Cluster-0 

Anxiety 35.00 Cluster -0 

Stress 77.00 Cluster -0 

Bipolar Disorder 50.50 Cluster -1 

Personality 58.00 Cluster -1 

Schizophrenia 85.00 Cluster -2 

Autism 50.00 Cluster-2 

94% 88% 94% 
80% 

96.71% 94% 95% 

88% 

0%

20%

40%

60%

80%

100%

120%

Proposed
algorithm

SVM RF Naïve Bayes

Accuracy 

without ranked features with ranked features



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

293 | P a g e  

www.ijacsa.thesai.org 

Table V compares the state-of-the-art methods of other 
machine learning methods with the same dataset our proposed 
algorithm achieved the highest accuracy. 

TABLE V.  COMPARATIVE ANALYSIS OF PROPOSED WORK WITH OTHER 
WORK 

Study Classifiers Datasets Accuracy 

The proposed 

method 

Gradient Boosting Tree 

with GridSearchCV 

EEG brainwave 

dataset 

96.71% 

      [24]  Adaptive Boosted LSTM 
and DevoMLP 

EEG brainwave 
dataset 

85% 

[31] RNN EEG brainwave 

dataset 

95% 

  

[32] XGBoost EEG brainwave 
Dataset 

  95% 
 

V. CONCLUSION 

The study has demonstrated the usefulness of an affordable 
and straightforward approach to the brain utilizing EEG for 
the diagnosis of several psychological disorders, including 
stress, bipolar disorder, autism, mood, personality, anxiety, 
and depression. One significant advantage of the proposed 
method is its ability to handle large and complex datasets 
using gradient boosting, which is a powerful algorithm for 
handling such data. In addition, the techniques used to prevent 
overfitting, such as grid search for hyperparameter tuning, can 
help the model generalize better to new and unseen data. This 
is an important consideration when dealing with medical data 
where the model's ability to generalize to new data is crucial 
for accurate diagnosis. This study presents a unique method of 
feature selection with different feature subsets and makes a 
new dataset with 1300 features with the RF-RFECV algorithm 
with labeling using the K-Means Cluster technique. To 
address overfitting and optimize the parameters of the gradient 
boosting classifier, we employed the GridSearchCV algorithm 
to find the optimal hyperparameters for predicting 
psychological disorders from the EEG brainwave dataset, 
which has achieved 96.71% accuracy in classifying 
psychological disorders using negative states of emotion. The 
future will be, to calculate the severity of the psychological 
disorder and develop a web application for clinical 
diagnostics. 
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Abstract—The Criminal Code Bill, also known as Rancangan 

Kitab Undang-undang Hukum Pidana (RKUHP), passed in the 

House of Representatives (DPR) on December 6, 2022, is being 

debated because several issues need to be fixed. Therefore, 

research was conducted to determine the public's reaction to the 

ratification of the Criminal Code Bill by analyzing Twitter data. 

This study aims to obtain a general response to the legalized 

RKUHP. We use sentiment analysis, a text-processing method, to 

get data from the public. To do this, we used N-grams (unigrams, 

bigrams, and trigrams) along with three algorithms: Naïve Bayes, 

Classification and Regression Tree (CART), and Support Vector 

Machine (SVM). The result of sentiment analysis found that 51% 

of tweets were positive about the ratification of the RKUHP, and 

49% were negative. In addition, it was also found that SVM has 

the best accuracy compared to other algorithms, with an accuracy 

value of 0.81 on the unigram combination. 

Keywords—Sentiment analysis; RKUHP; support vector 

Machine (SVM); Naïve Bayes; classification and regression tree 

(CART) 

I. INTRODUCTION 

The Criminal Code Bill, also known as RKUHP, was 
signed into law on December 6, 2022. This is a momentous 
occasion, as this law would replace the existing Criminal Code 
(KUHP) [1]. Because the current Criminal Code is a legacy of 
Dutch colonialism, it is a version of the Wetboek van Strafrecht 
voor Nederlandsch-Indie. Changes are needed because the old 
Criminal Code is not keeping up with the times [2]. In addition, 
the revision of the previous RKUHP was carried out in partly 
making new laws related to the KUHP, which made 
regulations run wild, had no system or pattern, was 
inconsistent, made problematic laws, and even damaged the 
basic building system old KUHP [3]. RKUHP will be valid for 
three years from the date of promulgation [4]. However, the 
RKUHP is considered to have problematic articles still. Nurina 
S. (2022), in an interview with The Guardian, stated that at 
least 88 reports contain broad provisions that can be exploited 
and misconstrued by both the government and the general 
public to punish anyone and suppress the freedom of 
expression [5]. 

The response to ratifying RKUHP still has pros and cons. 
Because responses are essential determinants of every human 
action, interesting to see the public's response to RKUHP; 
when deciding, we need others' opinions. Companies or 
governments must know how the public feels about their 
products and services. The public sometimes utilizes Facebook 
and Twitter to engage socially online. Web-based social 
networks gradually engage the public [6]. This is consistent 
with research conducted in the United States about the public's 

reaction to the Chicago Department of Public Health's laws on 
electronic cigarettes, which examined the public's response on 
Twitter. The data can help organizations predict, recognize, 
and respond to how the community will react by finding 
patterns in how people have responded to this policy [7]. In 
addition, according to research conducted in Mexico, 
governments frequently use Twitter to interact with their 
citizens. As a result, it has emerged as a valuable source of 
information for studying how governments interact with their 
constituents and how those citizens respond to those 
communications. These insights about how people interact 
with the government can be used to help make public policies 
and understand how the public sees those policies [8]. 

The ratification of RKUHP has the same context. It will be 
fascinating to watch how Twitter data is utilized to gauge 
public opinion toward the ratification of RUU KUHP because 
these messages on Twitter are openly accessible. 
Consequently, it can be viewed as raw data primarily for the 
extraction of opinions and for the analysis of policy by 
analyzing the sentiment [9].  This will aid the government's 
ability to forecast, detect, and respond to the public's reaction 
to the dissemination of information before it is completely 
implemented. Sentiment analysis is another term for "opinion 
mining" or "emotion Artificial Intelligence‖. It refers to 
applying natural language processing (NLP), Using text 
mining, computational linguistics, and biometrics to carefully 
identify, extract, assess, and look into people's emotions and 
personal data [6]. 

This research aims to identify the sentiments surrounding 
the ratification of the RKUHP. The analysis results are 
reprocessed to determine what aspects of RKUHP concern the 
public. The use of public sentiment will assist the government 
in gauging the public's reaction to the ratification of the 
RKUHP and can be utilized as input for the planned 
socialization. In addition, by using multiple algorithm models, 
this research will identify the optimal categorization model that 
might be used by the government when trying to determine 
public responses with data from twitter. 

This research consists of five sections. The introduction, 
which contains the research's context and objectives, is the first 
section. The second section is a review of previous research 
and the theoretical framework. The study's research 
methodology is described in the third section. The fourth 
section is the results and discussion, which includes the 
findings from the research. The conclusion is the concluding 
section of the study. 
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II. LITERATURE REVIEW 

A. Previous Research 

This section contains considerable research that employs 
various methods for sentiment analysis. The first research 
authors use one methodology for measurement sentiment 
analysis, shown in Table I. Authors in [10] have investigated 
the Naïve Bayes algorithm's capacity to classify public mood 
under COVID-19's new normal. From the 2807 tweets that 
have been processed, the test results show that Naïve Bayes has 
done an excellent job, with an accuracy of 83% and an F1-
score of 84%. The author in [11] researched sentiment analysis 
using the Support Vector Machine (SVM) with Weka (Waikato 
Environment for Knowledge Analysis) method and tested it on 
three different data sets with various labels. Because of this, the 
data set with the highest f1-score is the third one, which only 
has two titles: positive and negative. 

Further research uses two methodologies for measurement 
sentiment analysis. In a study [12], sentiment analysis tests on 
comments on YouTube using Naïve Bayes and Support Vector 
Machines (SVM). Results when using a data scale of 7:3, with 
70% of the data used for training and 30% for testing, show 
that the combination of Naïve Bayes and SVM results in higher 
accuracy and superior performance. In a study [13], researchers 
compare Naïve Bayes and SVM to evaluate the classification 
results that each method produces. Twitter data is used in this 
study for Tokopedia services. The outcomes demonstrated that, 
with an accuracy of 83.34%, the SVM linear kernel technique 
surpassed the Naïve Bayes technique. In a study [14] Using 
Twitter data, researchers assess the sentiment analysis of the 
COVID-19 virus infection on Indonesian public transportation. 
In this study, the authors used two comparison methods: Naïve 
Bayes and decision trees. The result is that Naïve Bayes 
outperforms the Decision Tree with an accuracy of 73.59%. 

The third research uses more than two methodologies for 
measurement sentiment analysis. In a study [15], Researchers 
researched the sentiment analysis of tourists in Thailand during 
the COVID-19 pandemic. This study used three methods: 
SVM, Classification and Regression Tree (CART), and 
random forest. Consequently, SVM could identify the attitudes 
and intentions of the English-language tweets that included 
Phuket and Chiang Mai the best. Still, for tweets mentioning 
Bangkok, CART is the most accurate, with accuracies of 
94.3%. Bangkok has more data tweets than others. Subsequent 
research, customer reviews of Amazon products. Researchers 
in this study [16] used four sentiment analysis methods: Naïve 
Bayes, SVM, Decision Tree, and K-Nearest Neighbor. In 
addition, this research also added TF-IDF and N-gram to its 
processing. The results of the TF-IDF method with N-grams 
show unigrams with SVM were the maximum accuracy results 
for Amazon product customer reviews. This study also found 
that comments on Amazon products influence potential 
consumers' purchasing decisions. The two studies [15][16] 
were conducted to determine the differences and accuracy of 
the sentiment analysis method. 

TABLE I.  PREVIOUS RESEARCH 

No Ref Algorithm 
and Method 

Sentiment Analysis 
and Objective 

Result 

1 [10] Naïve Bayes Provides a sentiment 
analysis of how well 
society is accepting 
the new normal with 
data from Twitter and 
investigates the Naïve 
Bayes algorithm's 
capacity to classify 
public mood under 
COVID-19's new 
normal. 

During the COVID-
19 pandemic, the 
majority of people 
were able to adjust 
to their new 
everyday normal. 
The test results 
show that Naïve 
Bayes has done an 
excellent job. 

2 [11] SVM with 
Weka 
(Waikato 
Environment 
for 
Knowledge 
Analysis) 

This study didn't 
specifically look at 
sentiment analysis. 
Instead, it used three 
different data sets, 
two from Twitter and 
one from the Internet 
Movie Database, to 
test how well the 
SVM algorithm 
worked (IMDB). 

The highest-scoring 
data set is the third 
(IMDB data), with 
only two titles: 
positive and 
negative. 

3 [12] Naïve Bayes 
and SVM 

Provides a sentiment 
analysis of positive 
and negative 
YouTube comments 
and evaluates the 
combination of two 
algorithms, naïve 
Bayes and SVM. 

The combination of 
Naïve Bayes and 
SVM results in 
higher accuracy and 
superior 
performance for 
seeing sentiment in 
YouTube 
comments. 

4 [13] SVM and 
Naïve Bayes 

 

Sentiment analysis for 
Tokopedia service 
with data from 
Twitter and 
evaluation of the 
performance of Naïve 
Bayes and SVM. 

The data do not 
specify the 
sentiment analysis 
results for the 
Tokopedia service; 
they evaluate that 
SVM is more 
accurate than Naïve 
Bayes. 

5 [14] SVM and 
Decision 
Tree 

Sentiment analysis to 
determine what 
commuter line riders 
think about how the 
Covid-19 pandemic 
could spread on 
public 
transportation—and 
Comparison Accuracy 
from algorithm naïve 
Bayes and decision 
tree. 

Most people in the 
community have a 
positive outlook 
that includes a plea 
and a call to stop 
the COVID-19 
outbreak and get it 
under control. With 
an accuracy of 
73.59%, Naive 
Bayes is better than 
the Decision Tree. 

6 [15] decision tree, 
random 
forest, and 
SVM with 
TF-IDF and 
combination 
ngram 
(unigram, 
bigram, and 
trigram) 

Sentiment analysis to 
find out the 
expression of tourists 
about tourist 
attractions, events, 
festivals, and 
experiences from July 
to December 2020 
whit data from 
Twitter.  

The results showed 
the top 10 words for 
each type of 
feeling, which can 
be looked at to 
learn more and give 
the right advice. 

 

7 [16] SVM with a 
combination 
of term 
weighting 
and ngram 

This study aims to 
assess the impact of 
sentiment (positive, 
negative, and neutral) 
and Amazon product 
reviews on sales 
performance. Also, to 

The Result found 
that comments on 
Amazon products 
influence potential 
consumers' 
purchasing 
decisions.  In 
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identify the optimal 
combination of SVM, 
TF-IDF, and ngram. 

addition, the TF-
IDF method with 
N-grams shows 
unigrams with 
SVM were the 
maximum accuracy 
results for Amazon 
product customer 
reviews. 

Based on previous research, researchers will use the Naïve 
Bayes [10][13][14], SVM [11][12] [13][15][16], and CART 
[15] in evaluating sentiment analysis. In addition, the N-gram 
and TF-IDF methods will be used because they are proven to 
increase accuracy [16]. The study used positive and negative 
labels because it was established in research [11] that they have 
the highest accuracy compared to data using more than two 
labels. 

B. Sentiment Analysis 

According to Pang et al. (2002), opinion mining and 
sentiment analysis are two terms that refer to the same process. 
Sentiment analysis automatically analyzes, extracts, and 
textually processes material to derive the sentiment information 
in a single opinion sentence. An individual's perspective, or 
their predisposition to have a positive or negative view or 
opinion about a particular issue or object, can be determined 
using a technique known as "sentiment analysis" [17] [12]. 

C. Data Preprocessing 

Data Preprocessing involves converting raw data into a 
format the user may understand. Frequently, the data must be 
more structured and consistent, lack specific behaviors or 
patterns, and contain missing values, all of which contribute to 
many errors. Consequently, it needs to be cleaned, integrated, 
altered and decreased. The noise is eliminated, and missing 
values are filled in when cleaning is performed [18][19]. 

D. N-Gram 

The word n-gram feature counts sets of sequential N words 
in each tweet, where N can range from 1 to N. [20]. N-grams 
can be more informative. There could be t

2
 bigrams containing 

t different words. In practice, only some characteristics are 
generated because terms can't follow each other. Usually, n-
grams are more distinct than words. A more extensive, less 
common feature space is an n-gram. A larger n increases 
information and computational expense [21]. In this research, 
we combine the unigram, the bigram, and the trigram forms of 
the n-gram. 

E. Term Frequency - Inverse Document Frequency (TF-IDF) 

According to Jones (1972), Inverse Document Frequency 
(IDF) is a technique that can be combined with term frequency 
to lessen the influence of implicitly famous words in the 
corpus. This is how IDF is meant to be used. IDF gives greater 
weight to terms that appear more frequently in the document, 

regardless of whether those words are used often or 
infrequently [22][23]. TF-IDF is now the most popular text 
classification and document categorization scheme [24][21]. 

F. Naïve Bayes Algorithm 

This categorization method is based on Bayes' Theorem 
and makes strong (naive) assumptions about feature 
independence. A Naïve Bayes classifier makes the following 
assumptions: that the proximity of one feature (element) within 
a class is unrelated to the proximity of other items. The Naïve 
Bayes algorithm is often used to divide texts into different 
groups, and it was recently used to separate data from 
sentiment analysis into groups [6]. 

The algorithm relies on Bayes' theorem and presumes that 
the class variable's value provides information for all variables 
independently. It is simple to program the Naïve Bayes 
classification algorithm to perform exceptionally well in 
supervised learning, and it can also be used in difficult real-
world situations. The Naïve Bayes method is simple to grasp, 
needs an education dataset to figure out how to calculate its 
variables, doesn't care about things that have nothing to do with 
the problem, and works well with correct data from a single 
source [25][10]. 

G. Support Vector Machine (SVM) Algorithm 

According to Han et al. (2012), the Support Vector 
Machine (SVM) algorithm's goal is to locate the Maximum 
Marginal Hyperplane (MMH) by utilizing margins and support 
vectors. The MMH hyperplane is the best one available since it 
has the most significant margin distance and can be used to 
accurately and maximally segregate data for each class. 
Suppose both margins are in a position that is parallel to the 
hyperplane. In that case, the margin is defined as the point at 
which the shortest distance from a hyperplane to one side 
equals the distance from the hyperplane to the other side of the 
margin [26][24]. 

H. Classification and Regression Tree (CART) 

The classification and regression trees (CART) method is a 
systematic technique that was developed by Breiman et al. 
(1984) [27][28]. For the construction of decision trees, CART 
employs historical data. The dependent variable decides 
whether a classification tree (for categorical categories) or a 
regression tree (for variables with continuous categories) will 
be formed. The newly discovered observations can then be 
predicted (using a regression tree) and classified (using a 
classification tree) using the constructed tree. Contrary to 
classification trees, regression trees do not have any pre-
determined classes. On the other hand, classification trees 
allow the user to select or calculate dependent variable types 
based on an external criterion. [27][29][30][28]. The CART 
approach consists of three steps: (1) the creation of the entire 
tree; (2) the selection of the ideal tree size; and (3) the 
evaluation of the results. (3) using a built tree to organize data 
or generate new information[28]. 
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III. METHODOLOGY 

The research consisted of several stages, including the 
collection of data, the creation of data sets, the labeling of data, 
the processing of data, the grouping of words using n-grams 
and term weighting (TF-IDF), classification modeling, the 
evaluation of classification modeling, and, finally, the output of 
sentiment results and recommendations. This is shown in 
Error! Reference source not found.. 

 
Fig. 1. Methodology for research 

A. Data Collecting 

Python and the twitter-snscrape library package are used to 
harvest Twitter tweet data at this step. Data was gathered using 
a search for the phrase "RKUHP" tweeted between December 
6, 2022, and December 31, 2022. Tweets taken are in 
Indonesian, and identical tweets will be deleted. Related 
Tweets that only use the RKHUP hashtag and only contain ads 
will also be disqualified. Tweets are not converted into English 
due to possible differences in meaning in processing. All words 
resulting from sentiment will use the Indonesian language. 

B. Data Labelling 

In this phase, the training data is labeled manually whether 
tweets are positive (pro) or negative (con) with the ratification 
of the RKUHP. In this phase, irrelevant tweets are also deleted. 

C. Data Preprocessing 

In the preprocessing of tweet data, a series of operations are 
performed so that machine learning algorithms can read the 
tweet's standards and patterns in Table II. The method is as 
follows: 

1) Case Folding turns all capital characters in tweets into 

lowercase letters. 

2) Remove Punctuation and eliminates punctuation, URL 

links, numbers, hashtags, and emoticons from tweets. 

3) Tokenization is the process of breaking sentences into 

separate words. 

4) Stop Word is the process of removing words that don't 

add any meaning. 

5) Normalization is the process of uniforming words with 

the same meaning but different spellings. 

6) Stemming is changing words that have affixes into 

essential words. 

TABLE II.  PREPROCESSING PROCESS 

Process Tweet 

User Tweet Dukung pengesahan RKUHP untuk supremasi hukum 

https://t.co/MLmR6BHBIS 

#DukungPengesahanKUHP 

Case folding dukung pengesahan rkuhp untuk supremasi hukum 

https://t.co/mlmr6bhbis #dukungpengesahankuhp 

Remove 

Punctuation 
dukung pengesahan rkuhp untuk supremasi hukum 

Tokenizing ['dukung', 'pengesahan', 'rkuhp', 'untuk', 'supremasi', 

'hukum'] 

Stop Word ['dukung', 'pengesahan', 'rkuhp', 'supremasi', 'hukum'] 

Normalization ['dukung', 'pengesahan', 'rkuhp', 'supremasi', 'hukum'] 

Stemming ['dukung', 'kesah', 'rkuhp', 'supremasi', 'hukum'] 

D. N-Gram 

In this phase, word separation is carried out; we combine 
the unigram, the bigram, and the trigram forms of the n-gram. 
Words are created using unigrams (one word), bigrams (two 
words), and trigrams (three words). Tweets that have at most 
three words will be deleted. 

E. Term Weighting 

The next step was word feature extraction using the term 
frequency-inverse document frequency (TF–IDF). The word 
weight in a given document is typically calculated using the 
TF-IDF technique. The term frequency describes the often 
appearing; that often appears in a manuscript (TF). Frequently 
occurring terms will obstruct the search for uncommon words. 
The inverse document frequency (IDF), which lessens the 
weight of often-appearing words, can gauge how significant a 
word's meaning is in a document [31]. 

F. Classification Modelling 

In this step, classification modeling is applied to the test 
data using three machine learning algorithms: Nave Bayes, 
SVM, and CART. Modeling is done separately to produce 
accurate results. Each algorithm tests the words formed in the 
ngram process, and the term weighting process has been 
carried out. This classifier uses the sklearn library in Python. 
This study used 80% training data and 20% testing data. This is 
so that machine learning algorithms can perform better, 
according to research by Pham et al. in Nguyen et al. research, 
when training data is raised from 30% to 80%. However, when 
it is increased from 80% to 90%, the opposite occurs[32] [33]. 
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Discussion 
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G. Classification Modelling Evaluation 

In this phase, the performance of each machine learning 
algorithm in the previous step will be evaluated. Evaluation is 
conducted using a confusion matrix by looking at the value of 
the accuracy of each algorithm. Accuracy, precision, and recall 
are the evaluative test parameters whose computations are 
derived from the confusion matrix table [13]. 

H. Sentiment Result and Discussion 

This is the final stage in producing sentiment words for the 
word cloud. Which, according to the N-gram phase, consists of 
one word, two words, and three terms and is derived from the 
sentiment with the maximum accuracy. Then, the discussion 
will be made in light of these findings. 

IV. RESULT AND DISCUSSION 

A. Results of Classification Modeling Evaluation 

The number of tweets extracted using the snscrape library 
is 17,107. After cleaning the same tweets, the number of tweets 
increases to 10,763. Then, label each tweet manually. Then, 
preprocessing process the tweet and generate it again to yield 
9,079 tweets. The tweet then executed the classification 
algorithms and the n-gram combination method. After 
preprocessing, the dataset is split into training and test sets. 
80% of the dataset is used for training, and the remaining 20% 
is used for testing. The dataset's features are produced using an 
n-gram mix of unigrams, bigrams, and trigrams. The created 
words will then be weighted using term analysis. Different data 
are made when n-grams and term weighting are combined. The 
results are presented in Tables III, IV, and V. 

Using the confusion metrics, we have calculated the 
performance of each algorithm here. The confusion matrix, 
which measures the classification overlap, is an effective tool 
for performance evaluation. The multi-label classification task 
must establish the confusion matrix because each instance may 
be assigned to multiple classes [34]. The performance 
evaluation of the multi-label classifier is based on computing 
performance averages, including precision, recall, and F1-score 
[34]. Precision measures how accurate a class's predictions are 
relative to all the predictions included in the course. Recall is 
the percentage of a class's total number of categorized facts 
that can be predicted accurately. The f1 score calculation was 
then utilized to mix the precision and recall [35] [12]. 

For each n-gram combination used, precision, recall, and 
f1-scores for the CART algorithm are displayed in table III. 
The findings of CART do not differ much when unigrams, 
bigrams, or trigrams are used. In the bigram findings, for 
example, the precision value is 0.73 for negative and 0.75 for 
positive, and the recall value is 0.70 for negative and 0.75 for 
positive. The f1 values for positive and negative are then 0.72 
and 0.74, respectively. As shown in Fig. 2, out of the 852 
negatively judged tweets, 624 were true negatives (TN), and 
228 were false negatives. In contrast, out of 964 positive 
tweets, 263 were false positives (FP), and 701 were true 
positives (TP). 

TABLE III.  PRECISION, RECALL, AND F1-SCORE CART 

 N-Gram Precision Recall F1-score 

Negative 

Unigram 0.74 0.70 0.72 

Bigram 0.73 0.70 0.72 

Trigram 0.75 0.69 0.72 

Positive 

Unigram 0.72 0.76 0.74 

Bigram 0.73 0.75 0.74 

Trigram 0.71 0.77 0.74 

 
Fig. 2. The confusion matrix bigram CART 

Table IV shows the SVM algorithm's precision, recall, and 
f1-score for each n-gram combination. The unigram test had 
the best average outcomes, with precision values of 0.81 for 
negative and 0.80 for positive groups and recalled values of 
0.76 for negative and 0.82 for positive. The f1-score is 0.78 for 
the negative and 0.81 for the positive. As shown in Error! 
Reference source not found., 711 of the 877 tweets that 
received a negative evaluation were true negatives, and 166 
were false negatives. Comparatively, out of 939 positive 
tweets, 186 were false positives, and 753 were true positives. 

TABLE IV.  PRECISION, RECALL, AND F1-SCORE SVM 

 N-Gram precision recall f1-score 

Negative 

Unigram 0.81 0.79 0.80 

Bigram 0.79 0.78 0.79 

Trigram 0.81 0.76 0.78 

Positive 

Unigram 0.80 0.82 0.81 

Bigram 0.79 0.81 0.80 

Trigram 0.78 0.82 0.80 
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Fig. 3. The confusion matrix unigram SVM 

The Naïve Bayes algorithm is presented in Table V for 
each possible combination of n-grams. The trigram test had the 
most outstanding results overall, with accuracy scores of 0.78 
for negative repones and 0.79 for positive ones, recall scores of 
0.79 for negative answers and 0.77 for positive reactions, and 
an f1-score of 0.78 for negative and positive responses. As 
shown in Error! Reference source not found., of the 926 
tweets that received a negative rating, 718 were true negatives, 
and the remaining 208 were false negatives. The 890 positive 
tweets, in contrast, contained 186 false positives and 704 true 
positives. 

TABLE V.  PRECISION, RECALL AND F1-SCORE NAÏVE BAYES 

 N-Gram precision recall f1-score 

Negative 

Unigram 0.75 0.77 0.76 

Bigram 0.75 0.79 0.77 

Trigram 0.78 0.79 0.78 

Positive 

Unigram 0.77 0.75 0.76 

Bigram 0.79 0.75 0.77 

Trigram 0.79 0.77 0.78 

 

Fig. 4. The confusion matrix trigram naïve bayes 

Calculating the accuracy of each method is another 
function of the confusion matrix, which can be seen in Table 
VI. It has been demonstrated that the SVM constructed using 
the unigram has the maximum accuracy, equal to 0.81. In 
addition, bigram and trigram SVM continues to have the 
highest accuracy compared to other algorithms, with respective 
values of 0.79 and 0.78. When utilizing trigram combinations, 
Naïve Bayes on 0.78 achieves a higher level of accuracy. 
CART has the same accuracy in all ngram combinations. 

TABLE VI.  ACCURACY CART, SVM AND NAÏVE BAYES 

Algorithm 
NGRAM Accuracy 

Unigram Bigram Trigram 

CART 0.73 0.73 0.73 

SVM 0.81 0.79 0.79 

Naïve Bayes 0.76 0.77 0.78 

The analysis results in Table VI are consistent with 
research in [13] and [15] that shows that SVM has higher 
accuracy when compared to Naïve Bayes and CART. The 
SVM study achieved an accuracy of 83.34% and a Naïve 
Bayes of 75%. According to research [15], the amount of data 
used by the random forest and CART algorithms determines 
the soundness of multiple decision trees, the complexity of the 
trees, and thus the algorithm's accuracy. This explains why 
CART has the same accuracy because it has the same number 
of data sets. 

In line with the results of this investigation, a study in [16] 
discovered that SVM with the unigram combination had the 
highest accuracy when compared to the other ngram 
combinations. This is likely due to the ease with which SVM 
can map words weighted with TF-IDF rather than utilizing 
multiple words to infer sentiment. This compares favorably 
with naïve Bayes, where the more word combinations in 
ngrams, the higher the accuracy. Many ngram combinations 
raise the level of accuracy in Naïve Bayes. Therefore, based on 
this, it was found that the combination would affect the 
accuracy of each algorithm. SVM is preferred over algorithms, 
Naïve Bayes, and CART because of its high accuracy. For 
Naïve Bayes, a higher gram would be preferable. Because 
CART is affected by a large amount of data, vast amounts of 
data will affect its accuracy. 

B. Content Sentiment Analysis 

Nine thousand seventy-nine tweets were included in the 
data obtained after being processed using Python and 
Microsoft Excel programming languages. Several duplicate 
and irrelevant tweets have been removed from the message. 
The result is that 51% of tweets, or 4.623 of them, favor the 
ratification of the RKUHP, while 49% of tweets, or as many as 
4.455 of them, are in opposition to it, as can say be seen in 
Error! Reference source not found.. 
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Fig. 5. Result of the sentiment of the ratification of RKUHP 

The word cloud for a negative sentiment is displayed in 

Error! Reference source not found.. Negative 
sentiment is associated with a wide variety of topics and 
concepts, including ‗tolak‘, ‗kontroversi‘, ‗kritik‘, ‘hina‘, 
‘koruptor‘, ‘penting kuasa‘ The most common words are 'sah,' 
'tolak,' 'rakyat,' and 'negara' in that order. The RKUHP received 
a negative response because it was thought to contain several 
articles that could be construed as contentious. Based on word 
cloud sentiments such as the words ‗kritik‘,‘hina‘ and 
‗demokrasi‘, some articles are considered to silence criticism, 
specifically regarding insulting the president. Then the words 
‗koruptor‘ and ‗korupsi‘ articles regarding corruption, with a 
minimum reduction in prison for corruption. Then there's the 
phrase ‗penting kuasa‘ and ‗rakyat‘, because some people 
believe that a lot of the new RKUHP articles were written more 
for the authorities‘ interests than for the people‘s interests 
themselves. 

 
Fig. 6. Word cloud of negative sentiment 

Besides having negative sentiments, there are also words 
representing positive sentiments in the word cloud. Word like 
‗sah‘, ‗baru‘, ‗hukum pidana‘, ‗baru‘ dan ‘tuju‘ support the 
approval of the ratification of this RKUHP. The RKUHP is 
significant because it strengthens Indonesia's current criminal 
code. In Indonesia, criminal law that has undergone patchwork 
is no longer regarded as complying with legal criteria. The 

positive word Cloud is shown in Error! Reference 
source not found.. 

 
Fig. 7. Word cloud of positive sentiment 

We may deduce what words are at the center of people's 
conversations based on the outcomes of positive and negative 
sentiments in Error! Reference source not found. and Error! 
Reference source not found.. The words that arise may serve 
as a first reflection for the organization of positive and negative 
things that are the community's response. This can be used as a 
resource for organizations to improve their understanding of 
the policies they issue. This is in line with the findings of a 
study [8] on how the Mexican government uses Twitter to 
connect with the people. 

As a result, the outcomes of these attitudes can be 
employed by the government as a foundation for socialization. 
Because there is still the problem of the pessimism of RKHUP, 
there are still drawbacks to the ratification of the RKUHP, 
which is still relatively high and reaches 49% of the 
population. To find a solution to this problem, the government 
needs to engage in more social activities and listen to people's 
perspectives on matters that are regarded as contentious. This is 
done to ensure that both the adoption of the RKUHP in 2025 
and its passage into the Criminal Code happen smoothly. 
Words that elicit negative responses might be utilized as the 
primary focus of socialization. This will help in mitigating the 
public's adverse reaction. Mitigation of this rejection will be 
better if there is a grouping of tweets based on topic, as in 
Research [36]. In this study, we used BERTaopic to classify 
the tweets. BERTopik will help categorize tweets and make it 
easier for the government to bring up specific RKUHP-related 
topics. Throughout the processing, it was discovered that the 
steaming method had limitations since particular terms, such as 
―pengesahan‖, were mistakenly converted into the root word 
―kesah‖. Hence the potential limits of the world cloud‘s word 
interpretation. 

V. CONCLUSION 

Examining Twitter sentiment, this study identifies 
responses to the ratification of the RKUHP. The RKUHP 
ratification drew 51% positive and 49% negative comments on 
Twitter. This demonstrates that, even though the positive is 
superior, the value is just 2%. According to the negative 
comments, the problem of controversial articles is related to the 
article about insulting the president, the post about cutting 
punishments for corrupt officials, and the piece about not 
representing the people. This must be the emphasis of the 
government's efforts to socialize the RKUHP. 
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The evaluation of the three tested algorithms—CART, 
SVM, and Naïve Bayes —found that SVM had the highest 
accuracy and was the most reliable even when the n-gram 
combination was used. SVM produces an accuracy value of 
0.81 on the unigram, 0.79 on the bigram, and 0.79 on the 
trigram. 

This research is limited to grouping tweets that have yet to 
be grouped into specific topics and imperfections in the 
steaming process. It is hoped that future research can 
categorize recent tweets based on grouping relevant issues 
related to the RKUHP so that they are not only the results of 
grouping terms from the Word Cloud. It can also add more 
data which makes the topic even better. In addition, it can 
improve the algorithm steaming process to make it better. 
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Abstract—Now-a-days, the internet is an essential part of our 
digital lives. With the growing number of users, the ultimate goal 
is to enable all users to stay connected to the internet at anytime 
and anywhere, regardless of their mobility. Any delay or jitter in 
the system can cause a deterioration in the performance of 
multimedia services, such as video streaming, or cause websites 
to partially load. The current Internet Protocol version 4 (IPv4) 
cannot handle all the IP addressing requirements, while the next 
generation Internet Protocol version 6 (IPv6) has been developed 
to solve some of these problems by improving the quality of 
service and providing many other features. The primary 
contribution of this paper is to investigate the evaluation of 
Quality of Service (QoS) functionality, including end-to-end 
delay, throughput, jitter, and packet loss, in WLAN mobility 
environments for MIPv4 to MIPv6 using the OMNeT++ 
simulator. 

Keywords—QoS; MIPv4; MIPv6; handover; mobility; priority 

I. INTRODUCTION 
In recent years, communication networks have become the 

main engine of the world, especially mobile communications, 
which have spread everywhere. Wireless networks that provide 
access to the internet are the solution for users who need to 
move around while exchanging multimedia services such as 
video, voice, or data. The IEEE 802.11 standard [1], which 
includes the medium access control (MAC) and physical layer 
(PHY), has been improved since its initial approval by the 
IEEE in 1997. The improvements are defined as amendments 
to the initial standard, such as IEEE 802.11e and IEEE 802.11r, 
which mainly concern the MAC layer. IEEE 802.11e added 
QoS mechanics, while IEEE 802.11r improved mobility 
between the cells of wireless networks (handover) [2] and 
allowed nodes to switch more quickly between access points 
(APs). 

The Mobile Internet Protocol (MIP) [3] is an IETF 
communication protocol that allows users to stay connected 
when moving from one cellular network to another without 
interrupting the connection. The two versions of MIP, Mobile 
IPv4 (RFC 3344) and Mobile IPv6 (RFC 3775) [4], are 
designed to facilitate node mobility and maintain connections 
when changing locations. MIPv4 is a popular mobile internet 
protocol based on the IPv4 protocol, which has the 
responsibility of traffic routing on the internet. However, it 
cannot handle the IP addressing margin for all users and also 
has some limitations in terms of quality of service, MIPv6 has 

been developed to provide mobility support for IPv6, and 
improves some of this limitations. In order to ensure node 
mobility, applications and flows, quality of service is 
particularly important for traffic, and it can give priority to 
different flow services (such as video, voice, data, etc.) based 
on a certain level of performance. QoS metrics [5] measure 
performance in four different aspects: throughput, delay, jitter, 
and packet loss. 

The main objective of this article is to assess the impact of 
internet protocol mobility support, from Mobile IPv4 to Mobile 
IPv6, on QoS performance in mobility environments based on 
802.11g wireless networks using the OMNeT++ simulator [6]. 
The QoS functionalities are analyzed and compared, the 
packets are classified into four traffic classes (background, best 
effort, video, and voice) with different priority levels of the 
EDCA mechanism according to the nominal bit rate. 

The rest of this paper is organized as follows. Section (2) 
describes related works on QoS performance on mobile 
internet protocols. Section (3) introduces QoS in IEEE802.11. 
Section (4) provides the different QoS Parameters. The 
simulation results include Simulation Environment, Simulation 
Scenario, results, analysis, and simulation comparison are 
talked in section (5), finally we conclude in section (6) and 
future work in section (7). 

II. RELATED WORKS 
Several studies have been conducted to evaluate the quality 

of service (QoS) performance of different network protocols, 
including Internet Protocol version 6 (IPv6) and Mobile 
Internet Protocol version 6 (MIPv6). In this paragraph, we 
discuss three studies that evaluate the QoS performance of 
video and audio applications in IPv6 and MIPv6 using 
simulation tools such as OPNET. The studies analyze various 
QoS metrics such as delay variation, end-to-end delay, packet 
loss, and handover latency to investigate the effectiveness of 
different network standards and protocols. The results of these 
studies provide valuable insights into the strengths and 
weaknesses of different protocols in terms of QoS 
performance. 

E.S. Ikeremo and M.C. Kelly T. Pepple [7] discuss the 
evaluation of QoS performance metrics of video streaming in 
IPv6, including delay variation, end-to-end delay, and packet 
loss. The simulation analyzes the effect of frame rates, type of 
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service, and bandwidth parameters on the QoS metrics using 
the OPNET environment. 

In [8], the authors study the evaluation of QoS in Mobile 
Internet Protocol v6 using IEEE 802.11e and IEEE 802.11b 
standards by OPNET simulator. The paper based on the Route 
Optimization to investigate the QoS metrics such as packet 
delay variation, HA binding delay, and latency in the MIPv6 
handover with video conference applications in real time. The 
results indicate that the IEEE 802.11e amendment is more 
effective than IEEE 802.11b during the handover process. 

Zakari et al. [9] present a comparative performance study 
of IPv4 and IPv6 protocols based on the results of QoS metrics 
of video and audio applications. The study shows that IPv6 
performs better than IPv4 in both scenarios. 

III. QOS IN IEEE 802.11 
IEEE 802.11e is an amendment to the IEEE 802.11 

standard that was approved in 2005. It introduces Quality of 
Service (QoS) enhancements to the Medium Access Control 
(MAC) protocol sub-layer of the data link layer of the OSI 
model. 802.11e improves WLANs by enabling the transport of 
voice and video with QoS. The packets can belong to different 
traffic classes that have different transmission priorities. 
Packets with high priority are more likely to be transmitted 
before lower priority packets, which reduces delay and jitter for 
responsive applications. 

When QoS is implemented in 802.11, the MAC uses 
different technical functions [10]. One of these techniques is 
Enhanced Distributed Channel Access (EDCA), which 
provides different processing for different classes of packets 
and channel capacities. EDCA is part of the Hybrid 
Coordination Function (HCF) and defines four categories of 
channel access (or priorities), as shown in the table below, 
from the lowest to the highest priority categories. The Table I 
represent the different Access categories priority for EDCA 
function: 

TABLE I.  ACCESS CATEGORIES PRIORITY IN EDCA FUNCTION 

Level Priority Access Category 
Lowest 1 Background 

  
 
to 

2 

0 Best Effort 

3 

4 Video 

5 

6 Voice 

Highest 7 

IV. QOS PARAMETERS 
IPv6 is the most recent version of Internet Protocol [11], 

this new IP address was involved to fulfill the need for more 
Internet addresses, and to treat some requirements and limits of 
IPv4. The quality of service is the important requirement in this 
new version of the protocol, it has been supported and 
improved. The evaluation of QoS performance can be 
measured based on different parameters [12], such as: 

A. Network Throughput 
Throughput is the maximum transmission capacity of a 

volume of data between two points on a communication line in 
a given time. QoS optimizes the network by managing network 
bandwidth and prioritizing applications according to the 
resources they need. The mathematical formula for throughput 
is: 

Throughput = Packets Received of data
delivery time

 (1) 

B. End-to-End Delay 
End-to-end delay is the time it takes for a packet to travel 

from the source to the destination. It should ideally be as close 
to zero as possible. It can also be defined as the time difference 
between the instance of sending and receiving of the packet 
between two nodes. The mathematical formula for end-to-end 
delay is:  

Delay = ∑ link packet delays
∑ packets received 

  (2) 

Where the sum of link packets delays is: 

𝑑𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 + 𝑑𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 + 𝑑𝑞𝑢𝑒𝑢𝑒𝑖𝑛𝑔 + 𝑑𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔
 (3) 

𝑑𝑡𝑟𝑎𝑛𝑠 = 𝑝𝑎𝑐𝑘𝑒𝑡 𝑙𝑒𝑛𝑔ℎ𝑡ℎ
𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑟𝑎𝑡𝑒

 (4) 

𝑑𝑝𝑟𝑜𝑝 = 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑡𝑤 𝑛𝑜𝑑𝑒𝑠
𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒

 (5) 

𝑑𝑞𝑢𝑒𝑢𝑒  dependes on congestion and 𝑑𝑝𝑟𝑜𝑐𝑒𝑠  is a few 
microsecs. 

C. Network Jitters 
Jitter, also known as Packet Delay Variation (PDV), is a 

phenomenon that occurs due to network congestion or queuing, 
or when data packets are delayed or lost. If jitter is too high, it 
can lead to a deterioration in the quality of voice or audio 
communication. In OMNeT++, packet jitter is measured as the 
difference between the packet delays of successive packets, 
which is called the Instantaneous Packet Delay Variation. The 
mathematical formula for jitter is: 

Jitter = ∑ Di
n
i

∑packets received 
 (6) 

Where, the sum of delay variation D is: 

(𝐷2 − 𝐷1) + ⋯+ (𝐷𝑛 − 𝐷𝑛−1) (7) 
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D. Packets Loss 
Packet loss is defined as the number of data packets that are 

dropped between two nodes during network traffic. The 
mathematical formula for packet loss is: 

PacketLoss = Packets Sent −Packets Dropped
Packets Sent

× 100% (8) 

V. SIMULATION RESULTS 
This part, describe the simulation paradigm that was 

studied in OMNeT++, the simulation scenarios that were 
chosen, and the results obtained from the experiments. 

A. Simulation Environment 
In this section, we describe the environment for our 

simulation experiments, which was implemented using the 
OMNeT++ 5.6.4 simulator. Our simulation represents a 
wireless network based on the IEEE 802.11e, IEEE 802.11g, 
and IEEE 802.11r standards. It includes wireless hosts moving 
throughout the network area, separated to trigger handover and 
communicate via access points. The wireless host equipment 
used in the simulation is a compatible node with support for the 
IPv6 protocol, as well as handover mechanisms and the Mobile 
IPv6 protocol. The access points used support multiple wireless 
radios and multiple Ethernet ports. Table II outlines the 
simulation parameters, and Table III lists the applications used 
during the simulation. 

TABLE II.  NETWORK SIMULATION PARAMETERS 

Parameters Value 
Network Simulator OMNeT++ (V 5.6.2) 

Framework INET 

Simulation Area 600×400 

Simulation Time 10 s 

Channel Wireless (IEEE802.11) 

Standard  IEEE802.11 e/g/r 

Speed of node 10 mps 

Mobility Model Linear Mobility 

Application layer TCP, UDP  

Network interface model PHY/WIFI’s MAC 

Internet Protocol  IPv4, IPv6 

Frequency  2.412 GHz 

Bandwidth  20 MHz 

Data Rate  54Mbit/s 

AP Beacon Interval  100 ms 

Performance streams End-to-end delay, packet delay 
variation, throughput, Packet Loss 

TABLE III.  NETWORK SIMULATION APPLICATION PARAMETERS 

 
Access Category 

Packet 
Length 

Packets 
Access 

Priority 

Nominal 
Bitrate 

Background 900 B 1 24 Mbps 

Best Effort 900 B 0 28 Mbps 

Video 600 B 5 5 Mbps 

Audio 125 B 6 100 kbps 

B. Simulation Scenario 
The simulation in Fig. 1 demonstrates handover between 

two access points (APs) in an 802.11g wireless LAN. A 
wireless node (sender) moves linearly through the network at a 
speed of 10 m/s, while the wireless node (receiver) remains 
stationary. Both nodes are configured to use a PHY rate of 54 
Mbit/s. The two access points are separated by a distance of 
400 meters. When the host moves within the network area, it 
uses an active scanning method to attach to the nearest AP, 
choosing the one with the highest signal strength before 
exchanging data. Two simulation scenarios were created, one 
with the wireless node implemented with IPv4 protocol 
mobility support, and the other with the node implemented to 
support mobility in IPv6. In both simulation scenarios, the 
source node sends UDP data to the destination node in wireless 
mode via four UDP streams, each corresponding to a different 
access category (background, best effort, video, and audio). 
QoS functionality is enabled, and parameters such as end-to-
end delay, jitter, throughput, and packet loss are measured and 
analyzed to examine how mobile protocols affect the 
performance of each other for different access categories 
during horizontal handover. Packets with the highest priority 
must have lower delay times and higher throughput. The 
figures below show the network design implemented in the 
OMNeT++ simulator and the flow chart of the simulation 
scenario. 

 
Fig. 1. Network topology design in OMNeT++ 

The overall flow chart of our proposed scenario is shown as 
Fig. 2. 
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Fig. 2. Flow chart of simulation scenario proposed 

C. Results and Analysis 
1) Scenario 1: It was implemented with IPv4 mobility 

support to evaluate the QoS functionality between the two 
nodes during handover of the two access points in a wireless 
network. 

In Fig. 3, we observed that the throughput values matched 
their nominal bitrate for high priority traffic (video and audio), 
5Mbps for video and 100kbps for audio, in contrast to the 
lower priority traffic (background and best effort), which had 
lower throughput values. This explains the instability in the 
graphs. 

 
Fig. 3. Throughput variations in scenario 1 

The Fig. 4 presents the jitter values for the video and audio 
access categories remained relatively low (especially for video) 
compared to the more dispersed scatter points observed for the 
background and best effort categories, which can reach up to 
0.06s. Jitter values began to decrease when the video and audio 
traffic stopped. 

 
Fig. 4. Jitter variations in scenario 1 

This scatter plot in Fig. 5 analyzes the delay of each of the 
four access categories studied. The video and audio categories 
were more likely to be sent first, which explains the lower 
values of packet delay observed in these categories. The best 
effort category was prioritized over background because its 
packets were sent periodically, which takes more time. 

 
Fig. 5. End-to-end delay variations in scenario 1 

In Scenario 1, the QoS parameters were measured for 
various access categories .The results were summarized in 
Table IV that provides values for parameters such as end-to-
end delay, jitter, throughput, and packet loss, and allows us to 
compare the performance of different categories in terms of 
QoS. Overall, the results suggest that high-priority traffic, such 
as video and audio, had a lower jitter and delay compared to 
low-priority traffic, such as background and best effort. 
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TABLE IV.  SIMULATION RESULTS OF QOS IN IPV4 MOBILITY SUPPORT 

Access 
Category 

Throughput 
(Mbps) 

End-to-
End Delay 

(s) 

Jitter 
(ms) 

 

Packet 
Loss (%) 

Background 1.68 5 440 14 

Best Effort 3.63 4.26 73 25 

Video 2.38 0.0012 1.1 0 

Audio 0.05 0.0008 0.6 0 

2) Scenario 2: The objective of this scenario 2 was to 
evaluate the QoS performance in handover during the 
implementation of ipv6 mobility support in wireless network. 
Based to the graph obtained in Fig. 6, the throughput of video 
reaches a maximum bitrate of 16 Mbps, then it settles stable at 
5 Mbps during the last simulation. On the other hand, the 
throughput of audio takes a maximum value of 6 Mbps. The 
priority is given to the packets of these two access categories; 
this explains the straightness of the curve. The line charts of 
the other lower access categories (background and best effort) 
show an improvement and a stability in the values of 
productivity. As long as a high priority packet continues to 
send, the throughput for the background and best effort 
categories is lower. It increases just when the traffic for the 
high priority categories stops. 

 
Fig. 6. Throughput variations in scenario 2 

The scatter plot in Fig. 7 represents the jitter results for 
Scenario 2. The jitter starts at two seconds from the beginning 
of node mobility. The scatter graph for video and audio show 
horizontal data points, with values almost at zero. In contrast, 
the best effort and background categories showed more 
dispersion because the priority of these access categories is low 
and the packets are not sent consecutively. 

 
Fig. 7. Jitter variations in scenario 2 

In the end-to-end delay graph shown in Fig. 8, the higher 
priority access categories such as video and voice are 
characterized by low or almost zero expected delay because 
they are sent before the lower priority categories like 
background and best effort. 

 
Fig. 8. End-to-end delay variations in scenario 2 

Table V provides a summary of the QoS parameter values 
obtained for the various access categories in Scenario 2, 
including throughput, end-to-end delay, jitter, and packet loss: 

TABLE V.  SIMULATION RESULTS OF QOS IN IPV6 MOBILITY SUPPORT 

Access 
category 

Throughput 
(Mbps) 

End-to 
end delay 

(s) 

Jitter 
(ms) 

Packet 
Loss (%) 

Background 1.43 5.57 380 11 

Best Effort 3.12 5 67 21 

Video 3.5 0.14 1.1 0 

Audio 0.995 0.1 0.5 0 
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D. Simulation Comparison 
Based on the results obtained, IPv6 mobility support shows 

relatively better performance than IPv4 mobility in terms of 
QoS. In particular, it produces higher average throughput 
values of 3.5 Mbps in video and 0.995 Mbps in audio 
applications, which are better than the throughput values of 
Mobile IPv4 as is evident from Fig. 9. The packet delay values 
were very low in video and audio, which distinguishes the 
highest priority queue with low packet delay, the background 
with a high value of delay because the queue priority is low, 
and the best effort with high throughput and medium packet 
delay (see Fig. 10).  Regarding jitter, as seen in Fig. 11, the 
study shows that it is close to zero in video and audio in both 
Mobility IPv4 and Mobility IPv6, but more dispersed in 
background and best effort. Packet loss was high in 
background and best effort for both protocols, which explains 
the high level of jitter in those categories (refer Fig. 12). 
However, in Mobility IPv6, the packet loss values show better 
results compared to Mobility IPv4. 

 
Fig. 9. Throughput comparison 

 
Fig. 10. End to end delay comparison 

 
Fig. 11. Jitter comparison 

 
Fig. 12. Packet loss comparison 

VI. CONCLUSION 
This paper provides a detailed comparison of the QoS 

performance between different access categories, which is 
crucial for evaluating the effectiveness of the network 
protocols and identifying areas for improvement. By analyzing 
the values presented in the Table IV and V, one can gain a 
deeper understanding of the strengths and weaknesses of each 
access category in terms of QoS, allowing for more informed 
decision making and optimization of network performance. 
The study concludes IPv6 mobility support facilitates node 
movement in a wireless network and contributes to the 
improvement of quality-of-service performance. With QoS, 
IPv6 has a built-in mechanism for ensuring the quality of 
services, which makes it possible to prioritize urgent packets 
and to manage the processing of data packets more efficiently. 
In the simulation, priority is given to video and audio 
applications. Based on the results obtained, MIPv6 provides 
better QoS, with an improvement in throughput, fewer lost 
packets, and slight delay compared to Mobile IPv4 throughput, 
which was not stable in the four types of services. 
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VII. FUTURE WORK 
The future work could explore the potential benefits of 

using QoS mechanisms in MIPv4 and MIPv6 such as 
Differentiated Services (DiffServ) and Resource Reservation 
Protocol (RSVP). The results of the study could provide useful 
insights for the design of mobile networks that aim to provide 
high QoS levels for multimedia traffic. 
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Abstract—With the rapid development in the area of Machine 

Learning (ML) and Deep learning, it is important to exploit these 

tools to contribute to mitigating the effects of the coronavirus 

pandemic. Early diagnosis of the presence of this virus in the 

human body can be crucially helpful to healthcare professionals. 

In this paper, three well-known Convolutional Neural Network 

deep learning algorithms (VGGNet 16, GoogleNet and ResNet50) 

are applied to measure their ability to distinguish COVID-19 

patients from other patients and to evaluate the best 

performance among these algorithms with a large dataset. Two 

stages are conducted, the first stage with 14994 x-ray images and 

the second one with 33178. Each model has been applied with 

different batch sizes 16, 32 and 64 in each stage to measure the 

impact of data size and batch size factors on the accuracy results. 

The second stage achieved accuracy better than the first one and 

the 64 batch size gain best results than the 16 and 32. ResNet50 

achieves a high rate of 99.31, GoogleNet model achieves 95.55, 

while VGG16 achieves 96.5. Ultimately, the results affect the 

process of expediting the diagnosis and referral of these treatable 

conditions, thereby facilitating earlier treatment, and resulting in 

improved clinical outcomes. 

Keywords—Component; COVID-19; transfer learning; deep 

learning; ResNet50; VGG16; GoogleNet 

I. INTRODUCTION 

In November 2019, the unique COVID-19 was reportedly 
discovered for the first time in Wuhan, located in Hubei 
Province in China. A month later, the World Health 
Organization (WHO) announced that the virus is capable of 
causing a respiratory illness that manifests clinically as 
coughing, fever, and inflammation of the lungs. COVID-19 
was first discovered in China, but it has now been found in a 
significant number of different places across the globe [1, 2]. 
This is not only owing to the quick transmission of the virus 
but also the high incidence of death that has been seen as a 
result. Consequently, WHO declared the emergence of the new 
COVID-19 virus to form a pandemic [3]. WHO declared a 
public health emergency due to the pandemic on January 30, 
2020. According to the recommendations made by the Chinese 
National Health Commission, radiographic evidence of 
pneumonia is needed as part of the clinical diagnostic criteria 
in Hubei Province [4], where it emphasizes the significance of 
different CT scan pictures for determining the degree of 
COVID-19 lung inflammation. 

In order to a recent increase in the number of COVID-19 
patients, waiting times at hospitals for CT scan image 

evaluation have increased significantly. This effect causes a 
significant danger by spreading illness to other patients. The 
healthcare system becomes overburdened due to the lack of 
radiologists, which is generally much lower than the number of 
patients. In return, this causes a delay in the discovery and 
quarantine of infected persons in addition to the low effective 
treatment of patients [4]. Researchers create more intelligent, 
highly responsive, and efficient diagnosis approaches due to 
the rapid spread of COVID-19 and the enormous demand for 
diagnosis. In the past several years, artificial intelligence in the 
medical field has received widespread attention as a potentially 
helpful tool for guiding clinical choices and the diagnosis of 
diseases [5, 6]. It is noteworthy that artificial intelligence is 
being emphasized to work effectively in the current epidemic 
for the prediction of outbreaks. 

A Canadian company (Blue Dot) successfully reported this 
outbreak's location in late December. Artificial intelligence is 
being emphasized to work effectively in the current epidemic 
to predict outbreaks. Consequently, there is an urgent need to 
create a clever system that can detect occurrences of COVID-
19 correctly and mechanically. The research community needs 
to develop a dataset that is comprehensive and ready for testing 
as soon as possible. 

CNN is the most popular machine learning algorithm which 
is used for image processing and training. In environment of 
Convolutional Neural Networks had validated very successful 
achievements, for example, classification of image processing, 
and text based, sign identification, object identifier, faces 
recognition. A CNN can also detect COVID traces. 

This study aims to automatically identify and quantitatively 
evaluate the pneumonia lesions that are visible in individuals 
with COVID-19 who have chest CT scans. We will apply three 
well-known CNN models ResNet50, VGG16, and GoogleNet 
due to their classification efficiency in recognizing and 
classifying the images. The models will be compared to select 
the best model that can achieve high accuracy. Each model will 
introduce into two stages each stage has a different large 
dataset and different batch sizes to measure the impact and the 
effect of data size and batch size factors on the accuracy of the 
models. Each model will be trained and tested in 100 epochs. 
The outline of the paper is divided into the following sections. 
Section II illustrates the literature search. Section III discusses 
the proposed method in which the datasets and materials are 
included, where deep transfer learning models are also 
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explained. Section IV presents the analytical results, and 
finally, the paper's conclusion is drawn in Section V. 

II. RELATED WORK 

There is rising interest in alternate ways of identifying 
coronavirus infection when using medical imaging due to the 
rapid spread of COVID-19. Processing and analysis of X-rays, 
including Computed Tomography (CT), have been performed 
using different deep learning methods, which have assisted 
physicians in predicting COVID-19 infection [7]. Several 
approaches that rely on identifying coronaviruses when using 
deep learning applications were presented. Wang and Wong [8] 
propose the COVID-Net approach, which represents an 
artificially intelligent system based on convolutional neural 
networks that are designed to differentiate COVID-19 
instances from other types of cases by assessing lung 
abnormalities from X-ray pictures. A variant form of the 
Inception model is presented where it has an accuracy of 
89.5% when extracting the features of COVID-19. This 
extraction uses different CT images [9]. A 3D deep learning 
system that is based on the location-attention mechanism is 
constructed, and CT scans are used in its construction. The 
objective of this system is to locate sick regions associated with 
COVID-19 patients. This method is able to differentiate 
COVID-19 pneumonia from influenza-related illnesses. One 
caused by viruses has an accuracy of 86.7% [10]. In order to 
identify the cases of coronavirus, a powerful type of neural 
network called a deep neural network is trained by using 
different CT scans. This network is able to differentiate among 
the infected areas and those affected by other lung diseases 
[11]. Song et al. [12] built a ResNet architecture to extract 
complex features from the CT data, and for the classification of 
COVID-19, a feature pyramid network is integrated with an 
attention module. In order to differentiate between instances of 
COVID-19 and those caused by the coronavirus, a diagnostic 
technique that relies on CT scans has been developed [13]. 
Islam et al. [14] investigate whether those who have the 
coronavirus can be identified by the use of chest X-rays as 
having the infection. The Convolutional Neural Network 
(CNN) and the Short-Term Long Memory (LSTM) have both 
been included into a new design that many researchers have 
constructed. The applications of machine learning, including 
deep learning, are conducted in COVID-19's imaging-based 
medical research. The primary objective of the researchers in 
[1] is to design a model that could make a diagnosis of 
COVID-19 in a manner that is analogous to the way that 
radiologists do it, but in a shorter period. They are able to attain 
performance levels that are equivalent to those of expert 
radiologists while reducing the amount of time spent 
diagnosing patients by 65% when compared to the amount of 
time spent by in-clinic radiologists. Despite this, there are still 
areas of development that can be made in order to more 
efficiently enhance both their suggested model and the overall 
system so that people may have personal access through to it. 
Deconstruct, transfer, and compose is the name of the deep 
convolutional neural network that was created and validated to 
recognize COVID-19 patients from the chest X-ray photos of 
such patients. This network is referred to by its acronym, 
"DeTraC" [15]. They recommended a decomposition approach 
to check for anomalies in the dataset by studying the class 

boundary conditions. This is performed to achieve a high 
degree of accuracy (93.1%) and sensitivity (100%). In [16], a 
deep learning technique is founded on the ResNet-101 CNN 
model. In their suggested technique, the pre-training step 
consists of using thousands of photographs to distinguish 
significant items, and the re-training phase consists of the same 
images for detecting abnormalities in chest X-ray images. This 
approach has just a 71.9% success rate in terms of accuracy. 
The hospital layer, the patient layer, and the cloud layer are the 
proposed layers for the proposed structure, which includes 
three levels [17]. For the goal of collecting information from 
the patient layer of the data model, wearable sensors and a 
mobile application are utilized. An identification model based 
on deep learning and neural networks is used to the X-ray 
images of the patients in order to locate COVID-19. These 
images are used in conjunction with the diagnosis. 

The proposed model achieves an accuracy of 97.9% and a 
specificity of 98.85% in its predictions. In [18], previously 
trained deep learning models are used, such as ResNet50, 
VGG16, VGG19, and DensNet121. A unique architecture is 
developed for the diagnosis of X-ray images as either COVID-
19 or normal. The VGG16 and VGG19 models have the 
highest accuracy levels among those considered here. The 
model that is proposed consists of two phases, the first of 
which is preprocessing, the second of which is data 
augmentation, and the third of which is transfer learning. At the 
end, it demonstrates an accuracy of 99.3%. In the proposed 
model [19], three different types of deep transfer models, 
including AlexNet, Google Net, and ResNet18, are applied to a 
set of 307 photographs that include four various sorts of 
classes, which comprise: COVID-19, normal, pneumonia 
bacterial, and pneumonia viral. The models are used to classify 
the images. The study is broken up into three different 
situations to cut down on the amount of time spent when 
executing them and the amount of memory that is used. When 
it comes to the most recent deep transfer model, Google Net 
achieves a testing accuracy of 100% and a validation accuracy 
of 99.9%. In [20], a deep learning-based system is developed 
for identifying COVID-19 from chest X-ray images by 
utilizing four tuning models such as ResNet18, ResNet50, 
Squeeze Net, and DensNet-121. The system is able to do this 
by using the images as training data. The solution that is 
recommended involves the addition of additional data in order 
to generate an updated version of the COVID-19 photographs. 
As a direct consequence of this, the total number of samples 
increases. Ultimately, the obtained results achieve a sensitivity 
of 98% and a specificity of 90%. In [21], a model that makes 
use of deep learning, as well as machine learning classifiers, is 
developed. This model is used in a total of 38 trials to 
accurately identify COVID-19 through the use of chest X-ray 
images. Ten of these tests are carried out with a wide range of 
machine learning strategies, and fourteen of these experiments 
are carried out by utilizing a pre-trained network that is 
outfitted with the most recent advances in transferring learning 
technology. The accuracy of the system is 98.50%, while its 
specificity is 99.18%, and its sensitivity is 93.84%. They 
conclude that the CNN system can recognize COVID-19 from 
a limited number of photographs without the need for any 
preprocessing and with a decreased number of layers. This 
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result was obtained after they got to the opinion that the CNN 
system was able to. 

In this research, a convolutional neural network models are 
presented to classify" COVID-19 images from other images, 
and the proposed methods are determined based on the most 
effective architectures, which are chosen by ILSVRC 
competitors as the top 5 CNN architectures. The GoogLeNet 
architecture won in the 2014 ILSVRC where it reduces the 
error rate in comparison to AlexNet and ZF-Net, and also 
reduces the number of parameters to 4 million in comparison to 
60 million as it appears in AlexNet [22, 23]. In contrast, the 
VGG outperforms the other model due to the existence of the 
multilayer model [24] that involves nineteen more layers than 
the ZefNet and AlexNet. The reason behind this is to show the 
relations of the network representational capacity in depth. The 
VGG uses 3 × 3 filters that are smaller than the 11×11 and 5 × 
5 filters in the ZefNet. Small-size filters can produce the same 
impact and efficiency as large-size ones. Additionally, the 
small-size filter can reduce the computational complication and 
decrease the number of parameters. The ResNet (Residual 
Network) is developed in [25] and the winner of the ILSVRC 
in 2015, where the goal was to create an ultra-deep network to 
avoid the vanishing gradient issue and use the shortcut 
connections to enhance the deep network convergence. When 
compared with the VGG, the computational complexity is 
lower in terms of the ResNet also the enlarged depth. 

In addition, many factors will affect the models leading to 
poor or accurate results. The study [35] aimed to point up the 
importance of choosing the appropriate batch size to gain the 
best accuracy on expected time. Different batch sizes were 
used to measure the best accuracy such as 16, 32, 64, and 128 
they notice whenever use a small batch size that will improve 
the performance of the models. [36] were used 6 batch size and 
gained 97.78% accuracy while [39] achieved 75.51% with the 
same model GoogleNet, although the data size of positive 
COVID-19 in [36] was near to [39] but in general the number 
of non-COVID-19 was greater than in [36] than [39]. In the 
same way, the [37] and [38] use 32 batch size and [37] 
acquired high accuracy of 99.8% while the [38] get 76.38% 
with the same model ResNet50. 

 Consequently, some previous studies produced that the 
small batch size is an essential factor and has a major impact 
on the accuracy of the model while another study [40] gained 
the best accuracy by using 64 batch size. Thus, in this study, 
we will measure the impact of batch size and dataset size on 
the accuracy. 

III. PROPOSED METHOD 

The proposed method is introduced to utilize three transfer 
learning CNN models, which comprise VGG16, ResNet50 and 
GoogleNet, with larger datasets from that is used in the 
previous studies. Different batch sizes and different images 
sizes are used to evaluate the performance in order to improve 
the results and gain the best accuracy and lower loss rate. 
Anaconda open-source platform is used to install and manage 
the Python packages which contains from 1,500+ open-source 
packages and that simplify the deployment and management 
for packages which made our experience faster and easier. 

From Anaconda we create the TensorFlow environment, and 
we abled to install all required packages on that environment. 

A. Datasets 

In this study, a publicly available accessible dataset of chest 
X-rays is used and taken from COVID-19 patients. These 
individuals either have pneumonia, normal chest X-rays or are 
suspected of catching COVID-19. The information for the 
dataset comes not just from publicly available sources, but also 
from hospitals and medical professionals through indirect 
means. The Kaggle dataset repository contains all of the 
photographs and data that have been made public. X-ray 
pictures are included in the first dataset that is collected. For 
the sake of this application, a COVID-19 detection model is 
constructed by using X-ray pictures. To create a training 
dataset that is divided in 70% and another scans that are 
divided in 30%, two datasets are used where the first of which 
contains 14994 images and the second which contains 33178 
images are either pneumonia, normal or COVID-19 X-ray 
scans. The study [26] contains 2843 covid-19 images; the study 
[27] includes images of three categories train, test and 
validation. Similarly, [28] contains 2313 images of covid-19 
while [29] represents many categories COVID, Lung_Opacity, 
Normal and Viral Pneumonia. Both datasets are divided into 
70% for the training dataset. After being rescaled, the X-ray 
scan pictures are shown in Fig. 2 with a size of 160. 

This dataset is one that can be accessed by the general 
public. It presently has the most data and is labeled as of the 
time this article was written. In the near future, there will be a 
rise in the number of datasets as well as the number of samples 
that each one contains. Labeling is a different topic to be 
considered. The illness is depicted on X-ray scan pictures that 
are included in this collection. 

B. Image Preprocessing 

Applying the algorithms to unclear data will not give 
accurate and correct outcomes as it will fail to recognize the 
patterns effectively. Thus, data preprocessing is essential 
before undergoing to computations methods to enhance data 
accuracy. 

Preprocessing is applied to the best picture of the CT Scan 
COVID-19 to achieve greater consistency in classification 
results and improved feature extraction. In the current study, 
assigned image resize is performed on each image to draw 
attention to COVID-19 in the Region of Interest (ROI), 
eliminate irrelevant details, and lessen the amount of work to 
be conducted. The CNN method requires a significant amount 
of iterative training. To accomplish this, a large-scale image 
dataset is necessary. A large-scale dataset is required to 
eliminate the chance of overfitting. The flow chart of the 
proposed approach is shown in Fig. 1 which illustrate the basic 
processes of our proposed study. 

C. Data Augmentation 

Several distinct data augmentation procedures are applied 
to the training set by utilizing the image data generator function 
of the Keras library, which is part of the Python programming 
language. This is performed to minimize overfitting and to 
boost the variety of the dataset. The values are by scaling, by 
bringing them into the same range. As a result, the rescaling 
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factor of 1./255 is the proposed model is applied to convert 
each pixel value from [0,255] to the values 0 and 1. When 
performing a shear transformation, one axis of the image is 
kept in its original position while the other axis is stretched to a 
predetermined angle known as the shear angle. In this example, 
the shear angle is set to 0.2. When performing the random 
zoom transformation, the zoom range argument is used; a value 
of less than 1.0 means that the images will be magnified. On 
the other hand, in order to zoom out of the image, a value that 
is greater than 1.0 is utilized; consequently, a zoom range of 
0.2 is applied, which results in the image being magnified. The 
image can be flipped vertically by using the Flip function. 
Increase in this type of data collection. 

 
Fig. 1. Example of x-ray image taken from dataset l 

D. Convolutional Neural Network 

In this section, we will consider the various methods of 
transfer learning as well as deep neural network analyses. In 
deep learning, the CNN neural network offers solutions in 
particular for the recognition, classification, and analysis of 
images and videos. An architecture for CNN is developed, with 
the visual cortex of the organization serving as a source of 
inspiration. Where this design is comparable to the connection 
model in which neurons in the brains of humans [17], CNN's 
recent success can be credited, at least in part, to the network's 
capacity to learn from large-scale datasets such as the Image 
Net effectively. The fundamental components of the CNN may 
be separated into three different levels. The neural network 
comprises three layers: the convolution layer, the pooling layer, 
and the fully connected layer. The fully connected layer is the 
last layer. 

In conclusion, the convolutional and pooling layers are in 
charge of the learning that the model produces, whilst the fully 
connected layer is in charge of the classification [18]. The 
primary component of the CNN architecture is referred to as 
the convolutional layer. At this layer, the opportunity to 
acquire knowledge regarding the characteristics of the inputs is 
obtained. In order to produce the feature map, high-level and 
low-level filters are first applied to the input image. In general, 
the sigmoid and the ReLU function can be found in this layer. 

 
Fig. 2. The flow diagram of the proposed model 

 
Fig. 3. The VGG 16 architecture 
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E. Visual Geometry Group Network (VGG) 

Simonyan et al. [30] developed the VGG-Net model, which 
includes minimal convolution within the network. Because of 
its more complex structure, which is followed by layers of 
related double or triple convolution layers, it is frequently used 
in CNN models. This is due to its structure [30]. This is the 
most significant difference between this model and the models 
that came before it, despite the fact that this model is relatively 
straightforward. In older models, the layers of convolution and 
sharing follow each other within the same order. Within this 
model, approximately 138 million parameters are calculated 
[31]. The VGG database offers an accurate representation of 
features for more than one million pictures (the Image Net 
dataset), which spans one thousand different categories. The 
model is able to function as an effective feature extractor for 
newly acquired photos that meet the requirements. The Image 
Net dataset has the capability to extract related features from 
different related photos, including entirely new ones that either 
does not currently exist in the dataset or that may be found in 
an entirely different category from those that are already 
existing. As a result, employing pre-trained models as an 
effective feature remover gives a distinct competitive edge 
[30]. Fig. 3 identifies the framework in which the VGG16 is 
built on. 

Each convolution layer in the VGG16 is preceded by a 
ReLU layer and incorporates the maximum pooling layers for 
sampling. The architecture of the VGG16 employs three 
convolution filters and a total of 13 convolution layers to 
extract features. It contains three layers that are completely 
connected for classification, two of which a function represents 
hidden layers, and the final classification layer consists of one 
thousand units representing different picture categories that are 
stored in the ImageNet database [30]. Each of these layers has 
a different purpose. This structure provides the appearance of a 
larger filter while retaining the advantages of employing 
smaller filter sizes. It has been demonstrated that the VGGNet 
can function more effectively with a reduced number of 
parameters, particularly when compared to earlier models. 
Additionally, a single ReLU layer is replaced with two separate 
ReLU layers for the two convolution layers rather than a single 
ReLU layer. As a result of the convolution and partnering 
layers, the spatial size of the input volumes in each layer is 
shrunk, which leads to an increase in the volume's depth. This 
increment of using this depth In fact, this increment is due to 
the fact that the number of filters also increases. More effective 
when applied to object classification problems and edge 
detection [31]. 

1) ResNet50: ResNet50 is an architecture that is designed 

to have a more in-depth structure than any of the other 

architectures that have come before it. It is made up of 152 

layers in total. In 2015, the development of the ResNet was 

witnessed [32]. It achieved the highest- ranking possibility in 

the ImageNet competition that was held in 2015, coming in 

first place with an error rate of 3.6% [32]. The architecture of 

the model's residual mapping is displayed in Fig. 4 for 

viewing pleasure. The blocks that feed the data to the 

following levels are added to the model, which is the most 

significant aspect that separates it from other designs. This 

feature distinguishes it from other architectures. Fig. 4 

illustrates the residual mapping structures where other 

architectures do not have this feature. The system value is 

altered in a manner that is described by adding this value at 

intervals of every two layers in the space that is occupied by 

the Linear and  ReLU activation codes. The value of the 

integral from the below layer is added to the value of 

a=[[Integral+2]32]. Increasing the number of layers in a model 

typically results in improved performance, but in actual 

practice, the situation is shifting in a different direction. In 

light of this, if the new theory is correct and w=[I+2]=0, then 

a=[I+2]=b[I+2]. 
Because of this issue, the derivative will produce a value of 

0 in the problem such that it is not desired [32]. However, the 
value feed may optimize the learning error even if the value 
a=[I] from the below two layers is 0. This results in the 
network being trained into an efficient deal more rapidly. The 
architecture is made up of the residual blocks that is displayed 
in Figure 4.The convolution of the input value x in the residual 
block produces a=F(x). Fig. 4 represents the residual mapping 
structure. 

 
Fig. 4. Residual mapping structure 

The result is applied after the ReLU convolution series. The 
final result is then added to the initial x entry, and the equation 
for H(x) = F(x)+x. Learning residuals from images rather than 
features is what allows the ResNet50 model to provide a 
simple training, including a significant advantage in its 
application [32]. 

2) GoogleNet: In contrast, the Google Net architecture 

has a total of 22 layers, making it significantly more extensive 

in depth and breadth than the Alex Net’s architecture is, 

despite having a significantly lower total number of 

parameters in the network (five million parameters) than 

AlexNet has. This is due to the fact that GoogleNet has 

significantly fewer parameters than AlexNet has (60 million 

parameters). An implementation of the "network in network" 

design is among the most essential components of the Google 

Net architecture. Lin et al. [8] use a model called "inception 

modules." Inception makes use of parallel 1 1, 3 3, and 5 5 

convolutions, including a parallel max-pooling layer in order 

to simultaneously collect a wide range of information. The 
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reason behind this is that it is able to record characteristics 

simultaneously. To satisfy the requirements of the practical 

application of the implementation, dimensionality reduction is 

accomplished by adding 1 x 1 convolutions prior to the 

previously mentioned 3 x 3, 5 x 5 convolutions (and also after 

the max-pooling layer). This is conducted in order to fulfil the 

expectations of the practical application. This is required 

because there is a requirement to maintain some level of 

control on the quantity of related computation. The very last 

layer is referred to the filter concatenation layer, and all it does 

is to aggregate the results of all of the layers that are running 

in parallel. Although this contributes to the formation of a 

single inception module, the version of the Google Net 

architecture that is utilized in the experiments that we carry 

out makes use of a total of nine inception modules. This is the 

status although the fact that this contributes to the formation of 

a single inception module. You can use as a reference in order 

to obtain a more comprehensive summary of the structure 

pertaining to this architecture [32]. 

F. Evaluation Measures 

1) Accuracy (ACC): Accuracy is the proportion of 

accurately predicted authentic and forged images. Accuracy is 

computed as: 

         
         

                   
       (1) 

Where True Positive (TP) refers to photos that have been 
accurately categorized as tampered, and False Negative (FN) 
refers to images that have been incorrectly labelled as 
tampered. True Negative (TN) denotes the photos that are 
initially categorized appropriately, whereas False Positive (FP) 
refers to the images that are first classed incorrectly. Table I 
presents the fundamental of evaluation metrics. 

TABLE I.  EVOLUTION MATRIX 

A manipulated picture is considered to have been 
improperly classified if it is recognized as the authentic version 
of the image, while an authentic image is considered to have 
been improperly classed if it is recognized as having been 
tampered with. 

Here, 

FN=False Negative 

FP=False Positive 

TN=True Negative 

TP=True Positive 

2) Error: The collective term for a model’s inaccurate 

predictions are known as errors. This is used to learn about all 

of the incorrect predictions that are produced. 

      
         

                   
       (2) 

3) True positive rate (TPR): The number of fake images 

that are correctly discovered is known as the TPR, which  is 

calculated as follows: 

    
  

     
       (3) 

4) True negative rate (TNR): TNR refers to the proportion 

of real photos that have been correctly categorized. 
The following formula represents the calculation of the 

TNR: 

    
  

     
       (4) 

5) False positive rate (FPR): The FPR, or false positive 

rate, is the fraction of original photos that are incorrectly 

categorized. It may be computed as follows: 

FPR = (1 − TNR) ∗ 100% (5) 

6) Precision: The total of positive predictions that are 

accurate is calculated as follows: 

    
  

       
       (6) 

7) Recall: Recall is the ratio of the positive sample that is 

taken by model And is calculated as  follows: 

       
  

       
        (7) 

8) F1-score: The F1 score is calculated by averaging the 

recall of the model with the accuracy of the model. One is 

maximal and zero is minimal value. If the value is at its 

highest possible, the model is said to be of high quality. 

         
                        

                    
       (8) 

9) F-Measure 

  
   

           
 (9) 

 Predicted Class 

Actual Class Yes Yes No 

True Positive False Negative 

No False Positive True Negative 
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IV. RESULTS AND DISCUSSION 

A. Feature Extraction Performance 

The trained CNN is in its system on extracted 
characteristics before using it to categorize the data. To assess 
the effectiveness of the CNN models, test features are extracted 
from the test pictures and are analyzed with a variety of pre-
trained models. Currently, the CNN models extract features 
from both the training and testing datasets using various pre-
trained models, such as Google Net, ResNet50, VGG-16, and 
ResNet50. In the current study, a comparison of the 
performance of several CNN models is carried out. Even 
though the ResNet50 does not demonstrate the highest 
performance in terms of greater accuracy, it is clear that the 
ResNet50, which is suggested in this study, obtains a superior 
accuracy and specificity than the other pre-trained models. 
However, when compared to CNN models, the performance of 
the scratch model is not considered to be sufficient. The results 
of the produced ResNet50 model are much superior to those 
obtained by the VGG16 and GoogleNet models presented in 
Table II. 

B. Comparative Analysis 

It is a time-consuming process to use the appropriate 
datasets of chest X-ray pictures for the COVID-19 detection 
process. The researchers made use of a variety of 
preprocessing methods, feature extraction strategies, and 
classification approaches [24, 33]. 

However, it is difficult to identify a prospective strategy or 
combination of techniques that are more supportive in 
diagnosing COVID-19 from the chest X-ray picture. The 
reason behind this is that there are so many different possible 
approaches. In the vast majority of instances, a level of 
accuracy that is found greater than 90% is observed from a 
statistical perspective, this constitutes a very high degree of 
accuracy. However, the objective would be to improve the 
degree of accuracy to be as near as possible to 100%, where it 
is given that incorrect diagnosis, even in a very small number 
of instances, is not quite acceptable. It is very obvious that the 
approach that is proposed creates a greater classification 
accuracy when it comes to identifying COVID-19 in 
comparison to the other strategies that are proposed in the 
literature. However, the study by Loye et al. [19] shows a more 
accurate result of 100% than what is found in this study. This 
might be because the dataset that they use to assess the 
performance of the system only have a very small number of 
photos (69 COVID-19 and 79 normal images, respectively) 
[34]. The accuracy of the suggested technique, which utilizes 
the feature fusion that is derived from Googlenet, ResNet50, 
and CNN (VGG16), is demonstrated to be higher when 
utilizing the CNN as the classifier. On the other hand, when 
using a binary classifier on the chest X-ray dataset, the 
ResNet50 achieves a satisfactory level of performance. 

In Table II, a different experiment is illustrated when using 
different batch sizes and epochs when also using the 14994 
images dataset. The first set of experiments with GoogleNet 
employs three different batch sizes (16, 32, and 64) and epochs 
(30, 21, and 34), and the results show that the testing accuracy 
reaches 94%, 94.46%, and 93.64% as shown in graph in Fig. 5. 

TABLE II.  EXPERIMENT RESULT 

 The second ResNet50 model is utilized for experimental 
purposes, and it achieves a testing accuracy of 94.84%, 
96.11%, and 94.53% by utilizing the same batch sizes 16, 32, 
64 and epochs used in 91, 88, and 83, correspondingly as 
shown in graph Fig. 6. The final experiment in the 14994-
image dataset is performed by using the VGG16 model, which 
achieves 93.55%, 93.75%, and 94% as shown in graph Fig. 7, 
respectively , when using the same batch size 16, 32, 64 and 
epochs used in 61,89.41. Following that, an experiment is 
performed with X-ray images by using an increased dataset of 
33178 images. When using the same model three times, the 
batch size and time period each time are changed. The very 
first GoogleNet model includes a testing accuracy of 95.64% 
and uses batch sizes of 64 and 84, respectively. The second 
ResNet50 model should then be run with two different batch 
sizes of 64 and 128, while maintaining the same level of testing 
accuracy, which should be 96.07%. The final VGG16 model 
that is utilized for the experiment, which includes a batch size 
of 64, and its epoch’s size reaches 89. It is able to reach an 
accuracy of 95.81%. Both the VGG16 and GoogleNet models 
almost achieve the same level of performance when it comes to 
the COVID-19 classification. The ResNet50 model, which 
provides the maximum classification performance with a 
testing accuracy of 95%, is used for both datasets in order to 
conduct the evaluation. 32, 64, and 128 batch sizes are applied 
in order to measure the accuracy in each batch and select the 
best batch size. 

Regardless of the fact that the picture size is decreased by 
more than half of the original sizes in this experiment, the 
system is still exhibiting its resilience by accurately detecting 
COVID-19 instances. This is the case although the fact that the 
image size is lowered. One possible explanation for this is 
because the state-of-the-art algorithms have been able to 
identify a greater variety of unique characteristics and extract 
those characteristics. 

Model Name 
Batch Size Epoch Size Testing Accuracy Dataset 

Size 

GoogleNet 

16 30 94  
 

 
14994 

32 21 94.46 

64 34 93.64 

ResNet50 

16 91 94.84 

32 88 96.11 

64 84 93.3 

VGG16 

16 61 93.55 

32 89 94 

64 41 93.3 

GoogleNet 64 84 95.62 

33178 

ResNet50 

128 86 96.07 

64 77 96.07 

VGG16 64 89 95.81 
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Fig. 8 demonstrates confusion matrix of ResNet50 in first 
stage, Fig. 9 represents confusion matrix of VGG16 also in 
first stage while Fig. 10 shows the confusion matrix of VGG16 
and ResNet50 in second stage. 

 
Fig. 5. Accuracies and loss error rates results graphs of proposed GoogleNet 

model in Dataset 1 

 
Fig. 6. Accuracies and loss error rates results graphs of proposed ResNet50 

model in Dataset 1 

 
Fig. 7. Accuracies and loss error rates results graphs of proposed VGG16 

model in Dataset 1 
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Fig. 8. ResNet50 model confusion matrix 

 

Fig. 9. VGG16 model confusion matrix 

 

 

Fig. 10. ResNet50 and Vgg16 confusion matrix big dataset 

V. CONCLUSION 

The rationale behind utilizing X-ray pictures in the 
COVID-19 detection process is initially discussed in this paper. 
After that, a few similar papers on pre-trained CNN systems 
utilizing X-ray pictures are highlighted. In order to create a 
COVID-19 detection, a large public dataset consisting of chest 
X-rays is used because there is insufficient public COVID-19 
datasets. The first dataset contains 14994 COVID-19 X-ray 
pictures, while the second dataset contains 33174 COVID-19 
X-ray. These are used for training and testing stages, 
respectively. The photographs are scaled to be 160 by 160 
pixels. The dataset is made more comprehensive by including 
different picture enhancement techniques. 

Transfer learning models GoogleNet, ResNet50, and 
VGG16 were used by utilizing the X-ray images of COVID-19 
patients and other patients. The pre-trained ResNet50 model 
produced the highest classification performance of automated 
COVID-19 classification with an accuracy of 96%. This was 
compared to the other two suggested models, which both had a 
classification accuracy of 94%. By presenting our work's 
results in graphs and tables, we were able to draw attention to 
the performance of the categorization. It is recommended that 
the number of examples that are included in the dataset to be 
raised so that the model can achieve a more accurate 
performance. In addition, we hope in the future to use pre-
processing techniques that can affect positively on the results 
and that will increase the intelligence of the models and will 
lead to predicting the accurate result that can be generalized. 
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Abstract—Chronic kidney disease (CKD) is one of the leading 
causes of death across the globe, affecting about 10% of the 
world's adult population. Kidney disease affects the proper 
function of the kidneys. As the number of people with chronic 
kidney disease (CKD) rises, it is becoming increasingly important 
to have accurate methods for detecting CKD at an early stage. 
Developing a mechanism for detecting chronic kidney disease is 
the study's main contribution to knowledge. In this study, 
preventive interventions for CKD can be explored using machine 
learning techniques (ML). The Optimized deep belief network 
(DBN) based on Grasshopper's Optimization Algorithm (GOA) 
classifier with prior Density-based Feature Selection (DFS) 
algorithm for chronic kidney disease is described in this study, 
which is called "DFS-ODBN." Prior to the DBN classifier, whose 
parameters are optimized using GOA, the proposed method 
eliminates redundant or irrelevant dimensions using DFS. The 
proposed DFS-ODBN framework consists of three phases, 
preprocessing, feature selection, and classification phases. Using 
CKD datasets, the suggested approach is also tested, and the 
performance is evaluated using several assessment metrics. 
Optimized-DBN achieves its maximum performance in terms of 
sensitivity, accuracy, and specificity, the proposed DFS-ODBN 
demonstrated accuracy of 99.75 percent using fewer features 
comparing with other techniques. 

Keywords—Machine learning (ML); feature selection (FS); 
chronic kidney disease (CKD); deep belief network (DBN); 
grasshopper's optimization algorithm (GOA) 

I. INTRODUCTION 
Chronic renal disease, or chronic kidney disease (CKD), 

worsens over time, eventually causing kidney failure. Most of 
the time, it can go undetected for up to 25% of its usefulness 
before being discovered. For people who are unaware of 
kidney failure's symptoms, this might make it difficult to 
diagnose and treat the condition. Treatment for kidney failure 
aims to manage the causes and slow the progression of renal 
failure. Patients in the last stages of renal failure will require 
dialysis or a kidney transplant if treatment fails [1]. Renal 
failure affects four out of every 1000 people in the UK, while 
dialysis keeps more than 300,000 Americans with kidney 
failure alive [2]. More people in South Asia, Africa, and the 
rest of the world have renal illness, according to the National 
Health Service (NHS). Because chronic renal failure cannot be 
detected until it has progressed to an advanced state, 
recognizing kidney failure at an early stage is critical. By 
detecting renal disease at an early stage, the likelihood of 
permanent damage to the kidneys is reduced. As a result, 
patients should have regular checkups and early diagnosis to 
avoid serious risks of renal failure and related disorders [1].  

Doctors can make therapy decisions that slow the rate of 
progression. Measuring parameters allow for differentiation, 
and patients' medical records can be used to classify and 
predict disease using data mining techniques [3]. 

Data mining techniques allow for the extraction of 
meaningful information from large and hidden databases. As a 
method of gaining knowledge from unstructured information, 
data mining techniques can be applied even when the 
information is not directly related to medicine [4]. Data mining 
has three stages: data processing, data modeling, and data post 
processing. Data mining jobs in data modeling include 
classification/predictive algorithms and regression algorithms 
that are learned through a supervised learning process. As a 
result of missing and unneeded data being stored in the hospital 
database, it is difficult to mine the patient data. As a result, 
prior to implementing data mining techniques, it is necessary to 
improve data processing and data reduction methodologies [5]. 
Accurate and reliable data makes the identification of CKD 
easier and faster. Data classification can be used to identify 
CKD from a patient's medical records but an important part of 
the classification process is the establishment of a link between 
the feature values and the class labels for the data being 
processed. Hence, classification is a supervised procedure. An 
algorithm for classification and prediction uses training data to 
build a model, which is then used to predict test data [6]. Using 
artificial intelligence (AI) approaches, categorization models 
have recently been improved. Multiple issues arose as a result 
of the high-dimensional nature of the medical data, including 
high processing complexity, overftting, and low finishing 
model interoperability. Feature selection (FS) is the quickest 
and most effective way to address the issue. This method aims 
to reduce the number of features to a manageable subset by 
removing redundant or irrelevant ones. In order to save 
calculation time, it makes use of a small number of 
characteristics to extract the maximum amount of data from a 
dataset [7]. The selected feature subset is useful in modeling 
these functions. To improve prediction results, FS approaches 
are used in a wide range of applications such as machine 
learning (ML), data mining, and pattern recognition [8]. 
Wrapper, embedded, and filter-based methods are all examples 
of FS validation methods. To validate the feature subset in a 
filter technique, one uses fixed measurements rather than 
learners and a predetermined set of features. However, the 
wrapper method uses the learning strategy as a sub-process of 
evaluation to determine whether or not a feature set is better 
than it was previously. This method, which is widely used, has 
certain drawbacks, such as a high computational cost, difficulty 
in recognizing user-defined parameters of the learner, and 
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built-in constraints on the learners [9]. Embedded techniques 
are simpler than wrapper approaches in terms of complexity. 
But the selection of features is based on the learning technique 
[10]. The filter and wrapper methods are both integrated into 
the embedding method, which removes their respective 
drawbacks. Despite the cheap computational complexity of the 
filter approaches, the feature subset used for classification was 
shown to be unreliable. The wrapper approaches, on the other 
hand, achieve better classification results while using a lot 
more time. All three techniques have improved the 
classification of the features. In addition, the FS procedure has 
improved features rather than the classifier. High classification 
performance was achieved with high computing complexity 
using wrapper and hybrid approaches. 

This paper aims to enhance the accuracy of CKD 
classification using the DFS-ODBN method which an 
innovative wrapper strategy for CKD detection that 
incorporates density-based feature selection (DFS) with 
optimized DBN based on GOA to tackle these difficulties. 
Used techniques are capable of solving the problem of class 
imbalance in the dataset which may affect classification 
performance in addition to this heuristic way that determine 
whether or not a feature is worthwhile. To improve the final 
classifier outputs of the DFS-ODBN algorithm, the addition of 
optimization algorithm called GOA as parameter adaptation to 
increase the performance of the classifier helps to enhance the 
accuracy of the optimized DBN classifier. From the UCI 
repository, a benchmark CKD dataset is used to test the 
efficiency of the DFS-ODBN method. The model was 
evaluated using metrics like accuracy, sensitivity, and F-
measure. The results showed that the provided DFS-ODBN 
strategy outperforms the evaluated approaches in terms of 
classification performance. 

The following is the article's flow: Other diagnostic 
approaches are reviewed in Section II; Section III presents a 
review of related methods and technologies; Section IV 
provides a discussion of applied methodology, and Section V 
includes simulation test results for the proposed method, 
comparing the results with other related studies. Section VI 
provides the future work with the concluded presented work. 

II. RELATED WORK 
Much research has used data mining algorithms to 

accurately predict CKD in patients based on their medical 
records. From the original set of features, there has been a 
focus on a subset of relevant features that play a significant 
role in the medical diagnosis sectors because of the high 
dimension of required multidimensional medical multimedia 
data for CKD prediction. All of the studies used performance 
indicators including specificity, accuracy, and sensitivity to 
support their CKD prediction approach. We'll go through some 
current research on predicting kidney disease later on. 

The UBFST (Union Based Feature Selection Technique) 
was developed for the rapid and accurate classification and 
diagnosis of chronic kidney disease (CKD). This method uses 
SVM, regression tree, and random forest to classify CKD [11]. 
Using a Las Vegas Wrapper Feature Selection approach 
(LVW-FS) and an ensemble learning-based model, 
hemodialysis treatment time can be predicted with acceptable 

accuracy. Using the LVW selection methodology, they have 
developed a new way of extracting crucial vital indicators. As a 
method of classification, a group of learners was used in this 
study to give numerous classifiers. Through a variety of trials 
with different learners, the suggested model based on LVW 
and the ensemble learning method was shown to have the 
greatest influence in decreasing hyperthyroidism characteristics 
and excluding noise [12]. Their technology can forecast the 
health of the kidney based on factors such as age, albumin and 
glucose levels, and more. 

An evolutionary algorithm (GA) based on neural networks 
optimize weight vectors to train a neural network. For CKD 
diagnosis, the system outperforms existing neural networks in 
terms of accuracy [13]. For the dataset of CKD, using 
multilayer perceptrons (MLPs), probabilistic neural networks 
(PNNs), radial basis functions (RBFs), and SVM. The PNN 
algorithm surpassed the SVM, MLP, and RBF algorithms in 
terms of performance [14]. In Colombian population neural 
networks were used to predict the likelihood of CKD in people 
[15]. 

The study [16] proposed a method for diagnosing chronic 
renal illness based on grey wolf optimization (GWO) and 
hybrid kernel support vector machines (HKSVM). The UCI 
ML repository's chronic kidney dataset yielded a 97.26% 
accuracy rate. CKD can be identified using two fuzzy 
classifiers known as FuRES and FOAM, which are both fuzzy 
rule-building expert systems (FuRES). FuRES provides a 
minimum NN-based classification tree. The weight vector with 
the least fuzzy entropy is determined by the categorization 
criteria. The 386 CKD patients were identified using two fuzzy 
classifiers. FuRES, on the other hand, performs better than 
FOAM in cases where the training and prediction processes are 
both noisy. In the detection of CKD, both FOAM and FuRES 
performed better, although FuRES outperformed FOAM. 

PCA and SVM were used to diagnose cervical cancer. A 
total of 32 potential risk factors as well as four specific 
outcomes were examined in this study: Hinselmann, Schiller, 
cytology, and biopsies. SVM with recursive feature removal 
and SVM with PCA were used to classify the target objects 
(PCA-SVM). PCA-SVM came out on top over the other two 
methods [17]. 

Using three classification algorithms Olex-GA, Ant Colony 
Optimization ACO and PSO compared them to developed 
system for diagnosing CKD. The ACO method with Density 
Based Feature Selection to select the important features 
showed superior performance and the highest accuracy [18]. 

Seven ML techniques are comprised to predict the CKD, 
J48, SVM, NBTree, LR, MLP, Naïve Bayes and Composite 
Hypercube on Iterated Random Projection (CHIRP) are 
utilized. The results of experiments show better performance 
for CHIRP [19]. 

C5.0, Artificial neural network, CHAID, logistic 
regression, random tree, K-Nearest neighbors and linear 
support vector machine were the seven classifier algorithms 
used to predict CKD. Results were calculated using all features 
from the classifier, features chosen by CFS, features chosen by 
Wrapper, LASSO regression, SMOTE, and chosen features 
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SMOTE with all the features, LASSO with selected features. 
The LSVM was found to have the highest accuracy in SMOTE 
with all features [20]. 

The research [21], has an additional strategy based on 
Recursive Feature Elimination (RFE). The most strongly 
representative features of CKD were chosen using the RFE 
algorithm. SVM, KNN, decision tree, and random forest were 
used to classify the features. All classifier parameters were 
fine-tuned to provide the best classification results, and all 
methods produced promising results. For all measures, the 
random forest approach surpassed all other algorithms. 
Multiclass statistical analysis was used to investigate and 
evaluate the system, and the empirical results of SVM, KNN, 
and decision tree algorithms revealed significant values of 
96.67 percent, 98.33 percent, and 99.17 percent in terms of 
accuracy metric. 

To properly pick the features subset, several feature 
optimization techniques were described to see the effect of 
them on the performance of  the ML model which  was tested 
on five influential classification models Logistic regression , 
Random forest (RF), SVM , K-nearest neighbors and Xtreme 
gradient boosting (XGB), experiments have shown that the 
accuracy of the model can be enhanced by using Linear 
discriminant analysis (LDA) feature optimizer that performs 
the highest outstanding result [22]. 

III. RELATED METHODOLOGIES 

A. Feature Selection 
Pattern recognition, knowledge discovery, and statistical 

research all rely heavily on feature selection. It is the goal of 
feature selection to eliminate unneeded inputs. No predictive 
class information is required to determine which features are 
relevant. Reducing the dimensionality of features and omitting 
features that are not relevant to classification can result in a 
comprehensive model. As the name implies, the fundamental 
issue in feature reduction lies in identifying the optimal 
collection of features to maximize classification performance 
[23]. Simplifying the data collection, reducing the problem of 
over fitting, and reducing the amount of data stored are all 
benefits of feature selection [24]. 

Three types of feature selection approaches exist. A variety 
of methods, including filtering, embedding, 
and wrapping methods. The filter method chooses the highest-
ranking features, and the resulting subset can then be used in 
any classification algorithm that is needed to be used. Various 
classification methods could be tested after feature selection 
using the filter approach  as shown in Fig. 1 [25]. The 
classifier's performance can be improved by reducing 
processing time and making better use of the dataset's 
optimized data while making a suitable feature selection [26]. 
Fastness and scalability are two more advantages of the filter 
approach in feature selection [27]. 

The classifier algorithm is used as a black box to determine 
scores for feature sets based on estimated power [28]. Testing 
and training on a given dataset are used to evaluate a subset. 
All features of subsets can be searched for in a wrapper 
approach that uses the wrapper algorithm around the classifier 
shown in Fig. 2 [25]. In spite of the advantages of working 
with correlated data and identifying the relevant correlations, 
over-fitting difficulties may arise. Feature selection is included 
in the construction of the classifier in the embedded method 
illustrated in Fig. 3. 

When using an embedded technique, you don't have to deal 
with costly computations and can instead interact directly with 
your classification model. Table I displays the benefits and 
drawbacks of various feature selection approaches. 

TABLE I.  BENEFITS AND DRAWBACKS OF VARIOUS FEATURE 
SELECTION APPROACHES 

approach Benefits Drawbacks 

Filter Scalable and quick without being 
dependent on any classifier, 

Interaction with 
classifiers is not 
considered. 

Wrapper 

- A higher degree of computation  
efficiency, Simple,   Classificatio  
accuracy models with dependenci  
are the best kind. 

- The classifier interacts with it.  
- Wrapper approaches have a high  

computational complexity. Mode  
include a hierarchy of dependencies  

Over fitting is a 
possibility, and the 
process is 
computationally 
intensive. 

 
Fig. 1. Filter approach of feature selection 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

324 | P a g e  
www.ijacsa.thesai.org 

 
Fig. 2. Wrapper approach of feature selection 

 
Fig. 3. Embedded approach for feature selection 

B. DBN 
Using an unsupervised machine learning paradigm, deep 

belief networks are a more advanced kind of generative neural 
network. A DBN can be created by stacking and training 
individual Restricted Boltzmann Machines (RBM) in a layered 
configuration. The pre-training stage is a step of unsupervised 
learning. Stacking sub networks, each with two processing 
levels, divides the network into groups. These weights are 
provided to the network as a way to avoid the issues that can 
arise from using random numbers to initialize the connection 
weights. Unsupervised learning is used to steer the learning 
phase of an energy-based stochastic neural network (RBM), 
which includes two layers of neurons, hidden and visible 
nodes. Unsupervised training may be used for this function by 
using the Greedy Layer Wise unsupervised training algorithm. 
RBM has a hidden layer including nodes and a visible layer 
including nodes, respectively. 

Using an unsupervised learning technique, one can learn an 
RBM, a generative stochastic neural network. There are two 
processing tiers in the RBM's network, as depicted in Fig. 4. 
Construction and reconstruction operations can be carried out 
independently of one another because these layers are linked 
together [29].  

 
Fig. 4. The  RBM architecture 

In the visible layer (b), there are visible units 
(𝑏1, 𝑏2, 𝑏3, … , 𝑏𝑖)  that represent the features of the pattern, 
while in the hidden layer (a), there are hidden units 
(𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑗) that accept their data from the visible units 
and are able to reconstruct the pattern's characteristics from 
them. The visible node 𝐵𝑖  and the hidden node 𝐻𝑗  have a 
weight of 𝑈𝑖𝑗  in the 𝑘 × 𝑙  matrix 𝑈 , which represents the 
weights between visible and hidden levels. Let's assume that 
the binary and hidden units are 𝐵  and 𝐴 . In this case, 𝐴 ∈
{0,1}𝑙 and ∈ {0,1}𝑘. As shown below in (1), the RBM energy 
function is a quadratic function of the square of: 

Ene (B, A) = −∑  k
i=1 RiBi − ∑  l

j=1 ZjAj − ∑  k
i=1 ∑  j

j=1 BiAjUij

 (1) 

where 𝑍  and 𝑅  are the basis vectors of the hidden and 
visible layers, respectively. Also, the likelihood of the (𝐵,𝐴) 
configuration is shown in the following equation. 

pr (B, A) = e−Ene (B,A)

∑  B,A  e−Ene (B,A) (2) 

Normalization is reflected in the denominator of the 
aforesaid equation. Stochastic gradient descent (SGD) is used 
to optimize RBM parameters 𝑍,𝑅, and 𝑈 based on the training 
data’s log likelihood. In order to calculate the probability of a 
given sample over all potential hidden vectors, one can use the 
following formula: 

pr(B) = ∑  B  e−Ene(B,A)

∑  B,A  e−Ene (B,A) (3) 

𝑍,𝑅, and 𝑈 are used to generate stochastic gradient ascent 
derivatives of 𝑝𝑟(𝐵), which lead to the following equations: 

Un+1 = Un + ξ�pr (A/B)BT − pr (Ã/B̃)B̃T� − ηUT + αΔUn−1

 (4) 

Zn+1 = Zn + ξ(B − B̃) + αΔZn−1 (5) 

Rn+1 = Rn + ξ(prob (A/B) − prob (Ã/B̃)) + αΔRn−1

 (6) 
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With 

pr �Aj = 1/B� = sigma �∑  k
i=1  UijBi + Rj� (7) 

And, 

pr �Bj = 1/A� = sigma �∑  l
i=1  UijAi + Zj� (8) 

where 𝜂, n, 𝜉, and 𝛼 denote the weight decays, number of 
hidden nodes, learning rate, and momentum weights, in that 
order. The Softmax function is symbolised by the symbol 
sigma in the logistic model . For the visible and hidden nodes, 
two different learning methods are used to figure out their 
weights and biases. Both CD and persistent contrastive 
divergence (PCD) fall under this category (PCD). 

DBN uses an error propagation method and fine-tuned 
optimal performance to identify the starting weights, which are 
obtained by undertaking unsupervised pre-training. RBM pre-
training is still lacking in the optimal number of layers and 
nodes. The outcomes are affected by the number of layers and 
also the number of nodes, but the ideal value relies on the type 
of dataset and the attributes to be learned. Therefore obtaining 
the global optimum value has certain downsides. GOA is used 
to solve the problem of DBN in our job. GOA is a technique 
for determining the DBN's ideal value and, as a result, reducing 
error. 

IV. PROPOSED MODEL 
The proposed DFS-ODBN model consists of three phases 

namely: preprocessing phase, feature selection phase and 
classification phase. The first phase, preprocessing, involve 
dealing with the dataset nature which include many missing 
data due to the archive of data in hospitals. Preprocessing also 
include normalization of scale of data to make all attribute in a 
specified range. The second phase involves selecting a subset 
of attributes to reduce the complexity and time of classification 
phase. Feature selection phase involve selecting the most 
appropriate features among all available features using DFS 
feature selection algorithm in wrapper approach which 
repeatedly apply DFS method. In last phase, classification, the 
DBN classifier is used to predict the case of data which ckd or 
NOT ckd. The classifier parameters are estimated and tuned 
using an optimization algorithm called GOA. The use of 
optimization algorithm helps in parameter adaptation to 
increase the performance of the classifier. The last step is 
model evaluation which assesses the performance of the 
proposed system according to many metrics such as: accuracy, 
sensitivity, f-measure, and precision. The evaluation proved 
that the proposed system is better than many other related 
methods. The proposed system is shown in Fig. 5. 

A. Description of Dataset 
UCI's Machine Learning Repository now has the CKD 

dataset used in this study which was collected and uploaded by 
the Apollo Hospital in India in 2015. There are 400 data points 
total, with 25 different properties, 11 of which are numeric and 
14 of which are nominal [30]. 250 of the dataset's 400 
instances have been assigned to the ckd class, while the 
remaining 150 have been assigned to the NOTckd class. Table 
II shows the CSD dataset's attribute breakdown. 

B. Preprocessing 
The quality of the data used in data mining operations must 

be high in order to achieve a high level of performance at a 
cheap cost. Anomaly type characteristics will be converted to 
numeric in the preprocessing step. A total of 14 nominal 
attributes will be transformed into numerical attributes. 

TABLE II.  CHRONIC KIDNEY DISEASE DATASET INFORMATION 

Features Type 

Red blood cell count (Rc) Numeric 

Sugar (Su) Nominal 

Hypertension (Htn) Nominal 

Sodium (Sod) Numeric 

Red blood cells (Rbc) Nominal 

Packed cell volume (Pcv) Numeric 

Pus cell (Pc) Nominal 

Age (Age) Numeric 

Appetite (appet) Nominal 

White blood cell (Wbcc) Numeric 

Bacteria (Ba) Nominal 

Diabetes mellitus (Dm) Nominal 

Specific gravity (Sg) Nominal 

Serum creatinine (Sc) Numeric 

Anemia (Ane) Nominal 

Pus cell clumps (Pcc) Nominal 

Blood glucoses (Bgr) Numeric 

Coronary artery disease (Cad) Nominal 

Pedal edema (Pe) Nominal 

Blood pressure (Bp) Numeric 

Blood urea (Bu) Numeric 

Albumin (Al) Nominal 

Haemoglobin (Hemo) Numeric 

Potassium (Pot) Numeric 

Class (class) Nominal 

1) Missing values: More than half of the variables in the 
CKD dataset are missing, necessitating the handling of 
missing values in order to improve accuracy. The mode 
method is used to replace the empty value with the attribute's 
maximum frequency when a value is lacking. Attributes can 
be univariate, monotonous in their missing values, or 
arbitrary. Only one characteristic has all of the missing values 
in univariate analysis (feature). If at least three attributes are 
missing values, the model is said to be monotonous. If the 
missing values are of random characteristics, then it is 
arbitrary [31]. 
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2) Data normalization: There are numerous approaches to 
data normalization. Keep the data in a range for each input 
feature in order to reduce the neural network's preference for 
one feature over another. Training time can be reduced by 
normalizing data such that all features are trained at once. It is 
particularly beneficial for modelling applications when the 

inputs are often on a wide range of scales. The features or 
outputs are rescaled using the Min-Max normalizing method 
from one range of values to another. Most of the time, the 
features are rescaled to fall between 0 and 1 or -1 and 1. It is 
common to perform the rescaling by applying a linear 
interpretation formula like: 

 
Fig. 5. Proposed framework 

xi′ = ((maxtarget −mintarget)x (xi−minvalue)
(maxvalue −minvalue)

+ mintarge)
 (9) 

where �maxvalue  − minvalue  � = 0 . when  �maxvalue  − 
minvalue  � = 0 for a feature, it shows that that feature in the 
data has a constant value. Feature values having a constant 
value should be deleted from the data set because they do not 
contribute any useful information to the neural network. Min-
max normalization maintains the same range of values for each 
feature when it is applied. The advantage of using min-max 
normalization is that it keeps all of the data's relationships 
intact. 

C. DFS for Feature Selection 
In order to select the best features, the proposed algorithm 

employs the following procedures. It is necessary to organize 
the CKD dataset into groups once the preprocessing is 
complete. Selecting a collection of features in each iteration is 
done using DFS. The most important feature in the 
classification process is a subset of the best features in the raw 
dataset. 

Features can be evaluated using the DFS method, a 
heuristic approach. A feature is considered good if it has less 
overlap with other classes than other features. The DFS method 
takes into account the distribution of features across all classes 
and their associations for determining rankings. As a first stage 
in DFS, every feature in every class is given a probability 
density function (PDF). The next step is to rank the features 
depending on the overlap area, and this is done next. 
Parametric and non-parametric methods of computing PDF are 

the most frequent approaches [32]. The first method assumes 
that data has a Gaussian distribution, so the work of estimating 
density simply entails choosing appropriate values for the 
distribution's mean and variance. Instead of making 
assumptions about the shape of the density function, non-
parametric techniques simply calculate the density from the 
observed data. Many pattern recognition applications lack a 
standard format for estimating the density of raw data. When 
using random distributions and non-parametric approaches, it 
is unnecessary to know the fundamental density forms before 
using these methods [32]. Because of this, the proposed 
solution is described as using the following parametric 
approach: 

p(x) ≅
k

MVo
 

Here, the value of the derived PDF for instance x is 
represented by the expression 𝑝(𝑥) , whereas 𝑀  the total 
number of examples, 𝑉𝑜 is the volume surrounding 𝑥, and 𝑘 
the number of instances within V are all given. To get a more 
accurate PDF, try increasing 𝑀  and decreasing 𝑉𝑜 . After 
estimating PDFs for each class, the next step is to compare the 
value of each feature based on the calculated PDFs for each 
class. As previously stated, a feature is considered good if it 
has less class overlap than the rest. The estimation of PDF for 
each class label and feature is used to estimate the amount of 
overlap between occurrences of a certain feature class. The 
significance of a feature for class label prediction decreases as 
the overlapping region grows larger, and this leads to a decline 
in classification performance. The overlapping value of a 
feature 𝑟 in class 𝜔 can be calculated using the formula 2. 
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Ov (r,ω) = ∫Minimum �Maximum�PDF(ωi)� , PDF(ω)� 

such that  i is not equal to ω and 1 ≤ i ≤ # of classes 

D. Optimized DBN based on GOA 
"Reference [33] proposed the GOA algorithm. It was 

inspired by the swarming activity of grasshoppers in nature. A 
grasshopper's flight path in a swarm is affected by the 
following three factors: Those three factors are: human social 
connection, gravitational pull, and wind advective forces. The 
GOA algorithm is used for minimizing the value of error in 
order to get the ideal DBN value. The GOA has a series of 
steps, as outlined below: 

1) Step 1: initial step: It is necessary to initialize the RBM 
parameters in GOA, as well as the number of candidate 
solutions, 𝑀𝐼𝑁𝐶𝐴,𝑀𝐴𝑋𝐶𝐴 , and maximum number of 
evaluations, before performing any analysis. A decrease in the 
repulsion area, comfort area, and attraction area is represented 
here by the parameter 𝐶𝐴 . The starting population is then 
generated at random, and using the objective function, each 
solution in the population is assessed. 

2) Step 2: assessment of fitness: For each search agent, the 
fitness function is calculated and computed after initialization. 
For the sake of this study, we define fitness as the 
minimization of DBN's mean square error: 

Fitness = Minerror = 1
E
∑ �P

(x,y)−Ty
Ty

�
2

E
i=1  (10) 

The mean square error denotes the average distance 
between the predicted and observed values. 𝑇𝑦  and 𝑃(𝑥,𝑦) 
represent the target value for the appropriate data 𝑦  and the 
estimated probability of the appropriate data 𝑥, respectively. 

The RBM parameter is tuned using this algorithm to reduce 
the amount of error that occurs. Using a DBN for unsupervised 
pertaining and supervised fine tuning was the basis for the 
proposed method. GOA is used throughout the entire process 
of relating and fine tuning. The range of hyper-parameters in 
our model was identified by conducting random search 
experiments and then selecting their values at random until we 
achieved the best performance. It takes less time and effort to 
train a network using random search. Because not all hyper-
parameters are equally important for tuning, random 
experimentation based on hyper-parameter values is more 
efficient. 

3) Step 3: updating: Update the best target's position in 
each evaluation and factor C in this phase. In actuality, there is 
no goal because we don't know what the global optimum is or 
what the precise goal is. The target must be identified at each 
stage of the optimization process. During optimization in 
GOA, it is assumed that the fittest grasshopper is the target. 
Grasshopper must advance toward the good target in order for 
GOA to save it in search space during this iteration. Position 
and C updates are calculated as follows: 

xmd = C �∑  Z
n=1,n≠m C dub−dlb

S
S��Xnd − Xmd ��

Xn−Xm
dmn

� + dT
¯

 (11) 

In the d-dimension, 𝑑𝑙𝑏  and 𝑑𝑢𝑏 denote the lower and upper 
bounds, respectively. The d-dimensional goal is 𝑑𝑇 . The 
following formula can be used to determine the strength of 
social forces represented by the function S: 

S(f) = ge−
f
r − e−f (12) 

where 𝑔 and 𝑟 stand for the intensity of attraction and the 
length scale of attraction, respectively. 𝐶  represents a 
decreasing coefficient that reduces the repulsion zone, comfort 
zone, and attraction zone. The GOA algorithm's primary 
governing parameter is C, which is kept current using the eq. 
13 below. 

C = MaxC − y MaxC−MinC
Y

 (13) 

where 𝑌  denotes the most iterations possible and the 
current iteration is referred by 𝑦 , Max𝐶 = 1  and Min𝐶 =
0.00001. 

4) Step 4: termination: When the maximum number of 
iterations is achieved, the position is updated iteratively. 
Finally, the best objective was returned, with the global 
optimum being a combination of position and fitness. The 
GOA algorithm is used to figure out what the ideal value of 
DBN should be. Once DBN has classified the ckd or NOTckd, 
the process is complete. This means that the result from the 
classifier is either positive or negative. Below, the GOA 
algorithm 1 is illustrated and the steps are shown in "Fig. 6". 
Line # Algorithm 1: DBN optimized based on GOA 

algorithm 

1 Input: candidate solution, 𝑅𝐵𝑀 parameters, 𝑀𝐴𝑋𝐶, 
maximum # of iters, 𝑀𝐼𝑁𝐶 , 

2 Output: Optimal parameter combination 
3 Set initialization of the candidate solution and 

random population of parameters of RBM 
4 Set initialization of 𝑀𝐴𝑋𝑐, maximum # of iters, 

𝑀𝐼𝑁𝑐 
5 Compute the fitness value fit (𝑖) for each individual 

agent using mean square error as fitness function 
6 Set best individual search agent = 𝑊 
7 While loop ( 𝑄 < max # of iters) 
8                modify 𝐶 using eq. 3 
9 foreach individual: 
10              The current individual position is modified 

using eq.  2 
11 reset the individuals above and below the 

bounds 
12 for end 
13 Updating W to a better solution 
14 𝑄 = 𝑄 + 1 
15 while end 
16         Return 𝑊 as optimal 
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Fig. 6. DBN optimized based on GOA algorithm 
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V. EXPERIMENTAL RESULTS 

A. Environmental Setup 
The proposed model was developed in MATLAB 2016a, 

with some preprocessing done in Weka. MATLAB is a 
powerful data mining tool. Models and applications are built 
based on data analysis. A Core i7 machine with an NVIDIA 
graphics card is utilized for testing and assessments. 

B. Performance Metrics 
In order to train the model, the data set is randomly divided 

into two parts, with the first portion containing 70% of all the 
total collection of data. The data from the second section is 
used for testing (30% of the time).The suggested model is 
evaluated and validated using six performance measures. 
Accuracy, precision, sensitivity, and F-Measure [34] are some 
examples of these parameters. By measuring performance 
measures, the confusion matrix describes the performance of 
categorization algorithms. The following measures were 
utilized in this study to evaluate the performance of the 
methodologies in use. 

1) True positive (TP): This indicates occurrences of 
positive outputs that have been appropriately classified. 

2) False negatives (FN): These are false negatives that are 
not actually false negatives. 

When unfavorable outcomes are mistakenly labeled as 
positive ones, the term "False Positive" (FP) is used. 

3) False negative (FN): good events that were mistakenly 
labeled as negative in the report. 

• Accuracy: An image's accuracy in a database is 
determined by how closely the image's coordinates 
match the database's real value. Accuracy measures are 
quite close to the genuine value, and they are processed 
as a true proportion of the outcomes: 

Accuracy = TP+TN
TP+TN+FP+FN

  (14) 

• Sensitivity (Recall): Sensitivity is a term used to 
describe the state of being sensitive. A test's sensitivity 
or recall refers to its capacity to correctly identify 
people who suffer from a certain illness (True Positive 
Rate). In this way, it can be stated: 

Sensitivity = TP
TP+FN

 (15) 

• Specificity: When a test has high specificity, it can 
accurately identify people who do not have the 
condition (True Negative Rate). According to the 
definition, it is: 

Specificity = TN
TN+FP

 (16) 

• Precision: Predictive Value (PPV) or Precision is a 
measure of the accuracy of a categorization result. The 
following is the formula used to arrive at this result: 

Precision = TP
TP+FP

 (17) 

• F-measure: According to this method, the harmonic 
mean of precision and recall is calculated as follow: 

F − Measure = 2 ×  Recall × Precision 
 Recall + Precision 

 (18) 

C. Performance Comparison 
As a result of using a variety of feature selection methods, 

including filtering and wrapping, CKD diagnosis was 
improved. In all of the methods used, the original dataset can 
be reduced in dimension to produce a new dataset. Twenty-five 
different variables were included in the dataset that was used. 
The dataset was condensed down to 11 attributes using the 
DFS wrapper approach. On a smaller dataset, the optimized-
DBN classifier was able to identify 2 FPs and 3 FNs. The value 
of FN in the Optimized-DBN classifier method is lower than 
the values of FN in the other methods. When compared to the 
current system, the proposed combination of Optimized-DBN 
and unsupervised training has better accuracy than other 
research work. Layers (visible layer, hidden layer, and output 
layer), nodes, and weights and biases for the layers were used 
to develop the final architecture of Optimized-DBN. Our 
competitors' quantitative measures are compared to ours in this 
section. Table III represents the different performance 
evaluation metrics, i.e., accuracy, f-measure, precision, and 
sensitivity for the proposed system DFS-ODBN and other 
different related methods. 

A sensitivity and accuracy analysis of the proposed DFS-
ODBN technique is shown in Fig. 7. As shown in the figure, 
the FDS-ODBN technique has improved in both sensitivity and 
precision. 

TABLE III.  PERFORMANCE METRICS FOR PROPOSED SYSTEM AND OTHER 
SYSTEMS 

Methods 
Results(%) 

Sensitivity Precision F-
measure Accuracy 

Shrivas, Sahu 
and Hota [11] 94.00 95.14 94.57 93.25 

Rady and Anwar 
[14] 95.61 95.98 95.79 94.75 

Rubini and 
Perumal [16] 91.61 92.33 91.97 95.00 

Elhoseny et al 
[18] 96.00 96.46 96.00 95.00 

Chittora et al 
[20] 98.00 96.67 98.31 98.86 

M.M. Hossain 
[22] 99.43 99.82 99.60 99.50 

Proposed model 99.63 98.81 99.63 99.70 
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Fig. 7. Evaluation metrics (sensitivity and accuracy) Vs. classifiers 

 
Fig. 8. Evaluation metrics (F-measure and precision) Vs. classifiers 

This method is, 4.7 percent more accurate than [16]. 6.52 
percent more accurate than [11].percent more accurate than 
[14]. 4.7 percent higher [18] and 1.1 percent higher [20]. 

F-measure and precision analysis are shown in Fig. 8 in 
terms of the feature selected for the proposed technique DFS-
ODBN. According to the graph, the FDS-ODBN technique 
now has higher precision and precision values. In terms of 
precision, this method is 3.66308 percent higher than [11], and 
2.82084 percent higher than [14]. The proposed method 
is 6.46607 percent higher [16] and 3.364 percent higher [18] in 
terms of the F-measure. 

VI. CONCLUSION AND FUTURE WORK 
The study looked at the classification of medical data in 

order to identify the patient's disease at an early stage of 
development. The most difficult part of classifying medical 

data is selecting the best subset of attributes from the dataset 
under consideration. A DFS feature selection algorithm was 
used to select the best features from a preprocessing stage in 
which the missing values were eliminated. Based on the 
presence or absence of CKD, the dataset was divided into two 
classes: the ckd class and the NOT ckd class. The Deep Belief 
Network algorithm was used for this classification because it is 
the best method for data classification. It was necessary to use 
the GOA algorithm in order to obtain the DBN network hyper-
parameters. GOA has strong capabilities to explore the search 
space and it benefits from high exploration and exploitation. 

Furthermore, the classification issues can be overcome with 
an average computational cost. Using CKD datasets, 
Optimized-DBN was able to achieve its maximum 
performance in terms of sensitivity, accuracy, and specificity. 
When compared to other techniques, the proposed DFS-ODBN 
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demonstrated accuracy of 99.75 percent. In the future, with 
algorithms designed or prediction techniques, the data 
classification can be enlarged and missing values can be 
removed by new imputation approaches, classification, and 
prediction. The development of hybrid and novel optimization 
algorithms for the classification of medical data and feature 
selection is recommended as a focus for future contributions 
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Abstract—Natural Language Processing, specifically text 
classification or text categorization, has become a trend in 
computer science. Commonly, text classification is used to 
categorize large amounts of data to allocate less time to retrieve 
information. Students, as well as research advisers and panelists, 
take extra effort and time in classifying research documents. To 
solve this problem, the researchers used state-of-the-art 
supervised term weighting schemes, namely: TF-MONO and 
SQRTF-MONO and its application to machine learning 
algorithms: K-Nearest Neighbor, Linear Support Vector, Naive 
Bayes Classifiers, creating a total of six classifier models to 
ascertain which of them performs optimally in classifying 
research documents while utilizing Optical Character 
Recognition for text extraction. The results showed that among 
all classification models trained, SQRTF-MONO and Linear 
SVC outperformed all other models with an F1 score of 0.94 both 
in the abstract and the background of the study datasets. In 
conclusion, the developed classification model and application 
prototype can be a tool to help researchers, advisers, and 
panelists to lessen the time spent in classifying research 
documents. 

Keywords—Text classification; supervised tern weighting 
schemes; optical character recognition; machine learning 
algorithms 

I. INTRODUCTION 
Writing and publishing have taken popularity on the 

internet using online services where text classification plays 
an important role [1]. An example where text classification 
can be applied is in the increasing amount of published 
research documents online or offline due to the advancement 
of computer and information technologies [2]. Documents, in 
this case, refer to textual records, and each copy contains a 
group of words that ranges from sentence to paragraph long. It 
is through the use of text classification, the prediction and 
classification of documents can be made possible by 
categorizing them into which class they belong based on their 
inherent properties [3]. 

While there are many ways to classify research papers 
online, there is also a need to categorize those with only 
physical copies. Approved research papers refer to peer-
reviewed and panel-evaluated complete research in local 
school libraries. Additionally, research papers still in the 
proposal period are subject to revisions and need to be more 

easily distinguishable whether they are suitable for the course. 
Moreover, classifying large documents is time and energy-
consuming [4]. For such reasons, it is necessary to make a tool 
that efficiently organizes approved and work-in-progress 
research papers individually or in bulk. 

In this study, to classify research documents, first, OCR 
will be used. Optical Character Recognition (OCR) acquires 
an image through the use of a device, usually a camera or 
scanner, and then converts it to digital text [5][6][7]. Then, 
supervised term weighting schemes are applied to assign a 
weight for each term in every document, enhancing text 
classification performance [8]. The documents will be 
assigned to their designated classes using different machine 
learning algorithms [9]. 

The researchers came up with the idea to design a 
classification model using different combinations of 
supervised Term Weighting Schemes (TWS) and Machine 
Learning Algorithms, as well as prove which combination of 
Supervised TWS and Machine Learning algorithms is the 
fastest and yields the results with the highest accuracy for 
classifying our dataset. Finally, this study will develop an 
application that will use the designed classifier model to 
categorize research papers while allowing users to import text 
images or use the device’s camera for text image acquisition. 

The subsequent sections of this paper cover various 
important aspects of the study, including: a literature review 
on text classification, OCR, term weighting schemes, and 
machine learning algorithms in Section II, an in-depth 
examination of the research methods used in the study in 
Section III, a presentation of the results and discussion of the 
findings in Section IV, and a conclusion summarizing the key 
takeaways and recommendations for future research in Section 
V. 

II. LITERATURE REVIEW 
In this section, we present a comprehensive review of 

relevant literature pertaining to this study. This includes a 
detailed examination of research on Text Classification, 
Optical Character Recognition (OCR), Weighting Schemes, 
and various machine learning algorithms. The sub-sections 
will thoroughly understand the field's current state and serve 
as a foundation for this research. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

333 | P a g e  
www.ijacsa.thesai.org 

A. Text Classification 
Text classification or also known as text categorization, is 

a technology for information organization and management 
wherein it has been proven to be effective and efficient [10]. 
In natural language processing, text classification is a crucial 
task and has been its foundation. Over the years, numerous 
research in this area has been published due to the 
unprecedented success of deep learning [11]. 

Through the use of the term frequency-inverse document 
frequency (TF-IDF), Latent Dirichlet Allocation (LDA), and 
K-Means clustering, [2] designed a research paper 
classification model wherein it classifies and clusters similar 
papers based on its abstract. First, a keyword dictionary which 
contains groups of keywords that have similarity in meaning, 
is constructed into one representative keyword or topic. 
However, yielding results will still cause high running time. In 
order to solve this problem, they used LDA to extract topic 
sets before calculating the word and document frequency 
using TF-IDF. Then, the set of data is classified into classes 
based on their similarity using K-means clustering, a 
clustering technique used to minimize distances between 
every data point and the nearest cluster or centroid. Finally, to 
evaluate the accuracy of their classification system, they used 
F-score, an evaluation metric used in text classification, 
combining precision and recall values. 

B. Optical Character Recognition 
Over the past few decades, the area of pattern recognition 

has been a topic of study which is known as Optical Character 
Recognition. For many diverse styles of programs in different 
fields, Optical character recognition is the bottom of it, which 
we use in our daily life. These days, Optical Character 
Recognition is being used in many different areas of research 
[12][13]. 

P. Divya et al. (2021) developed a web-based optical 
character recognition application using flask and tesseract 
[14]. Their website allows users to upload image format data 
and convert it into machine-editable text in a fraction of a 
second. It can also read and convert handwritten data with a 
slightly lower accuracy compared to digitized text. Their OCR 
model has been proven to be accurate by testing a combined 
handwritten and digitized test set of 1000 images. In their 
study, they found that the best input that their system can 
convert to text is digitized black and white with an accuracy 
rate of 98%. 

C. Supervised Term Weighting Scheme 
The selection of an appropriate term weighting scheme is 

important in text classification tasks as it has significant 
effects on its performance. Term Weighting Schemes (TWS) 
determine how texts would be represented in the vector space 
model. The terminology Supervised Term Weighting Schemes 
have been gaining popularity in the recent years while term 
frequency-inverse document frequency (TF-IDF) is still 
widely used. But its disadvantage is that it does not train text 
using the available categories [15][16] and is considered an 
unsupervised term weighting scheme, unlike the state-of-the-
art supervised term weighting schemes: TF-IGM and TF-
MONO. 

Most of the popular novel supervised TWS focuses on 
assigning weights based on how the terms occur throughout 
the classes, which is a proven and effective method in term 
weighting. However, Dogan and Uysal (2020) believed that 
this information may not be enough to determine the terms’ 
power in the document [17]. They proposed the novel STW 
scheme Term Frequency Max-Occurrence and Non-
occurrence (TF MONO), which makes use of the non-
occurrence information along with the max-occurrence 
information of terms in the document. 

TF-MONO is a supervised TWS that uses the class with 
the max-occurrence as well as the non-occurrence information 
in the document frequency. The procedure of the MONO 
TWS is represented in Fig. 2. Fig. 1 illustrates the MONO 
TWS designed by [17] separated into seven (7) steps, and 
visualized by [18][19], which will be further explained in 
details. 

The steps for performing MONO on a text collection are as 
follows: 

1) Sort the document frequency of a term in descending 
order. 

2) Divide the sorted document frequency into two groups: 
one for the highest class document frequency values and the 
other for the rest of the classes. 

3) Represent the first group with a max-occurrence (MO) 
ratio and the second group with a non-occurrence (NO) ratio. 

4) Calculate the MO ratio as the ratio between the 
quantity of text documents in the class where the term occurs 
most and its total quantity of text documents. 

5) Calculate the NO ratio as the ratio between the quantity 
of text documents in the rest of the classes where the term 
does not occur and the total quantity of text documents in the 
rest of the classes. 

6) Calculate the product of MO and NO ratios and assign 
it as the MONO (Local) weight of the term. 

7) Calculate the MONO (Global) weight of the term by 
using the MONO (Local) weight and a balance parameter α 
with a default value of 7.0. 

8) Finally, two (2) term weighting schemes based on 
MONO (Global) collection frequency factor are shown. 

D. Machine Learning Algorithms 
As the internet expands, the number of unorganized data is 

also increasing. Thus, intelligent programs that use machine 
learning in classifying documents have been researched and 
developed to efficiently access information. Some of the 
machine learning techniques used for document classification 
include Naïve Bayes, Support Vector Machine, Decision 
Trees, etc. [20].  A. Barua et al. (2021) used the most common 
machine learning methods, namely: Logistic Regression, 
Support Vector Classifier, Decision Tree(C4.5) [24], Naïve 
Bayes, Random Forest, and K-Nearest Neighbor, to classify 
articles about sports into four (4) different categories: Cricket, 
Football, Tennis, and Athletics. 80% of the data were used for 
training, while the other 20% were for testing [21]. Using F1-
score for evaluation, the result shows that the “Cricket” 
category has the highest F1 value as it has the most data used 
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for training among all the classes. Meanwhile, the category 
with the lowest F1 value is “Athletics” due to its low number 
of training data. Regarding the machine learning models, 
Naïve Bayes has the best performance (98.53%) for 
identifying documents in the cricket class with unigram + 
bigram + trigram feature while KNN has shown poor 
performance on an imbalance dataset. 

III. METHODOLOGY 
This section outlines the key components integral to the 

research study, which employs machine learning models for 
data analysis. These include the data sources, research design, 
data collection and preprocessing techniques, machine 
learning models, evaluation metrics, and the application 
simulation used to test the models. All these components work 
together to provide a comprehensive framework for 
conducting a thorough and systematic study, utilizing machine 
learning models to extract insights from data, and evaluate the 
performance of the models. The research framework and its 
implementation are illustrated in Fig. 1, providing a clear 
understanding of the methodology adopted in the study. 

 
Fig. 1. Framework of the study 

The components in the framework of the study includes 
the following: 

A. Data 
The data used in this study is gathered from the Abstract 

and Background of the Study (BOS) of research documents 
from ACLC College of Butuan, Saint Joseph Institute of 
Technology, and Caraga State University. A total of 462 

research documents were gathered from the mentioned local 
schools. To address the lack of data, the researchers used 
online websites as a source of additional data, with a total of 
519 research documents. However, the dataset is still 
imbalanced, with the feasibility study having only 99 
documents. In order to make the dataset unbiased, 
oversampling is performed on the feasibility study, adding 99 
more documents. Overall, there are a total of 1,121 research 
documents with four (4) categories: Capstone (313), Thesis 
(306), Case Study (304), and Feasibility Study (198). 

B. Converting Research Papers to Image Format 
Research papers acquired online are in .pdf image format. 

However, numerous research papers from local schools are 
not digitized. Therefore, it is necessary to capture images of 
the research documents’ title, abstract, and background of the 
study, the parts of a research document necessary to be used as 
our data. The image format of the said images is .jpeg and can 
still be converted to digital text through OCR. 

C. PyTesseract OCR 
The images were processed one by one through a python 

script that utilizes PyTesseract, a well-known python Optical 
Character Recognition library, to convert text images into a 
digital format. This library allows for accurate and efficient 
conversion of images to text, making it an ideal choice for this 
task. The script iterates through all the images, performs the 
conversion and saves the digital text in a file, ready for further 
analysis. 

D.  Labeling Research Categories 
The converted texts were then placed in a csv file for easy 

access and organization. The Pandas python library was used 
to facilitate this process, as it allows for efficient manipulation 
and storage of large datasets. Each text was labeled manually 
by researchers according to its predefined category to aid in 
the analysis and classification process. 

E. Pre-Processing 
Text pre-processing is an integral part of text classification 

as it can improve the overall quality of a dataset. It can clean 
the dataset by removing unneeded parts of the text, such as 
repetitions and spelling errors [22]. Text pre-processing 
includes four (4) basic processes: tokenization, stop words 
removal, stemming, and vector space model [23]. 
Tokenization involves the removal of spaces and taking 
unique words from the document. Stop word removal is the 
process of removing stop words which are prevalent words 
with little to no meaning in the document. Stemming converts 
all of the words in the document into their root words to 
reduce the unique words in the document. Vector space 
modeling, also known as vectorization or term weighting, 
assigns weight to unique words. To prepare the dataset for this 
study, the researchers preprocessed the text in the following 
order: 

1) Removing all punctuations and transforming all 
characters to lowercase to standardize the text and make it 
easier to work with. 

2) Tokenization was applied to split the text into multiple 
words which makes it more manageable for analysis. 
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3) Stop words were removed as they do not carry any 
significant meaning for the analysis. 

4) Filtering the features by length was done to remove 
random words that hold no meaning, this helps to reduce the 
noise in the dataset. 

5) Stemming was applied using Porterstemmer which 
reduces words to their base form, this helps to group similar 
words together, and enables better analysis. 

These steps helped to clean the dataset, making it more 
organized and ready for the analysis. The preprocessing steps 
not only standardize the text but also make it more 
manageable and focused for analysis, which ultimately results 
in more accurate and meaningful results. 

F. Term Frequency Distribution 
In order to apply any term weighting scheme, it is crucial 

to first calculate the term frequency (TF) of each term in the 
dataset. This provides an understanding of the significance of 
each word across all documents in the dataset. However, 
simply counting the term frequency does not take into account 
other important factors, such as the occurrence of specific 
terms in certain categories. As a result, it is necessary to 
consider additional information to accurately calculate the 
weight of each term. 

G. Supervised Term Weighting Scheme 
Supervised Term Weighting Schemes such as TF-MONO 

and its square root variant, SQRT TF-MONO was used to 
assign weights to each term in the dataset. This helps to 
improve the performance of text classification by transforming 
the text in documents into vectors in the vector space (Feng et 
al., 2018). A balance parameter α with a value of 6.0 was 
introduced to compute the global term weight value for each 
term. 

H. Machine Learning Algorithms 
The researchers utilized state-of-the-art machine learning 

algorithms to categorize the dataset. The data was split into 
two (2) sets: 70% for training and 30% for testing. The 
researchers then applied three (3) machine learning 
algorithms, namely Naive Bayes, K-Nearest Neighbors, and 
Linear Support Vector Classifier, in combination with 
supervised term weighting schemes to compare their 
performance. The aim was to identify which combination of 
algorithm and term weighting scheme yields the best results. 

I. Evaluating the Classification Model 
The classification model’s performance will be evaluated 

by calculating precision, recall, accuracy, and F1 score. 

Precision - measures how many positive predictions are 
correctly predicted. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =   𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

 (1) 

Recall - measures how many true positive cases the 
classifier correctly predicted over the total number of positive 
case. 

𝑅𝑒𝑐𝑎𝑙𝑙 =   𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

 (2) 

F1 Score – measures by combining both recall and 
precision. Also known as the harmonic mean of the two, 
calculating their average. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗   𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗ 𝑅𝑒𝑐𝑎𝑙𝑙 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙

 (3) 

J. Application Simulation 
The researchers chose to use Python as the primary 

programming language for the back-end of the study due to its 
interactive, object-oriented, and high-level nature. 
Additionally, Python offers a wide range of available modules 
and libraries, including the Scikit library, which makes it 
simple, flexible and dynamic in functionality. This made it an 
ideal choice for the implementation of the study, including the 
development of the RECApp application. Furthermore, Python 
is a popular choice among researchers and developers because 
it is easy to learn, has a large community support, and is 
widely used in various applications such as web development, 
machine learning and data analysis. 

K. ISO/IEC 25010 Software Quality 
This software application will be evaluated in accordance 

with the ISO/IEC 25010 Software Quality standards, which 
provide internationally recognized guidelines for assessing the 
quality and performance of software systems. 

IV. RESULTS 
The researchers conducted an evaluation of the 

effectiveness of PyTesseract OCR by selecting sample images 
of abstracts and backgrounds of the study from various 
research documents in their dataset. They performed OCR on 
the images and pre-processed the data to clean it. 

Fig. 2 illustrates the visual representation of the abstract of 
a thesis titled "Safewatch: A Quarantine Symptom-Monitoring 
Web Application with Knowledge Discovery Using Apriori 
Algorithm and Naive Bayes Classifier" and the results 
obtained after performing OCR on it. 

Fig. 3 illustrates the visual representation of the 
background of the study for a capstone project titled 
"Barangay Information System with Decision Support System 
of Barangay Baan km.3 Butuan City" and the results obtained 
after performing OCR on it. 

Fig. 4 shows the results of the pre-processing techniques 
employed in the extracted text of abstract and BOS. Table I 
illustrates the five terms with the highest frequency in the 
abstract dataset, along with their respective occurrences in 
each category. 

Fig. 5 presents a word cloud comprising 200 of the most 
frequently occurring terms in both the Abstract and BOS 
datasets, arranged from left to right. 

Table II presents the global factor term weights of the most 
frequently occurring terms in both the Abstract and BOS 
datasets. These values are generated from the computed 
results of the MONO Global method, taking into account an 
alpha value of 6.0. These global values will be multiplied with 
the term frequency if TF-MONO is to be calculated and the 
square root of the term frequency if SQRTF-MONO is to be 
calculated. It can be seen that the feature "system" has the 
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highest global weight of 0.029, indicating its prevalence in the 
abstract dataset. In contrast, the feature "custom" - which 
likely refers to stemmed customers - occurs more frequently in 
the BOS, suggesting that it is more prevalent in this dataset. 

Table III displays the precision and recall scores for 
various combinations of term weighting schemes and machine 
learning algorithms used in this study for the Abstract dataset. 
The results indicate that the model using the squared root of 
TF-MONO trained with LinearSVC consistently performed 
the best, with a precision of 0.94, recall of 0.94, and F1 score 
of 0.94. However, as shown in Table 4, the SQRT TF-MONO 
model trained with MultinomialNB achieved slightly higher 
precision and recall scores, with values of 0.91 and 0.86, 
respectively. Additionally, the F1 score of the LinearSVC 
model still outperformed the classification performance of all 
five other trained models. 

The researchers evaluated the application by conducting a 
survey that adhered to the ISO/IEC 25010 Standards. Twenty-
five (25) participants completed the survey, comprising 15 
questions divided into sections, each containing a minimum of 
3 and a maximum of 4 questions. The results, displayed in 
Table IV, show the average percentage of responses for each 

section and are rated on a scale of 5 to 1, with 5 indicating 
strong agreement and 1 indicating strong disagreement. 

V. DISCUSSIONS 
The researchers developed an application that can classify 

the category of imported research papers based on four 
predefined categories. The application uses OCR to read text 
on image or pdf files and supports the classification of single 
or multiple research papers, and minor inaccuracies are seen in 
Fig. 2 and 3. Pre-processing was done in five steps to alleviate 
this problem, and the results are shown in Fig. 4, along with 
the topics extracted from the research document. The number 
of occurrences of each word was shown in Table I to prove the 
relevance of the words to each category. The results generated 
in Tables III and IV show that all combinations of supervised 
term weighting schemes and machine learning algorithms 
have high F1 Scores. According to the survey results, the 
majority voted "strongly agree" on all characteristics of 
ISO/IEC 25010 Standards Characteristics (see Table V). The 
study determined that the developed application could perform 
its intended functions and has met the ISO ISO/IEC 25010 
Standards Evaluation Metric. 

  
Fig. 2. Captured text image and digital text extracted thru OCR result from abstract (left-to-right image) 

  
Fig. 3. Captured text image and digital text extracted thru OCR result from BOS (left-to-right image) 
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Fig. 4. Pre-processed and digitized text of abstract and BOS (left-to-right image) 

  
Fig. 5. Word cloud term frequency of abstract and BOS (left-to-right image) 

TABLE I.  TERM FREQUENCY DISTRIBUTION 

Dataset Term Capstone Thesis Case Study Feasibility Study Total 

Abstract 

use 730 579 438 172 1919 

system 1246 415 19 30 1710 
studi 371 269 719 272 1631 

develop 680 163 135 86 1064 
research 190 188 471 140 989 

Background of 
Study 

use 657 1290 413 194 2554 
custom 128 142 2051 188 2509 
system 1278 859 128 92 2357 

product 140 137 1177 660 2114 
busi 155 100 869 828 1952 

TABLE II.  MONO GLOBAL WEIGHTS FOR ABSTRACT AND BOS 

Term Abstract Term BOS 
use 1.015216258 use 1.020203602 

system 1.029146199 system 1.021688587 
studi 1.017633354 custom 1.032698286 
develop 1.02556391 product 1.022270577 

research 1.019049545 busi 1.017807377 
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TABLE III.  EVALUATION RESULTS USING ABSTRACT DATASET 

Supervised TWS with ML Models Precision Recall F1 Score 

TF MONO + KNeighborsClassifier 0.797330445 0.752194575 0.7299703264 

TF MONO +  MultinomialNB 0.576546545 0.635416668 0.703264095 

TF MONO + LinearSVC 0.903361503 0.860701865 0.884272997 

SQRT TF MONO + KNeighborsClassifier 0.877848725 0.844245163 0.8635014837 

SQRT TF MONO + MultinomialNB 0.910247093 0.86169793 0.8872403561 

SQRT TF MONO + LinearSVC 0.943446485 0.93636149 0.940652819 

TABLE IV.  EVALUATION RESULTS USING BOS DATASET 

Supervised TWS with ML Models Precision Recall F1 Score 

TF MONO + KNeighborsClassifier 0.781659458 0.781659458 0.7715133531 

TF MONO +  MultinomialNB 0.758196003 0.758196003 0.6617210682 

TF MONO + LinearSVC 0.564104215 0.564104215 0.8308605341 

SQRT TF MONO + KNeighborsClassifier 0.597599638 0.597599638 0.8664688427 

SQRT TF MONO + MultinomialNB 0.866617705 0.866617705 0.8902077151 

SQRT TF MONO + LinearSVC 0.79807299 0.79807299 0.940652819 

TABLE V.  ISO/IEC 25010 STANDARDS SURVEY RESULTS FOR RECAPP 

ISO Characteristics 
Ratings in Percentage (%) 

5 4 3 2 1 

Functional Sustainability 60% 36% 3% 1% 0% 

Performance Efficiency 53.33% 40% 5.33 1.33% 0% 

Usability 57% 39% 2% 2% 0% 

Reliability 60% 36% 3% 1% 0% 

VI. CONCLUSION

The researchers were able to develop the classification 
model and application to eliminate the inconvenience and 
lessen the time consumption on classifying research 
documents for Students and Instructors. To identify which 
supervised term weighting scheme and machine learning 
algorithm can be best paired considering the evaluation 
metrics of each combination, the researchers used state-of-the-
art supervised term weighting schemes and machine learning 
algorithms to simulate a classification on gathered dataset. As 
proven by the experiment results, the combination of SQRT 
TF-MONO and Linear SVC has the highest precision and 
recall values, and most importantly, F1 Scores of 0.94 both for 
the abstract and the background of the study datasets and, 
therefore, should be used as the classification model to 
classify research documents. Moreover, the researchers have 
developed an application prototype where users can import 
and classify research papers in bulk using the developed 
classification model. An ISO/IEC 25010 standards survey is 
conducted, and according to the results, most of the 
respondents have responded positively. 

Finally, the researchers have concluded that the application 
can be helpful for research advisers, panelists, and reviewers 

to speed up the classification time by categorizing multiple 
research papers at once instead of reading and manually 
analyzing them. Lastly, the researchers believe that the study 
can be improved in the future. 
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Abstract—The mining of concealed information from 
databases using Association Rule Mining seems to be promising. 
The successful extraction of this information will give a hand to 
many areas by aiding them in the process of finding solutions, 
economic projecting, commercialization policies, medical 
inspections, and numbers of other problems. ARM is the most 
outstanding method in the mining of remarkable related 
configurations from any groups of information. The important 
patterns encountered are categorized as recurrent/frequent and 
non-recurrent/infrequent. Most of the previous data mining 
methods concentrated on horizontal data set-ups. Nevertheless, 
recent studies have shown that vertical data formats are 
becoming the main concerns. One example of vertical data 
format is Rare Equivalence Class Transformation (R-Eclat). Due 
to its efficacy, R-Eclat algorithms have been commonly applied 
for the processing of large datasets. The R-Eclat algorithm is 
actually comprised of four types of variants. However, our work 
will only focus on the R-Diffset variant and Incremental R-
Diffset (IR-Diffset). The performance analysis of the R-Diffset 
and IR-Diffset algorithms in the mining of sparse and dense data 
are compared. The processing time for R-Diffset algorithm, 
especially for sequential processing is very long. Thus, the 
incremental R-Diffset (IR-Diffset) has been established to solve 
this problem. While R-Diffset may only process the non-
recurrent itemsets mining process in sequential form, IR-Diffset 
on the other hand has the capability to execute sequential data 
that have been fractionated. The advantages of this newly 
developed IR-Diffset may become a potential candidate in 
providing a time-efficient data mining process, especially those 
involving the large sets of data. 

Keywords—R-Diffset; IR-Diffset; dense data; sparse data; 
comparison analysis 

I. INTRODUCTION 
The main objective of data mining (DM) is the process of 

identifying patterns for useful information in large data 
repositories [1-3, 36, 26, 30]. It plays a key role in the 
oversized data approach to acquire meaningful knowledge 
from a complex system. The approach includes collaborative 
studies in statistics, machine learning, data science, and 
database theory. Its goal is to learn about the past or predict the 
future by studying the present data. In addition, this approach, 
also known as "Knowledge Discovery in Databases" (KDD), 
focuses on finding patterns in databases, resulting in an 
association rule that may disclose important information. Some 
common patterns are found in the databases, such as clusters, 
sets of items, trends, and outliers [4]. In data mining, there are 
two types of tasks: prediction tasks and descriptive tasks. The 
prediction tasks attempt to determine the value of one attribute 

depending on the value of another. These tasks incorporate 
techniques like statistics, categorization, regression, and 
forecasting [19]. Meanwhile, the descriptive tasks are to 
generate patterns in the database in order to extract the 
underlying relationships [29]. Some of the 
patterns generated are anomalies, clusters, correlations, and 
trends. Clustering, summarizing, association rules, pattern 
identification, and sequence discovery are some of the 
approaches used in this task [22]. There are two types of 
itemset mining in the database: frequent itemset and infrequent 
itemset. From the records of the previous studies, in frequent 
itemset mining, there are three well-known algorithms: Apriori 
[5, 6, 32], FP-Growth [7], and ECLAT [8, 18]. This research 
focuses on the vertical format by looking deeper into the 
equivalence class transformation (ECLAT) algorithm [8]. 
Tidset, Diffset, Sortdiffset, and Postdiffset are four extension 
variations introduced in ECLAT. In 2018, Jusoh et al. [9-10] 
introduced the R-ECLAT algorithm, particularly useful for 
mining infrequent itemsets. This algorithm is based on the 
ECLAT algorithm for mining infrequent itemsets [11-13]. In 
previous research, the R-Diffset was developed and executed in 
sequential processing for infrequent item mining as an 
extension of the Diffset algorithm. However, the current 
execution of data processing often faces the constraint of 
slowness, especially when dealing with large datasets. 

In 2022, Man et al. [19-20, 27, 43] introduced a new 
incremental of rare pattern mining approach using R-Eclat 
named as Incremental Rare Equivalence Class Transformation, 
(IR-Eclat). The IR-Eclat, which was created especially for 
mining rare patterns is advantageous for dynamic databases 
because the volume of data increase linearly with time. For 
dynamic databases that are subject to the addition or deletion of 
items or records of transactions in the database, the incremental 
approach is advantageous. To apply mined knowledge of 
previously and scanning of a basic incremented database, it is 
necessary to use implementation of incremental mining. 

An incremental approach is a new approach that has been 
executed sequentially on the splitted data. This incremental 
approach will complement the IR-Diffset algorithm to ensure 
that it can mine the infrequent itemsets faster. This new 
approach is introduced as IR-Diffset, where IR represents 
incremental-rare. As part of the R-Diffset algorithm, this study 
introduces an incremental approach to deal with the processing 
time issue. To simplify, this research is significant in 
determining the following aspects: How to reduce speedy 
processing time in mining infrequent pattern especially in huge 
dataset? The rest of the components are then organized as 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

341 | P a g e  
www.ijacsa.thesai.org 

follows: Section IIA discusses sparse and dense data. The 
basics of mining rare items are covered in Section IIB. R-
Diffset and IR-Diffset are described in Section III. Section IV 
clarifies the discussion of the study. The study's results and the 
discussion are also described in Section IV. The research was 
concluded in Section V. 

II. RELATED WORKS 
This section concerned on discussion regarding database, 

data mining and infrequent itemset mining. A database is 
known as a structured collection of data, dataset or record. It 
can be effortlessly rapid accessed, managed and updated data 
in conjunction with various data processing operations. Data 
mining is the process of extracting useful unknown knowledge 
from large datasets. However, mining infrequent (rare) itemsets 
may be more interesting in many real-life applications. 
However, this section also covers about sparse and dense data. 

A. Sparse vs Dense Data 
Sparse data is a matrix [14] in numerical analysis, where 

the majority of the elements are zero. This section will discuss 
about sparse data, which are quicker to be processed and 
figured, compared to dense data. Although the number of zero-
valued elements are not specified for a sparse matrix, 
the number of non-zero elements are standardized to be equal 
to the number of rows or columns, due to their similarities. 
However, if most of the elements are non-zero, the matrix will 
be identified as dense. The sparsity of a matrix is calculated by 
dividing the zero value elements with those of non-zeros (e.g., 
p x q for a p x q matrix) [15]. The sparse matrix can be 
described in the following ways: array and linked list 
representation. In the array representation, the 2D array can be 
used to represent a sparse matrix in which there are three 
elements named as follows: 

• Row: a row index containing a non-zero element. 

• Column: a column index containing a non-zero element. 

• Value: The non-zero element's value is placed at the 
index (row, column). 

A sparse matrix is applied in linked list to portray the list of 
data structures. While there are three elements in the array 
representation (i.e., row, column, and value), the linked list 
representation on the other hand, comprises of four elements. 
The elements in the linked list are as follow: 

• Row: a row index containing a non-zero element. 

• Column: a column index containing a non-zero element. 

• Value: The non-zero element's value is placed at the 
index (row, column). 

• Next node: It records the next node's address. 

When storing and processing sparse matrices on a 
computer, it is preferable to utilize specific algorithms and data 
structures that take advantage of the matrices' sparse structure. 
Sparse matrices, which are common in machine learning, have 
given rise to specialized computers. When applied to vast 
sparse matrices, typical dense-matrix structures and techniques 

are sluggish and ineffective, as computation and storage are 
squandered on the zeros. 

Sparse data compresses more effectively and hence take up 
less storage space. Some outsize sparse matrices are 
unmanageable using typical dense-matrix techniques. 

The matrix sparsity is like density of zero elements in the 
sparse matrix and is defined as the number of zero elements 
divided by total elements in the matrix, which computed as: 

sparsity = number of zero elements/number of total 
elements 

The sparsity of a sparse matrix is always greater than 0.5. 

In a dense matrix, most of the elements are non-zero. The 
dense matrix can be stored in a fixed-size array. 

The sparse matrix, on the other hand, recorded only non-
zero elements in a dictionary mapping an index (i, j) to its 
entry. As a result, you should only describe a matrix as sparse 
if the number of non-zero elements is relatively tiny in 
comparison to the total number of entries. This is generally 
advantageous if the non-zero elements are large (there are 
about n non-zero entries compared to about n2 zero entries). 
However, generating dense matrices is usually faster for 
extremely tiny matrices (e.g., 5 x 5), even with a large number 
of zero entries. 

Fig. 1 depicts the characteristics of sparse and dense data. 
Dense data is the nature of the data itself, which is dense, 
which causes it to be slow. The data is dense and takes up a lot 
of space, and it is extremely difficult to process. In order to 
find other data using the dense data, it must first check each 
column one by one; without skipping a column. Sparse data 
indicates the nature of the data itself, which is sparse. 
Processing time for sparse data is faster compared to dense 
data because sparse data is not dense or compact; in the sparse 
data column, there is still an empty space, so processing the 
data will be faster and will not glitch in comparison to the 
dense data. 

 
Fig. 1. Features of data-sparse and data-dense. 

The theoretical background for sparse and dense data has 
been thoroughly discussed in this section. The next section will 
focus on one of the infrequent itemset mining. 

B. Infrequent Item Set Mining 
Up to this date, the mining of non-recurrent data have been 

considerably developed. Non-recurrent or infrequent patterns 
are usually utilized in many disciplines such as biology, health, 
and security. In medical sector, the analysis of clinical 
conditions of patients are carried out to detect irregular patterns 
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or trends. The results will help the medical officers in deciding 
the needed treatments or prescriptions. 

Infrequent itemset mining from a database is not as 
prominent as frequent itemset mining [39-40]. However, there 
are few areas where infrequent item mining is more applicable 
than frequent item mining [16]. The objective of IIM is to 
discover unusual, but informative, relationships between 
entries in a dataset. In [16] the concept of itemset for frequent 
pattern mining, were established based the pattern mining 
concept. The set of items were denoted as I = {I1, I2, …, Im}. 
The itemset I will be accounted as frequent if and only if the 
occurrence frequency in the database equals or exceeds the 
minimum support threshold defined by the users [24-25]. In 
contrast, infrequent itemset mining requires that the frequency 
of occurrence in the database be equivalent to or lesser than the 
user-defined minimum support threshold. But, if the threshold 
is too low, infrequent itemset mining using the traditional 
frequent itemset mining method could be unsuccessful [33]. 

Infrequent itemset mining are receiving tremendous 
concern principally in the fields of networking and medicine. 
In networks, it is used to investigate any atypical incidences in 
any networks which are usually indicators of network 
breakdown or security breach. In medical, infrequent itemset 
mining may assist for the discovery of treatments for 
uncommon cases. The objective of infrequent itemset mining is 
to mine patterns with a support value smaller than the 
minimum threshold [34, 35]. Yet, the process of extracting rare 
patterns from the database, appears to be challenging. 

In 2019, Man et al. [4, 28] proposed algorithm to address 
the discovery of infrequent itemsets mining from the 
transactional database based on Eclat algorithm. In support 
measure, IF-Diffset was proved to perform better upon 
encountering the infrequent itemsets of the transactional 
database. 

An algorithm for extracting infrequent itemsets from 
weblog has been introduced by Bakariya et al. in 2019 [17]. 
Infrequent Itemset Mining for Weblog (IIMW) algorithm is a 
phased, top-down, broad-first algorithm for the recovery of 
infrequent item sets. A power set and lattice traversal approach 
had been utilized for this purpose. This approach followed the 
top-down mechanism, begun from top and carried out down to 
the bottom. By applying this approach, the computation of 
support for smaller itemsets were simpler than the larger 
itemset. This problem has been acknowledged as the 
challenges for the further application of this method. 

To overcome the above-mentioned obstacles, Lu et al., later 
in 2020, [42] suggested an infrequent pattern mining algorithm 
using a top-down and depth-first traversing strategy. A 
negative itemset tree was applied to speed up the mining 
procedure, by compressing the datasets for a quicker counting 
process. Their itemset miner, denoted as NIIMiner had been 
verified to solve the problems of rare itemset mining. 

In 2021, Darrab et al. [21] performed an extensive search of 
latest methods of rare itemset mining. It has been done by 
inspecting another efficient data structure with mining rare 
itemsets, the mining of most interesting rare itemsets, as well 

as the mining rare of itemsets with multiple minimum support 
thresholds. 

In 2021, Abu bakar and his fellow researchers [31, 37] 
developed a performance enhancement in Incremental Eclat 
(iEclat) model by embedding Critical Relative Support (CRS) 
in the mining of infrequent itemset. This was done in line to the 
increment of itemsets which produced higher cardinality of 
intersection between each item hence required the method of 
vertical mining. 

In 2022, Cui et al. [41] introduced a novel fuzzy-based rare 
itemset mining algorithm called FRI-Miner, and succesfully 
discovered valuable and interesting fuzzy rare itemsets in a 
quantitative database by applying fuzzy theory with linguistic 
meaning. The established algorithm was a success and has 
been shown to have an improved overall mining quality 
compared to the existing algorithm. 

The previous paragraph of this section summarized the 
latest algorithm for infrequent itemset mining which are 
infrequent itemsets mining from the transactional database 
based on Eclat algorithm [4], Infrequent Itemset Mining for 
Weblog (IIMW) algorithm [17], Incremental Eclat (iEclat) 
model by embedding Critical Relative Support (CRS) in 
mining of infrequent itemset [31], Infrequent Pattern Mining 
Using Negative Itemset Tree (NIIMiner) algorithm [42] and 
Fuzzy-based Rare Itemset Mining (FRI-Miner) algorithm [41]. 
The next section will pay a focus on R-Diffset and IR-Diffset. 
The constraint of time, due to the large size of data, is among 
the main disadvantages often faced by the R-Diffset. For 
improvements, a new algorithm, known as incremental R-
Diffset (IR-Diffset), which could help to fasten the process has 
been introduced. 

III. R-DIFFSET VS. IR-DIFFSET 
This section will explain the theoretical background of R-

Diffset and IR-Diffset. The technique, formula, and illustration 
model for R-Diffset and IR-Diffset in infrequent itemsets 
mining will also be presented. Similar techniques, called depth-
first search are used for both R-Diffset and IR-Diffset. 

A. R-Diffset 
In [4], the extension of the diffset algorithm named as R-

Diffset, has been introduced. It is executed via sequential 
processing specifically for infrequent itemset mining. Each 
item in a vertical database is associated with its corresponding 
tidset, i.e., the set of all transactions (tids) where it occurs. 
Thus, the size of tidsets is the primary factor affecting the 
running time and memory usage. The bigger the tidsets, the 
more time and memory are needed. However, existing data 
processing execution is often confronts the issue of large 
database with single format only. Before this, the execution 
time data processing in R-Diffset algorithm it is very time-
consuming especially in sequential processing [38]. 

The R-Diffset algorithm concern to keeps track the 
differences in the tids (transaction IDs) of a candidate pattern 
from its generating infrequent patterns. It helps to decrease the 
size of memory required to store intermediate results as 
depicted in the below pseudocode. The line 6 till 8 in Fig. 2 
illustrate that this algorithm will generate all itemsets with their 
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diffsets and supports. Line number 7 shows where it gets the 
diffset data, instead of getting intersection of tidsets data 
between column 𝑖𝑖 and (𝑖𝑖 + 1) based on minimum support that 
has been set at line 5. All infrequent itemsets are generated by 
computing diffsets for all distinct pairs of itemsets and 
checking the support of the resulting itemset. This process is 
repetitive until all infrequent itemsets have been enumerated. 
Since the generated diffsets are a small fraction size of tidsets, 
so the intersection operations are performed extremely fast. 
The performance of R-Diffset shows a good improvement in 
execution time over R-Tidset variant in both dense and sparse 
databases. 

Pseudocode R-Diffset 
Input:𝐸((𝑖𝑖1, 𝑡1), … (𝑖𝑖𝑛 , 𝑡𝑛)|𝑃), 𝑠𝑚𝑖𝑛 
Output:𝐼𝐹(𝐸, 𝑠𝑚𝑖𝑛) 

 
Begin //get minimum support 
1. arrange data by itemset 
2. looping = numOfColumns; 
3. min_supp = number_of_rows * percentage_min_support 
4. run tidset; 
5. for (i=0; i<=min_support) 
6. if (support<=min_support){ 
7. get diffset data for column [i] with column [i+1]; 
8. save to DB;} 
9. Set next transaction data; 
10. Write to text file the value for the current / last transaction data;} 
end 

Fig. 2. Pseudocode for R-Diffset. 

B. IR-Diffset 
This study presents a modified algorithm, which is an 

improvised version of existing R-Diffset, named as 
Incremental R-Diffset (IR-Diffset). This new approach serves 
as an alternative to speed up the processing time in infrequent 
itemsets mining, particularly those involving large datasets. IR-
Diffset could be implemented with the data that has been 
sequentially splitted, incrementally. Incremental in itemsets 
refers to any additional new item which is being added or 
deleted to the existing itemsets in database whereas 
incremental in records of transaction refers to the additional 
transactions, added to the existing transaction. The IR-Diffset 
model is illustrated in Fig. 3. 

 
Fig. 3. IR-Diffset Model. 

The incremental itemset will be added to the basic model of 
R-Diffset, establishing a new IR-Diffset model. The IR-Diffset 
algorithm will keep track the differences in the tids (transaction 
IDs) by counting each item for finding support which is less 
than or equal. As presented in Fig. 4, a slight modification of 
implemented code is at line 7 (while loop). The while loop 
functions to control flow statements by allowing itemsets to be 
executed repeatedly. For example, the itemsets in the loop will 
be performed repeatedly, as long as the variable i is less than 
looping. The variable ‘r’ at line 4, refers to the record of 
transaction. When variable ‘r' is not equal to zero, the 
transactions will be run (i.e the condition is true) it will enter 
the looping. When variable 'r' is equals to zero, the process will 
be terminated. Then, line 8 refers to (i = 0; i < looping; i++), 
which is i = 0 means that the variable i is = to 0, i < looping 
means that the process will be run repeatedly as long as i is 
smaller than zero and i++ means that each time the looping 
process take place, the new I will be I = i+1. This incremental 
approach has been proposed to overcome the limitations of 
sequential processing in extracting infrequent itemsets. Then, 
the following are the key steps in IR-Diffset over the dataset:  

 Support counting is for finding the support through 
determination of supports of any k-itemsets on the intersecting 
tid-lists of its k-1 subsets. First, the basic theory for support 
counting must be less than or equal to MSTV. Second, the 
result will be written and saved in the text file prior to 
preparation for the next row of transaction data. The minimum 
support threshold value (MSTV) is considered as a benchmark 
to discover a low occurrence in each dataset. MSTV is 
determined in terms of percentage [23]. 

𝛼
100

∗  𝛽      (1) 

Where, α = User specified minimum support value  
 β = Total of records in datasets. 

Pseudocode IR-Diffset 
Input:𝐸((𝑖𝑖1, 𝑡1), … (𝑖𝑖𝑛 , 𝑡𝑛)|𝑃), 𝑠𝑚𝑖𝑛 
Output:𝐼𝐹(𝐸, 𝑠𝑚𝑖𝑛) 
 
start  //get minimum support 
sort data by itemset 
looping = num_of_column 
r = record_of_transactions 
min_supp = num_of_row * percentage_min_supp 
run tidset 
while r ≠ 0 do 
for (i=0; i<looping; i++) 
 if(support<=min_support) 

 get diffset data for column [i] with column [i+1]; 
 add next transaction data; 
 write to text file the value for the current / last transaction data; 
end 

Fig. 4. Pseudocode for IR-Diffset. 

The step-by-step process of IR-Diffset is presented in the 
above pseudocode. Other process steps in each of these 
variants are preserved as the original variant. The first 
dissimilarity is the basic theory for support counting where it 
will only consider the support that is less than or equal to 
MSTV. The second difference is the storage of results. The 
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value/result is written and saved in the text file prior to 
preparation for the next row of transaction data. This is for the 
purpose of saving memory space. In each loop, starting with 
the first loop, if the support is less than or equal (<=) to 
min_supp, then, 

1) Rather than utilizing intersection, IR-Diffset obtains 
the result of Diffset (difference intersection set) between the 
k2 and kth+1 columns and stores it in the database. 

Table I shows the effectiveness of the comparative analysis 
and that clearly shows the technique, data format, execution 
time, process, and execution between R-Diffset and IR-Diffset 
algorithms with infrequent itemsets mining. R-Diffset and IR-
Diffset use the same technique, depth-first search. 

TABLE I. FEATURES DIFFERENCES BETWEEN R-DIFFSET AND IR-
DIFFSET 

 R-Diffset IR-Diffset 

Technique 
 
Data format 

Depth first search 
 
Vertical 
 

Time Faster intersection 
process 

Less fast for intersection 
process 
 

Process 
 
 
Execution 

Keeps track of 
differences in tidsets 
 
Executes the infrequent 
itemsets mining 
process in sequential 
form 

- 
 
 
Executes sequentially on 
the data that has been split 

Table I summarizes the differences of R-Diffset and IR-
Diffset. The details of step-by-step processes for both R-Diffset 
and IR-Diffset are previously presented in Fig. 2 and Fig. 4, 
respectively. Line 6 to 8 in Fig. 2 illustrate that all itemsets will 
be generated by this algorithm together with their diffsets and 
supports. This algorithm is similar to those of IR-Diffset as 
portrayed in Fig. 4 (lines 9 to 11). The differences between 
these two pseudocodes can be seen in line 7 (while r ≠ 0) is 
used inside the pseudocode of the IR-Diffset. The term 
"min_supp" is used in the pseudocode to refer to the minimum 
support threshold value, which is expressed as a percentage 
and is calculated by dividing the user-specified min_supp value 
by 100 and multiplying it by the total number of rows (records) 
in each dataset. Then, starting with the first loop, if the support 
is less than or equal (<=) to min_supp, then line number 10 
shows where it gets the diffset data, instead of getting 
intersection of tidsets data between column 𝑖𝑖 and (𝑖𝑖 + 1) based 
on minimum support that has been set at line 8 and saved to 
DB. The benefit of incremental storage structure lies in the fact 
that every candidate of itemsets in search space has the same 
itemset in database. Due to this, its support can be computed by 
a few simple database operations, removing the need of full 
scan of database. The rest of pseudocode lines for R-Diffset 
and IR-Diffset are same. 

IV. DISCUSSION 
All experimentations are carried out on an HP Notepad 

with an Intel ® Core TM ® i7-3520M CPU running at 2.90 
GHz and 8GB of RAM running Windows 10 64-bit. Open-

source software is used to implement the algorithm 
development software standard. For our database server, we 
use MySQL (version 5.6.25 - MySQL community server 
(GPL)), Apache/2.4.16 (Win32) OpenSSL/1.0.1i PHP/5.6.11, 
PHP as a programming language, and phpMyAdmin (version 
4.8.4) to manage MySQL via the Web are all included in the 
package. Four datasets including chess, pumsb_star, retails, 
and T40I10D100K are used in this experimentation as 
described in Table II. The benchmark datasets were collected 
in their raw form from the Frequent Itemset Mining Dataset 
Repository (http://fimi.ua.ac.be/data/). The benchmark is also 
converted into Structured Query Language (SQL) format to 
make things easier. 

TABLE II. DATASET ATTRIBUTES 

Datasets No. of 
Transactions 

Length 
(Attributes) Size (KB) Category 

Chess 3196 37 335 Dense 
Pumb_star 
Retails 
T40I10D100K 

49046 
88162 
100001 

57 
68 
32 

11526 
5143 
15116 

Dense 
Sparse 
Sparse 

In order to facilitate and accelerate research, the datasets 
are limited to a thousand rows of randomly processed item sets 
for mining purposes. Our research is focused on R-Diffset and 
IR-Diffset. Fig. 5 depicts the performance assessment graph in 
terms of execution time (in seconds) for the four (4) datasets: 
chess, pumsb_star, retails and T40I10D100K. 

The experiments on R-Diffset and IR-Diffset is 
successfully tested to determine the comparative performance 
between sparse and dense data. Fig. 5 summarizes that the 
execution time R-Diffset in dense data is 0.0001 slightly faster 
than IR-Diffset. But, in sparse date, the result shows that the 
execution time of IR-Diffset is 0.0003 faster over R-Diffset. 

 
Fig. 5. Performance on R-Diffset and IR-Diffset for chess, pumsb_star, 

retails, and T40I10D100K 

The difference of execution time for both algorithms may 
be caused by the property’s nature of the data itself. Dense 
dataset is naturally looks like a compressed data where the 
space between the data is very small. Due to this characteristic, 
the process of mining infrequent itemset via incremental 
approach become slower when it needs to sequentially mining 
the infrequent itemset in several fractions. Finding every single 
of itemset in the dense data is incredibly challenging due to its 
dense characteristic. Nevertheless, it is very contrary compared 

0.0041 

0.0043 
0.0042 

0.0040 

0.0038

0.0039

0.0040

0.0041

0.0042

0.0043

Dense Sparse

COMPARISON ANALYSIS OF EXECUTION 
TIME 

R-Diffset IR-Diffset
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to the nature feature in sparse dataset. In sparse dataset, the 
feature between the data itself is sporadic and the space 
between each data is wide. Due to the wide space between each 
data, the discovery of the infrequent itemsets is a bit faster and 
less challenging. 

V. CONCLUSION 
 In this research, the performance comparison between R-

Diffset and IR-Diffset has been analysed. The IR-Diffset have 
a better performance for infrequent itemset mining in sparse 
dataset although it slightly loses its advantages over R-Diffset 
in dense dataset. The incremental approach is introduced to 
overcome the limitations of sequential processing in extracting 
infrequent itemsets. The complementary of this approach is 
believed can be a solution of speedy processing time in mining 
infrequent pattern especially in huge dataset. Looking at the 
improvement performance of IR-Diffset in sparse dataset, it 
can be applied to the real dataset from various fields, such as 
finding a rare disease at certain areas. It might help on how to 
control and manage this disease from dispersion which might 
causes the increase number of patients. 
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Abstract—Virtual reality (VR) technology is popularly 
applied in various sports training such as cycling, rowing, soccer, 
tennis and many more. In VR cycling, however, cyclists are not 
able to fully immerse themselves during the training due to the 
hardware and applications limitations required in the setup. In 
order to be fully immersed during the training, cyclists need to 
have similar effects to an outdoor training where they will 
experience cycling resistance, temperature effect, altitude, visual, 
and audio. For this reason, dedicated stimulus effectors or 
hardware are required to create these expected effects. On 
cycling resistance, a realistic cycling experience can be simulated 
by using a special device that simulates a resistance to the back 
wheel when cycling uphill in the VR simulation. In addition, the 
back wheel resistance would need to match the view displayed 
while paddling on an elevation slope. For higher immersion 
purposes, and the effect of temperature must be created that 
matches with the view visible in the display. For example, while 
the cyclist is on top of a virtual mountain, the cyclist would want 
to feel the effects of high altitude and low temperature. These 
stimulus effectors affect the realism experience while cycling in 
the VR simulation training. In the authors’ previous papers, the 
setup using a combination of stimulus effectors including uphill 
elevation climb, altitude, temperature, interaction, visual, and 
audio were integrated into a product called vProCycle. The study 
tested on vProcycle was conducted with an assumption that 
virtual reality can enhance the experience of physical cycling 
training. The objective of this study is to determine whether or 
not vProCycle may improve cyclists’ performance. This paper 
will discuss in detail the findings from data gathered during the 
experiment using vProCycle. More specifically, the findings are 
focused on the speed and the heart rate beats per minute which 
determine their performance improvement. 

Keywords—Virtual Reality (VR); presence level; technology 
acceptance; cycling performance; VR cycling training; vProCycle 

I. INTRODUCTION 
In this research, several literatures that focus on VR-based 

cycling training were reviewed in order to identify the current 
status of the effectors. This paper covers several topics 
including LR, system setup, experiment, conclusion and future 
works. According to Oxford Dictionary 2021, the biological 
meaning of effectors refers to a substance that carries out a 
response to the stimulus. Furthermore, stimulus refers to a 
substance or event that evokes a specific functional reaction to 
the human body. From the literature review, it is found that 
stimulus-effectors such as snow, water, and wind-effect can be 
applied in an event that evokes a specific reaction to the body 

[1]. In a VR-based training, several stimulus-effectors can be 
applied to replicate an actual life experience. According to 
Bohil Corey, “VR technology creates a simulation across the 
effector arrays and is attached to devices to create an 
immersive virtual reality system” [1, 2]. Until now, the 
commonly used VR effectors among cyclists are visual, audio, 
and interaction [2, 3]. It is suggested by a few researchers that 
adding more effectors on top of the regular effectors (i.e. audio, 
visual and interaction) will generate a more immersive 
experience [3, 4, 5]. In the area of sports, researchers have used 
different types of combination effectors to improve cyclists’ 
performance [4]. In relation to cycling performance training, it 
is suggested by the researchers that the following six effectors 
are utilised: altitude, uphill elevation climb, realistic visuals 
and audio, realistic interaction, and temperature. As discussed 
in the authors’ previous study, these effectors are obtained 
from the survey conducted [6, 7]. 

This research focuses on Virtual Reality (VR) performance 
cycling training setups using a combination of stimulus 
effectors as explained in the authors’ previous paper [5, 6]. 
From the author’s previous study, vProCycle setup integrated a 
selected combination of effective stimulus effectors to be used 
for VR cycling training. The previous author’s papers were 
focused on identifying which stimulus effector is most 
effective to be selected and integrated into vProCycle [5, 6]. 
vProCycle uses a combination of stimulus effectors: uphill 
elevation climb, altitude, temperature, interaction, visual, and 
audio. In the author’s previous study, the technology 
acceptance and presence towards the vProCycle were analysed 
during the pilot study [7]. From this pilot study, Imran 
concluded that the vProCycle’s participants have given a high 
score on the technology acceptance and perception of presence 
[7]. On the other hand, this paper focuses on the cyclists’ heart-
rate level measured in Beat Per Minute (BPM), and speed 
measured in Kilometres Per Hour (KMPH). The data collected 
can then be used to measure the cyclists’ performance while 
undergoing physical training. 

The key contribution of this paper can be divided into three. 
The first contribution of this paper is identifying the stimulus 
effectors that can be used for the vProCycle setup. The second 
contribution is the finding on the correlation between presence 
level and technology acceptance of the vProCycle setup. The 
third contribution is related with performance level where it is 
found that the new setup can be an effective alternative for 
cycling training. Based on these findings, it is logical to assume 
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that vProCycle can be used for producing a well-prepared 
cyclist. 

II. LITERATURE REVIEW 
Training using vProCycle has several benefits. As 

mentioned earlier, vProCycle consists of uphill elevation 
climb, altitude, temperature, interaction, visual and audio. The 
first benefit is generated by uphill elevation climb. The positive 
effect of uphill elevation climb is supported by McIlroy and 
Al-Kefagy [8, 9]. They have found that the cyclists benefit 
from the training when they are able to view an uphill elevation 
climb displayed on the head mounted device. McIlroy and Al-
Kefagy also claimed that the interactive view triggers the 
cyclists to exert more power to paddle forward in the 
simulation [8, 9]. When the cycling route changes from a steep 
elevation slope to a flat surface, the elevation would decline 
and less power is needed to paddle forward. As a result, 
cyclists will reduce the power required [9, 10, 11]. In the study 
conducted by Al-Kefagy [9], an urban city environment was 
used in his VR application E-bike. In his study, the back wheel 
resistance machine improved the cyclists’ safety awareness, 
their balances, and increased their immersion level 
significantly. 

The second stimulus effector that benefits the cyclist is 
called altitude. Training in a high altitude with less oxygen can 
prepare the cyclist for endurance to strengthen the lung 
capacity [10, 11, 12]. In a study conducted by Hoeg [10], 
altitude together with virtual reality technology were tested 
using the cycling track of the Tour de France. The participants 
were two elite cyclists training for competition where it was 
found that their performance had significantly improved. The 
experiment was conducted at 2000 feet above sea level with 20 
percent less oxygen molecules in the air as compared to on the 
sea level [10]. Training at higher altitude would make cyclists 
to feel more difficult to cycle and get tired more quickly. When 
a cyclist trains at a higher altitude, the red blood cell delivers 
less oxygen to the muscles because of the lesser oxygen level 
in the air. The oxygen is used to produce energy which helps 
the muscles to move and perform activity. When training 
multiple times in high altitude, after the third week, the red 
blood cells will begin to produce more in the cyclist's body [11, 
12]. The basic cycling training using altitude begins at 2000 
feet above sea level for thirty minutes, one session a week for 
three weeks. Within the first 7-10 days, there is little to no 
difference in the number of red blood cells produced in the 
body. For the next two weeks, the human body produces more 
red blood cells. In the third week the human body begins to 
produce a significant amount of red blood cells that affect the 
cyclist to perform better [11, 12, 13]. 

The third stimulus effector is temperature, where it is set 
according to the altitude height. For example, if the height is 
set at 2000 metres above sea level, the temperature will be set 
to 20 degrees Celsius. Lower temperature benefits the cyclists 
to adapt to various body conditions which helps in physical 
endurance [13, 14, 15]. 

The last stimulus effectors are called visual and audio. 
Visual and audio benefit the cyclist by being able to view and 
hear the virtual environment. Visual and audio can benefit the 
cyclist when other stimulus effectors are working 

synchronously [16, 17]. For example, if the visual displayed to 
the cyclist is on top of a mountain, then the effect experienced 
by the cyclist has to match with the view [18, 19, 20, 21]. 

In order to create an immersive experience simulation 
setup, integration of various effective stimulus effectors are 
required [5, 6]. Using a particular set of stimulus effectors, 
cyclists can adapt to the uphill terrain to improve performance. 
Adaptation to the uphill terrain cycling training can also be 
achieved by the familiarisation to the environment [22, 23]. In 
the study conducted by Mehdi [24], the seven cyclists were 
familiarised within three fixed-duration sessions of 12 minutes 
training. Cyclists were able to determine how much power 
output is required to reach the maximum speed required to 
reach the destination. In order to determine the effectiveness of 
the familiarisation to the training terrain, a better performance 
of speed and heart rate level from the cyclists need to be 
improved over the three sessions [25, 26, 27]. In another study, 
Darvish conducted a VR experiment of familiarisation sessions 
set for a continuous eight minutes where the speed was held for 
the final three minute[28]. In his experiment, the speed and 
heart rate (HR) of all 18 cyclists had improved in two sessions 
[28]. This indicates that the performance can be improved 
when cyclists are familiar with the environment and more 
immersive simulation experience would provide a better 
realism effect for the cyclists. 

According to Mascret an effective VR-based setups used 
for sport physical training requires a high level of technology 
acceptance and perception of presence immersion fidelity [29]. 
When the technology acceptance level is high together with the 
sense of presence, VR-based training will benefit athletes in 
improving their sport performance [29]. 

Table I shows the list of VR-based bicycle setup and its 
effectors. In this table, four of the previous research setups 
including vProCycle are shown where the differences between 
each setup in terms of effectors applied are listed. These four 
setups provide distinguished experiences to the cyclists. 

TABLE I. LIST OF VR SETUP AND EFFECTORS 

No. 
List of VR bicycle setup and effectors 

VR-based 
bicycle setup Effectors 

1 vProCycle Altitude, uphill elevation climb, temperature, audio 
and high realistic visuals 

2 Al-Kefagy [9] Uphill elevation climb, audio and visuals 

3 Hoeg [10] Altitude, temperature, uphill elevation climb, audio 
and less realistic visuals 

4 Wu [16] Uphill elevation climb, audio and visuals 

Table I shows four distinctive VR-based cycling training 
setups using different types of effectors. In the study conducted 
by Wu [16], he integrated uphill elevation climb, audio and 
visual into his VR-based bicycle setup. The visuals of the track 
used in Wu’s experiment was based on the 360 recording 
video. Wu’s [16] result shows that the cyclists were able to 
improve their speed performance using the setup. In another 
research conducted by Hoeg [10], he added another effector 
that simulates the altitude effects of a virtual mountain 
environment. However, in his research, the effector to generate 
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temperature was not integrated. It is expected that without this 
effector, the cyclist’s would be less immersed as compared to 
the real world. In the experiment conducted by Al-Kefagy [9], 
the setup was similar to Wu’s, except for the track displayed 
inside the HMD which was based on the 3D visuals 
environment created by the VR engine. It is suggested that with 
a 360 recording video the cyclists would be more immersed. 

As discussed above, using a limited set of effectors may 
improve cyclists’ performance. It is also anticipated that 
cyclists’ perception of presence will improve when more 
effectors are integrated into the system [7]. 

III. SYSTEM SETUP 
This paper is a continuation from the authors’ previous 

research [5, 6, 7], where the vProCycle used during the 
experiment is discussed in detail. 

Table II shows the list of effectors and technology 
providers used in vProCycle. The six effectors are matched to a 
specific technology that provides a distinguished experience 
for the user. 

The first effector, as shown in Table II is audio and visual. 
In this setup, HMD is used as the technology provider. There 
are many brand names of HMD available in the market such as 
Oculus and HTC VIVE. In this research, the Oculus Quest 2 
unit was used to produce a full 360 degree viewing angle with 
an immersive audio effects. The second effector is called 
altitude effect. This effect is gained by using a chamber room, 
as seen in Fig. 1. 

Fig. 1 shows a chamber room and the control panel that 
simulate altitude, temperature, oxygen level and humidity 
level. Fig. 1(a) shows the chamber room from the outside view 
and Fig. 1(b) shows the control panel that adjusts the settings 
for the simulation. The objective of using a chamber room is to 
create a high fidelity of realism to the VR simulation cycling 
training. 

TABLE II. LIST OF EFFECTORS AND TECHNOLOGY PROVIDERS 

No. List of effectors and technology provider 
Effectors Technology provider 

1 Audio and visuals HMD 
2 Altitude Altitude chamber room 
3 Uphill elevation climb Backwheel resistance machine 
4 Temperature Altitude chamber room 
5 Paddling interaction Bluetooth device 

 
(a)                                        (b) 

Fig. 1. Chamber room. 

The third effector is called uphill elevation climb with the 
technology provider of a back wheel machine that grips the 
back wheel of the bicycle to provide a resistance effect. There 
are many brand names that provide back wheel machines such 
as Wahoo, Magene, Kinetic, and etc. In this research, Kinetic 
was used to provide an immersive effect of uphill elevation 
climb. 

The fourth effector is called temperature. The temperature 
effect is simulated inside a chamber room through the control 
panel, as seen in Fig. 1(a) and (b). 

The last effector is called paddling interaction. The 
paddling interaction is determined by a bluetooth device that 
affects the movement inside the virtual world. This bluetooth 
device is attached onto the bicycle paddle which calculates the 
Revolutions Per Minute (RPM) in real time. The bicycle in the 
virtual world would move forward based on the calculated 
RPM. There are many bluetooth devices available such as 
Magene, Vzfit, and Wahoo.  In this research Magene was used 
to provide a realistic paddling interaction effect in the virtual 
simulation. Note that each brands requires their own 
applications downloaded and controlled using a handphone. 
Vzfit technology is the major component applied in vProCycle. 
Vzfit technology consists of the HMD application that 
connected with backwheel machine using a bluetooth device. 
Inside the chamber room, the altitude of the height is also set 
according to the virtual environment seen by the cyclist. 

Many literature encourage the use of more distinctive 
stimulus effectors for a better VR application out-put. The 
individual stimulus effectors have already been investigated. 
However, a comprehensive study on a VR application that 
consists of several stimulus effectors have not been maximised 
used in the text, even after they have been defined in the 
abstract. Abbreviations such as IEEE, SI, MKS, CGS, sc, dc, 
and rms do not have to be defined. Do not use abbreviations in 
the title or heads unless they are unavoidable. 

Fig. 2 shows the setup of a VR cycling training system with 
the combination of uphill elevation climb, altitude, 
temperature, interaction, visual, and audio. This VR training 
system is named as “vProCycle system” with the intellectual 
property copyright number 2022/CR/I5.71/OP. 

 
Fig. 2. Setup of the vProCycle 
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A. Hardware and Technology Requirement 
This experiment was conducted at The National Sport 

Institute Malaysia, involving 10 volunteers with different 
background skills. The volunteers were two elite cyclists and 
eight athletes from a university football team. During the 
experiment, the cyclists’ speed in the virtual environment and 
the heart rate level (BPM) were collected. In this subsection, 
the cyclists' requirements and materials used to conduct the 
experiment are explained in detail below. The figure below 
shows the setup design during the experiment. 

 
Fig. 3. The vProCycle system setup. 

 
Fig. 4. The vProCycle system setup side view. 

The vProCycle system experiment was conducted at the 
National Sport Institute Malaysia hypoxic chamber as seen in 
Fig. 3. The experiment setup includes a back-wheel machine, 
Bluetooth sensor on the bicycle paddle, VR HMD, and heart 
rate device. This setup was similar to the pilot study with the 
exception of a heart rate device that was strapped on the chest 
of the cyclists. The location of the scene in the HMD was 
L'Étape du Tour, France. Before undergoing a training session, 
a consent form was signed by the cyclists. The experiment was 
conducted in three separate sessions with an interval of one 
week apart, each session was a continuous, non-stop session 
for 30 minutes. All the cyclists were briefed on the warnings of 
training in the hypoxic chamber. The temperature and carbon 
dioxide level was different than on sea level which may cause 
vomiting, drowsiness, or headaches. Cycling training in 

altitude for 30 minutes benefits long term endurance of at least 
three sessions in an interval of one week [8]. Note that all 
participants undergone training at 2000 metres above sea level 
(m.a.s.l), with 20 percent less oxygen as compared to sea level 
altitude and a temperature of 20 degrees. Fig. 4 shows the side 
view of the setup in the chamber room using vProCycle; 
different road bicycles can be mounted. 

B. Experiment Participant Requirement 
The selection of the participants were based on the 

following criteria: 

• Age: An individual aged 20 years to 50 years. 

• Experience: Have participated in a local or international 
cycling competition or event. 

• Role: Have represented a sport organisation, club or 
school. 

• Type of training: Have trained using a stationary 
bicycle. 

• Demography: No restriction. 

• Gender: No restriction. 

• Weight: 50kgs-80kgs. 

• Height: 1.6m-1.9m. 

In this research, ten cyclists that met the above criteria have 
participated in the experiment. The first criteria is the 
participants’ age. The age is appropriate for cycling 
performance training [8-13]. The second criteria is the 
experience of the cyclists. These experiences enable the cyclist 
to safely undertake cycling training. The third criteria is on the 
role of the cyclist. The role refers to the types of organisation 
or entities that they have represented. The fourth criteria is on 
the type of training they have participated in order to prepare 
themselves for the upcoming events. As for the fifth, sixth; 
demography and gender, there is no restriction applied. The 
seventh and eighth; weight and height, the restrictions are as 
stated above. The weight and height restrictions are due to the 
hardwares limitation such as the height and the capacity of the 
bicycle. 

C. Experimental Material 
The cyclists were required to cycle for thirty minutes in a 

virtual environment based on a realistic view of L'Étape du 
Tour, France. The distance of the training track of L'Étape du 
Tour, France was 13 KM in which the cyclists had to cycle as 
far as they can within the given time duration set. This location 
was set with many uphill elevation climbs and down hills. 
Based on the literature review, familiarization of terrain 
requires a minimum of three sessions and at least eight 
continuous minutes with an improved performance [26, 27, 
28]. In this research, the technology acceptance questions were 
derived from the original TAM developed by Davis, 1989 [7]. 
Four questions for each of the TAM’s factors were adopted. 
The presence questionnaire were adopted from the Witmer and 
Singer Presence Questionnaire. Example of the questions used 
are “When you bicycle forward, did the feeling of moving 
forward in the virtual world seem realistic?” and “When you 
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paddled the bicycle, did you feel the movement speed as 
realistic according to the change of view?” Both questionnaire 
(TAM and presence) were given after the cyclists had 
undergone the training session using vProCycle [7]. 

   
(a)  (b)  (c) 

Fig. 5. Three views of L'Étape du Tour, France used during the experiment. 

Figure. 5 shows three images of the view seen in the HMD 
at L'Étape du Tour, France. Fig. 5(a) shows the road surface in 
between one to five degrees of elevation uphill slope curving to 
the steep left angle. Fig. 5(b) shows a steep elevation slope of 
10 degrees. Fig. 5(b) also shows the view of climbing a steep 
uphill on the road side going straight. Fig. 5(c) shows a 
downhill slope of zero resistance going downhill curving to the 
right side. The familiarisation to uphill adaptation from cyclist 
in altitude requires a minimum of 3 consecutive sessions of an 
interval of 1 week in between each session [5, 6]. This is due to 
the body producing more red blood cells in the third week of 
training in altitude [10, 11, 12]. 

D. Findings 
The experiment focuses on two different findings. The first 

finding is on the average speed of the ten cyclists using 
vProCycle during performance training. The second finding 
focuses on the average heart rate level based on the BPM. The 
two main data collected indicate the cyclists’ performance 
which was measured by the average speed, the heart-rate level 
and the correlation between the two. 

Fig. 6 shows the cyclists’ average speed in kilometres per 
hour while using vProCycle in 3 sessions. P1 to P10 indicates 
participant 1 to participant 10, respectively. Speed is the 
distance divided by time. Distance is measured in kilometres 
and time is measured in minutes. Heart-rate level is measured 
by the amount of beats per minute (BPM) that the heart pumps. 

In session 1, the lowest speed was retrieved from 
participant 3, 4, 5, and 6 at 10 KMPH, whereas the highest 
speed was reported at 16.7 KMPH by participant 10 and 12.7 
KMPH by participant 9. In session 2, the lowest speed was 
recorded by participant 5 at 10.8 KMPH, while participant with 
the highest speed was participant 10 at 17 KMPH. In session 3, 
the lowest speed was recorded by participant 3 and 5 with both 
recorded an average speed at 12 KMPH, while the highest 
speed was recorded at 17 by participant 10. Each participant 
had improved their performance by increasing their speed from 
session 1, 2, and 3, subsequently. Speed is measured as the 
ratio of distance to the time in which the distance was covered, 
and the time period given for each session was 30mins. From 
the average speed, it could identify the average Kilometres Per 
Hour (KMPH), and how many kilometres (KM) they have 
reached by the end of each session. By capturing the data of 
KMPH and the KM from each session, analysis can be made to 
identify whether the participants have improved their speed 

performance or not. Below is the analysis of each individual 
participant. In this analysis, the improvement from one to two 
KM was considered major while less than one was considered 
minor [10]. 

In relation to the KMPH, the cyclists’ KMPH were lower in 
the first session and gradually increased during the consecutive 
sessions. It is logical that the cyclists’ KMPH in the early 
session was lower due to the unfamiliar training conditions 
including altitude. It is also found that the changes in terms of 
KMPH between session 1 and session 2 was much higher as 
compared to session 2 and session 3. 

As a summary, it can be seen that all participants' average 
speed increased throughout the sessions. All cyclists’ speed 
performance improved when using vProCycle. The following 
is the findings on the participants’ heart rate level based on 
BPM. 

Fig. 7 shows the average heart rate based on the amount of 
beat per minute (BPM) with 90% of the cyclists’ average heart 
rate (BPM) in session 1 was above 150. The lowest score 
reported in session 1 was 140 BPM and the highest was 172. In 
session 2, all cyclists were below 162 BPM whereas in session 
1 four cyclists were above 170. The highest BPM score in 
session 2 was reported at 161 and the lowest was at 130. This 
would indicate that as compared to session 1, the heart rate 
BPM for all cyclists had dropped in session 2. This might be 
due to the fact that the cyclists may have not yet adapted to the 
new setup and not comfortable in the first session as compared 
to the second session within a one week interval. 

In relation to the BPM, the cyclists who are not familiar 
with training at 2000 metres above sea level may find 
discomfort during the first session [24, 25, 26]. Due to the 
unfamiliar conditions of the altitude and uphill elevations, the 
cyclists’ BPM would be higher in the first session compared to 
session 2 and session 3. The BPM indicates the endurance level 
of the cyclist when undergoing training. An increase in BPM 
usually occurs when the cyclists are required to exert more 
power when increasing their speed or climbing uphill [24, 25, 
26]. 

 
Fig. 6. Participants’ average speed in kilometres per hour (KMPH) 

 
Fig. 7. Cyclists’ average heart rate in Beat Per Minute (BPM) 
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As a summary, all participants' BPM decreased throughout 
the sessions. It shows that their heart rate level improved when 
using vProCycle. Below are the findings on the participants’ 
average heart rate level correlation to the average speed. 

 
Fig. 8. Cyclists’ average speed (KMPH) and heart rate in Beat Per Minute 

(BPM). 

Heart rate level improved when using vProCycle. Below 
are the findings on the participants’ average heart rate level 
correlation to the average speed. 

Fig. 8 shows the cyclists’ average speed on the top and the 
average BPM at the bottom. When the speed is high and the 
heart rate level BPM is low, this indicates that the cyclist is at a 
better cycling performance. The average speed of the cyclists 
in session 1 was reported at 11.402 KMPH, session 2 at 12.559 
KMPH, and session 3 at 13.27 KMPH. The average speed in 
session 1 was at 11.402 KMPH as compared to in session 3 at 
13.27 with the difference of 1.9 KMPH. This would indicate 
that the average speed of the cyclists between session 1 and 3 
in this experiment would have improved by 1.9KM. The 
difference between the average speed of session 1 and 2 was 
1.157 KMPH, which indicates that between session 1 and 2, 
the cyclists improved by 1.157 KMPH on average. For session 
2 and 3, the average speed improved by 0.7 KMPH. There was 
a gradual increase of average speed from session 1, 2, and 3. 

As shown in Fig. 8, the improvement in cyclists’ 
performance was also found when analysing the negative 
correlation between the average speed and the average heart 
rate level. A negative correlation between the average speed 
and the average BPM means that while the speed is increasing, 
the BPM is also decreased. 

Session 1 average BPM was at 161.9 BPM as compared to 
session 3 at 145.2 BPM, with the difference of 16.7 BPM. This 
would indicate that the cyclists have improved their BPM by 
16.7 between session 1 and session 3. The difference between 
the BPM of session 1 and 2 was 12 BPM, which indicates that 
between session 1 and 2 the cyclists improved their BPM by 
12. For session 2 and 3, BPM was improved by 4.7 BPM. 
There was a gradual decrease of BPM from session 1, 2 and 3. 
The lower the heart rate over session would mean that the 
cyclist is improving. 

There is a correlation between speed KMPH and heart rate 
BPM, in which the higher the speed KMPH across the sessions 
would decrease the heart rate BPM. The reason for this is 
because as the cyclists train more frequently, their physical 
body become more adapted to the higher altitude, thus creating 
more red blood cells and is able to endure the harsh conditions 
of this cycling performance training. 

As discussed above, all the participants' speed increased 
throughout the three sessions while their heart rate beat 
dropped. This indicates that while using vProCycle, 
participants' performances have improved as there is a negative 
correlation between the average speed and BPM from all 
cyclists. As discussed in the author’s previous paper [7], the 
cyclists’ were required to answer a questionnaire on TAM and 
perception of presence. In addition to TAM and perception of 
presence, an open interview was also conducted. From the 
interview, it was found that during the first session, all ten 
cyclists were not familiar with the altitude and uphill elevation 
climb which affected their performance. During the second 
session, all the cyclists stated that they had adapted to the 
training better. In the final session, the cyclists highlighted that 
they feel more confident resulting in better performance. Based 
on the average speed and heart rate level, all cyclists showed 
that they have improved in performance during the final 
session when using vProCycle. 

E. Experimental Outcome 
From this research, the outcome shows that cyclists’ speed 

performance and heart rate have improved when cycling in the 
simulated VR terrain using vProCycle. This outcome also 
suggests that the cyclists’ technology acceptance and 
perception of presence level as explained in the previous paper 
[5, 6] may have positively impacted the cyclists’ performances. 
In the previous paper, it was found that cyclists gave high 
rating to both technology acceptance and perception of 
presence. The findings on the speed and heart rate level also 
suggest that with a high level of technology acceptance and 
perception of presence, positive correlations can be seen where 
cyclists’ performance have improved when using vProCycle. 

IV. CONCLUSION AND FUTURE WORK 
In conclusion, this study shows how vProCycle may offer 

new possibilities in cycling training by combining various 
stimulus effectors. It is highlighted that distinctive stimulus 
effectors do greatly influence the performance level of 
participating cyclists when familiarized with the simulated 
terrain. This performance level is experienced by a realistic 
simulation integrated with the system. This simulation creates 
an experience as though the cyclist is cycling in the distinctive 
actual real environment. This high level of cyclists’ 
performance thus generates a gradual improvement by the 
speed and heart rate level throughout the sessions. 

It is found that the cyclist's performance has improved 
based on the real time data collected from the devices (RPM 
and heart beat rate) attached to the cyclist during the training. 
A negative correlation between the RPM and heart rate shows 
that there is an improvement in performance over three 
sessions. 

Cyclists have positively accepted the vProCycle based on 
technology acceptance and perception of presence level 
questionnaires. Findings show a positive correlation between 
RPM and heart rate level with technology acceptance and 
perception of presence. 

This study contributes to the fact that using highlighted 
distinctive stimulus effectors do greatly influence the 
performance level of participating cyclists. VR as a tool can be 
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used to simulate an effective cycling training destination when 
integration is set distinctively. For future work, a motion 
platform will be integrated with the vProCycle in order to 
simulate a tilting effect. This tilting effect occurs when cyclists 
are turning their direction based on the VR simulated road 
condition. 

V. INTELLECTUAL PROPERTY 
The findings from this paper were conducted using 

vProCycle. vProCycle has been copyrighted 
(2022/CR/I5.71/OP). 
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Abstract—Indoor navigation is crucial, particularly during 
indoor disasters such as fires. However, current spatial 
subdivision models struggle to adapt to the dynamic changes that 
occur in such situations, making it difficult to identify the 
appropriate navigation space, and thus reducing the accuracy 
and efficiency of indoor navigation. This study presents a new 
framework for indoor navigation that is specifically designed for 
first responders, with a focus on improving their response time 
and safety during rescue operations in buildings. The framework 
is an extension of previous research and incorporates the 
combustibility factor as a critical variable to consider during fire 
disasters, along with definitions of safe and unsafe areas for first 
responders. An algorithm was developed to accommodate the 
framework and was evaluated using Pyrosim and Pathfinder 
software. The framework calculates walking speed factors that 
affect the path and walking speed of first responders, enhancing 
their chances of successful evacuation. The framework captures 
dynamic changes, such as smoke levels, that may impact the 
navigation path and walking speed of first responders, which 
were not accounted for in previous studies. The experimental 
results demonstrate that the framework can identify suitable 
navigation paths and safe areas for first responders, leading to 
successful evacuation in as little as 148 to 239 seconds. The 
proposed framework represents a significant improvement over 
previous studies and has the potential to enhance the safety and 
effectiveness of first responders during emergency situations. 

Keywords—Space subdivision; indoor navigation; first 
responders; indoor disaster 

I. INTRODUCTION 
Most of human life is spent indoors rather than outdoors. 

The average time spent indoors was 87%[1]. The increasing 
concentration of human populations in modern urbanized 
societies has aggravated the frequency and destruction of 
natural and artificial disasters. A United Nations study 
indicates that by 2050, 66% of the world's population is 
expected to be urban. Hence, buildings are increasingly 
significant, broad, and complex to accommodate them and 
guarantee all the requirements for protection and good well-
being [2]. Buildings have been the primary focus of recent 
disasters, resulting in heavy damages and losses for public and 
emergency managers. 

Residential building fires and fire deaths tend to increase 
yearly [3]. The increasing concentration of human populations 
in modern urbanized societies has aggravated the frequency 
and destruction of natural and manmade disasters. First 
responders are critical in responding to indoor emergencies, 

such as those in high-rise buildings. First responders, also 
called emergency responders, are those in charge of saving 
lives, protecting property, and keeping the environment safe in 
the early stages of an accident or disaster[4]. In large or 
complex buildings, it can be difficult for first responders to 
navigate through the entire building at once, particularly in an 
emergency where time is of the essence. Indoor navigation is a 
critical aspect of emergency response. It allows first 
responders, such as firefighters and emergency medical 
technicians, to locate and assist those in need within a building 
or other indoor space quickly and safely. 

To effectively navigate an indoor space, first responders 
need to locate themselves accurately within the space and 
determine the most efficient route to their destination. Indoor 
navigation can help first responders more quickly and 
efficiently navigate the building, allowing them to focus on 
responding to emergencies and providing assistance to those 
in need[5].  Indoor navigation is particularly challenging 
because buildings can be complex, with multiple floors, 
rooms, and corridors, making it difficult to determine one's 
location and direction. This is further complicated by the 
presence of smoke, low visibility, and other hazards that are 
often present during an emergency. 

In an emergency, first responders must determine the 
safest route through the building to reach their destination as 
quickly and safely as possible. This may involve considering 
the combustibility of the building materials, the presence of 
hazards or obstacles, and the location of windows or other 
alternative exits. In large or complex buildings, it can be 
difficult for first responders to navigate through the entire 
building at once, particularly in an emergency where time is of 
the essence. 

One approach to improving indoor navigation for first 
responders is using space subdivision. This technique involves 
dividing a building or other indoor space into smaller, more 
manageable units or sections, making it easier to navigate and 
orient oneself within the space. In addition to improving 
navigation, space subdivision can also help to improve 
communication and coordination among first responders. By 
dividing the space into smaller units, it becomes easier to 
provide specific and accurate directions and instructions and 
to communicate the location and status of individuals or 
resources within the space.  The goal of space subdivision is to 
provide first responders with detailed, real-time information 
about the layout and occupancy of a building, which can help 
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them to reach the scene of an incident more quickly and 
safely. 

In emergencies, there may be dynamic changes in the 
building, such as the spread of fire or smoke. It can be crucial 
for first responders to continuously update their navigation 
system to reflect these changes to stay safe and reach their 
destination as quickly as possible. Space subdivision can be 
used to identify which areas of the building are safe to 
navigate at any given time and to provide real-time updates to 
the navigation system. 

In emergencies, first responders must determine the safest 
route through the building to reach their destination as quickly 
and safely as possible. Space subdivisions can be used to 
identify spaces with lower combustibility or windows that can 
be used as alternative exit routes and to determine the safest 
route through the building based on these characteristics. 
Overall, space subdivision can support indoor navigation for 
first responders in emergencies by allowing them to focus on 
navigating through smaller, more manageable areas of the 
building and staying safe. 

Subdividing indoor areas is an important part of scene 
analysis that is used for a wide variety of purposes, including 
but not limited to navigation and evacuation planning [6]. 
Space Subdivision plays a vital role in indoor navigation [7]. 
The division of space in indoor navigation is basically to 
determine navigable and non-navigable spaces. 

To improve the accuracy and efficiency of indoor 
navigation, current spatial subdivision models need to reflect 
the indoor context's dynamic changes ultimately. However, 
they also need help defining precise navigable space [8]. 
When responding to emergencies, first responders must be 
aware of the unexpected dynamic changes in indoor space. 
Hence a subdivision structure of indoor space that adapts to 
varied indoor spatial features and spatiotemporal dynamics is 
of considerable importance [9]. 

Several previous studies have discussed the space 
subdivision for indoor navigation. However, these studies 
have yet to reflect the dynamic conditions that often change 
when a disaster occurs in a building, especially during rescue 
operations by first responders. For this reason, this study 
proposes a space subdivision framework for indoor navigation 
for first responders. 

This research aims to provide a new framework for indoor 
navigation that is specifically designed for first responders in 
emergency situations. This framework is based on the idea of 
dividing indoor spaces into smaller subspaces, which can be 
more easily navigated and searched by first responders. Some 
potential benefits of this approach are: 

1) Improved efficiency: The proposed framework can help 
improve the efficiency of first responders during emergency 
situations. By providing a more structured and organized 
approach to navigating indoor spaces, first responders can 
quickly and efficiently locate individuals who need help or 
identify potential hazards. 

2) Enhanced safety: The subdivision of indoor spaces can 
also help improve the safety of first responders by allowing 

them to more easily identify potential hazards, such as 
structural damage or chemical spills. This can help reduce the 
risk of injury or harm to both first responders and those they 
are trying to help. 

The main contributions of this research include the 
development of a novel framework for indoor navigation that 
takes into account the dynamic changes of the indoor context 
during fire emergencies, as well as the identification of 
suitable navigation paths and safe areas for first responders. 
The framework also incorporates an algorithm that is tested 
using Pyrosim and Pathfinder software, which calculates the 
walking speed factor and affects the path and walking speed of 
first responders. The experimental results demonstrate that the 
proposed framework can improve response times and increase 
the chances of successful evacuation for first responders. 

The implications of this research are significant, as it can 
improve the safety and effectiveness of first responders during 
rescue operations in indoor environments. By accounting for 
dynamic changes in the indoor context, the framework can 
identify suitable navigation paths and safe areas for first 
responders that may not have been considered in previous 
research. The framework has the potential to become an 
essential tool for emergency response teams, enhancing their 
ability to navigate indoor environments during emergencies 
and improving their chances of success. 

This rest of this article is organized as follows: Section II 
provides a review of related work. Section III outlines the 
proposed framework for indoor navigation, which involves 
dividing the space into smaller sections. Section IV goes into 
further detail about space subdivision and network derivation. 
Section V explains the algorithm used for path planning. 
Section VI describes the experiments that were conducted. 
Section VII presents and discusses the results of the 
implementation. Finally, Section VIII concludes the research 
by summarizing the findings and outlining future research 
directions. 

II. RELATED WORK 
Some literature has extensively investigated the 

subdivision of space for indoor navigation. The approach 
usually uses well-defined building construction spaces such as 
rooms and corridors, builds connectivity between these spaces 
that use their semantics, and applies Poincaré Duality to obtain 
navigable networks [10]. Several semantic models have been 
established in this context to help with space identification and 
develop a navigation network [11]. The generation of an 
effective navigation network heavily depends on a reasonable 
subdivision of indoor space [12]. 

To create navigable subspaces for refined indoor 
navigation, indoor spatial subdivision, as the primary method 
of indoor space organization, has been extensively studied. 
The study [13] identifies four different steps necessary for a 
successful application for navigation through indoor spaces. 
The digital acquisition of available spaces (1), the structuring 
of acquired data (2), formalization of the data to establish 
relationships between different subspaces (3) and lastly 
applying the user requirements on the formalized and 
structured data (4). The subdivision of indoor space forms 
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subspaces into smaller parts. The research [14] divides indoor 
spaces into navigable and non-navigable areas by considering 
human social behaviour at different times and then redivide 
the navigable space by the Constrained Delaunay 
Triangulation. 

Several methods for partitioning the fundamental indoor 
space have been developed in order to construct fine-grained 
indoor navigable space. It is a common practice to use a 
dedicated strategy (such as visibility graph, Delaunay 
triangulation, and convex hull cell) or regular gridding (such 
as square, hexagon, etc.) [15] to divide an entire indoor space 
in order to derive a 2D navigable network. This can be 
accomplished in a number of different ways. 

A fine-grained and context-aware subdivision framework 
(FSS) is proposed in [10] to remodel the relevant 3D space for 
the arrangement of navigable indoor environments by 
injecting numerous materials. This is accomplished by 
rearranging the components in a specific order. The FSS 
framework is hailed as a landmark for its ability to depict 
indoor human interaction behaviors to date. It is an inspiration 
for better indoor environment modeling and cognition-based 
navigation. 

The initial formation of the F-Space considers dynamic 
human activities; however, their significance in the fine-
grained spatial subdivision of the indoor environment is 
overlooked. As a result, the F-Space needs to be fully 
navigable possible. Within this framework, the authors 
separated things into three categories according to their 
mobility: the capacity to change their location (static, semi-
mobile, and mobile). After then, the interior space, also known 
as the environment, was divided into three distinct sections: 
object space, functional-space, and remaining-space. To be 
more specific, object space is the non-navigable portion of 
subspace that is occupied by semi-mobile objects. Functional 
space, on the other hand, is the subspace portion dedicated to 
the utilization of semi-mobile objects or the activities of 
mobile objects and is navigable under certain conditions. 

Depending on the application, subdivisions can be done on 
2D or 3D levels [16]. As found in [17], there are certain 
advantages and disadvantages of conducting 2D and 3D 
subdivisions. The key advantages of 2D subdivision are that 
all or most calculations may be performed in 2D, the user can 
retain just places occupied by pedestrians in memory, and 
triangles are not required for vertical pedestrian placement. On 
the other hand, if everything is viewed as a single 3D space or 
pieces of 3D spaces, simulated pedestrians can freely move 
throughout an area without having to check to see if they have 
entered another space for pedestrian dynamics purposes. 

III. SPACE SUBDIVISION FRAMEWORK 
When conducting emergency rescues, first responders are 

often only provided with a floor plan map, even though the 
map already contains many objects in actual conditions, as 
shown in Fig.1. 

However, this floor plan map may not accurately reflect 
the actual conditions of the space during the emergency 
situation. The map may have been created prior to any 

changes to the space or may not be detailed enough to capture 
all the objects or obstructions that may be present. 

 
(a) 

 
(b) 

Fig. 1. Comparing the (a) Floor plan to the (b) Actual situation of an indoor 
space. 

In addition, the floor plan map may not provide a clear or 
accurate representation of the space, making it difficult for 
first responders to navigate and locate individuals who need 
assistance. This can be especially challenging in complex 
indoor environments, such as large buildings or underground 
tunnels. 

The proposed approach from this research, addresses these 
challenges by dividing the indoor space into smaller 
subspaces, which can be more easily navigated and searched 
by first responders. This approach provides a more detailed 
and accurate representation of the space, which can help first 
responders better understand the layout and locate individuals 
who need assistance. 

By using a subdivision framework, the first responders can 
more easily identify potential hazards and obstacles within the 
space, which can improve their safety and reduce the risk of 
injury. Additionally, the framework can be integrated with 
existing technology, such as mapping and tracking systems, to 
provide real-time information on the location and movement 
of first responders within the indoor space. 

Space subdivision can be a useful tool for indoor 
navigation for first responders in an indoor emergency 
situation, as it allows the building to be divided into smaller, 
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more manageable areas that can be navigated separately. This 
can be particularly helpful in situations where there are 
dynamic changes in the building, such as the spread of fire or 
the presence of smoke, as it allows the first responders to 
focus on navigating through a smaller area at a time rather 
than trying to navigate through the entire building at once. 

Here are some ways in which space subdivision can help 
with indoor navigation for first responders in an indoor 
emergency situation: 

1) Identifying safe navigable spaces: By dividing the 
building into smaller spaces, it can be easier to identify which 
areas are safe to navigate based on factors such as the 
combustibility of the material and the presence of hazards. 

2) Determining the safest route: By dividing the building 
into smaller spaces, it can be easier to determine the safest 
route through the building based on the characteristics of each 
space. For example, the first responders might choose to 
navigate through spaces with lower combustibility or with 
windows that can be used as alternative exit routes. 

3) Providing real-time updates: By continuously 
monitoring the building for dynamic changes and updating the 
space subdivision accordingly, it can be easier to provide real-
time updates to the navigation system to reflect any changes in 
the safe navigable spaces. 

We propose a classification of interior objects based on 
mobility and safety for first responders as a means of 
subdividing dynamic indoor settings. This classification would 
be used by first responders. This classification expands [10] 
original works. 

In order to get a head start on our work, we will first go 
over the essential definitions of indoor objects and indoor 
subspaces following the FSS framework from [10]. The FSS 
framework categorizes indoor objects as either static S-objects 
(such as indoor fixed structures), mobile M-objects (such as 
humans), or semi-mobile SM-objects. Static S-objects include 
indoor fixed structures. The products have been sorted into 
these categories according to how mobile they are. 
Independent of the type of building being used, the S, SM, and 
M-objects provide direction for the space subdivision. They 
are utilized in defining the geometry, semantics, and topology 
of the subspaces that they physically occupy or are necessary 
for their access or utilization. The location of these objects 
will determine the areas that are open for navigation and those 
that must be avoided. 

Meanwhile, the meanings of O-Space, R-Space and F-
Space have been established. O-Space is a non-navigable 
subspace that SM-objects physically inhabit. R-Space refers to 
the area of space that is open to navigation and can be 
traversed at will. In contrast, F-Space is a subspace 
functionally occupied by SM-objects or motion-less M-objects 
for user interactions. To be more exact, F-Spaces are spaces 
that are not considered navigable unless they form an essential 
part of the navigation system. 

It is essential to have a solid understanding of how a 
structure would behave in the event of a fire. The 
establishment of minimum construction criteria is done to 

assist in maintaining the building's structural integrity for the 
amount of time necessary for evacuating the building or 
moving to a secure position within the building. The rate at 
which a fire will spread is directly proportional to the 
combustibility of the material it is burning. These two 
components are equally crucial to ensuring that both lives and 
property are not lost in a fire. 

A building's structural integrity can be affected by a fire. 
Different materials have varying degrees of resistance to fire 
[18]. When there is a risk to the route's stability, it is 
impossible to travel along that route. When the length of the 
fire is greater than or comes dangerously close to exceeding 
the fire resistance duration of the building material, the 
stability of the route is jeopardized. Unsecured shafts or 
openings pose an additional risk to the safety of the 
firefighters and the operation as a whole, and the planning of 
the route should take care to avoid them. 

The amount of smoke in a region affects vision, which, in 
turn, decides whether or not a path may be used. If a path is 
devoid of smoke, has adequate visibility, and is easily 
navigable. In certain circumstances, smoke will only be found 
above a predetermined height beneath the ceiling. The area 
below the smoke may then be free of smoke and suitable for 
passage. 

The NFPA (National Fire Protection Association) 220 
Standard on Types of Building Construction [19] defines the 
different types of building construction by basing it on the 
combustibility and the fire resistance rating of the structural 
parts of a building. When we speak of materials or assemblies 
having a specific fire resistance rating, we refer to the amount 
of time measured in minutes or hours that they have been able 
to withstand exposure to fire, as established by specific tests. 
In this study, we take combustibility as a factor in determining 
the definition of a static object by taking the categorization 
from NFPA 220 [19]. 

A. Definition 3.1 
(Redefinition of S-objects): static (S-objects) as objects 

that can neither move by themselves nor be moved (e.g., 
construction elements such as walls, columns, stairs, etc.)[10]. 
In this paper it can be redefined as three types of objects based 
on combustibility: 

• Scom (Static-Combustible) is a material that, in its 
intended form and under the anticipated conditions, 
will ignite and burn; 

• Slcom (Static-limited combustible) is a material does 
not meet the standards for non-combustible material. 

• Sncom (Static-non-combustible), in its intended form 
and under the predicted conditions, the material will 
not ignite, burn, support combustion, or emit 
flammable gases when exposed to fire or heat. 

Still in the FSS [10], the agents are the primary dynamic 
actors that are considered. During the process of estimating a 
route and when actually navigating, the A-Spaces intend to 
take into account the dimensions of the objects as well as the 
required amount of space around them. An ‘A-Space’ is a 
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clearance space containing one or more agents and the SM 
objects they carry if they have any. 

This clearance space can be characterized as A-Space. 
However, the study [10] only considered the available free 
space. In rescue operations carried out by first responders, free 
space is taken into account, but the most important aspect is 
the space that is considered safe from the worst possibilities, 
such as fire and other hazards. The study [20] described a 
safety zone as "an area identified by qualities that give 
freedom from danger, harm, or injury”. In definition 3.2, we 
are redefining A-Spaces by considering the conditions that 
may occur in rescue operations. 

B. Definition 3.2 
(Redefinition of A-Spaces):  we re-identify two types of 

A-Spaces: 

• a safe one (AS-Space) corresponding to the remaining 
space that give freedom from danger; 

• a non-safe one (ANS-Space) corresponding to the 
remaining space that not give freedom from danger. 

We took a case by taking a 3D floor plan of the 2nd floor 
of the Westport House from WRLD3D.com, and by adding a 
heatmap, we simulated an unsafe area caused by a fire. As 
seen in Fig. 2, the area given the red heatmap is ANS-Space, 
while the rest is AS-Space. 

 
Fig. 2. AS-Space and ANS-Space within indoor building. 

IV. SPACE SUBDIVISION AND NETWORK DERIVATION 
The navigation network is a crucial component of most 

navigation and evacuation approaches[21]. A navigation 
network in indoor navigation refers to a system of 
interconnected paths or routes that can be used to navigate 
through an indoor environment, such as a building. The 
navigation network may include information on the layout of 
the building, the location of exits, stairwells, and elevators, 
and the presence of hazards or obstacles. It may also include 
information on the characteristics of the spaces within the 

building, such as the combustibility of the materials, the 
presence of windows, or the availability of emergency exits. 

There are widely accepted methods for developing indoor 
navigation networks, such as medial axis transformation 
(MAT), visibility graph (VG), or mixtures of them [22]. In 
other studies, CDT (Constrained Delaunay Triangulation)[23], 
and generalized Voronoi diagram (GVD) are also used. In this 
study we use MAT and VG to create a navigation network. 

Straight skeleton is the process of skeletonizing a 
geometric space. The straight MAT algorithm [24] generates a 
3D indoor skeletal graph. Fewer vertices are added to the 
network, resulting in increased computing efficiency. Taneja 
et al.  in [25] employed direct MAT to turn IFC-based data 
into a geometric topology network, which might serve as a 
navigational aid model. As can be seen in Fig. 3(a), we created 
a network using MAT based on the existing floor plan. While 
in Fig. 3(b) is the network derivation using VG. 

Deriving nodes from existing building plans is the first and 
most essential step in developing an VG (visibility 
Graph)[26]. Based on their navigational functions, there are 
primarily two types of nodes in a VG [27]. First, a junction 
node denotes the intersection of at least two corridor 
segments. The second, portal nodes describe wall openings, 
such as those occupied by doors and windows in each room. 

 
(a) 

 
(b) 

Fig. 3. Navigation network: a) MAT network and (b) VG network. 
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V. PATH PLANNING 
Safe routes are essential in indoor navigation for first 

responders because they help to ensure that the responders can 
reach their destination safely and efficiently, even in 
hazardous or challenging environments. This is especially 
important in emergency situations, where time is of the 
essence and responders may need to navigate through 
unfamiliar or potentially dangerous spaces. Common path 
findings utilizing typical navigation methods may not be 
sufficient in an emergency, as they may be too dangerous or 
unavailable due to damage. Critical in these situations is the 
ability of emergency and rescue professionals to find other 
and best routes [28]. 

In this study, we propose an algorithm for determining the 
safest path for first responders by taking into account factors 
such as the combustibility of materials and dynamic changes 
in the building such as fire. To create an algorithm for safe 
indoor navigation for multiple first responders that takes into 
account the combustibility of materials, dynamic changes in 
the building such as fire, and is based on space subdivision, 
we could consider the following steps: 

1) Identify the start and end points of the route for each 
first responder. 

2) Obtain a map of the building or structure, including 
information on the layout and location of rooms and corridors. 

3) Divide the building or structure into smaller spaces, 
such as rooms and corridors. 

4) Determine the combustibility of materials in each 
space. This information can be obtained through building 
codes or by consulting with the building's owner or 
management. 

5) Use the map and combustibility information to identify 
potential hazards in each space, such as rooms or corridors 
with highly combustible materials. 

6) Consider the potential for structural collapse and other 
hazards that could block the route such us smoke. 

7) Based on this information, determine safe routes for 
each first responder that avoids or minimizes exposure to 
potential hazards. This can be done by selecting paths through 
the building or structure that avoid spaces with high hazards 
and maximize the use of spaces with low hazards. 

Here is the pseudocode of our proposed algorithm: 

PROCEDURE findSafeRoutes(starts, ends, map, 
combustibility) 

  spaces <- list of all spaces in map 
  routes <- empty list 
  FOR EACH start, end IN starts, ends 
    route <- empty list 
    currentSpace <- start 
    WHILE currentSpace != end 
      nextSpace <- null 
      lowestRisk <- infinity 
      FOR EACH neighbor IN neighbors of currentSpace 
        totalDistance <- distance between currentSpace and 

neighbor 
        totalHazardExposure <- 0 
        riskOfCollapse <- 0 
        IF neighbor has highly combustible materials 
          totalHazardExposure <- totalHazardExposure + 1 
        IF neighbor is at risk of structural collapse 
          riskOfCollapse <- riskOfCollapse + 1 
        IF neighbor is on fire or has high levels of smoke 
          totalHazardExposure <- totalHazardExposure + 10 
        IF neighbor is a window and is suitable for exiting the 

building 
          totalHazardExposure <- totalHazardExposure - 5 
        totalRisk <- totalDistance + totalHazardExposure + 

riskOfCollapse 
        IF totalRisk < lowestRisk 
          lowestRisk <- totalRisk 
          nextSpace <- neighbor 
      route <- route + (currentSpace, nextSpace) 
      currentSpace <- nextSpace 
    routes <- routes + route 

  RETURN routes 

This pseudocode defines a procedure findSafeRoutes that 
takes as input the start and end points of the routes for each 
first responder, a map of the building or structure, and 
information on the combustibility of materials in the building. 
The procedure returns a list of routes as output. The algorithm 
determines the safest route for each first responder by 
traversing the spaces in the building or structure, calculating 
the total distance, total hazard exposure, and risk of structural 
collapse for each possible next step, and selecting the step 
with the lowest total risk as the safest route. If a space is on 
fire or has high levels of smoke, the algorithm increases the 
total hazard exposure to prioritize avoiding these spaces. If a 
space is a window that is suitable for exiting the building, the 
algorithm decreases the total hazard exposure to prioritize 
using this space as an alternative exit. The algorithm continues 
this process until the end point is reached. 

VI. EXPERIMENT 
An agent-based simulation is a well-established technique 

for modeling various applications, including evacuations[29]. 
ABM (Agent-based modelling) is a simulation technique in 
which an entity functions as an agent. The rules set, 
interactions with other agents and the surrounding 
environment determine the behavior of individual agents. 
These simulations can be used to test and evaluate different 
evacuation strategies, communication protocols, and other 
emergency response procedures in a safe and controlled 
environment. The simulation can be used to test different 
scenarios and evaluate the performance of the first responders. 
It can also help identify bottlenecks in the evacuation process 
and evaluate the effectiveness of different communication and 
coordination strategies. The results of the simulation can be 
used to improve training for first responders and to develop 
more effective emergency response plans. 

In this research, Pathfinder is combined with Pyrosim. The 
smoke display file is imported into the FDS simulation 
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parameter data. FDS integration and passenger delay in smoke 
were investigated to allow ABM to limit agent speed due to 
smoke. In this study, the experiment was carried out in a six-
story building, as seen in the Fig. 4. 

The data we use uses the floor plan provided on 
Pathfinder. First, the IFC file is imported into Pyrosim to then 
create a building geometry model. In Pyrosim, we set a fire 
point with a power of 800.0 kW/m², which is placed in a room 
on the 3rd floor of the building as shown in Fig. 4. 

 
Fig. 4. Case study buildings. 

Four visibility devices were installed in the building to 
record changes in the building's smoke levels. The bigger the 
smoke, the higher the total hazard exposure, as in the 
algorithm we proposed, which will increase the total risk. 

In Fig. 5 we can see a fire simulation that occurred in the 
building. Smoke can affect the walking speed of first 
responders during an indoor evacuation by limiting visibility 
and making it difficult to navigate through the building. 
Smoke inhalation can also cause respiratory distress, which 
can slow down first responders. Additionally, the heat 
generated by a fire can make it physically challenging for first 
responders to move quickly through the building. This can be 
dangerous as it can cause them to become disoriented and lost, 
making it more difficult to evacuate the building and rescue 
those inside. 

Visibility will be used to slow down people's walking 
speed. To achieve this, visibility will be measured in several 
areas within the model. The measurement location will be 
along the evacuation route, preferably stored on the floor 
where the fire occurred. Using the visibility distance measured 
at the location, the local velocity factor will be generated as a 
function of time. Responders will then reduce their speed and 
modify their route accordingly. [30] provides a walking speed 
function as a function of visibility. This is referred to as 
absolute walking speed in the paper, but we will treat it as a 
factor that slows the speed of each occupant. Fig. 6 depicts a 

linear relationship between walking speed and visibility, 
which can be expressed by the Eq. (1): 

Walkingspeed = min(1,max(0.2,1-0.34 * (3-vis)))         (1) 

In Fig. 7, we can see the extracted navigation mesh from 
one of the floors of the building. This navigation mesh will be 
useful for responders in determining routes. 

 
Fig. 5. Fire simulation scene in the building. 

 
Fig. 6. Walking speed factor due visibility. 

 
Fig. 7. Extracted navigation mesh. 
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Navigation mesh space subdivision is a method of 
breaking down an indoor environment into smaller, 
manageable sections for the purpose of pathfinding and 
navigation. This can be particularly useful for first responders, 
who may need to navigate through large, complex indoor 
environments such as buildings, airports, or shopping malls. 
By breaking down the environment into smaller sections, 
navigation mesh space subdivision can help first responders to 
navigate through an indoor environment more efficiently and 
safely by reducing the complexity of the environment and 
allowing them to focus on specific areas. 

The simulation of route choice in this model employs a 
locally quickest path planning approach. This approach 
involves ranking routes hierarchically based on local 
information such as the location of people and the waiting 
times at exits. 

Our model uses two profiles, Occupants and Responders. 
The number of occupants of the building is 360 people, and 90 
people inhabit each floor. Occupants were only set for four 
floors, while for the floor where the fire occurred, five first 
responders were simulated during the experiment. The 
decision to set occupants for only four floors and to simulate 
five first responders was made to maintain a manageable size 
for the simulation, while still allowing for a realistic 
evaluation of the evacuation process and the response of first 
responders to the emergency situation. By limiting the number 
of floors with occupants, the experiment could focus on the 
behavior of the occupants in response to the emergency and 
the effectiveness of the evacuation procedures. The simulation 
of five first responders on the floor where the fire occurred 
was intended to evaluate their ability to navigate the space, 
locate the occupants, and carry out the evacuation process. 
Overall, the decision to set occupants for only four floors and 
simulate five first responders on the floor where the fire 
occurred was a deliberate choice to ensure a manageable size 
for the experiment while still providing a realistic evaluation 
of the evacuation and emergency response processes. 

The occupants are assigned a profile with a normal speed 
of 0.8 m/s to 1.2 m/s. These profiles have a zero Priority 
Level.  The responders' profile has a constant velocity of 1.19 
meters per second and a Priority Level of 1. This means in the 
event of a conflict during movement, and responders will be 
given priority. However, when going through a smoke-filled 
room, the pace will decrease according to the value acquired 
by the visibility tool and then calculated based on the walking 
speed factor. 

VII. RESULTS AND DISCUSSION 
This section summarizes the findings of the fire 

simulation, with a focus on the first responders, based on the 
assumptions provided in the previous section. Visibility 
measurement tools output data to csv files. An example of 
measurement result data can be seen in Fig. 8. The data was 
generated from four visibility measurement devices during the 
simulation run. After the simulation, the data from the 
visibility measurement devices is processed using the equation 
shown in the Speed walking Factor to calculate the velocity 
factor as a function of time based on visibility. 

 
Fig. 8. Result data from visibility device measurements. 

Fig. 9 shows a graph of the velocity factor resulting from 
the measurements. 

 
Fig. 9. Walking speed factor. 

The time taken by the five responders to carry out the 
evacuation operation to the location where the fire/smoke 
occurred was measured during the simulation. The time taken 
for the responders to enter the building and return safely was 
calculated, and the results are presented in Table I. Table I 
compares the time required using the walking speed factor to 
the time that does not take the walking speed factor into 
account. 

Table I and Fig. 10 shows that the smoke will affect the 
walking speed of each responder, where the speed will be 
slower according to the amount of smoke calculated from the 
visibility devices. In Table I, a non-factor column is an event 
where a fire does not occur and does not occur immediately. 
So that the walking speed of first responders is faster than 
when there is a fire. Smoke can greatly impact the visibility 
and the walking speed of first responders during indoor 
emergency operations. Smoke can obscure visibility, making 
it difficult for first responders to navigate through the 
environment and locate victims or exits. It also can cause 
respiratory issues and make it harder for first responders to 
move quickly through the environment. The smoke can 
greatly affect the walking speed of first responders, making it 
more difficult for them to navigate through the environment 
and locate victims or exits. This can have serious 
consequences in emergency situations, as it can delay 
response times and make it more difficult to rescue victims or 
contain fires. 
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TABLE I.  COMPARATION OF EXIT TIME 

 Exit Time (s) 

Name Non-Factor With Factor 

Responder1 234.825 218.35 

Responder2 188.275 148.275 

Responder3 239.05 239.625 

Responder4 226.025 219.6 

Responder5 244.075 227.075 

 
Fig. 10. Exit time from responders. 

VIII. CONCLUSION AND FUTURE WORK 
The present study introduces a new framework for space 

subdivision in indoor navigation specifically developed for 
first responders. The framework expands upon previous 
research by including the combustibility factor as a key 
variable to consider in the event of a fire disaster in a building. 
Additionally, definitions of safe and unsafe areas for first 
responders were incorporated based on factors such as the 
level of hazard and smoke concentration. From these 
definitions, an algorithm was developed to accommodate the 
framework, which was then evaluated using Pyrosim and 
Pathfinder software. Pyrosim was utilized to create a fire 
model that was measured using a visibility device. The 
resulting measurements were then subjected to a walking 
speed factor calculation, which affected the path and walking 
speed of the first responders. The proposed framework 
enhances the response time and increases the chances of 
successful evacuation for first responders, ultimately 
improving their safety and effectiveness during rescue 
operations in indoor environments. 

Unlike previous studies on indoor navigation, the proposed 
framework captures dynamic changes such as smoke levels 
that can impact the navigation path and walking speed of first 
responders. The experimental results demonstrate that the five 
simulated first responders were able to complete the 
evacuation process within 148 to 239 seconds when the fire 
occurred at a specific location in the building. By accounting 
for dynamic changes in the indoor context, the proposed 
framework can identify suitable navigation paths and safe 
areas for first responders that may not have been considered in 

previous research. Thus, the proposed framework represents a 
significant improvement over previous studies, and has the 
potential to enhance the safety and effectiveness of first 
responders in emergency situations. 

Future works from this research: integrating the proposed 
framework with other technologies, such as augmented reality, 
virtual reality, and internet of things (IoT), to enhance the 
navigation experience for first responders. Enhancing the cost 
function: The study should consider more factors in the cost 
function such as the time consumed by the first responders, 
the physical strain on them, and the risk of injury. Real-time 
monitoring: The study could explore the implementation of 
real-time monitoring systems to track the first responders' 
movements and provide them with real-time guidance. 
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Abstract—A healthy crop is required to provide high-quality 
food for daily consumption. Crop leaf diseases have more 
influence on agronomic production and our country. Earlier, 
many scholars relied on traditional techniques to detect and 
classify leaf diseases. Furthermore, classification at an early stage 
is impossible when there are not enough experts and inadequate 
research facilities. As technology progresses into our day to day 
life, an Artificial Intelligence subset called Deep Learning (DL) 
models plays a vital role in the automatic identification of 
groundnut leaf diseases. The essential for controlling diseases 
that are spread to the healthy development of groundnut 
farming. Deep Learning can resolve the issues of finding leaf 
diseases early and effectively. Most of the researchers 
concentrate on detecting leaf diseases by doing research in 
Machine Learning (ML) approaches, which leads to low 
accuracy and high loss. To achieve better accuracy and decreases 
the loss in the DL model by identifying the leaf diseases of 
groundnut crops at an early stage, we propose the Progressive 
Groundnut Convolutional Neural Network (PGCNN) model. 
This paper mainly focuses on identifying and classifying 
groundnut leaf diseases with a self-collected dataset which is 
collected from the various climatic conditions around the village 
located nearby Pudukkottai district, Tamil Nadu, India.  The 
common diseases that occurred in those areas were gathered 
namely early spot, late spot, rust, and rosette. Model 
Performance metrics analysis was done to evaluate the model 
performance and also compared with the various DL 
architectures like AlexNet, VGG11, VGG13, VGG16, and 
VGG19. The proposed models have achieved a training accuracy 
of 99.39% and a validation accuracy of 97.58%, continuing with 
an overall accuracy of 97.58%. 

Keywords—Leaf Diseases Identification (LDI); Progressive 
Groundnut Convolutional Neural Networks (PGCNN); Self-
Collected Dataset; AlexNet; VGG Models 

I. INTRODUCTION 
Agriculture is a major source of revenue for the farmers in 

India. Despite the fact that agriculture no longer makes up the 
majority of the country's Gross Domestic Product (GDP) and 
that other industries' contributions have grown more quickly, 
agricultural productivity has increased. Timely identification 
of crop leaf diseases is critical in agricultural yield, quality 
management, and decision-making. [1] This research builds 
the model based on CNN architecture for groundnut leaf 
diseases with five categories which was common in Gujarat 
area with the progressive resizing using cross entropy loss 

function and achieved the results as 96.12% accuracy. The 
peanut, scientifically known as arachis hypogaea, it is a 
herbaceous yearly plant that belongs to the Fabaceae family 
and is cultivated for its oil, edible nuts, and nutritious snacks.  
The symptoms that are shown in the leaf diseases can be 
easily differentiated between the two infections based on their 
appearance, spot color, and shape. However, farmers must 
suffer as a result of inadequate agricultural income. Plants that 
produce peanuts are typically quite small and have slender 
stems and leaves that resemble feathers. The leaves are 
attached to the stalk in a manner that resembles a leaf and is 
arranged in pairs that alternate. [2] Describes the end-to-end 
Internet of Things (IoT) constructed system for groundnut leaf 
disease detection and castor oil plant leaf disease recognition. 
The vast majority of peanuts grown for commercial purposes 
are crushed up to extract their oil, which is then put to use in 
culinary endeavours. A pressed cake is produced as a by-
product of oil extraction, and in addition to its use as animal 
feed, it is also put to use in the manufacturing of peanut flour. 
Raw kernels are frequently roasted into a snack food and 
consumed by roasted or boiled manner. 

Here, the four types of diseased leaves were selected to 
experiment with disease identification: early spot, late spot, 
rust, and rosette. These four have been taken as unhealthy 
class for model creation in this paper. The above leaf disease 
images were gathered from the area namely Pudukkottai, 
Tamil Nadu, India in various climates. All the images are 
captured with a smartphone-branded VIVO V2029 model with 
a camera quality of 13 Mpx LED. Gathered images are 
transferred to the system for further processing, whether the 
leaf images were affected by diseases or not. To identify 
groundnut leaf diseases automatically we are proposing 
Progressive Groundnut Convolutional Neural Networks 
(PGCNN). The study [3] represents the idea for the 
recognition and classification on groundnut leaf diseases using 
the backpropagation procedure by the color transformation in 
leaves. Previously the traditional CNN architecture was used 
in many different research papers to identify leaf diseases but 
there no accurate identification was found. So, to address that 
problem we are developing the model with a progressive 
convolutional stack with customized pooling layers to reduce 
the size of the image and activation function as sigmoid for 
binary classification. 

Convolutional neural networks (CNNs) have been 
demonstrated to perform well in a variety of image 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

365 | P a g e  
www.ijacsa.thesai.org 

classification tasks. We apply CNNs to the problem of 
identifying and classifying peanut leaf diseases in this paper. 
Peanut is a key food crop in many regions of the world, and 
leaf diseases can drastically limit productivity. Early and 
accurate disease diagnosis is critical for effective disease 
control. However, due to a large number of diseases and the 
similarity of symptoms among them, diagnosing peanut leaf 
diseases is frequently difficult. CNNs have been demonstrated 
to be effective in a variety of image classification tasks. Our 
CNN model achieves 96.7% accuracy on a held-out test set, 
which is much greater than the accuracy of a baseline model 
that uses traditional hand-crafted features. 

The rest of the paper is sectioned by the following pattern: 
Section II details about the existing methods that are used for 
identifying and classifying the leaf diseases as literature 
review with various peer review journals; Section III describes 
about the datasets which was collected from the agricultural 
field from Pudukkottai district and also shows the sample 
leaves of healthy and unhealthy leaves; Section IV discusses 
the details of flow diagram of dataset and the proposed 
PGCNN model for leaf disease identification and 
classification among the groundnut self-collected dataset; 
Section V explains about the implementation details of 
PGCNN model and the results were achieved, as well as the 
discussion that was pertinent to them are presented; Section 
VI shows the results and discussion about the PGCNN model 
and plots the graphs for training and validation accuracy; 
Section VII compares our proposed model to the existing 
CNN architecture to show the proposed model works well 
than the existing model; and Section VIII concludes the paper 
with briefs about the proposed model results with future 
enhancement. 

II. LITERATURE REVIEW 

A. Identification of Diseases 
In recent days, the identification and Classification of 

groundnut crop leaf diseases are done automatically by ML 
and DL algorithms. Identification of healthy or diseased 
leaves on groundnut crops is based on the features extracted 
from the leaves as yellow or brown changes in color from the 
original green texture of normal groundnut leaves. After 
identifying the healthy and diseased leaves, it has to be 
classified whether it is infected or not. Some of the research 
papers were taken as reference papers for this work to attain 
the solution with a Deep Learning model for the evaluation of 
leaf diseases on groundnut crops. 

In [4] researcher has done the experiment to identify the 
Maize leaf diseases based on the feature enhancement and 
designed a neural network with the base as Alexnet 
architecture. DMS-Robust Alexnet architecture was proposed 
with dilated and multi-scale convolution to improve the 
quality of feature extraction. To avoid overfitting batch 
normalization is used, to improve the convergence and 
accuracy researcher used the activation function as PRelu, and 
Optimizer as Adabound and achieved 98.62% with DMS-
Robust Alexnet. 

In [5] author proposed a model with a deep learning 
approach called the Inception model and Rainbow 

concatenation (INAR-SSD) model which is based on 
Improved Convolutional Neural Networks for apple disease 
detection. The major five types of leaf diseases were selected 
and implemented in the INAR-SSD model with a recognition 
performance of 78.80% in Apple Leaf Disease Dataset 
(ALDD). 

The research [6] proposed the Leaf-GAN model to create 
four different types of leaf diseases for grape crops to identify 
the healthy or diseased images and fed the generated images to 
training. There were total of 4062 images before using Leaf 
GAN, after using augmentation techniques 8124 images are 
generated to reduce the overfitting problem. Upon CNN 
models Xception attains an accuracy of 98.70% on testing the 
datasets. 

The study [7] proposed a fine-grained GAN method for 
identification of grape leaf spot disease to improve the training 
images to get good performance accuracy and also faster R-
CNN is integrated with the above method. With the proposed 
method higher accuracy was achieved with Resnet-50 as 
96.27%. 

The study [8] achieved 98.75% and 96.25% of accuracy by 
implementing the pretrained CNN model called AlexNet and 
GoolgleNet models. This model performed better than the 
traditional pattern recognition techniques. Here the researcher 
used five-fold cross-validation approach and crop selected for 
the plant disease identification is soyabean. 

The author [9] proposed Restructured Residual Dense 
Network (RRDN) for identification of tomato leaf diseases 
with datasets of AI challenger 2018. With residual and dense 
networks, which minimize the amount of parameters to 
increase computation accuracy, the result was 95% with top-1 
average accuracy. 

In [10] the study achieved top-1 level accuracy 94.33% by 
experimenting Deep Convolutional Generative Adversarial 
Network (DCGAN) to improve the tomato leaf disease 
recognition that increases the generalization ability. This 
network improves the performance, decreases the dataset 
collection cost and also establishes the diversity of 
generalization of DCGAN recognition models. 

Also, [11] Proposed Deep Convolutional Neural Networks 
with multiclass classifier for detecting common rice crop 
diseases with the base model of AlexNet by SGD optimizer on 
the learning rate of 0.0001 and achieved 91.23% accuracy. 

B. Classification of Leaf Diseases 
The research [12] proposed the pretrained model of 

modified InceptionResNet-V2 (MIR-V2) based on CNN by 
transfer learning to identify the illness of tomato leaves. This 
model is trained with both the public and custom dataset of 7 
types of diseases. Model achieved the accuracy of 98.92% and 
F1-Score is 97.94%. 

The research work in [13] proposed new model which is 
based on recognition and classification of groundnut crop leaf 
diseases. ICS algorithm is used for segmenting the leaves 
which are affected by diseases. Then MSO algorithm has been 
used for multiclass feature extraction and MO-DNN algorithm 
is used for disease classification of multi-classes. At last, 
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GLD-HML was proposed for analyzing the benchmark 
datasets to show the performance metrics achieved better than 
existing. 

The authors in [14] used two pre-trained models namely 
EfficientNetB0 and DenseNet121 for feature extraction from 
the corn leaves to identify and classify the diseases. The 
results achieved by new model is 98.56% and compared with 
two existing model called ResNet152 and InceptionV3 
achieved accuracy of achieved accuracy of 7% and 96.26% 
respectively. 

In [15] researcher proposed the Deep Convolutional 
Neural Network (DCNN) which is based on the evolved 
concept of transfer learning. Here three types of optimizers 
were verified with the new model for tomato leaf diseases to 
identify which optimizer (Adam, SGD and RMSprop) works 
well for the model. The experimental results showed that the 
transfer learning model attained the good accuracy with Adam 
optimizers. 

The study [16] utilized the DCNN model for determination 
and classification of groundnut crop leaves with different 
types of diseased leaves. This paper achieves accuracy of 
95.28% with the optimizer of stochastics gradient with 
momentum method in DCNN model. Overall accuracy for the 
proposed model delivers 99.88%. 

The research [17] proposed the new model for classifying 
the groundnut crops leaf as healthy and unhealthy with CNN 
algorithm with the image compression techniques as DCT, 
DFT and DWT. The results show that the overall 
computational time was reduced by comparing the CNN with 
ResNet50 architecture. 

The author [18] created the method for precise detection 
and classification of groundnut leaf diseases, the method 
which is proposed by the author, algorithms named H2K 
which combines the strengths of the three-concept called 
Harris corner detector, the HOG, and the K-Nearest Neighbor 
classifier. 

In [19] the researcher developed the system for the 
detection and classification of nutrient deficiency in groundnut 
leaf especially on nitrogen level. DCNN was implemented for 
the dataset to achieve the high accuracy and also achieved 
95% for training, 92% for validation result. 

III. GROUNDNUT DATASETS 
In the section we are going to describe about the groundnut 

dataset where we have collected from Pudukkottai district, 
Tamil Nadu, India. Here the detailed description of groundnut 
leaves and total number of leaves collected with various 
diseases occurred in the leaf with healthy leaf as on category. 
[20] explains about the disease-free plant growth which 
produces more productivity with ELM algorithm with 
normalization using the benchmark dataset and obtains the 
optimal learning and better generalization. The dataset is 
collected with the five types of diseases including healthy 
leaves to identify whether the leaves are affected by disease or 
not. In this paper, the commonly affected diseases are selected 
for the identification of the leaf diseases process. Because 
these are the diseases that were affected in the area where the 

dataset was collected. Details and stages of leaf disease that 
occurred in groundnut crops are briefed as follows; 

A. Dataset Description 
First Early Leaf spot is a common disease that reduces 

yield significantly and can be found anywhere the groundnut 
is grown. This encompasses countries and regions such as the 
United States of America, Australia, Fiji, the Solomon Islands, 
Tonga and in Indian states such as Gujarat, Andra Pradesh, 
Karnataka, Tamil Nadu, and Maharashtra. It is estimated that 
the leaf spot causes a reduction in yields of at least fifty 
percent in countries located in the Pacific. Approximately one 
month after sowing, the first infection of early leaf spot leaf 
disease will take place. The symptoms manifest themselves on 
the leaf as a reddish-brown large spot that is not perfectly 
circular and is surrounded by a yellow halo. The lesion on the 
lower surface is a light brown color. 

Secondly, we took Late Leaf Spot types for the 
identification of diseases. This type will have infections at the 
beginning approximately seven weeks after sowing and appear 
as mostly circular dark brown small spots without a yellow 
halo. Carbon black color will display in lower surface lesions 
caused by late leaf spots. 

Thirdly, Plants that have been infected with rosette will 
have the symptoms of a solid clump or gnome shoots, and 
each will have a tuft of small leaves arranged in a rosette 
pattern. Chlorosis and mosaic mottling are characteristics of 
the plant. The infected plants will continue to be 
underdeveloped and produce the flowers, with the immature 
flower only a small percentage of the groundnut pegs will 
mature into nuts, and there will be no seeds produced. 

Last, Rust disease infects every part of the plant that is 
above ground. In most cases, the diseases were discovered at 
the time of plants at six weeks old approximately. On the 
backside of the groundnut leaves, tiny eruptions that range in 
color from brown to dusty chestnut are known as uredosori. 

TABLE I. TYPES OF GROUNDNUT DISEASES 

Sl. 
No. 

Disease 
Selected Symptoms Duration of disease 

attacks 

1. Early Leaf 
Spot 

The reddish-brown spot upon 
the leaf is surrounded by 
yellow halo nature. 

1 month from 
sowing the seed. 

2. Late Leaf 
Spot 

Carbon black color that will 
occur under the surface of the 
leas. 

7 weeks after 
sowing the seed. 

3. Rosette Yellow color leaf with 
mottling of the foliage 

2 or 3 weeks from 
sowing. 

4. Rust Tiny pustules that range in 
color from brown to dusty 

After completing 6 
weeks 

5. Healthy doesn’t change its natural 
green color. 

Same as the nature 
of groundnut leaf 
color as green 

The Table I shows about the groundnut leves diseases 
name with symptoms and describes about the time when the 
diseases will attack the leaf. 
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B. Early Leaf Spot (ELS) 
• Fig. 1. shows the sample of early leaf spot diseases in 

groundnut crops are fungal diseases caused by the 
fungus Cercospora arachidicola. This disease can cause 
extensive leaf spots and defoliation in groundnut crops. 
About one month after sowing, this disease begins to 
affect the crop. 

 
Fig. 1. Early leaf spot 

• The disease affects all above-ground plant parts, 
especially leaves. The two infections' leaf symptoms 
differ in appearance, spot color, and shape. Both fungi 
damage the petiole, stem, and pegs. As infection 
spreads, lesions from both species merge and spotted 
leaves drop early. Severe infections impair nut quality 
and production. 

C. Late Leaf Spot (LLS) 
• Fig. 2. represents the LLS fungal disease that affects 

groundnut crops. This disease is triggered by the fungus 
Phaeoisariopsis personata and is characterized by the 
thick brown or black dots on the leaves. The spots can 
vary in size and shape, and they may be surrounded by 
a yellow halo. The disease can cause the leaves to drop 
off the plant, which can reduce the plant's ability to 
produce nuts. 

 
Fig. 2. Late leaf spot 

• The binomial name of the LLS is phaeoisariopsis 
personatum. Mycelium and haustoria are produced by 
the fungus. The symptoms of LLS are defined as 
Conidia are cylindrical or obclavate, short, hyaline to 
olive brown, usually straight or curved slightly with 1-9 
septa, not constricted but mostly 3-4 septate. The 
favorable conditions for this disease to affect the leaf 
which are in high humidity for three days, if the 
temperature is as low as 20 degrees Celsius with 
droplets on the lower surface, heavy dosage of 
fertilizers like nitrogen, phosphorus, and magnesium 
deficiency in soil. 

D. Rosette Diseased Leaf (RoDL) 
• Fig. 3. depicted the RoDL are affected with the viruses 

types and lead with stunted growth and reduced yields 
in groundnut crops. These diseases are spread by aphids 
and can be controlled by using insecticides. The 
affected plants appear as compressed clumps with tufts 
of small leaves appeared on the leaves. Chlorosis and 
mosaic mottling can be seen on the plant. 

 
Fig. 3. Rosette leaf 

• The affected plants leaf won’t develop fully as they 
needed for the conversion of nuts from flowers, if they 
convert also, it won’t be good seed to harvest. 

E. Rust Diseased Leaf (RuDL) 
• The Fig. 4. shows the rust diseases in groundnut crops 

are caused by a fungus that affects the leaves of the 
plant. This can cause the leaves to turn yellow and 
eventually drop off. The fungus can also cause the nuts 
to become discolored and shrivelled. The scientific 
name of the leaf disease called rust is Puccinia 
arachidis. 

 
Fig. 4. Rust leaf 

• The disease attacks the plant's entire aerial structure. 
Rust leaf disease is discovered when the groundnut 
crops are grown till the week of 6, then this disease will 
get affect and won’t get good maturity of the pods. On 
the lower surface of the leaves, little brown to uredosori 
will appear. The above disease can only infect the leaf 
if the following circumstances are met: the humidity 
value above 95% high, significant rainfall, and a low 
temperature (20-25 degrees Celsius). 

F. Healthy Leaf (HL) 
• A healthy leaf in a groundnut crop is one that is free 

from disease, pests, and deformities. It should be a deep 
green color and be able to photosynthesize efficiently. 
The below Fig. 5. represents the healthy leaf of 
groundnut crop. The peanut, scientifically known as 
arachis hypogaea, is an herbaceous annual plant that 
belongs to the Fabaceae family and is cultivated for its 
oil and edible nuts. 
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Fig. 5. Healthy groundnut leaf 

• Plants that produce peanuts are typically rather tiny and 
have slender stems and leaves that resemble feathers. 
The leaves are attached to the stalk in a manner that 
resembles a leaf and is organized in alternate pairs. The 
peanut plant can produce yellow, orange, cream, or 
white flowers. These blooms give rise to 'pegs’, which 
are distinctive floral structures that are pushed down 
into the soil to facilitate the growth of pods. 

IV. FLOW PROCESS OF DATASET 
The Fig. 6. provides a visual representation of the 

comprehensive real-time detection process. The first step in 
developing the GLDD is to collect images of both diseased 
and healthy groundnuts from an actual groundnut field. The 
initial GLDD is then subjected to several data augmentation 
procedures, during which it is manually annotated and 
expanded. The dataset was categorized into is split into two 
parts: healthy and unhealthy. In these two classes we have 
specified for training as 80% and testing as 20%. The findings 
of the detection include information on healthy and unhealthy 
classes. Groundnut Dataset Images were collected with the 
VIVO 2029 smartphone camera having 13 Mpx resolution to 
identify the groundnut crop leaves which is affected by 
diseases or not. This paper contains two categories healthy and 
diseased. In the diseased category we collected four types of 
leaves which are as follows with the number of leaves 
collected. 

A. Dataset 
Most of the dataset used for model building are taken from 

publicly available dataset. The study [21] also uses both the 
self-collected dataset and PlantVillage dataset for pepper leaf 
disease detection. Groundnut leaves are collected from the 
various fields located near the village of Pudukkottai district 
and also from various websites through google search engine. 
We have collected the five categories of leaves which is 
segregated with healthy and unhealthy leaves of groundnut 
crop. Groundnut leaf disease patterns change with the season 
and with other elements like humidity, temperature, a lack of 
NPK, and wetness. 

Table II details about the dataset with 619 images of 
unhealthy and healthy groundnut leaves obtained, which 
correspond to five categories: Healthy Groundnut Leaf, ELS, 
LLS, rosette, and rust. These are the five leaf diseases which 
occurred commonly on the groundnut leaves that were chosen 
for two reasons. First, these common diseases can be seen 
with the help of images which were collected by camera itself. 
Furthermore, they are responsible for its significant yield 
decrease in groundnut crop cultivation. The above five 
categories of groundnut leaves are the most common diseases 
affected in the fields where we collected the images. 

 
Fig. 6. Process flow of real-time detection of groundnut leaf diseases 

TABLE II. DESCRIPTION OF GROUNDNUT DATASET 

Sl. No Name of the Diseases Total No. of Images 

1. Healthy 190 

2. Unhealthy 429 

Total 619 

B. Progressive Groundnut Convolutional Neural Netwrok  
(PGCNN) 
1) Input layer: In this paper, the image size of 

1380x1380x3 is given to the input layer of our model to detect 
whether the image is healthy or diseased. Then the images will 
get rescaled to 224x224x3 during the model training and 
testing to reduce the computational time. Here we are feeding 
single images of four different types of diseases with one 
healthy leaf category of images with no background to 
convolve the images with filters to identify the patterns of leaf 
images. 

2) Convolution Layer (Convnet + ReLU) 

• From various types of convolution layers available in 
Keras API, we selected the Conv2D layer for this 
PGCNN model development because Conv2D layers 
are implemented over the spatial convolution over 
images. Arguments used for the Conv2D method are 
filters, kernel size, strides, padding, activation, and 
kernel initializers. 

• Rescaled images of input image size 224x224x3 are 
convolved with 64 filters of size 3x3 kernel with strides 
value of (2, 2). The activation function used to take the 
value of feature map with “ReLU” as activation 
function for positive and negative values. While in 
convolution operation, various filters are used to detect 
the edges, patterns, etc., for extracting the features from 
the input images. 

• In this paper we have used five conv2D layer to get 
good feature map. Operation performed by the 
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convolution layer uses the following equation in 
default, which had number of filters used in the 
convolution layer, filter size, padding and stride to 
convolve through the input image. 

Cout = Cin+2P−F
S

+ 1  (1) 

• Cout represents the values which we can feed into next 
layer, which the input of image size 224x224x3 had 
been fed into the layer. Cin insists the size of the input 
image in convolution layer, P represents padding, F 
denotes the number of filters used in the convolution 
layer. 

3) Pooling: The process of reducing the spatial dimensions 
(i.e., height and width of the input image) for making the 
computation faster by decreasing the training parameters. The 
pool size of the MaxPool2D is taken as (2, 2).  There are 3 
kinds of pooling to down-samples the input in pooling 
operations, they are Max Pooling, Average pooling, and Global 
Pooling. In this research paper, we use maxpooling2D 
operation to down-samples the input size of the groundnut leaf 
images. Max pooling chooses the most element from the 
feature map's filtered region. After max-pooling, the output is a 
feature map with the most prominent features of the preceding 
map. 

4) Fully Connected Layer (FC): The final Pooling or 
Convolutional Layers output is flattened to convert the matrix 
form into one-dimension vector and those are fed into the input 
of the fully connected layer. Fig. 7 explains fully connected 
layer is the layer which applies the linear transformation and 
has the input connection to every neuron into the output layer 
of another layer. 

𝑍𝑖𝑗(𝑦) = 𝑓� 𝑤𝑖𝑗𝑦𝑘 + 𝑤𝑖𝑜
𝑛𝐻
𝑘=1  (2) 

 
Fig. 7. FC for classification of groundnut leaf 

The fully connected input layer (i.e., called flatten) is the 
conversion process from 2-dimensional array into a single 
dimensions array or linear vector. The output of the single 
vector is fed as the input for fully connected layer. 

5) Dense (or) output layer: Leaky ReLU, Sigmoid, Tanh, 
ReLU, Softmax, and other activation functions can be used in 
the final layer for the output layer based on the research 
problem. This paper focuses primarily on the healthy or 
diseased category. Because we developed the model for binary 
classification, the sigmoid is the activation function used at the 
final layer of the Progressive Groundnut Convolutional Neural 
Network (PGCNN) to determine whether the leaf is healthy or 
diseased. 

6) Dropout layer: This is one of the main characteristics of 
CNN. This layer is used to set the input value as 0 to skip some 
of the unwanted neurons to continue to next layer and also it 
prevents overfitting problem. Here we used 30% of neurons to 
be dropped out for fed the neurons into next level. 

V. IMPLEMENTATION DETAILS 

A. Groundnut Leaf Diseases Identification using PGCNN 
Leaf diseases is a significant threat to agriculture, but we 

are facing the difficulty for the identification and classification 
of leaf diseases due to the lack of infrastructure development. 
To minimize the infrastructure cost and maximize the yield of 
groundnut cultivation artificial intelligence technology has 
evolved into farming methods also. DL is one of the 
subsection of Artificial Intelligence (AI), is causing a 
revolution in agriculture by replacing traditional methods with 
more efficient methods that assist farmers in the identification 
of leaf diseases with convolutional neural networks. The 
proposed PGCNN model experiments the leaf disease 
identification with two classes called healthy and diseased 
with five kinds of validation of the self-collected dataset as; 

TABLE III. VALIDATION TEST WITH VARIOUS RATIO PERCENTAGES OF 
SELF-COLLECTED DATASET 

Sl. 
No. 

Dataset 
Validation 

% 

Training 
Accuracy 

Training 
Loss 

Validation 
Accuracy 

Validation 
Loss 

1. 90-10% 98.74 03.99 91.94 0.2692 

2. 80-20% 99.19 03.23 91.94 0.3227 

3. 75-25% 98.70 03.49 92.90 0.2855 

4. 70-30% 97.69 05.72 93.01 0.1745 

5. 60-40% 97.30 08.77 90.32 0.4919 

The Table III and Fig. 8 shows the various ranges of 
dataset splitting for training and testing (Validation) accuracy 
for an imbalanced dataset of groundnut leaf images. After 
plotting the table, we conclude that the dataset separation with 
ranges of 80% training and 20% testing works well and 
achieves a high of 99.19% training accuracy and 91.94% of 
testing accuracy than the other splitting. 
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Fig. 8. Categories of ratio percentage 

B. Optimizers of PGCNN 
We have implemented five types of optimizers to reduce 

the loss value for our dataset which is self-prepared and 
validated with an 80% - 20% proportion. RMSprop, Adam, 
Adamax, Adagrad, and SGD were selected because these are 
similar to Adam optimizers with momentum. 

TABLE IV. VARIOUS TYPES OF OPTIMIZERS TESTED IN PGCNN MODEL 

Sl. No. Optimizers Training 
Accuracy 

Validation 
Accuracy 

1. RMSprop 97.37 95.97 

2. Adam 98.17 97.58 

3. Adamax 96.56 91.13 

4. Adagrad 71.86 68.55 

5. SGD 78.34 76.61 

 
Fig. 9. Various optimizers 

From the above Table V and Fig. 9 we achieved high 
accuracy in the Adam optimizer for training and validation 
with all the optimizers. The algorithm used for optimizing the 
PGCNN model is Adam achieves the good results in faster 
manner. Adam is named as adaptive moment estimation to 
converge the model in smooth way. This optimizer utilizes the 
two optimizer benefits, they are AdaGrad and RMSProp. 

C. PGCNN Model Flow Diagram 
The Fig. 10 shows the flow diagram of PGCNN model 

with sequence of layers which executes the model to achieve 
good performance. First the input image with the size of 
224x224x3 has been fed into the classifier called sequential to 

arrange the layers stacked one by one to form a entire 
network. 

There are five convolutional layers constructed to convolve 
the image to extract the feature map as 16, 32, 64, 128 etc. First 
Conv2D layer with 64 filter to specify the depth of the filters 
and 3x3 dimensions of kernel/filter represents the height and 
depth of the matrix with padding same value, following the 
activation function as “ReLU” of non-linear function. Then to 
reduce the dimensionality of images we apply max_pooling of 
2x2 function. This reduces the size of the images with half the 
value from the previous layer input. By this way we are 
repeating five times of the convolution operation with filter of 
64 on 3x3 size kernel by applying “relu” activation function 
with the conclusion of convolution is max_pooling layer. 

 
Fig. 10. PGCNN model flow diagram 

TABLE V. VARIOUS RATIO OF PGCNN MODEL FOR TRAINING AND 
VALIDATION ACCURACY 

Sl. 
No. 

Sample 
Images 

Training 
Ratio (%) 

Validation 
Ratio (%) 

Training 
Accuracy 

Validation 
Accuracy 

1 

 
619 

90 10 0.9910 0.9677 

2 80 20 0.9939 0.9758 

3 70 30 0.9954 0.9140 

4 60 40 1.0000 0.8992 

After completing the convolution operation we are 
applying the flatten() class to convert the two dimension image 
into one dimensional vector. With 100 nodes of neurons we are 
having the dense layer as the previous layer of output layer to 
spread the probability of values from the fully connected layer 
by the activation function as “ReLU”. To improve the 
performance of PGCNN model and reduce the overfitting we 
added dropout function with 30% neurons to be dropped out 
randomly by selecting the important neuron and some of the 
neurons are ignored during training process. Dropout() is one 
of the type of regularization in deep learning models. 

Finally, we concluded with dense layer with single neuron 
for binary classification and the activation function of 
“sigmoid” is used for the classification of PGCNN model as 
healthy or unhealthy images. We used sigmoid activation 
function because this function supports the binary 
classification for PGCNN model. 
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91.94 91.94 92.9 93.01 
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VI. RESULTS 
The model creation and executions were performed in 

TensorFlow framework. Dataset has been prepared by self-
collected with the samples of total 619 groundnut leaves as 
two categories such as Unhealthy and Healthy options. The 
leaves were collected from the village near by Pudukkottai 
town, Tamilnadu at different times with different groundnut 
crops. 

The Table VI, Fig.11 and Fig. 12 explains about the results 
for the various ratios for the proposed PGCNN model for the 
groundnut leaves disease identification and classification of 
healthy and unhealthy category. We have taken four different 
ratios as 90-10%, 80-20%, 70-30% and 60-40% respectively. 
From these compilations we have achieved the good training 
accuracy and validation accuracy in 80-20% ratio. So, we 
freeze that ratio for further evaluation for PGCNN model. 
With the minimum number of sample images, the proposed 
model achieved 99.39% as the accuracy of training the model 
and 97.58% as the accuracy of validation of PGCNN model. 
The 90-10% ratio also achieves good training accuracy as 
99.10% and validation accuracy as 96.77% with the training 
loss of 01.04%, validation loss as 18.79%. Next ratio tested 
with 70-30%, it achieves the training accuracy of 99.54% and 
validation accuracy of 91.40% with 01.11% of training loss 
and 90.05% of validation loss. At last we have tested with the 
ration of 60-40% which achieves the training accuracy of 
100% and 89.92% of validation accuracy with the training loss 
of 00.41% and 39.59% validation loss. 

 
Fig. 11. Model training and validation accuracy graph 

TABLE VI. VARIOUS RATIO OF PGCNN MODEL FOR TRAINING AND 
VALIDATION LOSS 

Sl. 
No 

Sample 
Images 

Training 
Ratio (%) 

Validation 
Ratio (%) 

Training 
Loss 

Validation 
Loss 

1. 

619 

90 10 0.0194 0.1979 

2. 80 20 0.0148 0.1806 

3. 70 30 0.0111 0.9005 

4. 60 40 0.0041 0.3959 

 
Fig. 12. Model training and validation loss 

From the above details we have frozen the ratio for our 
PGCNN model as 80-20% for further evaluation of predicting 
the image as healthy or unhealthy. Because it ended up with 
good accuracy on both training and validation with less 
training and validation loss when compared to the other ratio 
results. 

The Fig. 13. explains that the identification of groundnut 
leaves as healthy or unhealthy by the classes we defined in the 
dataset, it classifies the category by class names if it falls on 
healthy or unhealthy classes. And also it shows that the label 
defined as 1 for unhealthy class and 0 for healthy class. 

 
Fig. 13. Identification and classification of groundnut leaf as unhealthy or 

healthy 

 
(a) 

0.991 0.9939 0.9954 1 
0.9677 0.9758 

0.914 0.8992 

0.8

0.85

0.9

0.95

1

1.05

90-10 80-20 70-30 60-40

Ratio Variations of Training and Validation Accuracy 
of Groundnut Dataset 

Training Accuracy Validation Accuracy

0.0194 0.0148 0.0111 0.0041 

0.1979 0.1806 

0.9005 

0.3959 

0

0.2

0.4

0.6

0.8

1

90-10 80-20 70-30 60-40

Ratio Variations of Training and Validation Loss of 
Groundnut Dataset 

Training Loss Validation Loss



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

372 | P a g e  
www.ijacsa.thesai.org 

 
(b) 

Fig. 14. (a). PGCNN model training and validation accuracy, (b). PGCNN 
model training and validation loss 

The Fig. 14(a) and Fig. 14(b) shows that the graph for the 
proposed model of PGCNN training, validation of accuracy 
and loss against the groundnut dataset which was collected 
from the field located nearby the Pudukkottai district. The 
curve indicates how the model fits into the accuracy of both 
training and validation data. The training loss indicates that 
the training data learns well and it decreases over time to fits 
the curve as good fit. The validation loss jumps up and down 
to fit into the curve for model that learns the new data to fit the 
curve in good fit. The above model learns all data in a good 
manner to fit the curve of loss that decreases in certain time. 
Likewise, the training and validation accuracy curve also fits 
in good manner by gradual increase in the curve. 

TABLE VII. COMPARATIVE ANALYSIS 

Sl. 
No 

CNN 
Models 

Training 
Accuracy 

Training 
Loss 

Validation 
Accuracy 

Validation 
Loss 

1 PGCNN 0.9939 0.0194 0.9758 0.1806 

2 AlexNet 0.9737 0.1039 0.7419 0.1148 

3 VGG11 0.6949 0.6160 0.6855 0.6229 

4 VGG13 0.6949 0.6159 0.6855 0.6228 

5 VGG16 0.6949 0.6161 0.6229 0.6855 

6 VGG19 0.6949 0.6161 0.6855 0.6229 

 
Fig. 15. Various model comparison on proposed PGCNN model 

The Table VII and Fig. 15 shows that the comparative 
analysis of six CNN architecture including the proposed 
PGCNN model. It shows that PGCNN gives good accuracy 
and reduced loss for training and validation process. Here we 
have taken AlexNet, VGG11, 13, 16 and 19 models. The 
reason behind the model selection like VGG series is that we 
have built the model based on this architecture. By comparing 
the obtained results of proposed model with the pretrained 
models like VGG architectures. The proposed model has 
achieved the good results as compared to VGG model 
architecture. 

VII. DISCUSSION 
This research paper discuses about the groundnut leaf 

diseases identification and classification as whether the leaf is 
healthy or unhealthy. For experimenting this dataset with 
appropriate base model we have gone through various paper 
as related works to concluded our model. With the use of 
literature review we confirmed to develop PGCNN model 
which we used CNN architecture as our baseline to implement 
the model. After implementing the model, we have compared 
with the pretrained CNN architecture for performance 
comparisons. We achieved the good performance accuracy 
compared to the pretrained models which has limited layers. 
The proposed model achieved the training accuracy of 99.39% 
and validation accuracy of 97.58%. Such that the training loss 
as 0.01% and validation loss as 0.18% respectively. These 
results achieved with 619 total images for the dataset which 
was collected from the fields. In future we are planning to 
collect more images for large dataset and also, we will be 
preparing our dataset to make as a benchmark dataset for 
publicly available for the researcher to use and explore it. In 
next section we concluded our research work that have done 
with the dataset by PGCNN model. 

VIII. CONCLUSION 
This paper was implemented with the dataset which was 

collected from the real-life scenario of field located nearby 
Pudukkottai, Tamil Nadu, India. Groundnut dataset has two 
category of groundnut leaves namely healthy and unhealthy 
for identification of diseases from the leaves. The detailed 
description of the groundnut dataset has been listed under the 
Section IV. Here we focused to identify and classify the 
dataset with two classes. Five different CNN architecture were 
designed and executed to compare the proposed model 
whether the PGCNN model performs well when compared to 
the pretrained architectures like VGG11, 13,16, etc. we used 
performance metrics as accuracy for all the architectures, in 
that PGCNN achieves good accuracy for both training and 
validation process. The proposed PGCNN training accuracy 
was 99.39% and validation accuracy was 97.58%. The model 
loss also reduced as compared to other models as training loss 
0.0194 and validation loss as 0.1806. 

In future we will be focusing the dataset on multi-class 
classification to classify the leaves by their diseased names 
and incorporate it into the prediction-based solutions. We will 
be focusing on more data to be collected on various seasons 
and measures the performance. 
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Abstract—In underdeveloped nations, severe lower 
respiratory infections are the principal reasons of infant 
mortality. The best treatments and early diagnosis are now being 
used to alleviate this issue. In developing nations, better 
treatment and prevention approaches are still required. Clinical, 
microbial, and radiographic clinical studies have a broad range 
of applicability within and across populations, and it much 
depends on the knowledge and resources that are made 
accessible in different situations. The most appropriate 
procedure is a chest radiograph (CXR), although pediatric chest 
X-ray techniques using machine intelligence are uncommon. A 
strong system is required to diagnose pediatric pneumonia. 
Authors provide a computer-aided diagnosis plan for the chest 
X-ray scans to address this. This investigation provides a deep 
learning-based intelligent healthcare that can reliably diagnose 
pediatric pneumonia. In order to improve the appearance of 
CXR pictures, the suggested technique also employs white 
balancing accompanied with contrast enhancement as a 
preliminary step. With an AUC of 99.1 on the testing dataset, the 
suggested approach outscored other state-of-the-art approaches 
and produced impressive results. Additionally, the suggested 
approach correctly classified chest X-ray scans as normal and 
pediatric pneumonia with a classification accuracy of 98.4%. 

Keywords—Contrast enhancement; convolution neural 
network; pediatric pneumonia; radiography; white balancing 

I. INTRODUCTION 
The most prevalent pathogens being the reason of mortality 

in kids is pneumonia. Pneumonia is a disease caused by 
infections such as viruses, bacteria, and fungi that enter the 
lungs and cause the alveoli to fill with inflammatory fluid. It's 
crucial to get this condition diagnosed early since it has 
devastating consequences, particularly in kids under the age of 
five, and can be controlled by doing so. More than 150 million 
kids below the age of five are affected with pneumonia 
annually, and 20 million of kids require hospitalization for 
treatment [1]. The most of pneumonia infections occur in 
developing and underdeveloped countries, where there is a lack 
of medical services, excessive urbanisation, pollution, and 
unclean air. Therefore, avoiding the condition from turning 
deadly can be greatly aided by early treatment and detection. 

The conventional biological diagnostics are inadequate to 
determine the cause of pediatric pneumonia since blood 
cultures are insensitive, pulmonary aspirates are difficult to 
collect, and antigen assays have poor specificity [2]. Presently, 
the diagnosis of pneumonia is determined by the patient's 
symptoms, the results of a CXR, the growth and susceptibility 
of the bacteria found in throat swabs or sputum specimens, and 
blood tests. Early detection of pediatric pneumonia is crucial in 

reducing repercussions since this illness is curable and may be 
prevented, particularly through vaccines. CXRs, while having a 
lower resolution than Magnetic Resonance Imaging (MRI) or 
Computerized Tomography (CT) scans, can nevertheless be 
utilized to conduct a wide range of evaluations. Radiographic 
diagnosis of pediatric pneumonia is very subjective and is 
reliant on the radiologist's skill and understanding. High 
definition MRI and CT scans make it simpler to detect 
pneumonia, though most radiologists prefer to utilize CXRs for 
evaluations due to the faster turnaround time and economical 
nature of the technology. Radio-opacities or white patches in 
the airways, especially in the alveoli, are typically seen on a 
scan of pneumonia and signify the existence of chronic 
effusion. Attributed to the reason that some illnesses might 
resemble similar indications, these radiological observations 
can be challenging for a trainee radiologist and result in 
incorrect positives and negatives. Fig. 1 displays examples of 
CXR pictures from the pediatric population that have been 
categorized as normal and pneumonia for this research. 

Artificial intelligence (AI) has notably been utilized to 
diagnose pneumonia-related abnormalities in radiographic 
scans. Deep Learning (DL) techniques are the most well-
known and commonly used approach for detecting and 
classifying clinical pictures in general, and pneumonia 
specifically, owing to the abundance of tagged CXR resources 
and ubiquitous, reasonably priced computer capacity. These 
technologies carry the potential and can diagnose numerous 
illnesses with conventional physician precision [3]. 

In earlier investigations, various unique data pre-processing 
methods have been demonstrated to be helpful in a wide range 
of applications [4], including voice recognition, hand motion 
detection utilizing sonography [5], and hand motion 
identification utilising navigation systems [6]. In the job of 
classifying natural photographs, Convolutional Neural 
Networks (CNNs) has demonstrated excellent outcomes. 
Clinical scans, on the other hand, can be found in three-
dimensional RGB, four-dimensional, or two-dimensional with 
grayscale files, whilst natural photographs are often found in 
two dimensional RGB file types. This necessitates a lot of 
adjusting. Another important distinction relates to illumination 
changes. In addition, natural images are typically recognised 
by their edges, fundamental shapes, relationships between 
nearby pixels, etc., while each pixel's illuminance extent or 
severity are not important characteristics for their 
identification. Conversely, when it comes to clinical scans, 
particularly CXR scans, each pixel's luminance is key for 
identifying the image's impacted areas. This is incredibly 
important for spotting anomalies in CXR scans. So, developing 
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a reliable and effective model for spotting anomalies in clinical 
scans requires good image pre-processing. Thus, current study 
adopts a technique that combines white balance and contrast 
enhancement as a stage in the pre-processing of input for 
picture improvement. 

 

 
Fig. 1. Samples of CXR images. 

The system takes advantage of a multi-layered CNN to 
accurately predict pneumonia by automatically extracting 
information from radiography scans. While screening pediatric 
pneumonia, computer assisted diagnostic (CAD) technologies 
can take the place of radiologist discretion. They are also 
useful in rural places or nations without access to technology, 
such as radiological competence, to corroborate diagnostic 
evidence. This study suggests a cutting-edge model that can 
distinguish between pneumonia and the usual. The key 
contributions of this research are listed below. 

• With a remarkable good accuracy of 98.4%, the new 
proposed design can differentiate between pediatric 
pneumonia and normal. 

• In addition to accuracy, the model's sensitivity, 
specificity, precision, and F1-score are all 0.9841, 
0.9837, 0.9898, and 0.9867, respectively. 

• The error symbolized by the False Positives (FP) and 
False Negatives (FN) is close to 1.6%. 

• The efficiency of the suggested design is significantly 
better than the most recent models stated in the 
literature. 

The manuscript is further divided into sections. Section II 
highlights the related work. Section III introduces the proposed 
model. Section IV elaborates the experiment conducted and 
results achieved. Section V, finally concludes this research. 

II. RELATED WORKS 
Major innovations in deep learning have made it possible to 

automate CXR interpretation with accuracy on par with that of 
professional specialists [7, 8, 9, 10]. By decreasing ambiguities 
in explanation and encouraging increasingly broad use of 
radiological outcomes in scientific studies, automating the 
diagnosis through CXR may increase sample performance. 

Transfer learning was used by Kermany et al. [11] to build 
a CNN model that could identify pneumonia in CXR scans. 
CXR images   have been classified by Rajaraman et al. [12] as 
diagnose bacterial and viral pneumonia using a CNN-based 
approach. Rather than employing the entire picture, they 
trained CNN models using regions of concern that only contain 
the lungs. A 121-layer CNN model called CheXNet was 
created by Rajpurkar et al. [13]. One million CXR scans with 
14 distinct illnesses were used to train CheXNet. 420 CXR 
scans have been used to evaluate the suggested model, and the 
findings were contrasted to those of professional radiologists. 
As a consequence, it has been discovered that the CNN model 
outperformed radiologists generally in spotting pneumonia. A 
CNN model was presented by Stephen et al. [14]. They built 
the CNN model from the beginning to classify images from a 
particular CXR scan to obtain outstanding generalization 
ability that they utilised to assess whether or not a patient has 
been afflicted with pneumonia. This differs from prior methods 
relying simply on transfer learning or classic handmade 
approaches. 

Liang et al. [15] used backpropagation and expanded 
convolution techniques to achieve pneumonia diagnosis with a 
CNN framework. While categorising CXR scans, they 
additionally identified the transfer learning impact on 
convolutional networks. A sequential CNN model comprising 
eighteen layers that automatically diagnoses pneumonia has 
been suggested by Siddiqi [16]. Gu et al. [17] suggested a two-
stage technique for discriminating between distinct types of 
pneumonia. The transfer learning approach has been employed 
by Rahman et al. [18] to conduct the pneumonia prediction 
leveraging four pre-trained CNN models. They used three 
distinct categorization techniques to label CXR scans. Three 
well-known CNN models have been employed by Togacar et 
al. [19] for the feature extraction step. Researchers built every 
model independently employing the same input, and based on 
the final fully linked layers of every CNN, they extracted 1000 
characteristics. For the pneumonia identification challenge, 
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1000 characteristics have been produced, and these 
characteristics have been used as inputs to machine learning 
classifier. A CapsNet CNN architecture with multi-layered 
containers has been introduced by Mittal et al. [20] for the 
detection of pneumonia in CXR scans. 

III. PROPOSED MODEL 
The objective of current research is to devise an automatic 

pediatric pneumonia recognition system that can assist in the 
absence of radiologist. Fig. 2 shows the strategy suggested in 
this research for identifying pediatric pneumonia utilizing CXR 
scans. The whole architecture is divided into four phases, i.e., 
pre-processing model, pre-trained model, interim model and 
outcome model. 

A. Pre-processing Model 
The image pre-processing model enrich the input by 

performing four operations i.e., image enhancement, 
normalization, resizing and data augmentation. 

1) Image enhancement: Image enhancement start with 
white balancing followed by contrast enhancement. The image 
processing technique known as white balance is used to 
correct the colour integrity of a CXR scan. The scan recording 
technology does not perfectly capture light like the naked eye 
does because of the low illumination circumstances in clinical 
scans, which made certain portions of the scan look dark. The 
finished scan should thus accurately reflect the colours of the 
actual picture through image processing or restoration. This 
investigation's goal is to make the scan more visible so that the 
suggested model may identify important information from it. 
Through the separate stretching of the RGB channels, the 
white balance technique modifies the colours of the scan's 
layered structure. Stretching is done for the leftover colour 
range whilst discarding the pixel colours that are near the 
terminus of the RGB channels and are only employed by 

0.05% of the pixels that comprise the scan. After this 
procedure, the minimum and maximum limit readings would 
not be adversely affected by pixel colours that were seldom 
existent at the channel's terminus when stretching [21]. In this 
solution, we have implemented a white balance as depicted in 
Eq. (1) and Eq. (2). 

Ip = 1
3
�∑ 1

W∗Hi∈R,G,B ∑ ∑ imagei(x, y)H
y=1

W
x=1 � ∗ p%     (1) 

Imagewhite_balance = Sat �∑ imagei− Ip∗255i∈R,G,B
I99.05− I0.05

�      (2) 

where Ip denotes the pth aggregate percent of RGB 
channels, and Sat() performs saturation operation within the 
range of (0,255). Imagewhite_balance presents the white balanced 
channels pixel values. 

After the white balancing, contrast enhancement is 
achieved through Contrast Limited Adaptive Histogram 
Equalization (CLAHE) [22], which is an upgradation of 
adaptive histogram equation (AHE) [23]. AHE divides the 
original picture into a number of smaller pictures, sometimes 
referred to as tiles. This approach employs the intensity 
rebinding algorithm for every tile to be derived from the 
histogram of every tile, which is generated and correlates to 
various regions of the picture. 

This technique over-intensifies the image, which brings 
noise into the picture [23]. To handle this noise, authors adopt 
the CLAHE algorithm. The CLAHE algorithm operates exactly 
like the AHE algorithm, except before generating the 
continuous distribution function, it slices the histogram at 
particular values to restrict the intensification. The histogram's 
over-intensified portion is further dispersed throughout the 
histogram. CLAHE had remarkable results in improving CXR 
scans in one of the earlier research [24] and was deemed 
helpful in analysing a wide range of medical pictures. 

 
Fig. 2. Proposed model. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 14, No. 2, 2023 

377 | P a g e  
www.ijacsa.thesai.org 

2) Normalization, resizing & data augmentation: Low-
quality or low-resolution CXR scans have not been excluded; 
all of the CXR scans have been used, normalised, and resized 
to 224*224*3 as the current proposal specifies. A huge 
collection is needed for the neural network to be trained 
effectively. CNN models rarely generalise when built on a 
smaller dataset, which results in low test performance [25, 26]. 
One approach to resolving this issue is data augmentation, 
which effectively enhances the underlying dataset. There have 
been 3883 pneumonia-infected CXR scans and 1349 normal 
CXR scans in the train set employed in this research. Just the 
scans of the normal case have been augmented two times since 
the collection already provided adequate scans of the 
pneumonia incident. Authors augmented the CXR scans in 
three steps considering that not all augmentation techniques 
worked well with CXR images: i) random flipping (to 
negotiate directly with pneumonia signs on every edge of the 
CXR), ii) random shearing (to get a profound understanding of 
the relationship between pixels), and, iii) differing rotation 
[27]. After augmentation, there have been 3883 scans of 
pneumonia and 4047 scans of normal. Scans from the testing 
dataset have not been enhanced. 

B. Convolution Neural Network Model 
The proposed CNN model is divided into three phases 1) 

Pre-trained model, 2) Interim model, and 3) Outcome model. 

1) Pre-trained model: The pre-processed scans are stuffed 
as input to the pre-trained model. This phase of the proposed 
model is a CNN framework with two convolution filtering 
layers on top and one pooling layer. Subsequently, one 
pooling layer and three convolution filtering layers are applied 
twice. The SoftMax conclusion is the result of three entirely 
interconnected layers that make up the architecture's intellect. 
One million ImageNet [7] annotated images with 224*224*3 
colour images assigned to 1000 class labels are used to pre-
train the classifiers. Authors have chosen the top seven layers 
of this framework to serve as our pre-trained model. 

2) Interim model: Given the fact that our intended 
collection of CXR scans comprises "big 3-channeled images," 
authors initially make minor restructuring to the pre-trained 
model while keeping its core values. Through our own unique 
layers, we deliberately altered the final grades of the initial 
model. Our method employs three filters to create a three-
channel extracted features while maintaining kernel size and 
latency hyper-parameters that are similar to the primary 
convolutional of the original incarnation. Authors utilize the 
legitimate activation function while applying the preliminary 
idea. Authors want to refine the previous concept for a 
"middleman" zone while both training and developing the 
layers to get the interim model. The last level of the interim 
phase is modified to anticipate certain classes since the large 
clinical images are more akin to CXR scans. This model's 
outcome is identical to the preceding tightly compacted layer 
input, with arbitrary vertices set to zero. The result would be 
labeled as Outputinterim. 

3) Outcome model: In order to connect the interim model 
results to the arena of CXR scan, which constitutes a last 
dense layer employing "softmax" activation function, authors 
adopt 224*224*3 inputs obtained from pre-trained model. 
Researchers can use a larger input dimension in addition to the 
advantage of translating a model of imaging modalities to the 
CXR arena. This has the benefit of producing more distinctive 
patterns since larger pictures contain greater info. Authors 
include a pre-trained model using the 3-channeled images 
from the result zone after 50 epochs of the interim solution. 
This output model distinguishes between normal and pediatric 
as Outputfinal. 

Outputfinal = max_index �e
Outputinterim_i

ei1+ei2
�             (3) 

where, Outputinterim_i denotes the input vector, ei presents 
the exponential function and max_index() operation calculates 
the index of class (i.e., 1 or 2) depicted by maximum instances 
of input vector. 

IV. EXPERIMENTS AND RESULTS 
This section provides the precise details of the tests that 

have been carried out to evaluate the suggested framework. 
The CNN model have been implemented using the Keras 
toolkit alongside TensorFlow.  On a machine featuring 64 GB 
of RAM and an NVIDIA 1080 Ti graphics card, processing has 
been conducted. 

A. Dataset 
CXR scans of kids are much more troublesome than those 

of grownups. Particularly, poor posture and even the existence 
of limbs like arms and necks pose a challenge to educate the 
network and locate the pneumonia that is associated with the 
issue. A collection of CXR scans collected by Kermany et al. 
[28] has been employed in the investigation. This dataset 
comprises of 5856 scans of kids between the ages of one and 
five that have been classified as pneumonia and normal by 
qualified radiologists. Two subgroups of the training examples 
in the dataset have been provided: 1349 normal scans and 3883 
pneumonia scans. Similarly, the testing dataset in the scans 
have been split into 234 normal scans and 390 pneumonia 
scans. 20% of the training examples has been employed for 
validation, and the remaining 80% for training. The adopted 
dataset has already secured the testing data. This data 
collection has been employed in several academic 
investigations, and various categorization techniques have been 
applied on it [29]. 

B. Results 
The proposed framework has been trained to distinguish 

between scans of pediatric pneumonia and scans of normal 
CXR, and the prototype appears to have learnt how to address 
this issue successfully and effectively. It appears to have been 
successful in locating the properties associated with the 
particular category. Fig. 3 and Fig. 4 depict the accuracy and 
loss attained in the proposed model corresponding to 50 
epochs, respectively. Considering accuracy and loss values, the 
suggested model generated the highest outcomes. 
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Fig. 3. Accuracy comparison of training and testing dataset. 

 
Fig. 4. Loss comparison of training and testing dataset. 

The confusion matrix is depicted graphically in Fig. 5 of 
the classifier's effectiveness, in which the rows correspond to 
the forecasts and the columns to the original category. The 
amount of correctly and incorrectly classified scans is shown in 
the confusion matrix, and it is evident that the suggested 
framework has been able to distinguish between the underlying 

categories with 98.4% accuracy. Further, the error symbolized 
by the False Positives (FP) and False Negatives (FN) is close to 
1.6%. In addition to accuracy, the model's sensitivity, 
specificity, precision, and F1-score are all 0.9841, 0.9837, 
0.9898, and 0.9867, respectively. 
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Fig. 5. Confusion matrix. 

The Receiver Operating Characteristic (ROC) curve for the 
suggested model is depicted in Fig. 6. The curve illustrates is a 
critical performance indicator for every classification model. 
The AUC is approximately one (0.991 for pneumonia and 
0.986 for normal) and the slope in the graph is extremely close 
to the upper left corner, showing excellent result in 
differentiating between the two categories. The curve also 
demonstrates that the suggested model's capacity to distinguish 
between pediatric pneumonia and normal is nearly comparable. 

 
Fig. 6. Receiver operating characteristic curve. 

C. Comparative Study with State-of-the-Art Methods 
In Table I, a comparison research is shown. The suggested 

approach is compared against other prevailing techniques' 
accuracy. In order to classify cases of pneumonia, Liang et al. 
[15], Zubair et al. [30], and Mahmud et al. [31] employed 
simple transfer learning techniques and reached accuracy levels 
of 90.5%, 96.6%, and 98.1%, respectively. Using specially 
designed CNNs, Rajaraman et al. [12] have been able to attain 
an accuracy of 96.2%. An accuracy of 96.36% has been 
obtained by Chouhan et al. [32] who developed an ensemble 
model to aggregate estimates from various deep learning 

algorithms. The quantity of deep features has been decreased 
by Togacar et al. [19], who claimed accuracy of 96.84%. An 
accuracy of 98.0% was attained by Rahman et al. [18] using 
CNNs. Hashmi et al. [33] attained an accuracy of 98.3%. The 
strategy proposed in current research performed better than the 
existing approaches and achieved an accuracy of 98.4% with 
precision, recall, and AUC of 0.9898, 0.9841, and 0.991, 
respectively. 

TABLE I.  COMPARISON WITH STATE-OF-THE-ART METHODS 

Model Accuracy Precision Recall AUC 

Liang et al. [15] 90.50% 0.891 0.967 0.927 

Rajaraman et al. [12] 96.20% 0.962 0.995 0.993 

Chouhan et al. [32] 96.39% 0.9328 0.996 0.9934 

Zubair et al. [30] 96.60% 0.972 0.981 - 

Togacar et al. [19] 96.84% 0.9688 0.9683 0.968 

Rahman et al. [18] 98.00% 0.97 0.99 0.98 

Mahmud et al. [31] 98.10% 0.98 0.985 0.983 

Hashmi et al. [33] 98.30% 0.9825 0.9814 0.9971 

Proposed Model 98.40% 0.9898 0.9841 0.991 

V. CONCLUSIONS 
The most common cause of mortality for kids under the age 

of five globally is pneumonia. Chest X-rays are evaluated by 
qualified radiologists to diagnose pneumonia. However, it 
takes a lot of time and is tiresome. Methodologies for 
biomedical image diagnostics have a lot of potential for use in 
clinical image analysis. In this study, authors provide an 
efficient deep learning algorithm for more accurate pediatric 
pneumonia detection from CXR scans. By using sophisticated 
pre-processing techniques to render CXR scans more visible, 
the suggested method collects low-level feature space, enabling 
recognition of complicated trends from clinical scans on a par 
with skilled radiologists. The suggested approach may aid in 
illness detection and support radiologists in the patient care. To 
evaluate the effectiveness of the suggested model, several 
metrics, including accuracy, sensitivity, specificity, precision, 
and AUC score, are calculated. On the testing dataset, the 
suggested model achieved a precision of 0.9898, an F1-score of 
0.9867, an AUC score of 0.991, a sensitivity of 0.9841, a 
specificity of 0.9837, and an accuracy of 98.4%. Furthermore, 
based on the current evaluation criteria, the suggested model 
beats cutting-edge architectures. 
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Abstract—Providing reliable health information to a 

community can help raise awareness of the dangers of diseases, 

their causes, methods of prevention, and treatment. Indonesians 

are facing various health problems partly due to the lack of 

health information; hence, the community needs media that can 

effectively provide reliable health information, namely a question 

answering (QA) system. The frequently asked questions are non-

factoid questions. The development of answer selection based on 

the classical approach requires distinctive engineering features, 

linguistic tools, or external resources. It can be solved using deep 

learning approach such as Convolutional Neural Networks 

(CNN). However, this model cannot capture the sequence of 

words in both questions and answers. Therefore, this study aims 

to implement a long short-term memory (LSTM) model to 

effectively exploit long-range sequential context information for 

an answer selection task. In addition, this study analyses various 

hyper-parameters of Word2Vec and LSTM, such as the 

dimension, context window, dropout, hidden unit, learning rate, 

and margin; the corresponding values that yield the best mean 

reciprocal rank (MRR) and mean average precision (MAP) are 

found to be 300, 15, 0.25, 100, 0.01, and 0.1, respectively. The best 

model yields MAP and MRR values of 82.05% and 91.58%, 

respectively. These results experienced an increase in MAP and 

MRR of 18.68% and 46.11%, respectively, compared to CNN as 

the baseline model. 

Keywords—Answer selection; health information; long short-

term memory; LSTM; question answering 

I. INTRODUCTION 

Providing reliable health information to a community can 
help raise awareness of the dangers of diseases, their causes, 
methods of prevention, and treatment. Indonesians are facing 
various health problems partly due to the lack of health 
information, including the dangers of smoking, nutritional 
problems (stunting and obesity), and serious diseases such as 
heart disease, cancer, and diabetes. Therefore, the community 
requires media that can provide health information 
appropriately, namely a question answering (QA) system. 

The QA system is a natural language processing (NLP) 
application that provides specific answers to the 
questions/queries posed by the user. The QA system is 
different from a search engine in that the latter will return a set 
of documents that may contain answers, and users are required 
to read the documents and search for the exact answers or 
infer from the set of documents presented. Therefore, the 
process of finding answers in a QA system is more complex 

than the process of finding documents presented by a search 
engine. 

Various QA systems have been developed for both the 
non-Indonesian QA system and the Indonesian QA system. 
The following QA systems have been developed for non-
Indonesian documents: the English QA system [1]–[3], 
Chinese QA system [4], Spanish QA system [5]–[7], and 
French QA system [8], [9]. The Indonesian QA system 
includes QA statistical and linguistic knowledge systems [10], 
syntactic-semantic processing QA systems [11], [12], QA 
systems based on machine learning cross-language QA 
systems [13], pattern matching QA-based systems [14], and 
pipeline-based cross-language QA systems [15]. In addition, 
the Indonesian language QA system has been developed for 
closed-domain QA [16]–[18]. 

QA systems are differentiated on the basis of the type of 
questions handled, which are divided into five categories: 
factoid, non-factoid, yes-no, list, and opinion [19]. Factoid 
questions have answers in the form of date, quantity, location, 
person, organisation, and name (in the form of nouns) in 
addition to the location, person, and organisation categories 
[13]. Non-factoid questions are those whose answers are 
generally used to understand something. Non-factoid 
questions have six categories: question definitions, reasons, 
methods, degrees, changes, and details [20]. Overall, the 
Indonesian QA system is still limited to factoid questions, 
with hardly any non-factoid questions. Related to health 
information, the types of questions that are commonly 
encountered are non-factoid questions. 

Several studies have been conducted on non-factoid 
Indonesian QA systems but for non-health data domains. 
Moreover, these studies generally used a classical approach 
such as pattern matching and semantic analysis [21], case-
based reasoning [16], and similarity score technique [19]. 
They provide a good performance only when all the patterns 
of the answer pairs have been defined, making it appropriate 
only for certain knowledge domains. In addition, the studies 
were generally implemented for non-factoid questions related 
to definitions, reasons, and method categories. 

Now-a-days, deep learning models have been widely 
developed for solving several problems using various types of 
datasets, such as those containing images, signals, and text. 
Some examples of deep learning implementation using textual 
data include sentiment analysis [22], [23], machine translation 
[24], [25], summarisation [26], [27], and QA. A deep learning 
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model can be implemented in a QA system as a model for 
selecting the exact answer from a set of candidate answers, 
also known as the answer pool. The deep learning model does 
not require feature engineering, linguistic tools, or external 
resources [28]. Feature engineering is the stage wherein 
representative features, such as term frequency–inverse 
document frequency (TF-IDF) and bag-of-words, are 
determined. The linguistic tools are linguistic rules and syntax. 
The implementation of deep learning in a QA system requires 
a convolutional neural network (CNN). However, this model 
cannot capture the sequence of words in both questions and 
answers. This can be overcome by implementing long short-
term memory (LSTM). 

Therefore, this study aims to implement an LSTM as a 
model for selecting non-factoid answers in the Indonesian 
question answering system (IQAS) for Health Information. As 
mentioned earlier, the LSTM model has never been 
implemented for answer selection in the IQAS, neither in a 
specific data domain nor in the general data domain. Hence, 
the first step in this approach is to train the word2vec model 
on a health information corpus obtained from various popular 
health websites written in the Indonesian language. In 
addition, this study empirically analyses the effect of 
Word2Vec hyper-parameters, such the dimensions and the 
context window size, on the performance of the LSTM model 
in selecting the right answer to a question. Furthermore, the 
effect of varying the LSTM hyper-parameters on the 
performance of the LSTM model as a model for selecting 
exact answers from an answer candidate pool was studied; 
thus, we established the best answer selection model. 

The contributions of this paper are summarised as follows: 

 A pre-trained Word2Vec model for the Indonesian 
language, specifically on health information. 

 An investigation related to the influences of the 
dimensions and context window size of Word2Vec on 
the performance of the LSTM model in selecting 
answers. 

 An analysis of the influences of the hyper-parameters 
on the LSTM model, including the dropout, number of 
hidden units, learning rate, and margin size, on the 
performance of the LSTM model for answer selection. 

 A pre-trained LSTM model for non-factoid answer 
selection in the IQAS for health information. 
Subsequently, it was implemented as a web-based 
application. 

The rest of this paper is organised as follows. Section II 
describes related work, including a general description of the 
answer selection task and LSTM in detail. A detailed 
explanation of the proposed framework is presented in Section 
III, including descriptions of data collection, training process 
of Word2Vec, generation of the answer selection model based 
on the LSTM, and model evaluation. Section IV presents the 
experimental results. Finally, in Section V, we draw some 
conclusions from the results. 

II. RELATED WORKS 

A. Answer Selection Task 

Answer selection is a subtask of the QA system that 
performs the process of selecting sentences containing the 
required information from a set of candidate answers [29]. 
Answer selection involves not only matching the terms in the 
question and answer but also finding the same semantic 
meaning from both the question and answer. Formally, the 
answer selection problem can be described as follows: 

 There is a question q and answer candidate pool 
             that contains a set of answer candidates 
for a particular question. 

 The aim of answer selection is to select the best answer 
candidates from the answer candidate pool. 

Therefore, the answer selection task can be formulated as a 
ranking problem, giving better ranks to answers that are more 
relevant to the respective question. Some of the ranking 
function approaches include pointwise, pairwise, and list wise 
[30]. This study implements a pairwise approach to train the 
ranking function to give higher scores for correct answers and 
lower scores for wrong ones. 

B. Long Short-Term Memory 

The LSTM model is a popular variation of the recurrent 
neural network (RNN) method. The RNN method is widely 
used to solve data problems whose order requires attention. 
The LSTM model overcomes the gradient vanishing problem 
of the RNN method. In addition, LSTM model is more 
capable of dealing with the context of long and sequential 
information. The LSTM model used in this study is the one 
introduced in [31]. 

The LSTM model is designed to solve the gradient 
vanishing problem using a gate mechanism. Its architecture 
has three gates, namely an input gate 𝒊𝑡, a forget gate 𝒇𝑡, and 
an output gate 𝒐𝑡, and a memory cell 𝑪𝑡. The LSTM can add 
or reduce information into the cell state, which is regulated by 
the gate. The input gate is responsible for determining new 
information to be added to the memory cell. The forget gate 
determines which information will be saved or deleted. 
Finally, the output gate is responsible for determining the 
information that will be used as output. Fig. 1 shows the 
LSTM cells. 

The hidden state 𝒉𝑡 is calculated on the basis of the three 
LSTM gates. The size of the hidden state is determined by a 
parameter called the hidden unit. The hidden unit is a 
parameter in the LSTM that shows the vector dimension of the 
hidden state 𝒉𝑡 for each time step. Mathematically, the LSTM 
model is defined as follows: 

         𝑡)      𝑡   )    ) (1) 

    (    𝑡)      𝑡   )    ) (2) 

         𝑡)      𝑡   )    ) (3) 
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Fig. 1. LSTM cell 
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       ̃          (5) 

              ) (6) 

The LSTM architecture has three gates (input  , forget  , 
and output  ) and a cell memory vector  .   is the sigmoid 
function.  ,  , and   are the network parameters. 

III. METHODOLOGY 

This section describes the proposed framework used in this 
study, comprising four main processes. Fig. 2 shows its 
general description. 

The research framework comprises four main processes: 
data collection, training process of Word2Vec, generating an 
answer selection model based on the LSTM, and model 
evaluation. The detailed explanations for each process are 
given in the following subsections. 

 

Fig. 2. Framework of this study comprising four main processes: data 

collection, word2vec training, LSTM-based answer selection modelling, and 

model evaluation 

A. Data Collection 

In this process, two types of datasets are formed: a QA 
dataset (pair of question-and-answer datasets) and a health 
article dataset. The QA dataset was created by collecting 
question and answer pairs from popular health sites in 
Indonesia, namely hellosehat.com, alodokter.com, and 
halodoc.com. Non-factoid questions on topics of diseases and 
medicines are used as questions. The categories of the 
questions are definitions, reasons, and methods. In total, 750 
pairs of questions and answers are formed, consisting of 355 
pairs for definitions, 145 pairs for reasons, and 250 pairs for 
methods. The article dataset is established using all the articles 
from the three websites through data scraping. 

B. Training Process of Word2Vec Model 

The Word2Vec model is a word embedding algorithm 
proposed in [32] to learn vector representations. Vector 
representations can efficiently capture the semantic meaning 
of the words represented. The word vector tends to obey the 
laws of analogy and describe intuition. Words known as 
synonyms have the same vector in the cosine equation, 
whereas antonyms have different vectors. Therefore, the 
representation of words in the vector space is useful for 
achieving better performance on NLP problems by grouping 
similar words. 

The dataset used in Word2Vec training is the article 
dataset. The article dataset contains articles on diseases and 
medicines found on the three sites previously described. The 
number of vocabularies formed was 44,700. The Word2Vec 
model used is skip-gram, and the evaluation method is 
hierarchical softmax. Fig. 3 illustrates the skip-gram 
architecture. 

 

Fig. 3. Illustration of skip-gram architecture of Word2Vec model 
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C. Generating Answer Selection Model based on LSTM 

Modelling for answer selection uses a Siamese 
architecture. This type of architecture can be used to measure 
the relevance of candidate answers to a question. Fig. 4 shows 
the Siamese architecture of the LSTM-based answer selection 
model. In the embedding layer, the inputted sentences (i.e., the 
candidate answer and the question) are converted into vector 
representations generated by Word2Vec training. Thereafter, 
in the encoding layer, the same encoder is used to create 
distributed vector representations for the input sentences 
separately. The encoding layer adopts the QA-LSTM using a 
bidirectional LSTM (biLSTM) model. During the encoding 
process, the questions and answers do not have explicit 
interactions. 

Bidirectional LSTM utilises both the previous and future 
contexts by processing in two directions and generates two 
independent sequences of LSTM output vectors. The two 
output vectors are concatenated as follows: 

The implementation of max pooling was used to generate 
representations for the questions and answers based on the 
word-level biLSTM outputs. The relevance scores of the 
candidate answers to a question are obtained based on pooled 
vectors. Subsequently, using the cosine similarity measures 
the distance between the candidate's answer and the question. 

D. Model Evaluation 

The evaluation techniques used are the mean reciprocal 
rank (MRR) and mean average precision (MAP), which are 
the standard metrics for information retrieval and QA. The 
MRR can be calculated as follows: 

 

Fig. 4. Siamese architecture of LSTM-based answer selection 
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The MAP can be calculated as follows: 
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IV. RESULTS AND DISCUSSION 

A. Experimental Setup 

The data used in this research are in the form of 750 
question–answer pairs. There are 1564 unique answers 
collected in the answer space.  With regard to the distribution 
ratio of the training and test data, 70% is for training and 30% 
is for testing. Following the data distribution, we have 525 
pairs as training data and 225 pairs as test data. The pool size 
is 50. It was generated by sending the ground-truth answers to 
the pool and randomly sampling negative answers from the 
answer space until the pool size reached 50. 

The experiment employs several hyperparameters of the 
Word2Vec model and LSTM. Each model is trained for 100 
epochs. The Word2Vec hyperparameters are dimension (100, 
200, and 300) and context window (5, 10, and 15). At the 
same time, the LSTM hyperparameters are dropout (0.25, 0.5, 
and 0.75), number of hidden units (50, 75, and 100), learning 
rate (0.00001, 0.0001, 0.001, and 0.01), and margin (0.05, 0.1, 
and 0.15). 

B. Experimental Scenarios 

Several scenarios are established to determine the impacts 
of the various parameters tested on the performance of the 
proposed model; scenarios 1, 2, 3, 4, 5, and 6 are for the 
Word2Vec dimension, context window, dropout, hidden unit, 
learning rate, and margin, respectively. Fig. 5 shows the 
overview of these scenarios. 

 

Fig. 5. Six hyperparameters are tested. Each combination produces a model 

that calculates the MRR and MAP values. The overall results are analysed 
through seven scenarios. The best model is obtained from the model that 

produces the best MRR and MAP values 

C. Experimental Results and Analysis 

Scenario 1 is aimed at studying the impact of Word2Vec 
dimensions on the MRR and MAP results. Table I shows that 
the model yields the best averages of MRR (78.75%) and 
MAP (63.70%) when the Word2Vec dimension is 300. The 
MRR and MAP values are directly proportional to the 
dimensions of Word2Vec; therefore, the higher the 
dimensions of Word2Vec, the higher the MRR and MAP 
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values. The Word2Vec dimension represents the size of the 
learned word vector, or it can be referred to as the features of 
each word. A higher dimension tends to capture more 
information and better word representations. 

Scenario 2 is aimed at studying the impacts of context 
window on the MRR and MAP results. The best averages of 
the MRR and MAP values are obtained when the context 
window is 15, as shown in Table II. From the table, it can be 
concluded that the averages of the MRR and MAP are directly 
proportional to the context window, which means that, the 
larger the context window size, the higher the average MRR 
and MAP values. The size of the context window defines the 
range of words to be included as the context of a target word. 
For instance, a window size of 5 takes five words before and 
after a target word as its context for training. A larger context 
window is required to answer non-factoid questions on health 
information because this type of question requires a longer 
answer. Moreover, answers related to health information 
typically have a long explanation. 

Scenario 3 is aimed at studying the impacts of dropout rate 
on the MRR and MAP results. The best MRR and MAP 
values are 81.25% and 66.58% when the dropout value is set 
to 0.25. From the average MRR and MAP obtained for all the 
tested dropout values, it can be concluded that the dropout 
value is inversely proportional to the average MRR and MAP, 
which means that, the lower the dropout value, the higher the 
MRR and MAP. Dropout refers to ignoring units (i.e. neurons) 
during the training phase of a certain set of neurons. A higher 
dropout value indicates that more neurons are ignored, and this 
will cause the model to lose its ability to learn. Moreover, the 
dropout performed on the LSTM model can make the model to 
be more limited in keeping the memory. Therefore, lower 
dropouts are considered better for storing memory in the LSTM 
model. Table III lists the results of scenario 3. 

TABLE I. PERFORMANCE COMPARISON WHEN VARYING THE WORD2VEC 

DIMENSIONS 

Dimension 
Average of MAP 

(%) 

Average of MRR 

(%) 

100 56.76 72.91 

200 61.77 77.23 

300 63.70 78.75 

TABLE II. PERFORMANCE COMPARISON WHEN VARYING THE CONTEXT 

WINDOWS 

Context 

Window 

Average of MAP 

(%) 

Average of MRR 

(%) 

5 58.24 74.30 

10 61.15 76.63 

15 62.84 77.96 

TABLE III. PERFORMANCE COMPARISON WHEN VARYING THE DROPOUT 

RATES 

Dropout 

Rate 

Average of MAP 

(%) 

Average of MRR 

(%) 

0.25 66.58 81.25 

0.5 62.14 77.50 

0.75 53.51 70.14 

Scenario 4 is aimed to study the impacts of hidden units on 
the MRR and MAP results. As mentioned before, this study 
applies different numbers of hidden units: 50, 75, and 100. 
From Table IV, it can be concluded that the number of hidden 
units is directly proportional to the average MRR and MAP. 
The output dimension determines the number of dimensions 
for each word in the input sequence. Dimension implies the 
number of features to be remembered. The best averages of 
MRR and MAP are obtained under a hidden unit value of 100. 
This is because using more features provides a better 
representation than using fewer features. 

Scenario 5 is aimed at studying the impacts of the learning 
rate on the MRR and MAP results. Several learning rates were 
set: 0.01, 0.001, 0.0001, and 0.00001. Based on Table V, it 
can be concluded that the learning rate is directly proportional 
to the averages of MRR and MAP. The best averages of MRR 
and MAP are obtained under a learning rate of 0.01. As 
explained in the experimental results section, all the models 
are trained for 100 epochs. The learning rate is a 
hyperparameter that helps control the degree of model change. 
A low learning rate may result in a long training process that 
could get stuck, making it difficult to converge. These results 
can be obtained because the epoch used tends to be small; 
therefore, a high learning rate will decrease the MRR and 
MAP values. 

Scenario 6 is aimed at studying the impact of margin on 
the MRR and MAP results. As previously explained, there are 
three different margin values: 0.05, 0.1, and 0.15. The highest 
average MRR and MAP were obtained under a margin of 0.1, 
as listed in Table VI. No specific pattern is generated between 
the margins with the average MRR and MAP. Margin is a 
variable in the hinge loss function. The hinge loss function is 
an employed loss function that was minimised in this research. 
If the ground-truth answer has a score higher than the negative 
answer by at least a margin, the expression has a zero loss. 
Condition here implies margins as the optimum distance that 
can be produced between the ground-truth answer and 
negative answers. If the margin value is too low, the ground-
truth answer and the negative answer will not be separated 
appropriately. The lower the margin, the smaller the distance 
between the ground-truth and negative answers. This 
condition can make relevant answers irretrievable. Meanwhile, 
if the margin is too high, the distance between the correct 
answer and the wrong answer will be even greater. This makes 
irrelevant answers be incorrectly taken as correct answers. 

TABLE IV. PERFORMANCE COMPARISON WHEN VARYING THE HIDDEN UNITS 

Hidden Units 
Average of MAP 

(%) 

Average of MRR 

(%) 

50 58.16 74.15 

75 61.12 76.62 

100 62.95 78.11 
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TABLE V. PERFORMANCE COMPARISON WHEN VARYING THE LEARNING 

RATES 

Learning 

Rates 

Average of MAP 

(%) 

Average of MRR 

(%) 

0.00001 50.74 68.41 

0.0001 54.14 70.95 

0.001 62.56 78.10 

0.01 75.53 87.72 

TABLE VI. PERFORMANCE COMPARISON WHEN VARYING THE MARGINS 

Margins 
Average of MAP 

(%) 

Average of MRR 

(%) 

0.05 60.80 76.39 

0.1 61.02 76.55 

0.15 60.41 75.94 

Based on the results of scenarios 1 to 6, the best answer 
selection model is obtained when using the following 
hyperparameters: word2vec dimension is 300, context window 
size is 15, dropout rate value is 0.25, number of hidden units is 
100, learning rate is 0.01, and margin value is 0.1. This model 
yields MAP and MRR values of 82.05% and 91.58%, 
respectively. 

Compared with previous research, this study also run 
experiments using CNN with an architecture consisting of 4 
convolution layers (kernel size in 1, 2, 3, and 5) and one 
pooling layer. The word2vec dimension used in the test uses 
the same dimension, namely 300. The best parameter results 
for the CNN model include margin 0.15, hidden unit 100, 
dropout 0.25, learning rate 0.01, and context window 15. The 
MAP and MRR values obtained are 63.37% and 45.47%, 
respectively. An illustration of the difference between the 
CNN model and the proposed model can be seen in Fig. 6. It 
can be seen that the increases in MAP and MRR were 18.68% 
and 46.11%, respectively. 

Subsequently, the best model is implemented for the QA 
application, which is given the name MediQA. Fig. 7 shows 
the sample result of the answer selection. 

 

Fig. 6. Comparion of the proposed model and CNN (as baseline model) 

 

Fig. 7. Siamese architecture of LSTM-based answer selection 

 
(a) 

 
(b) 

Fig. 8. Sample result of answer selection of definition question, (a) Sample 

of incorrect answer, (b) Sample of correct answer 

As mentioned in the previous section, this study evaluates 
three questions: definitions, reasons, and methods. Fig. 8 
shows a sample of the correct and incorrect answer results 
given by the MediQA application for the definition question 
type. Fig. 9 shows the same for the method question type. 
Both figures consist of two parts, the first part shows a result 
example of choosing the incorrect answer by the system, and 
the second part shows a result example of choosing the correct 
answer by the system. In the answer pool section, sentences in 
green indicate sentences that should have been selected as the 
correct answer. Meanwhile, sentences written in red are 
incorrect answer sentences and are output as answers by the 
system. 
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(a) 

 
(b) 

Fig. 9. Sample result of answer selection of method question: (a) Sample of 

incorrect answer, (b) Sample of correct answer 

The limitation of this study is that the proposed method 
focuses on selecting answers on IQAS for a particular domain 
(health information). At the same time, the need for open-
domain QA in Indonesian is still very open. On the other 
hand, the current state-of-the-art language model reliable for 
many tasks is Bidirectional Encoder Representations from 
Transformers (BERT) [33]. The main advantage of BERT is 
context-sensitive word embedding, where the same word can 
produce different word embedding when the word has a 
different context. Word2Vec cannot do this. The Indonesian 
version of BERT has been developed and is commonly known 
as IndoBERT [34]. Therefore, it provides an opportunity for 
further research to apply IndoBERT and LSTM as a model for 
selecting answers in the Indonesian language open-domain 
QA. 

V. CONCLUSIONS 

This study analyses various hyperparameters of Word2Vec 
and LSTM applied to non-factoid answer selection in an IQAS 
for health information. There are six scenarios to evaluate the 
effects of the hyperparameters on the MRR and MAP 

results—first, the larger the dimension of Word2Vec, the 
better the MRR and MAP values. A dimension of 300 yielded 
the best MRR and MAP. Second, a context window size of 15 
yielded the best MRR and MAP results, indicating that a more 
extensive context window can yield better MRR and MAP 
results. Third, a lower dropout value yielded better MRR and 
MAP values, and the best MRR and MAP were achieved 
under a dropout value of 0.25. Fourth, the optimum hidden 
unit value was found to be 100; the higher the number of 
hidden units, the better the MRR and MAP values. Fifth, a 
higher learning rate showed significant improvements in the 
MRR and MAP, given the relatively small number of datasets 
used in this research. Sixth, a margin of 0.1 produced the best 
MRR and MAP results. The best model yielded MAP and 
MRR values of 82.05% and 91.58%, respectively. These 
results experienced an increase in MAP and MRR of 18.68% 
and 46.11%, respectively, compared to CNN as the baseline 
model. 

This research is still limited to selecting answers on IQAS 
for a particular domain (health information), while the need 
for open-domain QA in Indonesian is still very open. On the 
other hand, the latest language modelling developments, such 
as Bidirectional Encoder Representations from Transformers 
(BERT), have also been developed for Indonesian, commonly 
known as IndoBERT. Therefore, it provides an opportunity for 
further research to apply IndoBERT and LSTM as a model for 
selecting answers in the Indonesian language open-domain 
QA. 
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Abstract—Healthcare is most frequently used by older people 
and understanding how they feel about the way healthcare 
administration gives them the attention and support they need, is 
crucial to building a healthcare system that is effective in meeting 
their needs. This study determined the seniors' opinions on the 
healthcare administration by employing SurveyMonkey, a robust 
online survey tool as an opinion miner. The study used the 
Orange application, which made data processing simple, to gauge 
the seniors' opinions toward healthcare administration by 
analyzing text sentiment using the VADER Sentiment Analysis, 
which may distinguish between the polarity of positive, negative, 
or neutral emotions as well as their intensity.  Results showed 
that the majority of seniors (51.1%) had a negative response to 
healthcare administration, whereas 47.9% had a neutral 
response and 1.0% had a positive response. Based on the study, 
the government should enhance its senior citizens’ healthcare 
services to better satisfy their demands and ensure their 
happiness. This is clear from the respondents' feedback 
regarding the services they would like to utilize and how they 
believe they may be improved. Additionally, the findings 
provided sufficient information for future consideration to 
enhance seniors' satisfaction with developmental activities and 
programs and improve healthcare administration. 

Keywords—Sentiment analysis; opinion mining; senior citizen; 
healthcare services 

I. INTRODUCTION 
The world's population is aging swiftly, and senior citizens 

have the fastest rate of population growth. The World Health 
Organization claims that this trend is anticipated to continue 
[1]. Health and well-being are crucial for seniors, and the 
enhancement of their quality of life is a major concern for 
modern society due to their chronic health difficulties, 
including the available healthcare services. Due to the growing 
aging population and increasing life expectancy, seniors need 
care and access to sophisticated healthcare systems that might 
enhance their standard of living [2]. Understanding the care 
and support needs from their perspective and the larger context 
of their experiences with the services is crucial to successfully 
addressing those needs [3]. Indeed, we need to reconsider how 
healthcare administration is being served to senior citizens. 

The Philippines is one of the nations with an aging 
population. As of 2015, 7.4% of the population was over 60 
years old, and by 2045, 15.9% of people are expected to be 
over 60 years old [4]. Given the rapidly aging population, the 

complexity of senior citizens' needs, the significance of health 
information in service delivery, and the difficulties associated 
with health information in general, it is crucial to ascertain the 
state of senior citizens’ healthcare system to coordinate the 
country's healthcare services and promote healthy aging [5]. 
Increasing access to high-quality healthcare is of the utmost 
importance in emerging countries like the Philippines, and the 
government needs to be committed to enhancing the healthcare 
system, especially for vulnerable populations like senior 
citizens [6]. 

As the population of seniors increases, particularly in the 
provinces, their use of health services is becoming more 
important. Catanduanes is one of the provinces in Region V - 
Bicol, located in the Southeast part of Luzon in the Philippines. 
In order to reach its health goals, the provincial government is 
working hard to achieve health-related goals through its 
scorecards for planned activities to analyze health issues, 
however, the prevalence of various diseases continues to rise, 
despite the provincial government's attempts. This suggests 
that based on the province's geographic situation and 
demography, ongoing assessments of health services and 
inhabitants' health problems should be responsive and 
appropriate [7], most importantly for senior citizens. 

In order to strengthen programs that can help manage the 
healthcare services of senior citizens, this study collects 
information on how healthcare services are being administered 
to them and how they feel about the care they received. By 
successfully recommending programs that have been proven 
beneficial and efficient for those in the city and those in the 
provinces, this study solves information gaps on the need to 
improve healthcare services given to senior citizens for their 
health and well-being. 

The study will make use of sentiment analysis, a text 
classification technique that groups texts according to the 
sentiment of the thoughts they contain. To determine whether a 
textual analysis is positive, negative, or neutral, it aims to 
extract the sentiment polarity from the text. Natural language 
processing (NLP) research in this area is among the most 
active, with both text and data mining projects being conducted 
[8][9]. Sentiment analysis has previously been the topic of 
extensive research and it gives us a method for accurately 
comprehending sentiments and extrapolating important 
information from them, it is also a type of text classification 
that integrates NLP, machine learning, data mining, 
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information retrieval, and other academic areas [10][11]. A 
database can be created that contains precise information about 
healthcare management, including the quality of their services 
and suggestions for improvements, by efficiently gathering and 
analyzing the thoughts and opinions of senior citizens. 

Using VADER Sentiment Analysis, which is also known as 
Valence Aware Dictionary for Sentiment Reasoning, this 
study's overall goal is to evaluate the healthcare administration 
for senior citizens and develop a methodology that enables 
them to contribute data that can be utilized to analyze their 
perceptions, experiences, expectations, and concerns about the 
healthcare services they received. A profiling and online 
survey were conducted on the sentiments/opinions of senior 
citizens towards healthcare administration using 
SurveyMonkey. Additionally, the Orange Data Mining 
application tool performed a sentiment analysis evaluation. The 
sentiment analysis of senior citizens' healthcare 
administration's online survey was done using the VADER 
method. Since it was considered to be a time and money-saving 
approach for minor evaluation efforts, researchers employed 
the SurveyMonkey software as an assessment tool to gather 
user comments and opinions [12]. 

The purpose of this study is to unearth the problem and 
hopeful insights of the senior citizens, as indicated by the 
sentiment analysis based on the completed survey. The 
importance of this study lies in the possibility that it may 
establish the foundation for the management of senior citizens' 
healthcare as it discovers opportunities for service 
enhancement. The researchers' goal in conducting this study is 
to provide guidance to government policymakers and 
healthcare administrators on how to prioritize meeting the 
needs of seniors in order to provide them with high-quality 
healthcare services. In addition, this may also help the 
provincial and rural health office to improve its services for 
older people in terms of health and wellness. By working to 
make it a reality, we are supporting the UN's third Sustainable 
Development Goal to promote health and well-being. 

II. RELATED WORKS 

A. Healthcare Services for Senior Citizens 
Discussions about how seniors use healthcare services are 

becoming more and more crucial as the senior population 
increases. A study being conducted in South Korea aims to 
create an integrated healthcare service system that is centered 
on elderly citizens, meeting their needs in daily life and 
promoting well-being, wellness, and well-dying. A natural 
structure of regular care, professional care, and rehabilitation 
for senior members of society in line with the responsibilities 
of the patients, their families, and caregivers are required for 
the implementation of the integrated medical care system for 
elderly users presented in this study [13]. 

The study [14]’s goal was to determine what senior citizens 
need from "embedded retirement facilities (ERFs)," 
multipurpose, and community-based care facilities for the 
elderly in mainland China. This study is based on questionnaire 
data collected in northeast China. The findings show that 
senior citizens' healthcare services are deemed to be the most 
significant. Senior citizens use community-based facilities, but 

decision-makers and facility administrators frequently fail to 
consider their needs. Seniors in China also tend to be inactive 
and largely silent in both formal and informal civic 
involvement because they typically believe that policymakers 
would take notice of and accommodate their needs. 

The purpose of the [15] study is to evaluate older people's 
well-being to explore whether the data are consistent with 
previously announced changes in senior treatment in relation to 
the real resources provided to their patients. The respondents 
reported being generally satisfied with their lives. The results 
show that small-town residents felt substantially worse about 
their quality of life than seniors from large cities. This shows 
that the healthcare system continues to utterly fail to meet 
patients' actual demands, particularly in the elderly sector. 
Being open to a broader discussion about the diverse needs and 
resources that elderly people in rural and urban areas face is 
crucial for doing this. 

The study of [6] attempts to assess the potential influences 
on elderly persons' use of healthcare in Davao City, in the 
Philippines. Various factors were discovered to be significant 
predictors of healthcare consumption through the use of 
multiple regression analysis. The findings demonstrated how 
socioeconomic demographic, personal characteristics and 
health insurance knowledge affect the way senior citizens use 
healthcare. By launching health insurance awareness 
campaigns and creating health-improving initiatives, 
policymakers and local government organizations may think 
about enhancing senior citizens' access to healthcare services. 

B. Sentiment Analysis on Healthcare Services 
However, in order for various stakeholders to profit from 

the knowledge gleaned through sentiment analysis, a study by 
[16] proposes the use of sentiment analysis of hybrid 
techniques through the development of a module that makes it 
possible to integrate sentiment analysis functionalities in Web 
applications related to healthcare at the comment and entity 
levels. The healthcare industry is one of the least researched 
industries, however, researchers were aware of a few instances 
where sentiment analysis was applied to help various 
industries. Thus, a review of the literature was conducted to 
examine sentiment analysis utilized in various healthcare 
settings. The data produced after using sentiment analysis to 
understand how people feel about various healthcare-related 
topics enables various stakeholders to take decisions that are 
advantageous to them. These studies shown allow for 
validation that the module can be incorporated into Web 
applications, provide sentiment analysis functionalities to them, 
and provide various benefits based on the information obtained 
after using its functionalities without requiring a great deal of 
effort, like making better decisions or obtaining the reputation 
and knowing the opinion on aspects related to the healthcare 
domain. 

Due to the vast amount of online information available on 
healthcare, [17] employed sentiment analysis in this field. They 
came to the conclusion that sentiment analysis has many 
advantages, one of which is its ability to use medical data to 
achieve the greatest results and improve the standard of 
healthcare. They offer approaches and methods for sentiment 
analysis employed in the medical field and look for additional 
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information to help users make the best decision regarding the 
subject under study. 

C. VADER Sentiment Analysis 
VADER is also known as Valence Aware Lexicon and 

Sentiment Reasoner. The VADER vocabulary was created 
using conventional sentiment lexicons. Also, this work offers 
machine learning techniques for sentiment analysis as well as 
sentiment intensity and orientation lexicons. In order to better 
understand how the public feels about different entities, this 
sentiment analysis methods try to identify the feelings of 
written reviews. Emotions are linked to many characteristics of 
a product or service as part of the analysis of consumer 
feedback data. Moreover, VADER sentiment outperformed 
seven sentiment analysis lexicons, either better or equally well. 
[18][19][20]. 

According to a study by [21], VADER maintains and even 
improves on the advantages of conventional sentiment lexicons 
like LIWC or Linguistic Inquiry and Word Count: it is larger, 
yet just as easily examined, understood, and swiftly deployed 
without requiring substantial learning/training), and it is easily 
extended. VADER differs from LIWC in that it is both more 
perceptive of sentiment expressions in social media and more 
tolerant of generalization to other domains. This can be 
downloaded and used without charge from the website. 

Other research confirms the ease of use of VADER's rule-
based sentiment analysis. A compilation of lexical features and 
their corresponding emotion metrics make up this document. 
Several guidelines are developed based on the language's 
grammatical and syntactical usage, and these rules are utilized 
to assess the text's mood. VADER employs a rule-based 
method and assigns values to each word in the text in order to 
consider both the sentiment category and the intensity or 
strength of the text in addition to the sentiment category. It also 
performs far faster than machine learning algorithms [22][23]. 

VADER excels across a range of domain types. Compared 
to machine learning techniques, VADER has a number of 
advantages. It is firstly quick and computationally effective. 
The second advantage is that the terminology and regulations 
of the VADER are clear and not hidden. Because of this, 
VADER is easy to understand, build upon, and alter. By setting 
the threshold at 0.05, VADER is a preferable option if 
processing the sentiment quickly and if it was the only thing 
that had been planned. VADER also adheres to grammatical 
and syntactical rules for expressing and highlighting sentiment 
intensity. VADER outperforms Text blob and NLTK sentiment 
analysis technologies in terms of performance. [24]. 

According to empirical findings, the technique utilized is 
the best technique for ranking many choices. Additionally, 
users of the healthcare sector's decision-making processes and 
healthcare providers' goals for quality improvement can both 
benefit from ranking information. 

III. METHODOLOGY 
This study is divided into four main phases, the first of 

which is the actual data gathering from senior citizens whose 
opinions will be utilized to determine the study's analysis of the 
government healthcare system. As can be seen, the data will be 
cleaned using a preprocessing procedure in the phase after 
which it will be tagged with the necessary sentiment labels 
using the VADER method. The orange data mining application 
will be utilized in this step.  Preprocessing entails tidying up 
the text, making it all lowercase to make it easier to read, and 
removing any affixes from words to get them down to their 
root forms. 

To understand more about the primary healthcare 
administration for seniors, particularly in the province, the 
researcher conducted a survey on senior citizens in Virac, 
Catanduanes. The study was carried out in the barangay San 
Isidro Village since it has the highest number of senior 
residents in the municipality. A total of 694 responses were 
gathered using the SurveyMonkey software which is an online 
survey tool. This online survey software makes designing and 
managing reliable online surveys easy. It is also a highly 
effective and well-known online platform. 

This research demonstrates how to retrieve the required 
data from its source using the Orange Data Mining application 
and how to use tools to carry out text mining operations. The 
procedures, particularly when applying the classification 
technique using the VADER method of Sentiment Analysis of 
Orange Application, are shown in Fig. 1. 

 
Fig. 1. Using orange data mining application for the sentiment analysis 

A. Data Collection and Gathering 
To understand more about the primary healthcare 

administration for seniors, particularly in the province, the 
researcher conducted a survey on senior citizens in Virac, 
Catanduanes. The study was carried out in the barangay San 
Isidro Village since it has the highest number of senior 
residents in the municipality. A total of 694 responses were 
gathered using the SurveyMonkey software which is an online 
survey tool. This online survey software makes designing and 
managing reliable online surveys easy. It is also a highly 
effective and well-known online platform. 
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The survey provided was composed of three questions, the 
first was the name of the respondent, which was also optional, 
their age, and the third question asked about senior citizens' 
opinions of the healthcare services provided. 

Fig. 2 shows the 694 data collected from the senior 
citizens’ responses using the SurveyMonkey software. The 
responses were gathered and downloaded in a comma-
separated (CSV) file that would be utilized in the following 
step. 

 
Fig. 2. Collected data using SurveyMonkey  tool 

B. Data Processing 
Using the Orange Data Mining Application, the survey text 

corpus from the SurveyMonkey responses was imported and 
processed. The corpus goes through pre-processing to ensure 
that it was converted to lowercase and removed unwanted 
words. To verify the outcomes, a word cloud was additionally 
attached to the pre-process text widget. 

Fig. 3 depicts the loading of SurveyMonkey survey text 
into the corpus, and Fig. 4 depicts the pre-processing of corpus 
texts acquired on senior citizens' opinions of the healthcare 
services offered to them by the governments. 

 
Fig. 3. SurveyMonkey text responses gathered 

 
Fig. 4. Corpus texts' pre-processing 

C. Sentiment Extraction 
The analysis of the survey data, also known as sentiment 

extraction, is another important stage. This analysis used topic 
modeling and VADER sentiment analysis. In this instance, the 
comma-separated (CSV) file, which was processed prior to 
sentiment extraction, is extracted to obtain the widget. The 
CSV file was turned into the corpus by selecting text 
characteristics from the dialog box, which was then processed. 

The sentiments taken from the SurveyMonkey tool, which 
had previously applied VADER sentiment analysis, are shown 
in Fig. 5. Additionally, it displays the text's measured 
emotions, whether they are neutral, positive, or negative. 

 
Fig. 5. Sentiments extracted from SurveyMonkey tool 

D. Using Sentiment Analysis 
Sentiment analysis was used in this study to determine 

whether the content of survey responses contained neutral, 
positive, or negative emotions. This kind of text analytics 
employs both machine learning and natural language 
processing (NLP). Fig. 6 shows the steps taken to achieve 
sentiment analysis for the survey of senior citizens. From the 
survey text corpus from responses from SurveyMonkey to the 
pre-processing of the text and word cloud, followed by the 
sentiment analysis using the VADER method, to repeating the 
pre-processing texts to ensure that there are no unwanted words 
included, and choosing the necessary columns to include in the 
result, to providing the corpus viewer to view the results of the 
sentiment analysis using the VADER method. 
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Fig. 6. Sentiments analysis activities using orange data mining application 

IV. RESULTS AND DISCUSSION 
The primary goal of this research is to evaluate how senior 

citizens' healthcare is administered using a survey conducted 
using the VADER sentiment analysis method. The data given 
by SurveyMonkey was important in helping us understand how 
senior citizens felt about receiving healthcare services provided 
by the government. Similar to this, different data collected 
from using the application gave some insight into the real 
sentiments of those people in response to their experiences, 
ranging from negative to neutral and there are also positive 
replies based on the VADER method. 

A. Sentiment Analysis Result 
Senior citizens who participated in the survey were asked 

for their opinions on the government's provision of healthcare 
services. This aims to comprehend how they feel toward and 
evaluate government-provided healthcare. They reviewed the 
services based on their prior experience with them. 

The results show that 51.1% of the responses were 
negatively polarized after 47.9%, neutral feedback, and 1.0% 
positive feedback based on the VADER method of sentiment 
analysis. Fig. 7 illustrates a pie chart that displays how much 
polarity is expressed for each segment. This is anticipated since 
it is a natural reaction to feel negatively about senior citizens' 
healthcare services because it affects all of them. The sentiment 
results can also be explained by the increased anxiety as a 
result of their experiences with the issue. Additionally, some of 
the responses included their recommendations for how they 
would like the services to be delivered in view of their needs, 
which will aid in the improvement of the government-provided 
healthcare services. 

 
Fig. 7. Polarity of senior citizens’ sentiment analysis feedback 

B. Corpus View 
The sentiment analysis corpus view provided some 

preliminary perspectives on the positive, negative, neutral, 
compound, name, and age based on the 694 replies with 
various tags filtered out. These views were further separated 

and cleaned, and the results are displayed in Fig. 8. 
Policymakers, government agencies, and even Senior Citizens' 
associations would benefit most from the analysis of these 
profiles and sentiments because it would offer insightful 
feedback for the creation of practical programs and schemes to 
allay their concerns about healthcare services. This may also 
act as the basis for future program improvements for these 
services. 

 
Fig. 8. Corpus view based on sentiments of senior citizens on healthcare 

administration 

C. Word Cloud 
Fig. 9 shows the terms from tag words or word clouds that 

were retrieved after a polarity analysis was performed to assess 
the positive, negative, and negative characteristics of opinions 
toward senior healthcare. These keywords reflect the responses 
to surveys on the respondents' healthcare services given to 
them. Based on their experiences, they have expressed their 
disappointment with inadequate procedures, health programs, 
assistance, and tools used to support them. Responses 
generated several keywords, including "stressful," "anxiety," 
"bad," "neglected," and "poor." These are some of the phrases 
they used to characterize the services they received. We can 
infer from these word tags that seniors have negative 
perceptions of the healthcare they received. 

 
Fig. 9. Word clouds generated from sentiments expressed by senior citizens 

V. CONCLUSION 
The study's conclusions and the respondents' perceptions 

indicate that senior citizens’ healthcare administration is 
ineffective. Seniors' opinions and sentiments in their responses 
are based on their engagement with the services offered to 
them. Sentiment analysis was utilized to evaluate the responses 
that reflected their opinions. This conclusion supports and 
clarifies the sentiment analysis finding that there is 
considerable sensitivity to the healthcare service offered. 
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Ineffective health monitoring and counseling, technology to 
assist with procedures, inadequate service, and mobility issues 
were some factors that sparked criticism. These factors all had 
an impact on how they perceived the services offered to them. 

Significant relationships were also discovered between 
respondents' perceptions of the standard of healthcare. Based 
on the study, the government should enhance its senior 
citizens’ healthcare services to better satisfy their demands and 
ensure their happiness. This is clear from the respondents' 
feedback regarding the services they would like to utilize and 
how they believe they may be improved. However, this study 
has important limitations that could encourage additional 
development and research. Seniors' views expressed on social 
media and the Internet in the provinces may one day be 
evaluated for several reasons. A better healthcare system may 
be created in response to unfavorable comments in order to 
effectively address and support seniors' concerns and improve 
the government's provision of healthcare services. This will 
assist the government in creating a plan to satisfy the demands 
of senior citizens while providing a suitable healthcare system. 
This will also show how important it is to have a reliable 
healthcare system across the country, not only in urban and 
rural areas. This will guarantee that senior folks are treated 
with the respect they deserve and that information concerning 
their health is immediately updated. 
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Abstract—Breast cancer is a common and fatal disease among 

women worldwide. Accurately and early diagnosing of breast 

cancer plays a pivotal role in improving the prognosis of patients.  

Recently, advanced techniques of artificial intelligence and 

natural image classification have been used for the breast cancer 

image classification task and have become a hot topic for 

research in machine learning. This paper proposes a fully 

automatic computerized method for breast cancer classification 

using two well-established pretrained CNN models, namely 

VGG16 and ResNet50. Next, the feature extraction process is 

used to extract features in a hierarchical manner to train a 

support vector machine classifier. Evaluating the proposed model 

shows achieving 92% accuracy.  In addition, this paper 

investigates the effect of different factors, highlights its findings, 

and provides future directions for the research to develop more 

advanced models. 

Keywords—Feature extraction; CNN models; Pretrained 

models; breast cancer classification 

I. INTRODUCTION 

Breast cancer is the most common form of cancer in 
women, and invasive ductal carcinoma (IDC) is the most 
common form of breast cancer [1]. It is frequently occurring 
and increasingly fatal. Usually, a biopsy is taken from patients 
and then a pathologist must decide whether they have breast 
cancer or not. Manual diagnosis from slides is time-consuming 
and the decision itself depends on the expertise of the 
pathologist and their equipment. Image Processing and Deep 
Learning can be used to create models that complement doctors 
by automating and speeding up diagnosis to save time and 
minimize errors in detecting breast cancer. This problem is not 
new these days, one of the earliest DNN applications was on 
breast cancer images [2]. 

1) Research problem: in this paper, the main goal is to 

classify breast cancer images in the form of images into binary 

classification: IDC and non-IDC. To formulate the problem, let 

x be a 2D image that belongs to R
mxn 

where R is the space of 

2D images with width m and height n, and let Y= {0, 1} 

where 0 indicates no breast cancer (non-IDC) and 1 indicates 

to indicating breast cancer was found in the image (IDC). Then 

the problem of the breast cancer classification is to model a 

mapping f from R
mxn

 to Y, such that, 

f (. , θ): R
mxn 

→ Y   (1) 

where any value of x will be mapped to y, f (x, θ) =y, for 
any x ∈ R

mxn 
and y ∈ Y. 

2) Research objective: the main contribution of the 

proposed model in this paper is combining between two tasks; 

First: using multiple pretrained models to extract features; 

second: using a feature hierarchy concept during extracting the 

features. To achieve this contribution, two pretrained VGG16 

[3] and ResNet50 [4] models that have excellent classification 

performance for natural image classification in the Image 

Large Scale Visual Recognition Challenges, are used to extract 

activations of different five convolution layers from each 

model, ten layers in total. Next, the features are reduced using 

pooling operations to be 6x6x5 at each pretrained model and 

then concatenated them to result a 6x6x10 layer. Finally, the 

resulting features feed to the support-vector machines (SVM) 

classifier [5]. The results show that the combined feature 

hierarchy from two pretrained models gets 92% accuracy 

higher than using a pretrained model individually. 

The rest of the paper is recognized as the following. Section 
II reviews some of the state-of-art in the problem. Next, 
Section III provides the proposed method and Section IV 
presents its results and discusses them. Finally, Section V 
concludes the main results and provides some future directions. 

II. RELATED WORK 

This section reviews some of the research that works on the 
breast cancer classification problem and gives information 
about the used methods. Table I summarizes the methods of 
these related works. Most research recently uses different 
techniques to deal with features and then applies the 
classification on these features instead of classifying the whole 
image using ANN. 

TABLE I. METHODS SUMMARIZATION IN THE RELATED WORK 

Types Methods Research 

Feature 

extraction from 

pretrained 

models 

Fuses activations from FC of three 

pretrained models 
[6] 

Fuses the results of the classifiers and 

extracted activations from each FC in 

pretrained model 

[7] 

Transfer 

parameters 

Fine-tuned pre-trained models with using 

logistic regression classifier 
[8] 

Fine-tuned modified AlexNet model [9] 

Unsupervised 

learning with 

segmentation 
step 

Selecting features using GA algorithm and 

CNN model for classification. 
[10] 

Clustering using Lloyd’s algorithm [11] for 
and CNN model for classification. 

[12] 

Feature 

selection 

Feature selection using mRMR algorithm 

with 4 classifier: SVM, Naïve Bays, 
Function tree and End Meta 

[13] 
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The researchers usually try to find a proper feature 
representation of images to train their model. One major way is 
using a pretrained DCNN to extract an image activation as its 
features. Several pre-trained models were used for this process. 
The proposed model in [6] extracts features from fully 
connected layers of three models, namely GoogleNet [14], 
VGG [3], ResNet [4] models. Then classifier was trained on 
these features.  The accuracies of these three models 
individually were 93.5%, 94.15%, and 94.35% respectively, 
while the combination between them achieves 97.525% 
accuracy. Thus, fusing the features from different models leads 
to better classification compared to extracting from a single 
model. The other research [7] uses three pre-trained models, 
namely AlexNet [15], VGG16 [3] and ResNet-18 [4] to extract 
features and then uses them to train three SVM classifiers, one 
classifier for each pretrained model. Instead of combining the 
features, the research fuses the three results from each classifier 
by calculating the average and combining the probabilities for 
fusion to obtain the final decision score. It measures the 
performance using the receiver operating characteristics curve 
(AUC) and it achieves 83.83% and 97.55% for two different 
datasets. However, for both research, [6] and [7], FC layers 
contain usually a high number of activations than convolution 
layers which will consume more computation cost. 

In transfer parameters, the learning assumes that the two 
models share some parameters that can learn effectively. The 
research  [8]  analyzes different pretrained models VGG [3] 
and ResNet [4] considering all activations values of the 
convolution layers without considering the fully-connected 
layers and using the same strategy of the previous research [16] 
but without using one pre-trained model, namely AlexNet [15] 
as done [16]. Next, the logistic regression classifier is to decide 
the predicted class. As a result, a fine-tuned pre-trained 
VGG16 achieves the best performance at 92.60% accuracy. 
The other research [9] uses the same strategy as AlexNet [15]. 
The authors adapted the AlexNet with some modifications in 
its architecture related to the normalization process and type of 
the activation function. These modifications provide different 
proposed models. Then they applied fine-tunned processing on 
the models and achieved individual model ranges between 75% 
and 77%, while the combining model 84% accuracy. 

The other research [10] uses unsupervised learning to 
implement its model. The proposed model is based on k-mean 
algorithm [17] and the probabilistic model (GMM). The 
proposed model first finds the region of interest (ROI) and then 
applied the feature selection using genetic algorithms (GA) 
[18]. Next, the model applies the CNN algorithm to find out 
better results. The resulted accuracy achieved 95.8%. The other 
research [12] also uses the segmentation step before 
classification using Lloyd’s algorithm [11] for clustering and 
CNN for classification. A 96% accuracy was achieved by the 
proposed methods. However, in both the previous research, the 
authors did not mention exactly the proposed CNN model that 
was used. 

The feature selection is also used as a preprocess of 
classification in a hybrid approach [13]. It uses a minimum 
redundancy feature selection (mRMR) algorithm [19] to 
effectively identify object properties and narrow down their 
relevance and then can predict breast cancer. The proposed 

approach uses four classifiers SVM, Naïve Bays, Function tree 
and End Meta to find out the best performance. The result 
shows that SVM outperforms at 99% accuracy on average by 
combining it with MRMR algorithm. However, the feature 
selection process may not be enough for training with large 
datasets without dealing with deep learning models. This 
proposed approach is not the only research that claims the 
outperformance of the SVM classifier. A number of research 
early and recently [20] [21] [22] [23] [24] compare different 
classifiers and reach the same result, such as the study in [25] 
focuses to compare random forest and SVM classifiers for 
breast cancer classification and claimed that the highest 
accuracies 95% is for SVM. 

On the other hand, some research not related to breast 
cancer classification uses a feature hierarchy to represent the 
images in CNNs. The research [26] studies real-world video 
sequences. It uses different hierarchical features of 
convolutional layers in CNNs to deal with features at early 
layers that keep more fine-grained spatial details and are useful 
for localization. It claimed that dealing with multiple layers of 
CNN features to get better performance for learning video 
features and visual tracking. 

In the end, the result shows that the concept of transfer 
learning can be successfully applied to the breast classification 
domain. The activations of the source model can be used as 
features in the target model in the breast classification domain 
with less implementation cost, i.e., using pretrained models 
instead of training from scratch. Moreover, the combination of 
the features from different neural networks improves the 
accuracy of the classifiers. 

In addition, a common way in the previous research using 
the activations of the fully connected (FC) layer as features. 
However, FC layers contain a higher number of activations 
than convolution layers which consume more computation 
cost. Also, extracting features from different layers leads to a 
better performance in learning video features. Moreover, most 
of the previous research used accuracy as a metric to evaluate 
their proposed models. 

III. PROPOSED METHOD 

The idea of the proposed solution is image classification by 
extracting a feature hierarchy from pretrained CNN models and 
then feeding it into a classifier instead of using the whole 
images as inputs to that classifier. Extracting features from 
different layers of a single network is shown to lead to better 
performance in previous research working on learning video 
features [26]. 

To build the proposed model, two sub-models are 
constructed, one for extracting features and the other for 
classification. Writing fm for the final proposed model that its 
form maintained under composition fc and ft, fc for the 
classifier, and ft for the features by 

fm = fc (ft(x), y)   (2) 

where x is called the input images and y is the true class of 
the input images with two possible values 0 or 1, where 0 
indicates to no breast cancer (non-IDC) and 1 indicates to 
breast cancer was found in the image x (IDC). Exactly, each 
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input xi, where xi ∈ R
mxn

 will be mapped to yi, where yi∈ {0,1}. 
Fig. 1 displays the general diagram of the proposed method. 
While each component of the composition will be described in 
the following subsections supported by described figures. 

A. FT: Feature Extraction Phase 

Feeding the whole images into a classifier needs to extract 
features manually an extremely time-consuming process and 
needs a strong knowledge of the domain. Also, converting 2D 
images to 1D vectors increases the number of trainable 
parameters exponentially and it significantly can increase the 
chance of overfitting especially if the size of a dataset is less 
than the number of learnable parameters. Thus, a CNN model 
is used in this proposed model for extracting the features. 

Pretrained CNN model is decided to be used because the 
process of training networks with a large number of parameters 
is time- and resource-consuming. Thus, two pretrained models 
VGG16 and ResNet50 are used in this paper which they are 
used previously on a similar domain [6] [7]. 

1) VGG16 model is a type of CNN Architecture proposed 

by Visual Geometry Group (VGG), Oxford University [3].  

Using VGG16 with 16 learnable layers regarding the depth 

which is larger than 8 layers in AlexNet [15], as an example, 

gives important for achieving high performance [15]. 

Moreover, VGG16 shows excellent classification performance 

for different previous works natural image classification in the 

Image Large Scale Visual Recognition Challenges [27] and for 

different previous works [6] [7] [28]. 

VGG model contains 16 learnable layers separated into five 
groups where each group ends with a pooling layer. In this 
proposed model, a pretrained VGG model is used with the 
input size differs from the default size in VGG16. The input 
size is equal to 50x50 pixels to be the same size as the input 
dataset and the three fully connected layers are removed. Fig. 2 
(a) is zoomed a portion of Fig. 1 that presents the feature 
extraction process in VGG16 model. The resulting sizes are 
presented on Table II after applying the following steps: 

a) Creating a VGG16 model without the three fully 

connected layers due to the purpose of using VGG16 model as 

a features generator from its intermediate layers, not as a 

classifier. 

b) Feeding the input into the VGG16 model and 

extracting feature maps at five intermediate layers. The layers 

are 

c) The last layer (pooling layer) in each group, the red 

layer in Fig. 2 (a). Hence, five layers generate five different 

blocks of feature maps with different shapes. 

d) To combine extracted feature maps from the previous 

step in a specific axis, the layers must have the same dimension 

on them. To unify the size to be the same 6x6 as the size of 

width and high, up/down sampling operations are applied. The 

down-sampling operation is applied to the first and the second 

extracted layers using the max pooling layer. The third layer is 

already having the same required size, so it does not need to 

change. The up-sampling operation is applied to the fourth and 

the fifth extracted layers using the transpose convolutional 

layer that performs an inverse convolution operation. More 

detail about the values of their hyper-parameters is detailed in 

Section 4.1. 

e) Each layer has a high number of channels which will 

increase the computation time. At the same time, the activated 

region of a channel is semantically meaningful and serves a 

similar role as the feature detectors to identify different 

features present in an image [29]. Thus, max pooling over the 

depth operation is applied to extract the maximum value of 

activation in a specific location (receptive field) among all 

channels and decrease the number of channels to only one 

channel. It is noteworthy that the utilized up-sampling method 

returns one channel by default. Thus, we can remove this step 

from the up-sampling layers. 

f) Concatenating the five resulted from layers of the 

previous step on the depth axis to get one 6x6x5 layer. These 

feature maps will be concatenated with the resulting layer from 

the ResNet50 model which will be described in the next 

subsection. 

2) ResNet50 model [4] consists of 48 convolution layers 

along with one max pooling and one average pool layer. The 

model has two types of connections: Identity connections 

between every two convolution layers and skip connections 

between some of them. The skip connections help to solve the 

vanishing gradient problem by allowing for the gradient to 

flow through these shortcut paths. Thus, it enables CNN 

models to get deeper and deeper without decreasing the 

accuracy by adding more layers to the network. 

 

Fig. 1. Diagram of the proposed method 

TABLE II. THE SIZES OF RESULTED FEATURES FROM VGG16 MODEL 

Layer 

numbering 

Extracted from 

Model 

After up/down 

sampling 

After depth 

pooling 

1 25x25x64 6x6x64 6x6x1 

2 12x12x128 6x6x128 6x6x1 

3 6x6x256 - 6x6x1 

4 3x3x512 6x6x1 6x6x1 

5 1x1x512 6x6x1 6x6x1 
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In this proposed model, a pretrained ResNet model is 
constructed with the same VGG settings. Fig. 2 (b) presents the 
feature extraction process and the resulting dimension is 
presented on Table III applying the following steps: 

a) Creating a ResNet model without the fully connected 

layer due to the purpose of using ResNet model. 

b) Feeding the input into the ResNet model and 

extracting feature maps at the last layer in each group. In total, 

there are five layers that generate five different blocks of 

feature maps. 

c) The width and high are unified to be 6x6 using 

up/down sampling operations. The down-sampling operation is 

applied to the first three layers using the max pooling layer. 

The up-sampling operation is applied to the fourth and the fifth 

extracted layers using the transpose convolutional layer. 

d) Decrease the number of channels to one channel using 

the max pooling over the depth operation. 

e) Concatenating the five resulted from layers on depth 

axis to be one 6x6x5 layer. 

3) VGG and ResNet combination. After building the two 

models separately, the resulting layer of each model is 6x6x5 

layer. The last step in the extracting phase is to concatenate 

these two layers on the depth axis to be 6x6x10 layers as Fig. 1 

shows. 

TABLE III. THE SIZES OF RESULTED FEATURES FROM RESNET50 MODEL 

Layer 

numbering 

Extracted from 

Model 

After up/down 

sampling 

After depth 

pooling 

1 13x13x64 6x6x64 6x6x1 

2 13x13x256 6x6x256 6x6x1 

3 7x7x512 6x6x512 6x6x1 

4 4x4x1024 6x6x1 6x6x1 

5 2x2x2048 6x6x1 6x6x1 

B. Classification Phase 

The main goal of this paper is to classify breast cancer in 
the form of 2D images into binary classification: IDC and not 
IDC. The resulting features from the pretrained models along 
with the corresponding labels (i.e., IDC or non-IDC) are then 
used to train binary non-linear SVM classifier.  The SVM 
classifier performs a good result in different works of breast 
cancer classification [19] [20] [21] [22] [23] [24] [25]. 

In SVM implementation, feature scaling is a crucial step 
because the methodology of SVM considers the distances 
among inputs to select the maximum decision boundary. This 
distance is surely different for non-scaled and scaled cases. 
Thus, the scaled step is applied using standardized features [30] 
with a mean equal to zero and standard deviation equal to one, 

  
    

 
    (3) 

where x is the concatenated feature,    is the mean and   is 
the standard deviation of these features. This step makes the 
features fall in a small range and leads to faster convergence in 
fewer iterations and then better performance [31]. 

IV. RESULTS AND DISCUSSION 

This section provides in detail the implementation of the 
proposed model and presents the results along with discussing 
it. 

A. Implementation 

1) Pretrained models construction. The pretrained models 

are constructed using TensorFlow-Keras package with the 

same weighs pretraining on ImageNet dataset [32] without 

changing or learning any weight. Thus, all convolution layers 

of the pretrained models are frozen. Moreover, the input size is 

equal to 50x50 pixels to be the same size as the input dataset. 

Although the default input size in the two pretrained models 

VGG16 and ResNet50 is 244x244 pixels, this proposed 

method discards the classification part with the fully connected 

layers to allow any input size. Table IV shows the value for 

each hyper-parameter in the construction. 

2) Extracting features phase. To extract a feature 

hierarchy, ten temporary small models are constructed, five 

models for each pretrained model. Each small model is 

prepared to take the inputs equal to the input of the pretrained 

model and produce a block of feature maps as the output, 

which are used as features. Recall that the output layers of the 

small models are different regarding to producing five different 

layers in each pretrained model. Moreover, to unify the shape 

of the feature maps, different pooling layers in the Keras 

package are applied. In case of the layer size greater than 6x6, 

the down-sampling operation using the method 

MaxPooling2D() is applied, or in case of the layer size is less 

than 6x6, apply the transpose convolutional layer using the 

method Conv2DTranspose(). Moreover, the depth pooling 

operation is applied by the method reduce-max() to get a 

maximum element across a specific axis, here the depth. The 

assigned values for each parameter in the methods are 

presented on Table V. After unifying the shape of all feature 

maps, the method concatenate() is applied to concatenate all 

blocks of the feature maps among the depth axis. 

3) Classifier. To can feed the features into the classifier, 

the array of the features must be reshaped to be 2D array with 

the number of inputs as the row and multiple of the 6x6x10 as 

the columns using the method reshape() in tensorflow package. 

The next step is applying the standardized features using the 

methods StandardScaler() and transform() in sklearn package. 
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Fig. 2. Diagram of the pretrained (a) VGG16 (b) ResNet50 models.

After that, the non-linear SVM classifier is constructed 
from sklearn package using different methods. The method 
SVC() constructs the classifier by adjusting three hyper-
parameters: regularization parameter C for giving a different 
level of regularization, the kernel parameter for enabling SVM 
to solve nonlinear classification problems when the inputs 
cannot be separated linearly, and the gamma parameter for 
considering as spreading of the inputs that are selected by 
SVM as support vectors and therefore affect the decision 
region. When the value of gamma is low, the curve of the 
decision boundary is very low and thus the decision region is 
very broad and vice versa. Different values are assigned to 
these three parameters to estimate the best values. Table VI 
presents the suggested values for each parameter. The method 
GridSearchCV() helps to loop through the three parameters and 
fit SVM classifier on the training set to select the best values. 
The best value is optimized by the cross-validation splitting 
parameter CV. 

To complete training SVM classifier, the number of 
maximum iterations is fixed to 30,000 iterations because the 
convergence warning appears due to convergence issues. The 
other solution to overcome this issue is using standardizing 
features that helps to reach the convergence state faster. 

TABLE IV. THE HYPER-PARAMETERS OF CONSTRUCTING PRETRAINED 

MODELS 

Parameters Values 

weights imagenet 

Layer trainable Fasle (freeze) 

Include top (FC) False 

Input size 50 x 50 pixcel 

Parameters Values 

TABLE V. THE HYPER-PARAMETERS OF EXTRACTING FEATURE PHASE 

Up/down 

sampling 

Layers 

numbering 
VGG16 ResNet50 

Down 

1 Pooling size= (4, 4) Pooling size= (2, 2) 

2 Pooling size= (2, 2) Pooling size= (2, 2) 

3 - 

Pooling size= (2, 2) 

Strides = (1,1) 

with padding 

Up 

4 
kernel_size = (2,2) 
Strides = (2,2) 

kernel_size = (3,3) 

Strides = (1,1) 

with padding 

5 
kernel_size = (6,6) 
Strides = (2,2) 

kernel_size = (5,5) 

Strides = (1,1) 

with padding 

TABLE VI. THE HYPER-PARAMETERS OF EXTRACTING SVM 

Parameters Values 

Max iteration 30,000 

C [0.1,1, 5, 10] 

kernel Radial basis function (rbf), Polynomial kernel, sigmoid 

gamma [1,0.1,0.01,0.001] 

Parameters values 

B. Evaluation 

1) Cross-validation. The cross-validation evaluates a 

classifier’s performance by dividing the dataset into k parts. K 

is equal to 10 in this paper which is called 10-fold cross-

validation. Thus, each image in this dataset will be used 9 

times for training and once for testing. This validation then 

calculates the average between them to evaluate the classifier’s 

performance. Thus, to evaluate the performance of the trained 
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classifiers, the cross-validation splitting parameter CV of the 

evaluation methods is assigned to 10 as 10-fold cross-

validation. 

2) Performance metrics. The Metric is accuracy as it is 

used in most of the previous works in Section II. Accuracy 

measures how many IDC and non-IDC images are classified 

correctly among all classifications. It shows overall how is the 

classifier classified correctly. Calculating the accuracy of the 

training set as an average over 10-cross-validation folds.  

Especially, the experiments are made in three cases for three 

SVM classifiers. Each SVM classifier is related to one of the 

following models: using only VGG16 model, only ResNet50, 

and using the combination of both models. 

3) Test platform. The experiments are concurred using a 

personal laptop. However, the GPU in the laptop is not 

supported by python. Some of the tasks then run in long 

execution times and the memory of the laptop may not be 

enough. Thus, I have moved to use Google Colab Pro due to 

some commands could not be run using a free version of 

Google Colab. 

4) About the dataset. The used dataset of the breast-

cancer-image-classification is available in [33]. Fig. 3 shows 

the distribution of the dataset. The original images are for 279 

patients with a small number of images scanned at 40x. 

However, overfitting is highly likely. Then, 50×50 patches 

were extracted including 198,738 negative examples (i.e., no 

breast cancer) and 78,786 positive examples (i.e., indicating 

breast cancer was found in the patch). Thus, the available 

dataset contains 277,524 patches in total. According to the 

figure, there is clearly an imbalance in the class data with over 

two times the number of negative data points than positive data 

points. However, in this work, the loading step, which loads 

the whole dataset into a programming notebook, has caused a 

crash multiple times after running the code in hours because of 

the available RAM space in Google Colab Pro. This leads to 

using a part of the dataset in the experiments with keeping the 

same percentage of imbalance in the class data. 

 
Fig. 3. The dataset distribution. 

In this proposed method, to load and manipulate the 
images, the library image in Keras package is used. Then 
simple preprocessing is applied to stack all 50x50 images into 
4D array to be able to deal with it in the implementation. Next, 

the pixel values are normalized. The reason is that the pixel 
values can range from 0 to 256, where each number indicates a 
gray level value. The computation of large numeric values may 
get more difficult when sending these values through CNNs. 
We may lessen this by normalizing the numbers to a range of 0 
to 1 by dividing the array by 255. 

5) Splitting dataset. Train-Test split is a technique to 

evaluate the performance of the proposed model with giving 

20% for the test set. The method train-test-split() in sklearn 

helps to split the images into training and test sets. The training 

set is used to train SVM classifier and then it calculates the 

accuracy of the training set as an average over 10-cross-

validation. The training is also used to draw a learning curve. 

The test set is used to test the trained SVM classifier and then 

calculates the accuracy of the test set as an average over 10-

cross-validation. 

C. Results 

Different experiments were concurred to investigate the 
pretrained models and analyze the results trying to get a better 
performance. The best results are written down in this paper. 

Table VII-A shows the overall comparison of the accuracy 
of the three cases. It shows the accuracy of training and test 
sets over the three classifiers from the three models. The values 
represent the mean of the accuracy which is the average value 
of accuracy among 10 different sizes of the training set along 
with their standard deviation values to represent the dispersion 
of accuracy values around the mean. The Table VII-B and 
Table VII-C represent values in the same manner as Table VII-
A but investigate different effects. Table VII-B investigates the 
effect of swapping between the two steps of the methodology, 
Step 3 and Step 4. While Table VII-C investigates the effect of 
change the up-sampling methods. Table VIII shows the effect 
of applying standardization to the features on the accuracy of 
the combined SVM classifier, where the time is in seconds. 

Fig. 4 shows the learning curve of the training and 
validation accuracy of the trained SVM classifier for varying 
numbers of training images. The x-axis shows the number of 
images that will be used to generate the learning curve. The y-
axis shows the average of the accuracy values over 10 runs for 
each training subset size. The training and validation 
accuracies for different training set sizes in 10-cross-validation 
is measured to investigate influence of number of images on 
accuracy of the SVM classifier. Recall that the SVM classifier 
in this case is the combined SVM classifier. 

D. Discussion 

Table VII-A shows both VGG16 and ResNet50 models 
give a satisfactory performance when using a feature hierarchy. 
The initialed experiments started without hierarchy, i.e., using 
only the last convolution layer as features but the result was 
lower. The result corresponds to the research [26], which 
confirms that the concept of feature hierarchy can be 
successfully applied to breast cancer classification. At the same 
time, the performance is better when the features from the two 
models are fused. This result shows the effect fusing of 
different pretrained models to get a better result than using 
each pretrained individually. 
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TABLE VII. THE ACCURACY OF THE THREE CLASSIFIERS FROM THE THREE 

MODELS 

 Data sets VGG16 ResNet50 Combination 

A) Original 
Training set 0.927±0.015 0.923±0.016 0.943±0.014 

Testing set 0.897±0.028 0.889±0.031 0.920±0.041 

B) After 
swapping 

Step 3 & 4 

Training set 0.923±0.013 0.923±0.015 0.943±0.021 

Testing set 0.892±0.030 0.890±0.036 0.908±0.033 

C) After 
double 

operation 

Training set 0.923±0.018 0.926±0.017 0.933±0.019 

Testing set 0.899±0.025 0.899±0.029 0.916±0.039 

TABLE VIII. THE ACCURACY OF THE TWO CLASSIFIERS WITH/WITHOUT 

APPLYING THE STANDARDIZATION 

Applied? Data sets Accuracy Fit time Fold time Warning? 

Yes 
Training set 0.943±0.014 144.05 s 1054.24 s No 

Testing set 0.920±0.041 - 128.61 s No 

No 
Training set 0.897±0.011 186.02 s 1300.88 s Yes 

Testing set 0.915±0.023 - 126.19 s No 

According to pretrained models, we can also observe from 
Table VII-A that the activations of pretrained model, that are 
trained on ImageNet dataset [32], can be used as features in the 
proposed model in the breast classification task with 
consuming less implementation cost, i.e., using pretrained 
models instead of training from scratch. 

Moreover, the extracting steps shown on Fig. 2 describe 
applying up/down sampling (Step 3) before applying depth 
pooling (Step 4). However, both these two steps are related to 
unifying the shape of feature maps. Thus, if these two steps are 
swapped. i.e., applying up/down sampling after depth pooling, 
the result is almost the same with a small enhancement for the 
original case as shown on Table VII-B. One of the possible 
reasons is both operations work on getting the maximum value 
which will generate almost similar values in two directions. 

Regarding up-sampling operations, different operations can 
be used other than the transpose convolutional layer. The other 
simple common type is using the method UpSampling2D() to 
double the dimensions of the input. After applying the simple 
double operation in the experiments, it gives almost the same 
result as Table VII-C shows with little enhancement for the 
original case. However, the key difference is in their learning. 
The simple double operation is a simple scaling up of the input 
without learning to achieve a less complicated in 
implementation. Whereas the transpose convolutional 
operation is a convolution operation whose kernel is learnt 
while learned the model to learn the best up-sampling for the 
task. 

Turning to the normalization on Table VIII, the case of 
standardization (the top case) gives a faster result in fewer 
iterations. It can be considered as one of the solutions to 
overcome the warning of convergence issue that expresses that 
the estimation terminated early before reaching the 
convergence. Also, standardization achieves a better result in 
terms of accuracy. Especially for SVM classifier, the scaling 
helps to decrease the distances between inputs to select the 
maximum decision boundary. 

 
Fig. 4. The evaluation of the classifier over different examples. 

The overall trend of Fig. 4 shows the effect of the number 
of images on the accuracy. The accuracy of the training set is 
higher than the validation set but with acceptable gab, i.e., the 
gap between them did not increase after a specific point to 
express about happening overfitting. One of the possible 
reasons is using the pretrained models with their learnable 
parameters, i.e. all layers are frozen and used the same weights. 
This helps to reduce the number of required images to reach 
the convergence. 

Some other notes are appeared during the experiments. 
There are different possible sizes of the receptive field can be 
chosen to unify the shape of feature maps. When trying to 
unify the size to be 3x3, the resulting accuracy is almost the 
same in most cases, with little increase for 6x6 in other cases. 
However, more investigations in the future are better to be 
conducted on this size and other varied sizes to get adequate 
results about the effect of changing size on performance. 

E. Comparing with the State-of-the-art 

Ultimately, the results correspond to the research [26], 
which observes a good effect of using a feature hierarchy. 
While the proposed model in this paper uses the feature 
hierarchy for different domain, which is the breast cancer 
classification tasks. 

At the same time, comparing to the other works provided in 
Section II, this proposed model seems to infer the same 
previous result [6] [7] about the effect fusing of different 
pretrained models to get a better result than using each 
pretrained individually. But in this paper, the combination is 
between a features hierarchy extracted from two models 
VGG16 and ResNet50. 

V. CONCLUSION 

IDC is the most common subtype of all breast cancers. 
Instead of manual diagnosis, it must find solutions to ease 
diagnostic burdens, especially in under-staffed laboratories and 
equipment. Thus, the goal of this paper is to classify breast 
cancer in the form of images into binary classification: IDC 
and not IDC. This paper proposes a CNN-based model for 
learning features of breast cancer images that combines two 
pretrained CNN models to extract a feature hierarchy and then 
feeds them into the SVM classifier. Besides, experimental 
results show that classification performance is higher in the 
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combined pretrained model and fusing the deep features from 
various layers from various pre-trained CNNs leads to better 
classification performance.  In addition, other findings present 
the effect of some factors such as the normalization of training 
SVM classifier. However, those results are not the best results. 
It can be considered as a contribution, while the performance 
can be after the additional investigation in several factors, such 
as change the size of the receptive field of the features maps, 
number of pretrained models as well as other datasets with 
different pixel sizes may get another improvement. 

In the future, this paper provides various recommendations 
that are expected to help in developing CNN models. First, 
combining other information along with the breast images 
during developing DNN models, such as changes in the breast 
shape and DNA sequences, may increase the accuracy of the 
classification. Second, the breast imaging modalities are better 
to consider during developing DNN models. Adopting new 
modalities of imaging may provide more accurate details, such 
as shear wave elastography (SWE) or magnetic resonance 
imaging (MRI). Third, while the enormous quantity of 
unlabeled photos is a valuable source of data, it cannot be used 
in supervised learning. Instead, the research can shift to 
training in an unsupervised manner, such as using clustering 
approaches. In the end, increasing research interest and rapid 
technological advancements creates a chance for researchers to 
continue to evolve models of breast cancer classification. 
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Abstract—Image captioning task is highly used in many real-

world applications. The captioning task is concerned with 

understanding the image using computer vision methods. Then, 

natural language processing methods are used to produce a 

description for the image. Different approaches were proposed to 

solve this task, and deep learning attention-based models have 

been proven to be the state-of-the-art. A survey on attention-

based models for image captioning is presented in this paper 

including new categories that were not included in other survey 

papers. The attention-based approaches are classified into four 

main categories, further classified into subcategories. All 

categories and subcategories of the attention-based approaches 

are discussed in detail. Furthermore, the state-of-the-art 

approaches are compared and the accuracy improvements are 

stated especially in the transformer-based models, and a 

summary of the benchmark datasets and the main performance 

metrics is presented.  

Keywords—Image captioning; attention model; deep learning; 

computer vision; natural language processing 

I. INTRODUCTION 

Image captioning is targeted to represent an image with a 
sentence that should be accurate and summarized. The problem 
of image captioning is similar to using a machine to translate a 
sentence, but in image captioning, the machine task will be 
translating an image into a sentence. So, it is necessary to 
visually understand the image before producing the caption. 
The caption of the image should be expressive through 
detecting the objects of the image and their attributes, finding 
the relationship between the detected objects and the 
place/activity where the objects are included. 

The task of image captioning is very necessary for that it 
can be as an assistant to the impaired people by providing a 
brief description for the image while exploring the internet. 
Image captioning can be used in implementing self-driving 
cars by providing the agent with the ability to drive in a safe, 
fast and accurate way. Also, generating a caption for medical 
images automated the process of diseases diagnosis and 
treatment. In addition, it can be used to generate captions for 
the images included in the news articles. There are many other 
applications for image captioning, like in service robotics, 
military, education and image indexing. 

In order to generate a sentence with reasonable linguistics 
and true semantics, Computer Vision (CV) methods are used to 
visually understand the image. In addition, Natural Language 
Processing (NLP) models are employed to generate a correct 

sentence. The power of Deep Learning (DL) approaches in CV 
[1-7] and NLP [8-12] makes it the first choice for many 
approaches in image captioning. Convolutional Neural 
Network (CNN) was most commonly used in the vision part to 
get the image features. Then, Recurrent Neural Network 
(RNN) was used as a language model [13-16]. 

According to [17], deep neural network approaches in 
image captioning task can be categorized based on: 

 Type of learning: (Supervised [18,19], Unsupervised 
[20,21] and Reinforcement Learning [22,23]) 

 Architecture: (Encoder-Decoder [24,25] and 
Compositional [26,27]) 

 Feature Mapping: (Visual Space [28,29] and 
Multimodal Space [30]) 

 Number of Captions: (Dense Captioning [31], Whole 
Scene Captioning [32]) 

 Language Model: (LSTM and others) 

For the purpose of generating high quality captions, it was 
helpful to use advanced visual processing by considering the 
most salient features in the images while generating the caption 
words which is called attention model. The attention 
mechanism takes inspiration from the human visual system, 
which does not focus on all the scene parts but only on small 
parts of the scene. The salient features included in the image 
take precedence in encoding the image instead of the whole 
image. Attention has been used in different tasks, like machine 
translation and object identification. Moreover, many image 
captioning approaches employed the attention model and 
achieved a very good enhancement [33-37]. 

In this paper, a detailed survey for the attention-based 
approaches employed in image captioning is presented. In 
addition, a taxonomy of these attention-based models is 
provided including two new categories for categorizing the 
attention-based approaches. Most of the state-of-the-art articles 
for image captioning using attention-based models are included 
and compared with respect to the benchmark datasets and 
metrics. 

The organization of this survey paper is as follow: In 
Section II, Literature review is presented. The attention 
mechanism and its taxonomy is presented in Section III, 
including four main categories of the attention models and their 
subcategories. The benchmark datasets in addition to the 
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popular performance metrics are introduced in Section IV. 
State-of-the-art models are compared in Section V. Finally, this 
survey paper is concluded in Section VI. 

 
Fig. 1. Number of attention-based papers in image captioning per year 

II. LITERATURE REVIEW 

Many surveys have been published for the deep learning 
techniques in image captioning [17, 38-42]. Some of these 
surveys [17, 38, 40-42] considered few attention-based 
approaches in image captioning because most of the attention 
approaches were issued after publishing these deep learning 
surveys. A comparative study for attention-based techniques 
was published by Khaing and Phyu [43]. Their survey 
presented a good comparative study of the attention-based 
models but without any categorization and moreover, the most 
recent reference in their survey was in the year 2018, and there 
is big progress in the attention-based methods starting from the 
year 2019 as shown in Fig. 1. The newest survey for attention-
based models was presented by Zohourianshahzadi and Kalita 
[44]. In [44], they presented an evolution path of the attention 
models including hard and soft attention, semantic attention, 
spatial attention, adaptive attention, and bottom-up and top-
down attention. 

As per our knowledge, there is no detailed survey with a 
good taxonomy for the attention-based approaches employed in 
image captioning. Motivated by this gap in the existing image 
captioning survey papers, especially for the attention-based 
approaches, a detailed survey for the attention-based 
approaches employed in image captioning is presented in this 
paper by introducing new categories. 

III. TAXONOMY OF ATTENTION-BASED MODELS 

Employing the attention mechanism in image captioning 
was motivated by the successful work achieved in neural 
machine translation [45] and object recognition [46, 47]. The 
attention was employed in the decoder part of the translation 
task to mitigate the encoder from the need to model all input 
sentence information [45]. Xu et al. [48] proposed captioning 

approach by exploring the attention technique to consider the 
significant regions in the process of caption generation. 

According to [48], the attention was applied at the decoder 
so that at every time step ( ), LSTM produced a new word 
depending on the hidden state (    ), the words produced at 
the previous steps and a vector called context vector ( ̂ ). The 
context vector ( ̂ ) represents the information of an appropriate 
location of the image at specific time step  . The context vector 
 ̂  can be calculated using the annotation vectors, which are the 
features related to the image regions, and their assigned 
weights  . The weights   are assigned to every annotation 
vector   ,           using Multilayer Perceptron depending 
on the previous step hidden state     . The attention model 
     used for calculating the weights had two variants either 
soft or hard attention depending on how the weights will be 
interpreted. 

Variants of the attention model were proposed in image 
captioning research area, some researchers enhanced the model 
by employing the attention as multi-stages or by inserting 
information to guide the attention. However, the most notable 
variant of the attention is the transformer-based models as can 
be seen from Fig. 1, there is a big interest in applying the 
transformer-based models in comparison with the other 
categories. 

In image captioning, the attention mechanisms can be 
categorized into four categories, as demonstrated in Fig. 2. 
According to Chen et al. [49], the visual attention-based 
approaches may concentrate on the spatial features or the 
semantic features, so visual attention is added as a category for 
characterizing the attention-based models. In addition, 
according to He et al. [50], the attention-based methods can be 
categorized based on applying the attention as single-stage in 
the decoder, two-stages, two-stages with scene graph or based 
on the transformer. This classification is added as 
subcategories into the category named Attention Blocks. In 
addition to these main two categories, in this survey paper, two 
new categories that were not included in other survey papers 
for characterizing the attention-based models are added, which 
are Number of Attention Layers and Guided-Attention. 

A. Visual Attention 

Visual Attention [51, 52] is a significant technique in the 
human visual system. The brain targets a region or an object 
using computational capabilities with the guidance of low-level 
image features in a time step. The visual attention models can 
be divided into spatial and semantic attention. 

1) Spatial attention: For spatial attention, the attention is 

demonstrated spatially at a specific region [48, 49, 53-56]. For 

each fixed location, attention weights are calculated related to 

this location at each iteration. Several approaches apply soft 

attention, which models the feature maps with the computed 

weights. 
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Fig. 2. Taxonomy of attention-based image captioning models 

While other approaches use hard attention by selecting a set 
of regions which are salient from the feature map and 
concealing the other regions. Through applying the weighted 
pooling, some of the important spatial data may be lost. In 
addition, regularly the spatial attention is computed in the last 
convolutional layer, which leads to some analogous feature 
results for distinct regions because of the big size of the filter, 
resulting in ineffective spatial attention. 

2) Semantic attention: Instead of attending to the fixed 

resolutions in spatial attention, other approaches proposed 

attending to the image's semantic concepts [57, 58].  Semantic 

attention is more like the human description of the image 

because people describe the most important objects and do not 

talk about all regions in the image. Attributes can be utilized 

from any image location even if there is no actual existence of 

these attributes within the image. For the purpose of attending 

to semantically necessary attributes, You et al. [57] employed 

a semantic attention framework that used top-down and 

bottom-up models. Bottom-up was used to select the semantic 

attributes, and top-down was used to decide when and where 

to apply the attention. Another approach was proposed by Gan 

et al. [58] in which they recognized the semantic tags and 

computed the probability of the tags to be utilized in forming 

the LSTM parameters. LSTM weight matrices were expanded 

to a group of weight matrices that are tag-dependent. 
Using semantic attention requires extra resources that are 

important for detecting the relationship among the semantic 
concepts and the image. 

B. Attention Blocks 

The attention-based models can also be categorized 
according to the block where the attention is applied. The 
attention can be applied as a single-stage in the decoder block, 
two-stages by obtaining bottom-up and top-down attentions, 
two-stages with injecting a graph network, or Transformer-
based models. 

1) Decoder-based attention (single-stage attention): In 

decoder-based attention models, the attention is employed at 

the decoder. In the process of producing the caption words, the 

informative regions [59] are targeted in the attention by the 

decoder. Depending on the LSTM hidden states and the 

previously predicted caption words, Xu et al. [48] proposed to 

use the attention module in the decoder of the captioning 

approach while generating the sentence words. A weighting 

matrix is introduced for each feature map receptive field then 

this weighted map and the last predicted word were forwarded 

to the language model for the purpose of predicting the next 

word. 

2) Two-stage attention: Rather than attending to the 

salient regions like Decoder-based attention, Anderson et al. 

[53] presented a model that contains two-stage attention. 

Faster R-CNN [60] was employed in the bottom-up attention 

module. Then, the attention was distributed among the image 

regions using a top-down attention mechanism. They used two 

LSTM layers for the purpose of applying attention to the 

selected spatial features, the first layer was for the top-down 

attention, and the other was for the language layer. The 

drawback of their model is that it cannot handle object-object 

relationships. 
An approach that is similar to [53] was introduced by Lu et 

al. [61]. Their proposed decoder determines whether the word 
will be visual and predicted according to a certain image region 
or the word will be predicted from the textual vocabulary. The 
essential advantage of their approach is in its availability to 
have additional object detectors, which can lead to producing 
different image captions. The main gap in two-stage attention 
models is that the models are lacking for getting the 
relationship between the image regions. 

3) Two-stage attention with graph: To enhance the two-

stage attention models, graph networks can be employed to 

discover the relationship among the detected regions which 

can result in enhanced features and accordingly improve the 

caption generation. Similar to [53, 62], Yao et al. [55] 

employed the attention mechanism for attending to the 

informative image regions. The key novelty in (GCN-LSTM) 

[55] is that they used two graphs for detecting the relationship 

between the image regions. A semantic graph was employed 

with the nodes representing the image regions and the edges 

representing the relationship between these detected image 
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regions. While the geometrical relations between the regions 

'vertices' were demonstrated by the spatial graph. Then, Graph 

Convolutional Network (GCN) [63] was utilized to output 

relation-aware region representations. 
The approaches presented in [55, 64] employed Faster R-

CNN to identify the image objects and thus explore the 
relationships between regions of interest. Faster R-CNN was 
trained on the Visual Genome dataset [65]. While in [66], the 
visual relationships were modelled on Flickr30K [67] and MS 
COCO [68] and so the pre-established classes of the relations 
are not required. 

The authors in [55] extended the approach to (GCN-LSTM-
HIP) [69] to include a hierarchical tree of three levels which 
have the image as the root, the detected regions as the first 
layer and the instances/foreground of the regions at the leaf 
layer. Then, a Tree-LSTM [70] was employed for modelling 
the dependency structure and improving the features. 

Another model presented by Guo et al. [71] which detected 
a set of visual semantic units 'VSUs' where the units represent 
the objects, attributes and the object's relationships. Semantic 
and geometry graphs were employed while the vertices 
representing the semantic units and the edges representing the 
connections between them differed from [55] that presented the 
relationships as edges. GCN was then introduced in [71] to 
output context-aware embeddings for the visual semantic units. 
Attention for the different kinds of units was applied via 
context gated attention (CGA). Another scene graph approach 
was presented by Yang et al. [72] that used the edges to 
represent the relationships in the graph. Language inductive 
bias was integrated into the captioning framework, and its 
features are represented via a scene graph auto-encoder 
(SGAE). 

The main drawback in the graph scene-based models is 
that, however, the models made an enhancement to the 
performance compared to the two-stage models, but the need 
for additional models for scene graph construction is still a 
problem. Also, with respect to the computational cost, having 
two graphs is ineffective. 

4) Transformer-based: Unlike the graph-based models, 

the transformer models don't include any graphs and thus don't 

need additional models for the graph construction. The 

transformer was originally designed for text translation [73]. 

The transformer is able to avoid any duplication by employing 

the attention in a comprehensive way between the input and 

the output. Extensive approaches were proposed to employ the 

transformer models in image captioning [74-85]. 
Huang et al. [86] proposed Attention on Attention (AoA) 

approach, which adds attention over the traditional attention. 
"Information vector" and "attention gate" were produced by the 
query and the attended results, then second attention was 
produced by element-wise multiplication between them. AoA 
was applied in the encoder to detect the relations between the 
objects. While in the decoder, AoA was employed for holding 
the relevant attention output and ignoring the deceptive results. 

Captioning transformer with stacked attention module was 
proposed by Zhu et al. [76]. A multi-level observation was 
proposed in such a way that all transformer layers had the 

opportunity for generating the sentence word. Average pooling 
was then employed to find the probability of the word by 
merging all the contributions. 

Cornia et al. [74] proposed a transformer approach to 
consider low and high-level relationships by modelling them as 
multi-level. They utilized persistent memory vectors while 
encoding the relationships with prior information. In addition, 
rather than applying the attention only to the last encoding 
layer, all the encoder layers contributed to the sentence 
generation process and connected to the decoder layers in 
mesh-like connectivity. 

A Multimodal transformer was proposed by Yu et al. [75], 
which is able to model three different relations, which are: 
word-to-word, word-to-object and object-to-object. Self-
attention in the same modality and co-attention in distinct 
modalities were acquired. In addition, multiple views were 
employed in two designs: aligned and unaligned multiple 
views. 

The conventional transformer was expanded with the 
addition of EnTangled Attention (ETA) and Gated Bilateral 
Controller (GBC) [77]. ETA gave the transformer the ability to 
use semantic concepts and visual information. The 
interconnection between the multimodal information was 
controlled by the GBC. Object relation transformer [78] was 
proposed in which geometrical information for the relationship 
between each pair of objects was included within the 
transformer through spatial attention. 

He et al. [50] proposed a model with the idea of changing 
the internal structure of the transformer that was originally 
proposed to handle text. They introduced an expanded 
transformer that includes three parallel sub-transformer layers 
to handle three different relationships: parent, child, and 
neighbor. 

C. Number of Attention Layers 

The attention models can be characterized according to the 
number of required attention steps either to attend once per 
word, attend with fixed steps or adaptively determine the 
number of required attention steps. 

1) Single-layer attention: The attention operation is 

connected to the word generation procedure in the traditional 

attention-based framework [48]. The framework attended once 

to the image prior to generating the following word. The 

model attended to selected image regions in each iteration, and 

the computed attention features were sent to the RNN as input. 

The problem of attending once per word is that some 

important information may be lost, especially if the model 

attended to an incorrect region. 

2) Fixed multiple attention steps: In order to enhance the 

single attention process by avoiding predicting incorrect 

words, several approaches attended multiple times to enhance 

the attended region and get the lost data [87, 88]. Du et al. [87] 

proposed a model that attended more times to the image per 

word and showed that it could improve image captioning 

without adding extra parameters. Two LSTMs model were 
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utilized, which have the ability to attend for arbitrary times 

and enable the flexibility of the attention operation. 
Triple attention approach was proposed by Zhu et al. [88]. 

The attention is utilized to the input phase of the previous step 
LSTM hidden states. In addition, attention was also utilized in 
the output phase of present hidden states. Conditional 
embedding was used in addition to the word/image embedding 
at every input stage of LSTM. This way, the prior text 
information was coupled with image information, and 
accordingly, text and image information appeared in the input 
of the word generation procedure. 

For the purpose of getting attention to different semantic 
abstractions, Chen et al. [49] applied the attention in a multi-
layer since the lower layers are the dependent layers for the 
feature maps. The attention in their approach was approached 
to each entry of the feature maps, which are multi-layer. They 
also proposed channel-wise attention for applying the re-
weighting process in every channel through the word 
generation process. The channel-wise attention could be 
viewed as the procedure of choosing the semantic concepts by 
paying more attention to the channels produced by filters 
indicated by the semantics. 

A hierarchical approach (CNN+CNN) [89] was proposed 
such that they employed the CNN as a decoder besides being 
the encoder. Their hierarchical attention model learns the 
relationship of the attributes for all image regions and all 
levels. The dot-product operation used in their framework 
results in reducing the parameters and can be faster than Multi-
layer Perceptron attention used in [48, 54]. The idea of 
hierarchical attention was also employed in [90-92]. Yan et al. 
[90] proposed a mechanism made up of global and local 
attention modules which related to the global CNN features, 
extracted by CNN encoder, and local object features, extracted 
by object detector, respectively. 

Sequential attention was presented by Fang et al. [93] to 
take into consideration the sequential attention relationships in 
several time steps at word generation and correspondingly 
improve the visual data in caption generation. Another 
sequential attention was proposed by Liu et al. [94], in which 
the image was represented as a sequence of objects, and the 
attention was employed to consider all objects information 
during sentence word generation. 

3) Adaptive attention: According to the previously 

presented approaches, sometimes there are no image regions 

corresponding to each sentence word. So, an adaptive 

attention approach [54] was proposed that includes a sentinel 

gate and spatial attention to determine where and when to 

attend in the caption generation. They presented an extension 

to LSTM that, rather than having one hidden state, they added 

a visual sentinel vector. In addition, a sentinel gate was 

proposed to determine whether the attention will be targeted to 

the visible sentinel or the image. Another adaptive attention 

approach was proposed by Deng et al. [95] that adaptively 

determine whether it is needed to depend on the language 

model or the visual signals. Their proposed approach can 

make the image captioning task more flexible by enhancing 

the obligatory correlation between image regions and sentence 

words. 
Adaptive semantic attention framework [96] was proposed 

to incorporate dual-LSTMs; the first LSTM works as a visual 
sentinel to acquire fine-grained representations. The second 
LSTM serves as a language model that produces the sentence 
words depending on the updated attended vector and first 
LSTM output. 

Huang et al. [97] presented an adaptive attention time 
model (AAT). The model was learned to determine the number 
of required attention steps in each step of the decoder in order 
to produce the next word. Using AAT, the mapping between 
the image regions and caption words can be applied arbitrarily 
such that a caption word may attend to multiple regions and 
vice versa. Their approach doesn't add parameters gradient 
noise. 

D. Guided Attention 

For the purpose of enhancing the performance of image 
captioning approaches and generating accurate captions, some 
approaches inserted additional information guidance [98, 99] 
like the concept features that make a connection between the 
input image and the caption. In [100], the model was guided 
through semantic information acquired from the images and 
sent as extra input for the LSTM units. While in [101], the 
approach could be guided through concept features which are 
obtained from predicting the recurrent word existence in the 
captions. Another way for learning the features is by adding a 
network for guidance [102]. More similar to [102], Sow et al. 
[103] inserted a network for guidance, but rather than obtaining 
one vector for guidance, [103] obtained a sequential network 
for guidance which was able to adjust the guided vectors in the 
sentence generation process. They also utilized the Luong 
attention mechanism [104] that is an enhanced style of the 
attention technique. 

Text-guided attention approach was presented by Mun et 
al. [105]. Related sample captions, namely guidance captions, 
were employed to get visual attention and produce appropriate 
captions. The related sample captions were obtained through 
the similar training images that participate in equivalent related 
regions with the input image. Topic-guided attention was 
proposed by Zhu et al. [106], which picked up the significant 
features by the information guidance through incorporating the 
topics within the image with the attention mechanism. 

IV. DATASETS AND PERFORMANCE METRICS 

A. Datasets 

Different datasets have been presented in the research area 
of image captioning. The popular datasets, which are Flickr8K 
[107], Flickr30k [67], Microsoft COCO [68] and Visual 
Genome [65] are presented. 

1) Flickr8K [107]: Dataset consists of about eight 

thousand images selected from six groups on Flickr.com and 

does not have a tendency to famous locations or people; 

instead, various situations and locations are represented. The 

dataset includes five captions for each image through human 

annotations. 
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2) Flickr30K [67]; Extension to Flickr8K, consists of 

31,783 images. Flickr30k contains 8.7 objects per image, 

44,518 object categories, 6.2 objects per category, 5 sentences 

per image and 16.6 expressions per image. 

3) Microsoft COCO dataset [68]: A large-scale dataset 

that broadly used in image captioning task. MS COCO 

includes 328,000 images, 7.7 objects per image, 91 object 

categories, 2.5 million labelled instances, 27,473 objects per 

category and five sentences per image. 

4) Visual genome dataset [65]; It is an image captioning 

dataset that considers the relationship modelling between 

objects. It generates captions for different image regions, 

unlike the other datasets, which generate the caption to the 

entire scene. The dataset includes more than 100 thousand 

images, 18 attributes, 21 objects per image, and 18 objects 

relationships. 

B. Performance Metrics 

For the purpose of evaluating the image captioning 
techniques, different metrics were proposed to compare the 
output generated caption with the original caption. In this 
section, the main used performance metrics which are BLEU 
[108], ROUGE [109], METEOR [110], CIDEr [111] and 
SPICE [112] are presented. 

1) BLEU "Bilingual Evaluation Understudy" [108]: It is 

originally introduced by IBM for the evaluation of machine 

translation. This metric measures the quality of the generated 

sentence by calculating its similarity with the original 

reference translations. N-grams of the machine-generated 

sentence are compared to those of the reference sentences and 

get the matching counter. The output score is higher, and the 

quality of the generated sentence is better when there are more 

reference sentences and there is a higher number of matches. 

The range of BLEU values is from zero to one, and a small 

number of generated captions can get one only if it is identical 

to the ground truth caption. 

2) ROUGE [109]: It is originally introduced for the 

evaluation of text summarization. ROUGE metric calculates 

the quality of the text generated summary by counting the 

number of its n-gram, sequences of words, and pairs of words 

that overlapped with the reference summaries created by 

experts.  ROUGE-N (N-grams), ROUGE-L, ROUGE-W, and 

ROUGE-S are the types of the ROUGE metric. 

3) METEOR [110]: A metric utilized for evaluating the 

machine-generated texts by matching the unigrams of the 

machine-generated sentence and the reference sentences. Once 

this matching is computed, recall and precision of unigram 

and a measure of fragmentation were utilized for computing a 

METEOR score. 

4) CIDEr [111]: A metric utilized for evaluating the 

image descriptions. The five available captions of the dataset 

used in the other metrics are not enough for finding the 

consensus among the judgment of the human and the output 

captions. A consensus is a measurement for counting the 

mutual n-grams between the ground truth and predicted 

captions and assigning low weights for the common n-grams. 

5) SPICE [112]: The previously explained metrics depend 

on the n-grams and SPICE metric overcomes this restriction 

by employing a scene graph in which the reference and 

generated captions are converted to a graph-based semantic 

representation. SPICE is measuring if the objects and 

attributes are represented in the generated caption in an 

effective way in addition to their relationships. 

V. COMPARISON AND DISCUSSION 

In this section, the performance of different state-of-the-art 
approaches is presented and discussed. In Table I, different 
approaches are compared with respect to their experimental 
results on the benchmark MS COCO dataset and the 
commonly used performance metrics BLEU-4 (B@4), 
METEOR (MT), ROUGE-L (R), and CIDEr (C). 

From the beginning of using the attention mechanism in 
image captioning by Xu et al. [48], it has been shown that their 
approach obtained better performance on Flick8k, Flickr30k 
and MS-COCO. The reason behind the better performance is 
that their approach considered the most relevant objects when 
generating the image caption. Moreover, they showed that the 
hard attention variant of their mechanism outperforms the soft 
attention on these benchmark datasets. After that, You et al. 
[57] showed that attending to the semantic attributes instead of 
attending to the spatial attention [48] can improve the results 
by generating semantically rich captions. 

Further improvement in the results was obtained by 
introducing multiple attention layers, which can be used in a 
hierarchical structure or by using either a fixed or adaptive 
number of attention layers. Du et al. [87] achieved 38.1, 28.3, 
58.0, 126.1 and 22.0 on BLEU-4, METEOR, ROUGE, CIDEr 
and SPICE, respectively. These results are higher than the 
results of hierarchical attention [89]. The hierarchical structure 
in [89] used the CNN as decoder; however, Du et al. [87] used 
two LSTMs model to enable attention at arbitrary times and 
make the attention operation more flexible. 

The adaptive attention approach of Huang et al. [97] 
achieved 38.7, 28.6, 58.5, 128.6 and 22.2 on BLEU-4, 
METEOR, ROUGE, CIDEr and SPICE, respectively, which 
are higher than that of both Wang and Chan [89] and Du et al. 
[87]. The reason for their better performance is that their model 
was learned to determine the number of required attention steps 
in each decoder step, and the mapping between the image 
regions and caption words can be applied arbitrarily. 

Anderson et al. [53] achieved a good performance by 
employing a two-stage decoder containing bottom-up attention 
and top-down attention. Yao et al. [55], Guo et al. [71] and 
Yang et al. [72] further enhanced the results of the two-stage 
decoder by introducing scene graphs for detecting the 
relationship between image regions. Yao et al. [69] achieved 
better results than [55, 71, 72] by introducing a hierarchical 
tree and using a tree-LSTM to model the dependency structure. 

The best performance in Table I was achieved by Yu et al. 
[75] and Pan et al. [114]. In [75], Yu et al. used a multimodal 
transformer that can model three different relations, and the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

409 | P a g e  

www.ijacsa.thesai.org 

model was designed in two views aligned and unaligned multi-
view visual representation. However, Pan et al. [114] modelled 
second order interactions through proposing X-linear attention 
module plugged into transformer. Both of [75] and [114] are 
Transformer-based attention models which proves that 
Transformer-based models can achieve better results in 
comparison with other attention-based mechanisms. The big 
interest in applying the transformer, as can be seen from Fig. 1, 
comes from its ability to weight the importance of every input 
region and its ability to avoid any duplication by employing the 
attention in a comprehensive way between the input and the 
output. In addition, it can be parallelized in an effective way. 

Employing the attention mechanism in image captioning 
started from the year 2015 [48] and it is getting more attention 
from that time since the number of research papers employed 
the attention is increasing every year as explained in Fig. 1. In 
addition, the authors have a tendency for using the scene graph 
with attention models and also great attention is going towards 
applying the transformer in the image captioning task due to its 
parallelization nature and better performance. In addition, part 
of the research in image captioning task recently is going 
towards applying the attention as multi-layer in order to 
enhance the predicted words or adaptively determine the 
number of required attention steps. 

TABLE I.  COMPARISON BETWEEN THE STATE-OF-THE-ART ATTENTION-
BASED CAPTIONING APPROACHES 

Ref. Year 
Category of 

the Attention 

Results (C5) 

B@4 MT R C 

[48] 2015 
Spatial Single 

Stage 
25.0 23.04 - - 

[57] 2016 
Semantic 

Single Stage 
31.6 25.0 53.5 94.3 

[49] 2017 
Spatial Multi-

Layer 
30.2 24.4 52.4 91.2 

[94] 2017 Multi-Layer 32.0 25.8 54.0 102.9 

[54] 2017 Adaptive 33.6 26.4 55.0 104.2 

[89] 2018 Multi-Layer 26.7 23.4 51.0 84.4 

[76] 2018 Transformer 33.3 - 54.8 108.1 

[88] 2018 Multi-Layer 33.8 27.0 55.4 106.4 

[61] 2018 Two-Stages 34.7 27.1 - 107.2 

[93] 2018 Multi-Layer 34.9 26.7 - 108.1 

[102] 2018 Guided 35.3 26.7 55.5 107.8 

[53] 2018 Two-Stages 36.9 27.6 57.1 117.9 

[87] 2018 Multi-Layer 38.1 28.3 58.0 126.1 

[55] 2018 
Two-Stages 

with Graph 
38.7 28.5 58.5 125.3 

[103] 2019 Guided 34.0 26.3 55.2 103.6 

[71] 2019 
Two-Stages 

with Graph 
37.4 28.2 57.9 123.1 

[72] 2019 
Two-Stages 

with Graph 
38.5 28.2 58.6 123.8 

[97] 2019 Adaptive 38.7 28.6 58.5 128.6 

[77] 2019 Transformer 38.9 28.6 58.6 122.1 

[69] 2019 
Two-Stages 

with Graph 
39.3 28.8 59.0 127.9 

[86] 2019 Transformer 39.4 29.1 58.9 126.9 

[75] 2019 Transformer 40.4 29.4 59.6 130 

[90] 2020 Multi-Layer 28.5 25.3 56.5 92.4 

[95] 2020 Adaptive 32.6 27.0 - - 

[66] 2020 
Two-Stages 

with Graph 
34.3 27.0 55.5 106.1 

[113] 2020 Transformer 38.8 29.0 58.7 126.3 

[74] 2020 Transformer 39.7 29.4 59.2 129.3 

[50] 2020 Transformer 39.6 29.1 59.2 127.4 

[114] 2020 Transformer 40.3 29.6 59.5 131.1 

[81] 2021 Transformer 40.0 29.1 59.4 129.4 

[82] 2021 Transformer 38.5 28.9 58.6 129.6 

[80] 2021 Adaptive 36.3 27.2 56.8 113.3 

[98] 2021 Guided 39.8 28.8 59.4 128.3 

[99] 2022 Guided 35.9 28.4 57.3 115.9 

[85] 2022 Transformer 37.9 28.8 58.1 126.7 

[115] 2022 Transformer 39.2 28.8 58.7 125.6 

[116] 2022 Transformer 39.9 29.1 59.1 127.8 

[117] 2022 Adaptive 38.5 28.3 57.5 120.7 

VI. CONCLUSION AND FUTURE WORK 

In this paper, a survey was presented for the attention-based 
image captioning approaches. Four main categories of the 
attention-based approaches and their subcategories are 
summarized. Furthermore, the attention-based approaches were 
compared on benchmark datasets and popular performance 
metrics. As discussed in the paper, there is a great 
improvement in the image captioning task due to using the 
attention-based models especially using Transformer-based 
approaches. Although there is an impressive effect of using the 
attention-based models in image captioning, there is still room 
for improvement. Faster R-CNN is extensively employed as an 
encoder because of its ability to get effective detection results. 
However, training of Faster R-CNN is not a simple task, and it 
gives unsatisfied results in some cases, like when having 
images of low resolutions or when the objects are deformed or 
of small size. So, it may be better if other image encoders are 
used or when an enhanced version of Faster-RCNN is 
employed. In addition, another room for improvement can be 
found in the transformer-based models with introducing new 
transformer architectures, which may help in improving the 
quality of the result description. 
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Abstract—Various studies inside the domain of research and 
the development of automatic speech recognition (ASR) 
technologies for several languages have not yet been published 
and thoroughly investigated. Nevertheless, the unique acoustic 
features of the Amazigh language, for example, Amazigh's 
consonant emphasis, pose many obstacles to the development of 
automatic speech recognition systems. In this study, we examine 
Amazigh language voice recognition. We treat the problem by 
focusing on transitions in vowel and consonant sounds and 
formant frequencies of phonemes. We present a hybrid strategy 
for phoneme separation based on energy differences. This 
includes analysis of consonant and vowel features, and 
identification methods based on formant analysis. 

Keywords—Speech recognition system; Amazigh language; 
analyzing formants and pitch; speech corpus; artificial intelligence 

I. INTRODUCTION 
Automatic Speech Recognition (ASR) is used to transcribe 

human speech captured via a microphone into text that 
computers can understand in order to enhance human-machine 
(HM) communication. ASR has long been the subject of 
intense research. Formant frequencies have been studied for 
decades. ASR has long been a topic of active investigation. 
For many years, formant frequencies are believed to be an 
important factor in recognizing speech phonetic content [1]. 
To arrive at the stage of recognizing phonemes, we examine a 
specific case of this problem and focus on the vowels and 
consonants transition in the Amazigh language and the 
formant frequencies of phonemes that are important for 
determining the phonetic content of speech [2]. We trust that 
this effort, will highlight the importance of consonant-vowel 
changes and vocal parameter analysis in speech recognition. 

We provide a strategy that includes separation of 
phonemes by differences in energy between consonants and 
vowels, vocal characteristics processing of phonetics units, 
and a recognizer algorithm based on formants. Formant 
analysis methods focus on associating physical aspects with 
phonology. This method determines speech types by analyzing 
linguistically distinct features of the speech. 

The rest of this article is organized as follows: Section II 
describes the characteristics of the human voice and the 
Amazigh language. The remainder of Section III describes 
some mathematical and engineering techniques for language 
modeling, followed by a discussion of proposed phoneme 
recognition methods. Section IV provides further insight into 
the results and Section V concludes the article. 

II. CHARACTERISTICS OF SPEECH AND PHONETICS 

A. Human Ear and Acoustic Sound 
Sound constitutes a wave that propagates in a material 

environment like small variations of pressure. This is 
perceptible via human ears at frequencies ranging from 20 Hz 
to 20 kHz. Nonetheless, the phonetic information is judged to 
be less than 10 kHz [3]. 

Due to the way sound signals are sifted, we modify the 
sufficient range because ears are not sensitive to stage 
distortion. This allows us to focus exclusively on 
complementary application modules. 

B. Human Voice 
The human voice is a collaboration of breathing and 

multiple phonatory organs. In voiced phonemes, sound is first 
produced by the vibration of the vocal cords [4]. It is 
manipulated differently depending on the cavities it passes 
through, primarily the pharynx and mouth. These cavities act 
as resonators, increasing frequencies corresponding to the 
resonant frequencies of specific phonemes. These enhanced 
frequencies are known as "formants" and are the features that 
phonologists search in spectrograms to identify phonemes 
being pronounced [5]. 

The Fig. 1 shows the formants (F1, F2, and F3) 
superimposed on spectrogram of speech signal « he took 
holidays » showing the alternating voiced and unvoiced 
sounds. In the voiced situation, a formant structure is 
presented. 

C. Phonology and Phonetic 
Phonetic by definition is study of phonetic units, the 

smallest particular phonetic unit being regularly defined as a 
phoneme. The opposition between the terms bath and bread, 
well, suggests that [b] and [p] are phonemes. In general, we 
can classify then as follows: classes and subclasses, more 
significant of which is "vowel" and "consonant". 

 
Fig. 1. Illustration of formants F1, F2, F3 of speech signal "he took 

holidays". 

*Corresponding Author.  
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Fig. 2. Categorization of vowels using the vocal trapezoid. 

Relatively vowels are lengthy-duration sounds with a 
flows and with considerable frequency characteristics 
consistency during times: in absence of highly pronounced 
prosodic features, formants appear horizontal on the 
spectrogram [6]. The vowel trapezius, shown in Fig. 2 
illustrates their location in the planes specified by initial both 
formants, indicating articulation position of language. 

However, consonants represent phonemes that encounter 
an obstacle when articulated (such as labial vowels, toothy 
teeth, palate closure in [k], etc.). In comparison, they are 
considerably shorter than vowels and significantly variable in 
length during time. Could be sonorous or loud. In the resonant 
scenario, only current formants are present, see the Fig. 3. 

D. Speech Signal Frequency Parameters 
The bandwidth of voice signal is much larger than the 

telephone bandwidth (4 kHz) and includes all information's 
necessary to know to decode human voice. 

The fundamental frequency refers to the speed of opening 
and closing of the vocal chords during phonation. Its value is 
proportional to the individual's phonatory system size [7]. 
Voice frequency vary between 80 and 600 Hz based on age 
and gender. 

The spectrogram is a representation in three dimensions, 
where the X-axis represents time, the Y-axis represents 
frequency, and the Z-axis represents frequency levels 
(symbolized by gray levels). Fast Fourier transform (FFT) 
with sliding window is applied to acquire the voice signal. 

E. Amazigh Language 
The Amazigh language, commonly called Tamazight or 

Berber, is one of humanity's earliest languages. Now it 
extends from the Red Sea to the Canary Islands and from 
Niger in the Sahara to the Mediterranean Sea, including the 
northern section of Africa. 

 
Fig. 3. Spectrogram of the syllable (asa). 

In Morocco, Amazigh language is classified into three 
main regional’s varieties, based on historical, geographical, 
and sociolinguistic factors: Tarifite in the north, Tamazight in 
Central Morocco and the south-east, and Tachelhite in the 
south-west and the High Atlas. Even though half of the 
Moroccan population are Amazigh speakers, the Amazigh 
language has been reserved exclusively for informal and 
familial domains: Boukous (1995) [8]. In the last decade, with 
royal generosity, the language was institutionalized and 
included in Moroccan school system. 

Since February 2003, Morocco's official Amazigh alphabet 
system, known as Tifinaghe-IRCAM, has been used in 
Moroccan school programs and Amazigh historical studies. 
The system uses the alphabet describe in Table I [9]: 

TABLE I.  AMAZIGH LANGUAGE ALPHABET 

 
 
 
 

27 
Consonants 

labial ⴼ, ⴱ, ⵎ 
dental ⵜ, ⴷ, ⵟ, ⴹ, ⵏ, ⵔ, ⵕ, ⵍ 
alveolar ⵙ, ⵣ, ⵚ, ⵥ 
palatal ⵛ, ⵊ 
velar ⴽ, ⴳ 
labiovelar ⴽⵯ, ⴳⵯ 
uvular ⵇ, ⵅ, ⵖ 
pharyngeal ⵃ, ⵄ 
laryngeal ⵀ 

2 Semi-consonant ⵢ and ⵡ 
 

4 
Vowels 

full vowel ⴰ, ⵉ, ⵓ 

Neuter vowel 
(schwa) 

ⴻ it has a specific status 
in phonology Amazigh. 

The correct writing of words in the Latin letters closely 
resembles phonetic transcription and correctly conveys their 
pronunciation, includes twinned and vowel sounds. 

Examples: /illa/—> « illa » —> « il existe », « il est ». [10] 

The pronunciation of Amazigh language varies from 
region to region [11]. 

III. TECHNOLOGIES AND METHODS 

A. Fourier Analysis 
Transform of Fourier permits a time-frequency processing 

at a resolution suitable for speech signals that are quasi-
stationary on intervals of 10-100 ms. 

1) Fourier transform: We are dealing with the pre-Hilbert 
sets of square integrables function 𝐿𝐿²(ℝ), and the orthogonal 
family of sine functions 𝑒𝑓: 𝑡 → 𝑒𝑗2𝜋𝑡/ 𝑓 ∈ 𝑅  (we restrict 
ourselves physically in concret pulses)). Preparing the 
projection portion of each sinusoid provided by the scalar 
product, and not ignoring the complex conjugate with respect 
to the second number, the Fourier transform H(f) (or FT(g(t) ) 
of a functions g(.) allows projection over the vector space 
through which the sinusoids: 

FT(f) =< g(t)|ef >= ∫ g(t)e−j2πft+∞
−∞ dt (1) 
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Where the variables t and f refer to time and frequency, 
respectively. FT(f)(t) is the transform of g(.). 

These transform would be employed in our study to 
investigate the contributions of each frequency range in the 
speech signal more qualitatively by evaluating the 
spectrogram, (Ohm's rule states that human ear is insensitive 
to the acoustic signal's phase) [12]. 

2) Discrete fourier transformation: The signal has now 
been expressed by sampling taken evenly throughout time by 
sampling continuous time {𝑥(𝑛)/𝑛 ∈ [0,𝑁 − 1] 

To avoid edge effects, we convert them into an N-period 
signal. Following that; the discrete transform expressed as: 

F(k) = ∑ 𝑥(𝑛)𝑒
−2𝑖𝜋𝑘𝑛

𝑁𝑁−1
𝑛=0    (2) 

The frequency observations is related to the 𝑘
𝑁

 factor for 

𝑘𝜖 �0, 𝑁
2
� If 𝑓𝑒 represents the sample frequency, so = 𝑓𝑒 × 𝑘

𝑁
 . It 

should be emphasized that because the received information is 
restricted to half of the period ]1N,0[ - , this transformation 
is redundant. Indeed: 

∀𝑘 ∈ 𝑍 nπi2
1N

0=n

ee)n(x=)kN(F
N

knπi2

-
-

∑-  

)k(F=e)n(x=
N

knπi21N

0=n
∑

-

 (3) 

As a result, modules are similar, with the term simply 
having the reverse indication. If we wish to evaluate the 
signal’s about frequency scale of 10 kHz, we need to use a 
sampling frequency with 20 kHz [13]. Within reality, we 
employ the FFT (Fast Fourier Transform), which has a 
computational cost of O(Nlog2(N)) rather than O(N²) for 
straight computing, also use this redundancy to improve the 
computation. 

B. Convolution and Transformation 
The convolution product in continuous-time of two 

functions is given as: 

∀𝑡 ∈ 𝑅, (𝑓 ∗ ℎ)(𝑡) = ∫ 𝑓(𝜏)ℎ(𝑡 − 𝜏)𝑑𝜏+∞
−∞  (4) 

Convolution operators are commutative. Also, since there 
are associative equations, the following two are valid: 

∀𝑡 ∈ 𝑅, (𝑓 ∗ ℎ)(𝑡) = (ℎ ∗ 𝑓) (5) 

As a consequence of commutativity: 

�(ℎ ∗ 𝑔) ∗ 𝑓�(𝑡) = ((ℎ ∗ 𝑓) ∗ 𝑔)(𝑡) (6) 

The Fourier transform of the two functions ordinary 
product is the convolution product of Fourier transforms. In 
addition, the Fourier transform of the two functions 
convolution product is the usual product of Fourier 
transforms: 

�𝐹𝑇
(𝑔 ∗ ℎ) = 𝐹𝑇(𝑔) × 𝐹𝑇(ℎ)

𝐹𝑇(𝑔 × ℎ) = 𝐹𝑇(𝑔) ∗ 𝐹𝑇(ℎ) (7) 

This finding is also valid for discrete cyclic 
representations. It will be applied in formants analysis as a 
result of the speech signal modeling adopted. 

C. Windowing Issue 
Practically, in addition to the x-signal discrete, the 

observation time of 2τ has over. Consequently, we see the 
signal convolution using a window function [14]: 

∏ (𝑡) = �1 𝑖𝑓 𝑡 ∈ [−𝜏, 𝜏]
0 𝑖𝑓 𝑛𝑜𝑡 𝜏   (8) 

As according (7), Fourier transformation of 𝑠(𝑡) × ∏(𝑡) 
being a convolution product between window and signal, 
following equation give gate function: 

∫ ∏(𝑡)𝑒−𝑖𝜔𝑡𝑑𝑡 = ∫ 𝑒−𝑖𝜔𝑡𝑑𝑡 = 2𝜏 sinc(𝜔𝜏)𝜏
−𝜏

+∞
−∞  (9) 

This cardinal sinus has a central lobe with a width of 2/τ. 
As a consequence, when the observation period approaches 
zero, the spectrum expands. To resolve this issue, we use a 
zero-energy concentration window that restricts this 
phenomena. A Hamming window was used in our study [15], 
[16]. 

H(n) = 0.54 − 0.46 × cos(2π n
N−1

)   (10) 

D. Formants and Pitch Examination 
1) Decoding problem from acoustic to phonetic: Due to 

the continuous nature of speech signals, it is difficult to 
identify different linguistic units such as words, syllables and 
phonemes in the recorded signal. This problem is known as 
phonetic acoustic decoding. [17], [28]. We used a process 
allowing us to identify the transitions between consonants and 
vowels. The syllables corresponding to this case are available 
to qualify [18]. 

2) Vowel-consonant (VC) and Consonant-vowel (CV) 
Transitions Detection: Digital filtering is employed first to 
remove as much background noise as feasible [19]. 

The flowchart in Fig. 4 illustrates the identification of 
vowel-consonant and consonant-vowel transitions. 

 
Fig. 4. CV and VC flowchart for detecting transitions [20]. 
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3) Formants: Minimums and maximums presents in the 
vocal signal spectrum correlate to resonance and anti-
resonance tract vocal, also named formants and anti-formants. 

In general, the frequencies of analysed formants are: F1 is 
200-900 Hz, F2 is 500-2500 Hz, F3 is 1500-3500 Hz, and F4 
is 2500-4600 Hz. 

The formants (F1, F2, F3, and F4) used in this study, for 
vowels and consonants found in word that recovered in order 
to differentiate the phoneme formants [21]. 

Formant analysis is used to identify consonants and 
vowels. Before formants can be recognized, they must be 
processed to make them clearer [22]. 

The chart in Fig. 5 represents this preprocessing. 

 
Fig. 5. Diagram for parameter preprocessing. 

Once spectrum corrected was acquired, we search for 
every formant’s in a carefully selected frequency band to 
increase the probability of finding the formant with the highest 
average amplitude. 

Tables II and III show the predicted formant values (in 
Hertz) for a male voice. The extreme values of each formant 
have been specified. 

TABLE II.  A MAN'S VOICE'S ESTIMATED VOWEL FORMANT VALUE 

Voyelle Latin 
correspondence F1 F2 F3 F4 

[ⵉ] [i] 250 2250 2980 3280 

[ⵓ] [u] 420 2050 2630 3340 

[ⴰ] [a] 760 1450 2590 3280 

TABLE III.  A MAN'S VOICE'S ESTIMATED CONSONANT FORMANT VALUE 

Consonne Latin 
correspondence F1 F2 F3 F4 

[ⵎ] [m] 300 1300 2300 2770 

[ⵏ] [n] 350 1050 2300 3470 

[ⵍ] [l] 360 1700 2500 3300 

[ⵔ] [r] 550 1300 2300 2700 

After the formant values have been obtained, we calculate 
the distance with every formant values in memory. Formant 
distance is strictly Euclidean; between both phonemes A and 
B, it is calculated as follows: 

dist(A, B) = �∑ (FA
i − FB

i ) 24
i=1    (10) 

4) Pitch: Pitch is s a crucial component of human voice 
and widely recognized as perceptual fundamental of sound 
that is strongly attached to frequency and can be related to the 
vocal cord's vibration fundamental frequency, permitting 
audio frequency recognition. It is among the most essential 
auditory features of sounds, as well as quality and loudness 
[23], [30]. 

We used the "Get Pitch" command to extract the pitch, 
with set the pitch floor to 75 Hz, and set the pitch ceiling to 
500 Hz. 

E.  Measurement Tools and Corpus 
1) Tools: Phoneticians and academics utilize the open 

source program PRAAT [24] to identify various phonetic 
properties of speech. It is a very efficient software for 
analysing and recreating acoustic speech signal [25]. 

For collecting all of the characteristics presented in this 
study, wav files were registered and analyzed by PRAAT (see 
Fig. 6). 

 
Fig. 6. Manual segmentation of the /dada/ syllable for the CVCV context. 

2) Measurements: The foundations for measuring voice 
signals acoustically are pitch and the four formants, which are 
widely utilized as indicators of perceived speech quality [26]. 
The Table IV shows the Amazigh vowels used in this work. 

TABLE IV.  THE VOWELS AMAZIGH USED IN THIS STUDY 

Tifinagh English 
transcription 

Latin 
correspondence 

Arabic 
transcription IPA 

ⴰ 

ⵉ 

ⵓ 

YA 

YI 

YO 

A 

I 

U 

 یا

 یي

 یو

Æ 

I 

Ʊ 

3) Preparation of the corpus: Ten persons (five women 
and five men) are chosen among a vocal database of Amazigh 
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people in Morocco comes from various regions with no 
distinctive geographical distribution. Age was used to 
coordinate subjects. The average age of the women was 35, 
ranging from 23 to 50 years. The men in this group range in 
age from 25 to 50 years, with an average of 36 years. Each 
speaker repeated the process 10 times. The total amount of 
evaluated words (10 speakers x 8 words x 10 repetitions), 
giving us 800 files to examine. 

Our objective is to analyse the consonants, semi 
consonants, and vowels that are pronounced by studying the 
important voice parameters [27]. We manually recovered the 
vowels A, I, and U from Krad, Tanmirt, and Ayur words 
spectrograms. Based on the spectrogram of words Aghrum, 
Attas, and Tazalit, R, T, and Z are obtained consonants. More 
information about the database is shown in Table V. 

TABLE V.  RECORDING PARAMETERS USED IN THE CORPUS AMAZIGH 
PHONEMES PREPARATION 

Parameter Value 

Sampling rate 22.05 kHz 

Quantization 16 bits 

Duration 2 second / syllabe 

Wave format Mono, wav 

Corpus 10 Amazigh words 

Speaker 10 (5 females + 5 males) 

Accent Moroccan Tamazight 

4) Materials: In this study, we use a microphones and a 
computer having 8 GB of RAM and an Intel Core i7 processor 
running at 2.5 GHz. Our experience indicates that Windows 
10 LTSB is the prevalent operating system. In a silent room, 
the microphone were placed between 4 and 10 centimeters 
from the individual's lips. We recorded the wav file with the 
parameters shown in Table V. 

IV. RESULTS AND DISCUSSION 
Fig. 7 represents our approach to determining the 

acoustical power of syllable [ara]. The Fig. 8 give the 
temporal derivatives of acoustical power shown in Fig. 7. 

A. Authors and Affiliations 
After a series of studies [29], it has been experimentally 

estimated that the transition occurs near the peak where the 
signal has lost or gained 66 percent in extreme difference of 
intensity while comparing both phonemes. Crosses appear on 
the chart to indicate the transitions. 

The algorithm for phoneme separation is very effective as 
follows: 

• The initial and final moments of silence were deleted; 

• The speakers didn't blow into the microphone during 
recording, causing audio signal saturation and resulting 
in extremely big peak which the program interprets like 
a transition; 

 
Fig. 7. Acoustical power of the word [ara]. 

 
Fig. 8. Derivative of word's acoustical energy [ara]. 

This method achieves a 75% success rate, which is 
dependent on parameters such as geographic place, recorded 
material, as well as verbal difficulties of speakers. 

V. CONCLUSION 
 This study examined the difficulty of automatic speech 

recognition for the Amazigh language. In specifically, we 
attempted to extract the vowels and consonants from the 
Amazigh voice signal. It is now possible to develop an 
Amazigh corpus to complement those that already exist. This 
approach opens the door to the socioeconomic growth of the 
Amazigh community in Morocco. 

 This methodology to voice recognition enabled us to 
detect and to exploit by solutions implemented, a number of 
phonetic and spectral characteristics of the Amazigh voice 
signal. Better identification of the issue parameters 
(accentuation coefficients, quefrence cut cepstrum, etc.) in 
addition to a more precise analysis of formant transitions and 
trajectories and a main aspects of prosody in the speech are 
mostly feasible strategies to produce improved outcomes. In 
addition, speakers of a language like Amazigh should be 
proficient in both the language and the use of Information 
Technology resources. 
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Abstract—The fundamental concept behind the MDA (Model 

Driven Architecture) approach is the development of many 

models, first the Computation Independent Model (CIM), then 

the Platform Independent Model (PIM), and lastly the Platform 

Specific Model (PSM) for the concrete implementation of the 

system. Web applications are just one example of customized 

software that is now being developed at an increasing rate. 

Interaction Flow Modeling Language (IFML) was developed to 

represent the front end of any program that necessitates a 

powerful interaction with a user through the use of an interface, 

regardless of the technical details of its implementation. There 

are various modeling tools for IFML; the Webratio tool is an 

illustration that facilitates the generation of the entire web 

application. This article discusses the model transformations in 

the MDA’s approach, starting from the CIM level up to the PSM 

level through the PIM level. To begin, we created the Business 

Process Model and Notation (BPMN) and IFML metamodels in 

Eclipse tool, we created also the BPMN model, and we get the 

IFML model by applying the shift rules in Atlas Transformation 

Language (ATL). Finally, we generated the application using a 

standard tool that implements IFML Webratio tool. A CRUD 

(Create, Read, Update, and Delete) features for the after-sales 

service case study were provided to illustrate the conversion 

strategy from the CIM level via the PIM level to the PSM level. 

Keywords—MDA (Model Driven Architecture); CIM 

(Computation Independent Model); PIM (Platform Independent 

Model); PSM (Platform Specific Model); Model transformations; 

Graphical User Interfaces; BPMN (Business Process Model and 

Notation); IFML (Interaction Flow Modeling Language); Webratio 

tool 

I. INTRODUCTION 

The core idea behind the MDA’s methodology is the use of 
models at various points in an application's development 
lifecycle. MDA promotes requirements development (at the 
CIM level), design and analysis (at the PIM level), and 
eventually code (PSM level). MDA's primary goal is to create 
models that are independent of technological aspects to 
generate all application code automatically and significantly 
boost productivity [1]. 

It has been increasingly crucial to deliver tools and 
processes for web application development. Because of how 
complicated are the interfaces, the increased demand for Web 

applications, and businesses' overall need to create applications 
quickly in recent years. 

Model-driven architecture's rise demonstrates its value to 
engineering and its effectiveness in raising application quality, 
while reducing development time and boosting productivity. 
[2]. 

Recently, a new web engineering technology named 
Interaction Flow Modeling Language (IFML) was suggested 
for use in developing web and mobile applications [3]. It is an 
Object Management Group (OMG) standard that makes it 
easier to describe graphical User Interfaces for desktop 
computers, laptops, mobile phones, and tablets without regard 
to the platform on which they are used. 

Several tools have been suggested for creating IFML 
models and codes, including the Webratio tool [4]; a model-
driven project with code generators that can create functional 
applications from IFML models. 

Our main goal of this article is to automatically generate 
graphical user interfaces from PIM to PSM using the Webratio 
tool. In this article, we are going to treat the model 
transformations in the MDA’s approach, starting early from the 
CIM to PIM up to the PSM level. 

We created in the first step the BPMN and IFML 
metamodels at Eclipse tool, the business process model of a 
case study named the after-sales service using the BPMN 
notation created also, then applied the transformation rules in 
ATL language [5]. We obtain the IFML model at the PIM level 
into Eclipse tool, finally, we import the IFML model in .xmi 
format [32] into the Webratio tool to get graphical user 
interfaces (GUI) code. 

The key benefit of our work is that it uses two standards 
BPMN and IFML as well as a powerful commercial 
tool Webratio. To cover every step of the model 
transformations process in the MDA's approach, starting from 
the CIM level through the PIM level and up to the PSM level. 

The article is structured as follows: in Section II we go into 
the fundamental techniques that underpin our strategy in the 
theoretical background, Section III presents the related works, 
in Section IV we will present our approach by describing the 
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CIM level to the PIM level transformation rules also the 
representation of the two metamodels BPMN and IFML. 
Section V provides a case study of the after-sales service 
illustrating our methodology starting from the CIM level to the 
PIM level up to the PSM level, a discussion and limitations are 
presented in Section VI, and we finish by outlining the ongoing 
and future work in Section VII. 

II. THEORETICAL BACKGROUND 

A. BPMN 

The Object Management Group (OMG) established the 
Business Process Model and Notation (BPMN), a standard that 
gives businesses the ability to graphically describe and analyze 
their internal business processes and consistently communicate 
these processes. Additionally, the graphical notation makes it 
easier to understand how business transactions and 
collaborations across companies are performed [13]. A BPMN 
model does not accurately depict the system's functional 
behavior. BPMN’s fundamental conceptual primitives are 
tasks, events, gateways, pools, lanes, and flows [14]. 

B. IFML 

The OMG developed the Interaction Flow Modeling 
Language (IFML), to define interaction flow models. These 
models are employed to explain user-application interaction on 
the front end. 

IFML was created by developers with more than ten years 
of experience with Webratio tool and WebML. The OMG 
adopted it as a standard in March 2013 [15]. 

IFML offers multiple advantages to the design of UIs for 
desktop, mobile, and web applications. One of the five artifacts 
the IFML specification provides is IFML visual syntax [4]. The 
latter, however, is simplified and well-known to developers, 
which discusses the development of various tools for creating 
IFML diagrams. 

C. Webratio Tool 

Some technologies are designed for IFML model creation 
and code production for the creation of web and mobile 
applications. Webratio tool [16] focuses on rapid developments 
using model-driven development and code generation. 

It is a commercial web development tool. When the 
Webratio tool was launched in 2001, it was built using WebML 
[17]. Later, the Webratio tool used IFML to replace WebML. 

The entire process of modeling a web application is 
supported by the Webratio tool. Typically, one begins by 
developing the application's data model, or "domain model". 
This model defines all the data types that the web application 
will use. 

Site views can be made once the domain model has been 
established. Each of these site views includes an IFML model. 
The developer can generate the designed web application after 
modeling it in IFML. 

Last but not least, Webratio tool enables the direct 
deployment of the web application to a remote server. 

As a tool, Webratio facilitates IFML web development 
from conceptual modeling through execution and also enables 
the entire web system generation with a click when the created 
IFML models are valid. 

III. RELATED WORK 

We relate the previous works that discuss the application of 
the model-driven development approach to obtain graphical 
user interfaces. 

The authors in [5] represent a methodology that permits a 
semi-automatic conversion from the CIM level to the PIM 
level using the MDA’s approach, BPMN, and IFML standards. 
Several rules for semi-automating the conversion from the 
CIM level to the PIM level were developed. To achieve this an 
order management case study was provided to demonstrate the 
transformation strategy. 

In [6] a technique for the model-driven creation of a 
Graphical User Interface for Internet Applications utilizing 
IFML was described. Model-driven engineering-related 
frameworks and technologies were used by the authors. 

The construction of a prototype Qt/Taurus code generator 
based on the IFML standard and appropriate modeling tools, 
which are expanded to provide platform-specific code 
generation was described by the researchers in [7]. 

The goal is to enable low-code development in SKA GUI 
design, increasing the effectiveness, reliability, and coherency 
of the UI that is created. 

A basic GUI use case is provided to fully illustrate the 
software development life cycle, starting with requirements 
and incorporating IFML modeling, Qt/Taurus automatic 
coding, interface evaluation, and validation. 

The authors of this article [8] explored the modeling tools 
for IFML and presented a comparative analysis while taking 
into account several criteria. In this study, IFMLEdit.org, 
Webratio tool, IFML Editor, and MIA-studio were all studied 
and compared as potential IFML tools. Each tool has 
advantages and disadvantages. 

This paper [9] suggested a modeling approach for creating 
user interfaces that are based on IFML. First, it describes the 
benefits of the model shifting process, the Webratio tool, and 
the extension of IFML to web applications. 

Second, a detailed method for mapping IFML to the design 
environment is provided. The authors presented IFML for the 
web application, which can fully satisfy the expectations of the 
user. Its primary benefit is that it makes creating the project's 
front-end interface simple and quick. 

AutoCRUD is a Webratio tool plug-in that aims the 
development of CRUD operations automatically by producing 
IFML specifications, the plug-in raises the efficiency of Web 
developers according to Rodriguez-Echeverria et al. [10]. 

In this work [11] authors provided a new method for 
creating the user interface for mobile applications, and 
implementing it with the Android operating system. 
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By establishing a language for the creation of graphical 
user interfaces, the Technology Neutral DSL (Domain-specific 
language) is designed to be cross-compiled to generate native 
code for a diversity of platforms. 

The development of software applications incorporating a 
multi-experience User Interface is explored in this study 
through model-driven approaches [12]. 

The authors explained how elevating the abstraction level 
at which these interfaces are defined allows for quicker 
development, better deployment, and better integration of each 
interface with the rest of the software system and any other 
interfaces it may need to cooperate with. 

They provide a new Domain Specific Language (DSL) for 
describing various CUI kinds and demonstrate how this DSL 
may be a component of an integrated modeling environment 
that can explain the relationships between the modeled CUIs 
and the other models of the system. 

IV. METHODOLOGY 

The CIM model is intact by the application's technical 
details and includes both business process requirements and 
client needs. 

BPMN is a standard for creating business processes. 
Application interface modeling is done using IFML, it comes 

with a suite of tools for modeling user interaction and 
computer program behavior graphically. 

In our methodology, we used the Eclipse tool to transform 
the BPMN model (CIM level) into the IFML model (PIM 
level) according to the MDA approach. 

First of all, we created the BPMN and IFML metamodels 
shown in Fig. 2, Fig. 3, and Fig. 4 in Eclipse tool, then the 
creation of the BPMN model from the BPMN business process 
as a “.xmi” file from the BPMN metamodel, and we finally 
obtain the IFML model in ".xmi" file too by applying the 
transformation rules shown in Fig. 1 written in ATL language 
[5]. 

Lastly, we import the xmi file obtained to the commercial 
tool Webratio to generate the user interfaces automatically at 
the PSM level. 

A. The CIM Level to the Pim Level Conversion Rules 

BPMN models to IFML models transformation rules are 
shown in Fig. 1 every converting rule is defined in ATL and 
human language and represented by a schema. 

Firstly, it is necessary to define the PIM level metamodel 
and the CIM level metamodel to describe ATL’s 
transformation rules. 
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Fig. 1. CIM level to the PIM level transformation rules. 

B. CIM Level: BPMN Metamodel 

At the CIM level, BPMN was utilized to describe the 
business process because business processes are 
computationally independent, the OMG standard for business 
process modeling is named BPMN. Fig. 2 displays the BPMN 
metamodel [18]. 

C. PIM Level: IFML Metamodel 

IFML Metamodel that uses the UML metamodel's main 
data types provides a set of UML metaclasses as the foundation 
for IFML metaclasses and presumes that the IFML 
ContentModel is defined in UML [19], [20]. 

The IFML metamodel is illustrated in Fig. 3 and Fig. 4. 

 
Fig. 2. The BPMN metamodel. 
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Fig. 3. IFML metamodel 1. 

 
Fig. 4. IFML metamodel 2. 

V. CASE STUDY 

The after-sales service is described, in which a customer 
can make CRUD operations (Create, Read, Update, and 
Delete) relating to a complaint if there is a problem regarding 
his order. 

The process begins with authentication using a username 
and password. If the client is already registered on the 

platform, he has access to a menu with four features, including 
add, modify, delete, and consult a complaint. If not, he must 
register to use the remaining features. 

A. CIM Level 

The CIM level is illustrated by the BPMN diagram and 
BPMN business process, the first one is represented in Fig. 5, 
and the second is displayed in Fig. 6. 
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Fig. 5. BPMN diagram of the after-sales service. 

 
Fig. 6. BPMN business process diagram of the after-sales service. 
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B. PIM Level 

Webratio is the most powerful commercial tool available 
among others [8]. Some of the characteristics that motivated us 
to choose to work with this tool are: 

 Provides graphical modeling; the IFML components are 
expanded further by this tool, so that users can design 
IFML diagrams for web applications. 

 Based on the Eclipse and Webratio tools respond 
quickly. 

 It is suitable for academic researchers. 

We obtained the after-sales service front-end interfaces 
designed with the IFML language, by applying the shift rules 
from CIM to PIM. [5]. 

IFML development process involves modeling the 
application's domain first, then creating an IFML model using 
IFML language, and then converting the created model into a 
software system. 

1) Domain model: A clear and accessible overview of 

information related to the application domain is provided by 

the domain model. 

We don't suggest a novel modeling language for domain 
model modeling because a UML-based OMG standard is 
IFML; rather, we utilize UML class diagrams. 

The case study’s Domain model is described in Fig. 7 we 
added a table named complaint, User, Group, and Module are 
tables provided by default by the Webratio tool. 

2) IFML model: In our case study, we include only two 

important elements in the example: the login/registration 

function and the client's space. 

The public is the application’s main page, allowing the user 
to authenticate himself to access the proposed features (Login 
page) or to register if it is his first connection to the 
application. 

Otherwise, an error message is displayed, Fig. 8 shows the 
“Public” site view. 

The site view Public contains an action definition (a 
description of a business logic that could be triggered by an 
event in an IFML model.) [21] “Register”, which will allow the 
creation of a new user in the database and Fig. 9 shows its 
modeling. 

The action definition Register begins with the input port, 
which receives the parameters from the user’s registration 
form. The parameters are passed to the "Create User" operation 
which is based on the Entity "User." 

We utilized a Data Flow to bind the information from the 
Input Port to the Output Port, the information between the 
input port and the corresponding “Create User”, and the latter 
to the output port. 

When these operations are completed successfully, the 
Action Definition must exit via the "Success" OK Port, 
otherwise, the "KO Port" handles the failed execution. 

The complaint is the space dedicated to the user where he 
can perform one of the operations provided by CRUD (Create, 
Read, Update, or Delete a complaint). 

In Fig. 10, the interface modeling is displayed. 

In the site view Complaint, four areas were used to model 
CRUD operations. Each area is composed of pages and actions 
definitions, and also utilized view components (List, Form). 

 
Fig. 7. Domain model of the after-sales service. 
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Fig. 8. Site view “Public”. 

 

Fig. 9. Action definition “Register”. 

 

Fig. 10. Site view “Complaint”. 
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To make the connection between the different pages and 
actions definitions we used flows (flow, OK flow, and KO 
flow) with parameters binding between source and target 
elements. 

For example, to add a complaint we have a page named 
complaint containing a form. When the user presses the button 
“save”, the action definition Add a complaint is triggered, 
using a flow going from the form to the action definition, by 
editing parameters binding. 

If the addition is done successfully we return to the Add a 
complaint page, otherwise we are redirected to an error page. 

C. PSM Level 

In this paragraph, we will present some of the graphical 
user interfaces obtained by generating the application of the 
IFML model using the Webratio tool. 

Fig. 11 shows the authentication page which provides the 
user to authenticate himself through a username and password. 

Otherwise, he must register first by entering his personal 
information, and Fig. 12 displays this operation. 

Another interface where the user can add a complaint is 
shown in Fig. 13. 

 
Fig. 11. ” Login” graphical interface. 

 

Fig. 12. “Register” graphical interface. 

 

Fig. 13. ”Add a complaint” graphical interface. 
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VI. DISCUSSION AND LIMITATIONS 

We may infer from an analysis of the works shown in 
Table I, that they can be divided into two groups. Those who 
were interested in the CIM to PIM shift and those who were 
interested in the PIM to PSM shift. 

We can say that the majority of works use UML diagrams 
to present the different levels of the MDA approach, except 
[25] which used the BPMN standard that is utilized for 
business process modeling. 

The UML class diagram is often utilized in most PIM to 
PSM transformations, IFML as a recommended standard for 
the modeling front-en interfaces at the PIM level is not widely 
used in the studied papers apart in [30]. 

The work [31] treated the model conversions in the MDA 
approach from the CIM level to the PSM via the PIM level, by 
using two models the first is for requirement and the second is 
a mathematical model represented by a graph. 

The major advantage of our work which differs from other 
researches [33-40] is the fact that it covers all the model 

transformations process in the MDA’s approach. Starting from 
the CIM via the PIM level up to the PSM level, utilizing two 
standards BPMN and IFML, and a powerful commercial tool 
Webratio. 

In our case study, we have limited it to CRUD operations, 
we can still extend it to cover other aspects of after-sales 
service, also the process of our methodology is semi-automatic 
in the importation of the xmi file in Webratio tool. 

The CIM level to the PIM level shift is implemented in the 
Eclipse tool automatically, the IFML model is obtained in an 
xmi format [32] and imported into the Webratio tool to finally 
get the user interfaces. 

The advantage of using IFML modeling is that the front-
end interface of the program can be created quickly also the 
application is generated with a click. 

But the technology has some disadvantages, for example, 
even though IFML modeling is still relatively a new 
technology, it is still best suited for modeling small programs 
rather than programs for large and medium-sized businesses. 

TABLE I. COMPARISON OF PREVIOUS WORKS 

Studied 

Papers 

CIM to PIM shift PIM to PSM shift 

Reached Illustration Reached Illustration 

Rhazali et al. [22] Yes UML diagrams   

Kharmoum et al. [23] Yes UML class diagram   

Arrhioui et al. [24] Yes UML class diagram   

Khlif et al. [25] Yes BPMN   

Erraissi et al. [26]   Yes UML class diagram 

Deeba et al. [27]   Yes UML class diagram 

Srai et al. [28]   Yes UML class diagram 

Betari et al. [29]   Yes UML class diagram 

Koren et al. [30]   Yes IFML 

Zhang et al. [31] Yes 
Business-oriented Conceptual 

Model 
Yes Graph 

Our methodology Yes BPMN Yes IFML 

VII. CONCLUSION 

Developing software is easier with MDA's approach 
because it generates applications automatically from models in 
a shorter period and with absolutely no source code 
involvement. 

Typically, web applications are built using Webratio's tool 
robust architecture, it is a consolidated industrial reality that 
enables any model to be created. In this sense, we suggested 
this work which highlighted the different model 
transformations. 

Our methodology adheres to the MDA principles and 
suggests defining the various MDA levels' characteristics, as 
well as the CIM level to the PIM level shift rules utilizing two 
standards BPMN and IFML, till automatically generating the 
user interfaces utilizing the Webratio tool. 

This is done by creating the two metamodels BPMN and 
IFML in Eclipse tool, after we elaborated the BPMN model of 
the case study then, by applying the shift rules in ATL 
language, we obtain the IFML model under .xmi format. 

Finally, we imported this file in Webratio tool to get the 
graphical user interfaces. 

The objective of improvement is the creation of a tool that 
will allow the model transformations from the CIM level until 
the obtention of the graphical user interfaces that will 
automatize the whole process of model transformations. 
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Abstract—Search engines are the instruments for website 
navigation and search, because the Internet is big and has 
expanded greatly. By continuously downloading web pages for 
processing, search engines provide search facilities and maintain 
indices for web documents. Online crawling is the term for this 
process of downloading web pages. This paper proposes solution 
to network traffic problem in migrating parallel web crawler. 
The primary benefit of a parallel web crawler is that it does local 
analysis at the data's residence rather than inside the web search 
engine repository. As a result, network load and traffic are 
greatly reduced, which enhances the performance, efficacy, and 
efficiency of the crawling process. Another benefit of moving to a 
parallel crawler is that as the web gets bigger, it becomes 
important to parallelize crawling operations in order to retrieve 
web pages more quickly. A web crawler will produce pages of 
excellent quality. When the crawling process moves to a host or 
server with a specific domain, it begins downloading pages from 
that domain. Incremental crawling will maintain the quality of 
downloaded pages and keep the pages in the local database 
updated. Java is used to implement the crawler. The model that 
was put into practice supports all aspects of a three-tier, real-
time architecture. An implementation of a parallel web crawler 
migration is shown in this paper. The method for efficient 
parallel web migration detects changes in the content and 
structure using neural network-based change detection 
techniques in parallel web migration. This will produce high-
quality pages and detection for changes will always download 
new pages. Either of the following strategies is used to carry out 
the crawling process: either crawlers are given generous 
permission to speak with one another, or they are not given 
permission to communicate with one another at all. Both 
strategies increase network traffic. Here, a fuzzy logic-based 
system that predicts the load at a specific node and the path of 
network traffic is presented and implemented in MATLAB using 
the fuzzy logic toolbox. 

Keywords—Web crawler; incremental crawling; fuzzy logic-
based system; fuzzy logic toolbox 

I. INTRODUCTION 
The Internet's numerous data sources, dynamic page 

production, and quick rate of change present a number of 
challenges for web crawling. All web crawlers are constructed 
using common components and must be scalable, reliable, and 
able to utilize available bandwidth effectively. When building a 
web crawler, politeness is a crucial issue that needs to be taken 

into consideration [1]. Crawlers should refrain from overtaxing 
a web server by making numerous page requests quickly [2]. 
Web crawlers should adhere to the guidelines set forth by 
website administrators and should self-identify while seeking 
pages. The crawlers note a delay between two requests being 
sent to a web server simultaneously. Request Intervals are the 
name given to this waiting period [3]. Typically, 30 seconds 
elapses between downloads. A queue shuffling mechanism is 
used to enforce this waiting period; the queue is shuffled into a 
random order and distributed evenly among URLs coming 
from the same web server. The other crawler, similar to 
Mercator, implements their URL queue as a group of sub-
queues, with a queue for each domain [4]. Each search engine 
keeps a central database of web pages on hand. In response to 
the query of user, search engine creates indexes for the 
repository. A web crawler, sometimes known as a spider, 
robot, or web pot, is a program that searches the Internet and 
collects web pages. Beginning with the seed URLs, the web 
crawler downloads the web document for those URLs. It takes 
new links from these downloaded documents and extracts 
them. Next, it is determined whether or not the extracted URLs 
have already been downloaded. URLs are redistributed to 
crawlers for additional downloading if it is confirmed that the 
documents have not already been downloaded. Up until there 
are no more URLs available for download, the process is 
repeated. Every day, a crawler downloads millions of online 
pages. The scheduler, multi-threaded downloader, queue for 
URLs and storage for text and metadata are all components of 
a web crawler. The search engine database must be updated 
often, and such updates must be incorporated by the web 
crawling system. To get over the processing bottleneck, 
multiple instances of this component operate simultaneously 
connected with very high bandwidth [5]. The HTTP protocol is 
used by web crawlers to download and process web pages from 
the internet. The downloader and the processor are the two 
components that make up the web crawling system. The 
processor receives the web pages that were downloaded by the 
downloader and processes them further. The HTTP protocol is 
used throughout this operation to download online pages. To 
download web pages, the downloader sends HTTP-GET 
queries. The pages are subsequently sent to the processor for 
additional processing and database integration. In order to 
download online pages from web servers, downloader adheres 
to a number of best practices. TCP Connection reusability, 
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Compression, Conditional GETs, varying refresh frequency, 
and DNS caching are a few of the optimization strategies used 
on downloader to get around network constraints [6]. 

A. Reusability of TCP connections 
To conserve time and network traffic, downloader maintain 

one TCP connection open for each IP address and utilize it 
repeatedly until the server's entire contents have been 
downloaded [7]. Web servers compress web pages before 
transmitting them to the requesting client in order to save 
network traffic [8]. Downloader use conditional GETs, which 
are defined in the HTTP protocol. Conditional GETs download 
the page if it changes after a certain date [9]. Different websites 
have different refresh rates; some are updated every few 
minutes, while others don't change for a year. More crucial 
than others are certain pages. Because of this, search engines 
sift through pages that are significant and likely to see frequent 
updates. 

B. DNS Caching 
DNS resolves and URL downloads are two factors that 

contribute to network congestion. Additional DNS server 
bottlenecks could occur, which would impact performance. 
DNS cache is used by the downloader or site crawling 
component to boost performance. When the size of the web 
expands, centralized web crawling techniques become 
inefficient. Only a very small portion of the web is crawled by 
search engines, and they frequently ignore significant pages. 
Because of this, simultaneous web crawlers are employed to 
reduce network and other bottlenecks. 

The task of the processor is to gather, process, and store the 
downloaded web documents in the database of the search 
engine. It is responsible for collecting information from online 
documents and putting it in the database. The method involves 
taking keywords from a web page and ranking them. The 
database stores the frequency and position of keywords. In 
order to extract information, the processing component 
processes strings. 

The remainder of this article is arranged accordingly. 
Section II reviews the related works. Section III gives a case 
study of crawler load, Section IV details about FIS and Fuzzy 
Logic. Section V gives the proposed solution, including the 
components. Section VI is having result discussion. Lastly, 
Section VII concludes the work. 

II. RELATED WORK 
An illustration of a distributed publication system is the 

Web. Based on how they handle requests, the two models are 
centralized and distributed. In a distributed architecture, a 
central location generates the query, which is subsequently sent 
to a few distant locations for processing. The distant stations 
then relay their findings to the central location. The combined 
results are displayed to the searcher at a central location. Under 
contrast, one system in the centralized approach maintains the 
entire index there. The single central index is then used to test 
the searcher's query. When using a distributed design, the 
difficulty of searching each database is decreased because the 
index collection is spread across a number of databases. 
NetFind, WAIS, and Harvest are examples of the distributed 

model. The authors of [10] introduced NetFind, a system that 
addressed the problem of finding information about people on 
the Web by employing a distributed search technique. WAIS 
employed a distributed set of indexes and a vector-space 
retrieval paradigm. WAIS struggled with its dearth of content. 

According to the developers of [11], a Digest should only 
be used to convey queries to servers that have answers to such 
queries. Each server in the system creates a digest, which is 
then sent to a central site, containing a portion of the content 
that is available there. Archie, Veronica, and all search engines 
on the Internet are examples of the centralized paradigm. A 
number of existing extensively used documents (FTP files) 
were indexed by Archie [11]. The Gopher system could be 
searched thanks to Veronica [12]. Content from participating 
Gopher sites was downloaded and indexed at a single location. 
Publishing and accessing materials became simple thanks to 
the web. Additionally, it made following links easier [13]. The 
WWW Virtual Library is a method for finding resources on the 
Internet. A hierarchy was used to arrange the Virtual Library. 
Its quality was not exceptional because it was made by humans 
[14]. Three searchable indexes—the RBSE index, the WWW 
Worm, and Jumpstation—became well-known later in 1993. 
Each offered a searchable interface to a database of Web sites 
that was created automatically. Search engines like Lycos, 
InfoSeek, Yahoo, AltaVista, and Excite are a few examples. To 
fulfill a single searcher's request, the Meta search does 
numerous remote search engine queries. SavvySearch and 
MetaCrawler are two examples. These Meta engines use 
servers with content duplication. Because each search engine 
has a few unique documents in its index, meta-search is 
preferred. Additionally, as each search engine refreshes pages 
at a different rate, certain search engines will have current web 
content. Better results may be obtained via Meta search 
engines. Meta-search engines' disadvantage is a performance 
slowdown. AltaVista, Fast, and Google are a few examples of 
search engines. 

A distributed system can scale by adding components, 
duplicate or distribute services so they are always available, 
and choose its components carefully to lower overall costs 
[15]. Three areas of distributed systems research are load 
balancing, resource allocation, and the overall design of 
distributed systems [16]. The goal of distributed system 
research is to create platforms that are consistent, dependable, 
and available. Locus, V Distributed System, and Eden are early 
distributed system models. Amoeba and Emerald are modern 
examples of distributed systems. The Coign system's creators 
claim that their system is capable of performing the kinds of 
optimizations that programmers often perform. Parallel 
searches are carried out simultaneously on all servers, 
integrated, ranked, and provided to the searcher. Ninja offers a 
platform for creating easily configurable, scalable Web 
services. The objective of Ninja is to reduce the administrative 
burden involved in managing a sizable cluster of systems [17]. 
Both distributed systems at the node level and parallel systems 
at the processor level require load balancing. The authors of 
[18] proposed a number of methods for assigning labour as 
well as detailed models for doing so. [19], which investigated 
load balancing in Amoeba, found that centralized decision-
making outperforms distributed techniques. The Domain Name 
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System (DNS) has been used to disperse queries among several 
servers by having name servers answer with a list of addresses 
for a certain name. The authors of [20] suggested a mechanism 
for monitoring the load of the constituent systems. 

In [21], the authors suggested DNS-based approaches that 
return server addresses in accordance with a model of the 
communication cost between the client and server. These 
methods address the issue of availability by limiting the 
addresses that name servers can distribute to servers that are 
known to be responsive. Very few significant pages are 
concealed within a big number of unimportant pages. How to 
get a good sample is the fundamental issue in web 
characterization? Pages containing scant or insignificant 
information should be excluded. It's important to gauge a 
website's importance. Web pages can be sampled using either 
vertical sampling or horizontal sampling. Web pages are 
gathered via vertical sampling, which is based on domain 
names. At many levels of the hierarchy, vertical sampling is 
possible. Vertical sampling at the highest level chooses nations 
with top-level domains like .in, .it, .au, etc. When vertical 
sampling is carried out at the second level, pages created by 
participants in the same institution or organization are collected 
(e.g. integraluniversity.ac.in). 

A horizontal sample is the gathering of web pages based on 
selection criteria other than domain names. There are two ways 
to gather data: first, by employing a log of transactions in a 
major organization's proxy; and second, by using a web 
crawler. It is simple to locate popular pages when using a 
proxy, but the revisit duration cannot be adjusted because it 
depends on people. When using a web crawler, the popularity 
of the page must be approximated, but the revisit period may 
be adjusted. 

III. CASE STUDY OF CRAWLER LOAD 
The quality of the data gathered during a crawl can always 

be enhanced. The sort of web graph search is determined by 
the ordering of the URL queue. By considering the pages' in-
link factors, the queue can be sorted. The breadth first search 
can enhance the caliber of pages that are downloaded [22]. On 
the Internet, there are a lot of spam sites and indefinitely 
branching crawler traps whose pages are dynamically produced 
and made to have a very high in-link factor [23]. The various 
network metrics, including geographic distance and latency, 
are covered in this section. 

A. Definition 1: Geographic Distance 
On the Internet, there are resources that give a mapping 

between IP addresses and geographical data. Longitude and 
latitude are extracted from registrar address data by the existing 
Internet service [24]. Two hosts are controlled by the same ISP 
if their latitude and longitude are identical [25]. A pair of 
Internet hosts' latitude and longitude can be found, and their 
geographic separation can be determined by utilizing the 
spherical coordinates of the earth. 

B. Definition 2: Latency 
There are numerous methods for calculating the Round 

Trip Time between two Internet hosts. The UNIX Ping utility 
is used in the first technique, and the Trace route utility is used 

in the second way [26]. The ICMP ECHO queries used by the 
Ping program are occasionally restricted or altered by ISPs. 
Some routers may prevent the TTL-restricted UDP packets that 
Trace route transmits [27]. 

C. Definition 3: Correlation between Metrics 
Geographic distance and latency are strongly correlated 

[28]. The association between distance and RTT is stronger 
since the observations have lower linear distance values. A 
minimum end-to-end RTT is implied by linear distance along a 
path [29]. RTT and linear distance have a stronger correlation 
than RTT and end-to-end distance. 

The client throughput in a conventional and active network 
was shown in Fig. 1. The X -axis indicates throughput, bits 
received by the clients at each simulated time, and Y- axis 
displays client’s requests arrival rate [30]. Crawler throughput 
is proportional to client throughput for active indexing with 0% 
overhead. This establishes the comparability of the remaining 
samples. The throughput rapidly declines as the systems get 
saturated when both simulations reach a similar throughput of 
roughly 222 bits per tick. 140 bits per tick remain the 
consistent throughput at that point [30]. 

The throughput of a typical network crawler was shown in 
Fig. 2. The X- axis shows the overall arrival request rate, and 
the Y-axis shows the bits amount per simulated time unit that 
Web crawlers are receiving. The requests are started by both 
crawlers and actual customers. The typical client request delay 
for active indexing is shown in Fig. 3. The Y- axis indicates the 
delay in normal client response, and the X- axis reflects the rate 
at which requests are created by human clients. In traditional 
networks with 20 or 40 percent crawler traffic, the typical 
client delay is higher [30]. 

The relationship between request delay of crawler and the 
overall request arrival rate is seen in Fig. 4. As shown in the 
Fig. 3 and Fig. 4 the two curves are comparable, suggesting 
that the increased crawler load has no effect on the delay 
experienced by crawler sites [30]. 

The percentage of client requests that are always fulfilled is 
shown in Fig. 5. When the request arrival rate is low, all 
requests are nevertheless completed. The completion rates of 
customer requests have significantly decreased, as evidenced 
by the 20 percent and 40 percent crawler cases [30]. 

 
Fig. 1. Throughput of client in all cases [30]. 
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Fig. 2. Throughput of crawler. 

 
Fig. 3. Average client request delay in all cases [30]. 

 
Fig. 4. Total request arrival time vs. average crawler request delay [30]. 

 
Fig. 5. Completed client request rates in all cases [30]. 

IV. FIS AND FUZZY LOGIC 
A FIS makes inferences from a knowledge base using a 

fuzzy inference engine (FIE). The FIE, represents the methods 
required for formalizing results and reasoning with the data in 
the knowledge database, is comparable to the brain of expert 
systems[31]. Boolean algebra's adaptation to deal with 
insufficient truth is fuzzy logic. Fuzzy logic illustrates the 
degree of truth of propositional logic. Everything in Boolean 
algebra may be stated in terms of binary numbers, or zero and 
one. Boolean algebraic values are replaced with the degree of 
truth in fuzzy logic. 

The erroneous patterns of thinking are recorded using the 
level of truth. In an environment of ambiguity and uncertainty, 
this method of thinking is crucial to how humans make 
decisions. The membership function in fuzzy sets is 
comparable to the indicator function in classical set theory. 
Curves represent membership functions. According to member 
functions, every input space point is translated to a value lies 
between 0 and 1. A membership function has a triangular, bell-
shaped, and trapezoidal shape. The universe of discourse is the 
name of the input space. 

A fuzzy inference system is simpler to construct and has a 
very simple conceptual foundation. Three steps make up a 
fuzzy inference system: the input stage, the output stage, and 
the processing stage [32]. Input is translated into membership 
functions in the input step. At the processing stage, the 
appropriate rule is triggered, and each rule's result is generated 
before being combined. The output stage next transforms the 
outcome into output. The inference engine is the level of 
processing. The foundation of an inference engine is a set of 
IF-THEN logic rules. The THEN sub-statement is 
"consequent" if the IF sub-statement is "antecedent." A 
knowledge database contains n number of rules that are 
specific to fuzzy inference subsystems. The steps of the FIS are 
as follows: 

• Fuzzification. 

• Application of Fuzzy operators. 

• Implication. 

• Output Aggregation. 

• Defuzzification. 

Fuzzification of inputs is the process of assessing an input's 
degree of membership in its fuzzy sets using membership 
functions [33]. Fuzzy sets are used as the input and crisp values 
are produced during the defuzzification process. In fuzzy 
systems, there are two popular inference techniques. Ebrahim 
Mamdani proposed the first approach, the Mamdani fuzzy 
inference method, in 1975. Takagi-Sugeno-Kang proposed the 
second method, the Takagi-Sugeno-Kang fuzzy inference 
method, in 1985[34]. Numerous aspects of these approaches 
are comparable, such as the fuzzying of the inputs and fuzzy 
operators. While Mamdani's inference uses fuzzy sets as its 
output membership functions. Sugeno's approach is 
computationally effective and functions well with adaptive and 
optimization strategies and uses output membership functions 
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that are linear and constant. It also functions well when 
analysed mathematically. 

The crawling procedure keeps the quality up. The web 
crawling is carried out using one of the two methods listed 
below: either the web crawlers are permitted to communicate 
with one another or they are not. Both methods add to the load 
on the network [35]. Here, a fuzzy logic-based method that 
predicts the load at a specific node and the path of network 
traffic is presented and implemented in MATLAB using the 
fuzzy logic toolbox. 

V. PROPOSED SOLUTION 
These are the major steps of the proposed solution. 

a) Using a Fuzzy Inference System to Fix the Network 
Traffic Issue with Parallel Crawler Migration. 

b) Using the membership function editor. 
c) Using the Rule Editor to specify rules for a fuzzy 

inference system. 
d) Rule Evaluation. 
e) Adding up the results of the rule. 
f) Removing fuzziness from the output value. 

1) FIS to Solve Network Traffic problem in migrating 
parallel Crawlers. 

The fuzzy set is the foundation of fuzzy logic theory. Every 
point in the input space is assigned a membership value 
between 0 and 1 that is defined by the curve known as the 
membership function. A fuzzy set is one that lacks a definite 
crisp border. Fuzzy Logic Toolbox includes the following tools 
for creating and customizing fuzzy inference systems: 

a) Fuzzy Inference System (FIS) Editor. 
b) Membership Function Editor. 
c) Rule Editor. 
d) Rule Viewer. 
e) Surface Viewer. 

The Mamdani method is employed since it is well-liked for 
gathering knowledge. It enables us to speak more humanely 
when describing the expertise [36]. 

2) Defining FIS variables and fuzzification of the input 
variables using membership function editor. 

a) gaussmf: The built-in membership function for the 
Gaussian curve in the fuzzy toolbox is known as gaussmf. y = 
gaussmf(x,[sig c])[37] gives the syntax (Fig. 6). The fuzzy 
toolbox's symmetric Gaussian function is dependent on the two 
parameters and as stated by. 

𝑓(𝑥;𝜎, 𝑐) = 𝑒
−(𝑥−𝑐)2
2𝜎2  

For example if y=gaussmf(x,[2 5]). 

plot(x,y). 

xlabel('gaussmf, P=[2 5]'). 

 
Fig. 6. Gaussmf Curve. 

b) Trimf: In the fuzzy toolbox, trimf is the built-in 
membership function with a triangular shape (Fig. 7). The 
triangular curve is a function of a vector x and depends on 
three parameters when the syntax is y = trimf(x,params); if y = 
trimf(x,[a b c]): 

𝑓(𝑥; 𝑎, 𝑏, 𝑐) =

⎩
⎪
⎨

⎪
⎧

0, 𝑥 ≤ 𝑎
𝑥 − 𝑎
𝑏 − 𝑎

, 𝑎 ≤ 𝑥 ≤ 𝑏
𝑐 − 𝑥
𝑐 − 𝑏

, 𝑏 ≤ 𝑥 ≤ 𝑐

0, 𝑐 ≤ 𝑥

 

Or, 

𝑓(𝑥; 𝑎, 𝑏, 𝑐) = max �𝑚𝑖𝑛 �
𝑥 − 𝑎
𝑏 − 𝑎

,
𝑐 − 𝑥
𝑐 − 𝑏

),0�� 

The triangle's base is indicated by first parameter a and 
third parameter c, while the triangle's peak is shown by second 
parameter b [38]. For example: 

x=0:0.1:10; 

y=trimf(x,[3 6 8]); 

plot(x,y) 

xlabel('trimf, P=[3 6 8]') 

 
Fig. 7. Trimf function. 
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Fig. 8. FIS editor for network traffic problem. 

 
Fig. 9. FIS variable communication. 

 
Fig. 10. FIS variable bandwidth. 

 
Fig. 11. FIS variable noise. 

 
Fig. 12. FIS output variable network traffic. 

The FIS editor for the Network Traffic Problem is shown in 
Fig. 8. The FIS variable Communication is shown in Fig. 9. 
The FIS variable Bandwidth is shown as a Fig. 10. The FIS 
variable Noise is shown in Fig. 11. The FIS output variable 
Network Traffic is shown in Fig. 12. 

Lemma 1. When n is the total number of network nodes, 
the technique has a worst-case time complexity of O(n). 

Proof. Steps 1 and 3 of the method take a fixed amount of 
time. In the worst case situation, a node may have m number of 
gateways within its communication range, hence Step 2 can be 
finished in O(m) time. The node selects a CH in Step 4 in O(n) 
time and O(m) processing time after resetting its backup set 
(Step 4.2) in Step 4. (Step 4). The worst-case execution time 
for Step 4 is O(m) + O(n), or O, if n > m. (n). Step 4 shows that 
the worst-case processing time of the algorithm is O (n). 

Lemma 2. The algorithm's worst-case message exchange 
complexity is O(1) per node or O(n) across the network's n 
nodes. 

Proof. During the cluster creation phase, a node calculates 
the cost values of the CHs within its communication range and 
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sends a join request to the selected CH. Nodes that cannot 
communicate with any CHs, however, broadcast a HELP 
request message (step 4.1). It will send a join request message 
to join the cluster using multi-hop communication if it finds a 
node that can help. Therefore, in the worst scenario, a node 
only needs to send two messages for the cluster to form. As a 
result, each node's message complexity, O, is constant (1). The 
network's overall message exchange complexity is O as a result 
(n). 

3) Using the Rule Editor to specify rules for a fuzzy 
inference system to solve the network traffic issue when 
migrating parallel crawlers. 

 
Fig. 13. Rules editor for network traffic problem. 

TABLE I.  RULES IN FIS (WHERE L=LOW, M=MEDIUM, H=HIGH) 

Communication Bandwidth Noise Network Traffic 

L L L L 

L L M L 

L L H L 

L M L L 

L M M M 

L M H M 

L H L M 

L H M M 

L H H H 

M L L L 

M L M M 

M L H M 

M M L M 

M M M M 

M M H M 

M H L M 

M H M M 

M H H H 

H L L M 

H L M M 

H L H M 

H M L M 

H M M M 

H M H H 

H H L M 

H H M H 

H H H H 

4) Rule evaluation, rule output aggregate, and output value 
defuzzification. 

 
Fig. 14. Rule evaluation aggregation of the rule output. 

 
Fig. 15. Surface viewer for network traffic problem. 

The FIS rules are in Table I. The Rules Editor for Network 
Traffic Problem is shown in Fig. 13. The Rule Evaluation 
Aggregation of the rule output is shown in Fig. 14. The Surface 
Viewer for Network Traffic Problem is shown in Fig. 15. 
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VI. RESULT AND DISCUSSION 
The algorithm is integrated with the aforementioned 

module. The MATLAB Compiler is used to generate the code. 
The Implementation is tested against current web crawlers and 
designed to function on active websites. 

TABLE II.  LOAD CAUSED USING CONVENTIONAL CRAWLER 

 Page 1 Page 2 Page 3 Total Load (KB) 

visit 1 185 185 185 555 

visit 2 193 196 195  

visit 3 188 189 199  

visit 4 200 201 205  

visit 5 188 199 188  

load caused 954 970 972 2896 

visit 6 188 189 188  

visit 7 198 198 189  

visit 8 178 176 189  

visit 9 189 187 189  

visit 10 199 189 198  

load caused 1906 1906 1925 5740 

 
Fig. 16. Load caused using conventional crawler. 

TABLE III.  LOAD CAUSED USING SINGLE THREADED CRAWLER 

 Page 1 Page 2 Page 3 Total Load (KB) 

visit 1 78 87 98 263 

visit 2 87 89 98  

visit 3 76 98 98  

visit 4 87 98 87  

visit 5 87 998 89  

load caused 415 470 470 1355 

visit 6 87 89 87  

visit 7 78 98 98  

visit 8 98 76 98  

visit 9 87 97 98  

visit 10 78 98 87  

load caused 843 928 938 2709 

 
Fig. 17. Load caused using Single threaded crawler. 

TABLE IV.  LOAD CAUSED USING AGENT BASED CRAWLER 

 Page 1 Page 2 Page 3 Total Load (KB) 

visit 1 35 35 37 107 

visit 2 36 37 37  

visit 3 43 36 45  

visit 4 34 45 57  

visit 5 34 43 43  

load caused 182 196 219 597 

visit 6 43 53 43  

visit 7 43 34 34  

visit 8 45 54 43  

visit 9 34 43 45  

visit 10 34 34 45  

load caused 381 414 429 1224 

 
Fig. 18. Load caused using agent based crawler. 

The load produced by a conventional crawler is shown in 
Table II. The load produced by a single threaded crawler is 
shown in Table III. The load produced by an agent-based 
crawler is seen in Table IV. The load created by migrating 
parallel web crawlers is shown in Table V. The graph in Fig. 
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16 to Fig. 19 depict the network load created by various 
methods. Three websites are used in the analysis and 
comparison of the methods. Since an HTML page typically 
weighed 205 KB, the network traffic produced by the 
conventional centralised crawling strategy was 555 KB. While 
in our method, the pages were compressed on the server, and 
the traffic load that was discovered was 70 KB. As seen in the 
above Fig. 20, the load incurred after five visits to the pages 
was 2896 KB, 1355 KB, 597 KB, and 379 KB, respectively, 
and after 10 visits, the load was 5740 KB, 2709 KB, 1224 KB, 
and 774 KB, respectively. Additionally, this resulted in less 
network traffic. 

TABLE V.  LOAD CAUSED USING MIGRATING PARALLEL WEB CRAWLER 

 Page 1 Page 2 Page 3 Total Load (KB) 
visit 1 23 23 24 70 
visit 2 24 24 24  
visit 3 24 28 27  
visit 4 27 26 27  
visit 5 24 27 27  
load caused 122 128 129 379 
visit 6 27 27 27  
visit 7 26 26 26  
visit 8 26 26 27  
visit 9 27 25 27  
visit 10 25 26 29  
load caused 253 258 263 774 

 
Fig. 19. Load caused using migrating parallel web crawler. 

 
Fig. 20. Graph showing network load caused in various approaches. 

VII. CONCLUSION 
This paper discusses the crawling process using one of the 

two following approaches: either allowing crawlers to 
communicate among themselves freely or forbidding them 
from doing so altogether. Both approaches increase network 
traffic. Here, a fuzzy logic-based method that predicts the load 
at a specific node and the path of network traffic is presented 
and implemented in MATLAB using the fuzzy logic toolbox. 
The experimental findings demonstrate that the network 
demand is decreased when a parallel web crawler is migrated. 
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Abstract—Academic certificate authentication is crucial in 

safeguarding the rights and opportunities of individuals who 

have earned academic credentials. This authentication helps 

prevent fraud and forgery, ensuring that only those who have 

genuinely earned certificates can use them for education and 

career opportunities. With the increased use of online education 

and digital credentials in the digital age, the importance of 

academic certificate authentication has significantly grown. 

However, traditional techniques for authentication, such as QR 

code, barcode, and watermarking, have limitations regarding 

security and privacy. Therefore, proposing a privacy-centred 

protocol to enhance the security and authentication of academic 

certificates is vital to improve the trust and credibility of digital 

academic certificates, ensuring that individuals' rights and 

opportunities are protected. In this context, we adopted the 

Challenge Handshake Authentication (CHA) protocol to propose 

the Certificate Verification Privacy Control Protocol (CVPC). 

We implemented it using Python and Flask with a Postgres 

database and an MVT structure for the application. The results 

of the implementation demonstrate that the proposed protocol 

effectively preserves privacy during the academic certificate 

issuance and verification process. Additionally, we developed a 

proof of concept to evaluate the proposed protocol, 

demonstrating its functionality and performance. The PoC 

provided insights into the strengths and weaknesses of the 

proposed protocol and highlighted its potential to prevent 

forgery and unauthorised access to academic certificates. 

Overall, the proposed protocol has the potential to significantly 

enhance the security and authenticity of academic certificates, 

improving the overall trust and credibility of the academic 

credentialing system. 

Keywords—Academic certificates; privacy-centered protocol; 

privacy preservation; challenge handshake authentication protocol 

I. INTRODUCTION 

Academic certificates are important documents that verify 
an individual's educational achievements and qualifications, 
serving as proof of their knowledge, skills, and competencies 
in a particular field of study. Employers, educational 
institutions, and other organisations often use academic 
certificates to evaluate an individual's qualifications for a job or 
further education opportunities. A study by the National Center 
for Education Statistics (NCES) found that in 2020, about 42% 
of the US population aged 25 and over had at least a bachelor's 
degree, which is an increase from 29% in 2000. This increase 
in the number of college graduates highlights the importance of 

academic certificates, as employers and institutions require 
higher levels of education and skills [1], [2], [3]. 

Moreover, academic certificates play a crucial role in career 
advancement. A study by the Georgetown University Center 
on Education and the Workforce revealed that a worker with a 
bachelor's degree earns about $1 million more in median 
lifetime earnings than a worker with only a high school 
diploma. In conclusion, academic certificates are important 
documents used to verify an individual's education and 
qualifications. They are becoming increasingly important as 
the number of college graduates increases, and employers and 
institutions require higher levels of education and skills, 
playing a vital role in career advancement. Academic 
certificate forgery is a severe issue affecting educational 
institutions, employers, and individuals [26], [31]. 

A study by the International Association for Educational 
Assessment (IAEA) suggests that academic certificate forgery 
is a growing problem worldwide, with an estimated 5-10% of 
all certificates being fraudulent. The rate of diploma fraud was 
0.1% among the 3.5 million students whose records were 
checked in the United States, according to a study by the 
National Student Clearinghouse Research Center. The most 
common form of fraud was the use of a false high school 
diploma to gain admission to college [22]. In India, a study by 
the Centre for Media Studies found that up to 40% of 
engineering graduates in India may have fake degrees. The 
study revealed that many students could obtain fake degrees 
from unaccredited institutions or by paying bribes to officials. 
In China, a study by the China Academic Degrees & Graduate 
Education Development Center found that the rate of academic 
certificate forgery was about 3.15% among the population of 
college graduates, with most of the forgeries in the fields of 
engineering and medicine. While the methodologies of these 
studies may differ, they all suggest that academic certificate 
forgery is a widespread problem with severe consequences for 
educational institutions, employers, and society as a whole [1], 
[2], [3]. 

Therefore, it is essential for institutions and employers to 
have proper measures in place to detect and prevent certificate 
forgery to ensure that only qualified individuals are awarded 
and recognised for their education. Academic certificate 
verification is a critical process that helps mitigate the problem 
of academic certificate forgery by checking the authenticity of 
an academic certificate to ensure that a legitimate institution 
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issued it and that the individual who holds the certificate 
completed the coursework and earned the degree. 

A graduation certificate, also known as a diploma or degree 
certificate, is a document awarded to a student upon 
successfully completing a course of study or program, 
including the student's name, the name of the institution, and 
the degree or diploma earned. It typically includes the student's 
grades or other academic information in some cases. It serves 
as official proof of the student's educational achievements and 
is often required for further education or employment. Some 
universities, colleges, and vocational schools also provide an 
official transcript with the graduation certificate. 

However, ensuring privacy in academic certificate issuance 
and verification systems is a critical concern [32]. The 
proposed Privacy-Centered Protocol for Enhancing the 
Security and Authentication of Academic Certificates is based 
on the Challenge Handshake Authentication (CHA) protocol 
and offers several key contributions that could revolutionise the 
academic certificate issuance and verification process. Firstly, 
the protocol prioritises the privacy of certificate holders by 
ensuring that personal information is not disclosed during the 
verification process. Secondly, it employs the CHA protocol, 
which uses a challenge-response mechanism to enhance the 
security of academic certificates. Additionally, the protocol is 
tamper-proof and uses digital signatures to ensure the 
authenticity of certificates. It is also easily accessible to all 
stakeholders and compatible with commonly used devices, 
making it a practical solution for academic institutions. Finally, 
the protocol is designed to be compatible with emerging 
technologies such as blockchain [8], ensuring its longevity and 
continued relevance. Overall, the proposed protocol focuses on 
privacy, security, tamper-proof nature, accessibility, and 
compatibility, making it a promising solution for enhancing the 
security and authentication of academic certificates. The next 
subsections will discuss the importance of graduation 
certificates and the related security and privacy requirements. 

A. Importance of a Graduation Certification Verification 

(GCV) System 

A Graduation Certification Verification (GCV) system is of 
paramount importance in the modern job market and academic 
landscape. The system provides a reliable and secure means of 
verifying the authenticity of academic certificates, which is 
essential for employers, academic institutions, and government 
agencies. With the increasing prevalence of certificate fraud, a 
GCV system is critical for maintaining the integrity of the 
certification process and preventing fraud. By ensuring that 
only authentic certificates are accepted, a GCV system can 
help improve the job market's quality, reduce the risk of hiring 
unqualified candidates, and maintain trust in the certification 
process. Moreover, a GCV system can help to simplify and 
streamline the certification process, saving time and reducing 
costs for employers and academic institutions. Overall, a GCV 
system is essential for ensuring the accuracy and integrity of 
academic certificates and maintaining trust in the certification 
process. 

B. Security and Privacy Requirements of a Graduation 

Certification Verification (GCV) System 

A Graduation Certification Verification (GCV) system 
requires high security and privacy to ensure the authenticity of 
academic certificates. The system must protect the privacy and 
security of certificate holders' personal information and the 
confidentiality of the certificate itself. The following are some 
of the security and privacy requirements of a GCV system: 

 Authentication and Authorisation: The GCV system 
must implement strong authentication and authorisation 
protocols to ensure that only authorised stakeholders 
can access and modify data [27],[28]. 

 Data Encryption: The system should use encryption 
technology to protect data in transit and at rest, ensuring 
that data is not accessible to unauthorised parties 
[26],[27],[28]. 

 Secure Storage: The system must use secure storage 
mechanisms to protect the confidentiality and integrity 
of the data, preventing unauthorised access and data 
loss. 

 Privacy Protection: The GCV system must ensure that 
the certificate holder's personal information is 
protected, including their identity and other sensitive 
information[26],[27],[28]. 

 Data integrity: The system must ensure that the data 
stored in the system is authentic and cannot be 
tampered with. This can be achieved by using 
techniques such as digital signature, hash functions, and 
encryption [5]. 

 Non-repudiation: The system must provide a 
mechanism to ensure that the certificate holder cannot 
deny their ownership of the certificate. This can be 
achieved by using digital signature and public key 
infrastructure [6]. 

 Access control: The system must have a mechanism to 
control who can access the certificates and what they 
can do with them. This can be achieved by using role-
based access control, access control lists, and 
permission-based systems [7], [28]. 

Ensuring security involves safeguarding user and 
stakeholder privacy and preventing unauthorised access, use, 
modification, or destruction of data to maintain information 
confidentiality. This defines the system's ability to provide 
protection [29]. Preserving privacy is widely considered to rely 
on access control technology, which is regarded as the most 
vital aspect [30]. By implementing these security and privacy 
requirements, a GCV system can protect the integrity of the 
certification process, prevent fraud, and maintain the trust of 
stakeholders. Implementing these requirements can also help 
ensure compliance with data protection regulations, such as 
GDPR, HIPAA, and CCPA. 
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II. LITERATURE REVIEW 

The issuance and verification of academic certificates are 
critical processes in the academic world. The need for accurate, 
reliable, and secure verification of academic certificates has 
become increasingly important with the rise of online 
education and the prevalence of certificate fraud. This has led 
to the development of various techniques and technologies for 
academic certificate issuance and verification, which range 
from traditional methods to more modern and sophisticated 
approaches. In this literate review, we will explore the different 
techniques that have been proposed for academic certificate 
issuance and verification, including paper-based methods, 
electronic certificates, and digital signatures. We will examine 
the advantages and limitations of each approach, as well as 
their effectiveness in addressing the challenges of certificate 
fraud, privacy, and security. By understanding the various 
techniques and technologies used for academic certificate 
issuance and verification, we can gain insight into the future of 
this critical area of academic administration. 

Traditional techniques for academic certificate issuance and 
verification have been used for decades, typically involving 
paper-based certificates and manual verification processes. 
While these methods have proven effective in many cases, they 
have limitations that have led to the development of more 
advanced technologies. In this literature review, we will 
explore the advantages and disadvantages of traditional 
techniques for academic certificate issuance and verification, 
including the use of paper-based certificates, manual 
verification processes, and the challenges of fraud prevention, 
privacy, and security. 

Paper-based certificates have been the most widely used 
method for academic certificate issuance, and their validity has 
been verified by manual methods. However, this process is 
time-consuming, resource-intensive, and prone to error. 
Manual verification of certificates can be time-consuming and 
inefficient, and it may also require significant resources. 
Moreover, paper-based certificates are vulnerable to fraud, and 
they can be easily replicated or falsified. Despite the limitations 
of paper-based certificates, they are still in use, particularly in 
developing countries, where the lack of digital infrastructure 
and resources makes it difficult to implement more advanced 
technologies. In these situations, the use of paper-based 
certificates remains the only viable option, and efforts are 
being made to improve the security and validity of paper-based 
certificates. 

QR codes are two-dimensional barcodes that can store large 
amounts of data in a small space, making them a popular 
choice for academic certificate issuance and verification. The 
use of QR codes can help to reduce the risk of fraud, simplify 
the verification process, and increase the efficiency of 
certificate issuance. QR has been used to store information 
such as the student's name, degree name, graduation year, and 
name of the University, making it easy for employers and 
institutions to verify the authenticity of the certificate[9],[10]. 

In [33], the research proposes a system for issuing degree 
certificates that includes a digital signature and a QR code tag. 
The QR code tag contains the graduate student's data, such as 
name, GPA, CGPA, and institution alias. The Higher 

Education Certificate Authentication System (HECAS) 
generates the digitally signed QR code, which is sent to the 
central HECAS server for verification. A smartphone 
application is required to authenticate the certificate by 
scanning the QR code. The proposed system aims to provide a 
secure and efficient way of issuing and verifying degree 
certificates. 

In [34], the research proposes a system for real-time student 
identity card authentication using a QR code and a smartphone 
scanner. The system generates a unique QR code containing a 
student's matriculation number and other details, which is 
embedded in the identity card. A software application pre-
installed in the smartphone scanner functions as a QR scanner, 
allowing for quick and efficient authentication. The proposed 
system aims to enhance the quality of authentication and 
overcome the problem of location and connectivity issues. The 
research shows that the smartphone scanner is an effective and 
faster means of authentication compared to other traditional 
means. The system offers a promising solution to the lack of 
innovation in information technology, particularly in 
developing countries like Nigeria. 

In [35], the paper proposes a barcode-based academic 
certificate authentication system that uses cloud-based services 
to enhance security and accessibility. The system generates a 
unique barcode for each certificate, which can be scanned and 
verified using a mobile application. The authors suggest that 
the system could help reduce fraud and improve the 
verification process for academic certificates. 

In [36], the paper presents a QR code-based certificate 
authentication and verification system for higher education. 
Barcodes are used to improve security and accessibility. The 
system generates a unique QR code for each certificate, which 
can be scanned and verified using a mobile application. The 
authors note that the system could help prevent the production 
and distribution of fraudulent certificates. 

In [37], the paper proposes a barcode-based certificate 
verification system for distance education. Barcodes are used 
to improve the security and efficiency of certificate 
verification. The system generates a unique barcode for each 
certificate, which can be scanned and verified using a mobile 
application. The authors suggest that the system could help 
reduce the time and cost associated with traditional certificate 
verification methods. 

Using QR codes for academic certificate issuance and 
verification can pose some risks in terms of privacy and 
security. While QR codes offer a convenient and efficient way 
to verify certificates, they can also contain sensitive 
information that could be at risk of data breaches, hacking or 
misuse. For example, if the QR code contains personal data 
such as a student's academic history, it could be used for 
discriminatory purposes if it falls into the wrong hands. 
Moreover, QR codes can be easily replicated, potentially 
leading to fraudulent certificates being produced. To address 
these issues, it is important to take appropriate security 
measures such as encryption, access controls, and data privacy 
policies. Institutions or organisations may also need to use 
other technologies and methods to supplement QR codes, 
depending on their specific requirements [11], [12], [13], [14]. 
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In [38], the researchers proposed a verification system 
based on watermarking that uses a combination of visible and 
invisible watermarks to authenticate digital certificates. The 
system uses an encryption scheme based on a secret key to 
ensure the security of the embedded watermark and employs a 
unique identifier to prevent the certificate from being 
duplicated. The system was tested on a sample set of 
certificates and demonstrated high accuracy in verification. 

In [39], the researchers proposed a certificate verification 
system that uses a combination of QR codes and watermarks. 
The system embeds a unique watermark into each certificate 
that can be used to verify its authenticity. The system also 
includes a QR code that can be scanned to access additional 
information about the certificate holder. The system was tested 
on a sample set of certificates and showed high accuracy in 
verification. 

While watermarking can offer a secure method for 
academic certificate issuance and verification, there are still 
potential drawbacks in terms of privacy and security. One of 
the main concerns is that someone with the right tools and 
knowledge can remove or alter watermarks, leading to 
fraudulent certificates being produced. Moreover, 
watermarking could lead to the possibility of certificate 
forgery, as attackers may be able to replicate the watermark 
and create counterfeit certificates. Embedding watermarks may 
also raise concerns regarding data privacy since the 
watermarks may contain personal information that could be 
accessed or misused. Therefore, it is important to complement 
watermarking techniques with additional security measures, 
such as encryption, access controls, and policies to protect the 
privacy of personal data. 

In [40], the researchers proposed an RFID-based certificate 
verification system that uses a combination of hardware and 
software components. Each certificate is equipped with an 
RFID tag that contains a unique identifier and other relevant 
information. When the certificate is presented for verification, 
an RFID reader scans the tag and sends the data to a central 
server, which validates the information and returns a response 
indicating the certificate's authenticity. The system was tested 
on a sample set of certificates and showed high accuracy in 
verification. 

In [41], the researchers proposed an RFID-based 
verification system that uses a unique identifier and a 
cryptographic key to authenticate digital certificates. The 
system employs an RFID reader to scan the certificate and 
transmit the data to a central server, which uses the 
cryptographic key to verify the authenticity of the certificate. 
The system was tested on a sample set of certificates and 
showed high accuracy in verification. The researchers also 
noted that the use of RFID technology can help prevent 
certificate fraud since the RFID tag is difficult to replicate or 
alter without the proper tools and knowledge. 

However, there are potential drawbacks to using RFID 
technology for academic certificate issuance and verification. 
One concern is that the use of RFID technology could result in 
unauthorised access to personal data since the RFID tag 
contains sensitive information. Attackers may use unauthorised 
RFID readers to intercept the data or copy the RFID tag's 

content. Furthermore, the use of RFID technology may raise 
concerns about data protection and privacy since RFID tags are 
capable of tracking individuals and monitoring their 
movements. Additionally, the cost of implementing RFID 
technology may be higher than other methods, which could be 
a barrier to adoption for some institutions. Therefore, it is 
essential to take appropriate measures to protect the privacy of 
personal data and prevent unauthorised access or interception 
of the RFID data. 

However, watermarking relies on the visibility of the 
watermark, which can be difficult to detect in low-resolution 
images and can be removed through image manipulation [15], 
[16]. Table I shows the comparison between QR-Code, 
Barcode, watermarking and RFID. 

TABLE I. COMPARISON BETWEEN QR-CODE, BARCODE, 
WATERMARKING AND RFID 

Technique Advantages Disadvantages References 

QR Code 

Can be read quickly and 
easily using a 

smartphone camera; 

Can store a large 
amount of data in a 

small. 

Can be easily integrated 
into existing systems. 

Can be easily 

replicated or 
forged. 

Can be easily 

damaged or 
obscured, making it 

difficult to read. 

[17], [18], 
[19] 

Barcode 

Can be read quickly and 

easily using a barcode 
scanner. 

Can store a limited 

amount of data in a 
small space. 

Can be easily integrated 

into existing systems. 

Can be easily 

replicated or 

forged. 
Can be easily 

damaged or 

obscured, making it 
difficult to read. 

[17], [18], 

[19] 

Watermarki
ng 

Can be used to embed 

hidden information in 
the certificate that can 

be used to verify 
authenticity. 

Can be difficult to 

replicate or forge. 

Can be easily 
damaged or 

obscured, making it 

difficult to read. 
Can be 

computationally 
expensive to create 

and verify. 

[17], [18], 
[19] 

RFID 

Can be read quickly and 

easily using an RFID 

reader. 
Can store a large 

amount of data in a 

small space. 
Can be used for 

contactless 

authentication. 

Can be easily 

replicated or 
forged. 

Can be easily 

damaged or 
obscured, making it 

difficult to read. 

Can be expensive 
to implement and 

maintain. 

[17], [18], 
[19] 

III. THE PROPOSED DESIGN OF CENTRALIZED CERTIFICATE 

VERIFICATION PRIVACY CONTROL PROTOCOL (CVPC 

PROTOCOL) 

The proposed design of the Centralized Certificate 
Verification Privacy Control (CVPC) protocol aims to address 
the shortcomings of traditional techniques such as QR codes, 
barcodes, watermarking and RFID for academic certificate 
issuance and verification.  The CVPC protocol utilises a 
centralised server for certificate issuance and verification, 
which is responsible for maintaining the integrity and 
authenticity of the certificates. This centralised server is 
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responsible for generating and issuing digital certificates, as 
well as verifying the authenticity of the certificates when 
requested. The CVPC protocol utilises a combination of 
advanced cryptographic techniques, such as digital signatures 
and hash functions, to ensure the integrity and authenticity of 
the certificates. The digital certificates are issued with a unique 
digital signature, which is generated by the centralised server 
using the private key of the issuing institution. The digital 
signature ensures that the certificate has not been tampered 
with or modified in any way. The CVPC protocol also utilises 
a unique identification number, which is embedded in the 
digital certificate and is used to verify the authenticity of the 
certificate. This identification number is generated by the 
centralised server and is based on the student's personal 
information, such as their name, date of birth, and the 
institution they graduated from. The CVPC protocol also 
includes a privacy-preserving mechanism, which allows the 
student to control who has access to their personal information 
and the digital certificate. The student is provided with a 
private key, which is used to encrypt the personal information 
and digital certificate. The private key is stored on the student's 
device and is only accessible by the student. 

With this proposed solution, three main objectives were 
sufficed. Primarily: 

 The privacy aspect. The student can lock and unlock 
their certificates. 

 Only authorised entities can exist in the system with 
sufficient authorisation and access control. 

 Timely verification of certificates by third parties. 

From the previous details, privacy was a major drawback in 
most of the existing solutions when it came to certificate 
verification. The process itself is quite troublesome, especially 
for verifiers. The first components towards sufficing the 
objectives of this research start with developing a privacy-first 
solution that allows the user to control how the public views 
the certificate in a centralised environment. Fig. 1 shows the 
design for the proposed centralised certificate verification 
privacy control protocol. 

 
Fig. 1. The proposed centralised certificate verification privacy control 

protocol. 

The number of ministries in the world is finite n(Ministry) 
= x,{ x=constant | x>0} and usually there is one per country 
Ministryx⊂Countryx which is usually responsible for the 
quality of education in their respective countries. The ministry 
of education can go under different names like the case of 
Mexico it is called Secretariat of Public Education  [16]. 
Nevertheless, this should not have any impact on the design 
since the ministry is an entity that controls and generates 
universities {University1,....,Universityn} ∈Ministryx | n=>1. 
The set of ministries based on the proposition above is finite 
hence they are hard coded into the system (by their official 
admin emails); Each Ministry is able to only create universities 
in the system. Each university is created by one and only one 
ministry. For the cases where there are different branches of a 
single university in different countries, this would neither be 
impacted nor will it cause the system to behave wrongly. For 
example, Birmingham University, originally situated in the UK 
and precisely England, would be created by the Ministry of 
Education in the UK. Birmingham University also has a branch 
in Malaysia. The Malaysian Ministry of Education would 
create the latter. Each university issues its own certificates. 
However, in the proposed solution, as a certificate is generated 
a privacy policy is also generated and attached to that 
generated certificate as shown in the design Fig. 1. By default, 
the certificate is locked, which means any third party 
attempting to view the certificate will not be able to see its 
details. When the university creates a certificate, another task is 
triggered in the background, generating a student for that 
certificate. The way this is achieved is by using the registered 
email of the student in that university. This is to suffice for 
authentication. The student would get an activation token that 
allows them access to the certificate and policy. The student 
after activating their account would be able to control how each 
piece of information is displayed to third parties. The 
mechanism used to achieve the above is an adaptation from the 
Challenge Handshake Authentication Protocol (CHAP) which 
is shown in Fig. 2. CHAP suffices when a link is between a 
server and a client [20],[23,[24]. 

 The server sends a challenger message to the client. 

 The client responds. 

 The server checks if the response matches the expected 
value, then the authentication is acknowledged, and the 
connection happens otherwise it is terminated. 

The Challenge Handshake Authentication protocol was 
adopted in the proposition of the certificate verification privacy 
control protocol (CVPC). CHAP operates by first establishing 
a connection between the user and the network resource. The 
network resource then sends a challenge message to the user, 
typically a random string of characters or a nonce, which the 
user must use to generate a response message. The user 
generates the response by running a one-way hash function on 
the challenge message using a shared secret key known only to 
the user and the network resource. The resulting hash value is 
then sent back to the network resource, which compares it to its 
own calculation of the expected response. If the two values 
match, the user is authenticated and granted access to the 
network resource. Details are shown in the next section. The 
Challenge Handshake Authentication Protocol (CHAP) 
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proposed by [20],[21], which was discussed in the previous 
section, was adopted in that same manner in the CVPC 
protocol. It is used when a ministry adds a university, and a 
university issues a certificate and assigns a student. The 
adoption and the implementation of Challenge Handshake 
Authentication protocol (CHAP) in academic certificates 
verification use case is given in Fig. 3. It shows how the 
relationship between the university and the students. 

 

Fig. 2. Challenge Handshake Authentication Protocol (CHAP). 

 
Fig. 3. Implmentation of Challenge Handshake Authentication Protocol 

(CHAP) in academic certificates verification use case. 

The proposed CHAP Certificate Verification Privacy 
Control Protocol used is based on the following steps: 

Step 1: A request is sent to the student's email. The request 
is in the form of a signed link that is specific to that student, 
and the link contains a token. The token results from hashing 
of a user's identifier with the student's email and a timestamp. 
The timestamp is important to validate the lifespan of the link. 
The link is meant to be active for a pre-defined period of time 

to minimise hanging certificates. Meaning certificates in the 
system without confirmed students. 

Step 2: The students from their official emails access the 
link supplied. This step acts as a response to the request sent by 
the server. It is important to note that each link is unique to the 
student and can only be accessed from their official email, 
which requires authorisation and access control. 

Step 3: The server validates the authenticity of the token 
sent by the student by decrypting it and retrieving the email 
address hashed in the token, using the same student identifier 
that was used to sign the token. If the token is valid, the student 
is directed to the certificate and policy and can unlock the 
certificate. 

The proposed protocol uses HMAC and SHA-512 to sign 
the hashed link. HMAC stands for Keyed-Hashing for Message 
Authentication and is a widely used message authentication 
code based on cryptographic hash functions like MD5 and 
SHA-1. The student identifier acts as a namespace for the URL 
and is unique to each student. Therefore, the student identifier 
is usually the student's username or ID. This adds an extra 
layer of privacy since no two tokens can be decrypted using the 
same parameters. Since each email and student identifier is 
unique, each link is specific to a single student. 

Based on what has been discussed in the previous section 
the following protocol is proposed (CVPC protocol). 

Step 1: The ministry adds a university using CCVPC 
proposed ,CCVPC(University) ∈ Ministry. 

Step 2: The university adds students using CCVPC, 
University → CCVPC(Studentn ), n ∈ list of students in 
university. 

Step 3: The university issues certificates with Privacy 
Policy, University → PsxCs, P=Policys, C=Certificates, 
s={Student0,....,Studentn}. 

Step 4: Privacy Policy adds a layer of protection to the 
Certificates Ps(Cs). 

Step 5: All inbound traffic hits the Privacy Policy first. 
Inboundrequest → Ps → Cs. 

Step 6: Student lock/Unlock their certificates sufficing 
privacy L(Cs), U(Cs), L=Lock, U= Unlock. 

Step 7: Students share ids of certificates with the third 
parties and based on the privacy policy they are able to see the 
information T(PsCs) ∋Studentn⇒ U(Cs), T=Third party. 

IV. THE PROPOSED VERIFICATION OF CERTIFICATES BY 

THIRD PARTIES 

The third party can simply use a fixed id supplied by the 
student to access the certificate and validate the information. 
T(PsCs) ∋Studentn → U(Cs), T=Third party, Ps=Student 
Policy, Cs= Student Certificate, U= Unlocking. 

The student can after being authorised into the system using 
the CCVPC proposed will be able to control each element of 
his/her certificate. Such that. 
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Studentn → L(Cei), ei∈ Certificates | Student=Studentn 
where. 

eirepresents several elements like the GPA, transcript and 
other necessary information that is issued with the certificate. 
The CCVPC is a component of the proposed centralised 
certificate verification privacy protocol. This design ensures 
that the system remains free of unwanted parties. Access 
control is managed by authorised entities, each of which has 
their own control rights in the system. For example, 
universities issue certificates, but can only participate in the 
system through ministries. This control mechanism ensures 
proper authorisation, verification, and limits fraud. In addition, 
the CCVPC protocol ensures privacy by controlling who has 
access to the L(Cs) and U(Cs) of certificates - only the students 
themselves have this access. Thanks to the CCVPC protocol, 
no unauthorised entities can exist within the system. 

V. IMPLEMENTATION AND RESULTS  

The proposed design was implemented in Python, a widely-
used programming language that is particularly effective for 
large-scale web applications. The web framework Flask was 
used with Python, while the database was implemented with 
Postgres, an open-source database that natively supports JSON 
objects. The application was structured according to the MVT 
architecture, which stands for Models, Views, and Templates. 
Models describe the database, while Views implement the 
business logic, and Templates provide the front-end interface 
with HTML and CSS. In the following subsections, we will 
explore the different layers of the application in more detail. 

 

A. The Model Layer 

The model folder contains all the entity models that were 
defined. These models represent the various actors involved in 
the use case, with the exception of the third party. Since third 
parties do not require an identity in the system, they can simply 
use the ID provided by the student to facilitate the verification 
process. In this process, several actors are involved, including 
the ministry, the university, students, and third parties. The 
ministry's responsibility is to add universities to the system, 
while the university takes charge of certificate issuance. 
Students have the ability to lock and unlock their certificates 
for privacy preservation. Finally, third parties are responsible 
for verifying the certificate. In the proposed protocol design, 
there are several actors involved, as depicted in Fig. 4. 
Additionally, this research includes the implementation of the 
Ministry class in Python, as demonstrated in Fig. 5. 

 
Fig. 4. Actors involved in the proposed protocol. 

 
Fig. 5. The implementation of the ministry class in python. 

The same principle applies to both universities and 
students, with an additional class of permissions that facilitates 
control over the privacy of certificates. This permission class is 
linked to the student class through the use of student IDs. 

B. The View Layer 

The logic that connects the front end to the model layer is 
implemented in this layer. Specifically, the ministry resource 
includes the following resources: 

 Ministry(Resource). 

 MinistryRegistration(Resource). 

 MinistryList(Resource). 

Each of the resources listed above serves a specific 
purpose. For example, the ministry resource exposes an API 
call that returns details about the iininistry associated with a 
given email address. 

 class Ministry(Resource): 

 def get(self, email): 

 email = email.lower().strip(). 

 Ministry = MinistryModel.find_by_email(email). 

 if Ministry: 

 return Ministry.json(). 

 return {"message": "Ministry not found"}, 
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The Ministry Registration resource takes in the necessary 
information to create a new ministry. The creation of a ministry 
is pre-defined. The pre-defined entities are added using the post 
method exposed by the Ministry Registration resource above. 
The last Resource MinistryList(Resource) allows super admin 
to list existing ministries or it can also serve the general query 
the list of ministries registered in the system. 

C. Application Front End Layer  

The student is able to control the permission using the 
endpoint /permissions/<int:student_id>. 

In this section, the proposed system's app screens illustrate 
various tasks, including adding a university to the system, the 
university's view for adding a certificate, the student's view for 
managing permissions, and the third-party's view of the 
application. Fig. 6 displays a screenshot of the university 
addition process, while Fig. 7 showcases a screenshot of the 
university adding a certificate. Furthermore, Fig. 8 
demonstrates how a student can preserve their privacy. The 
student view for managing permissions is shown in Fig. 9, 
which displays a screenshot of a third-party verifying a 
certificate shared by the student. 

 

Fig. 6. Screenshot of adding a university. 

 

Fig. 7. Screenshot of adding a certificate by the university. 

 
Fig. 8. Screenshot of how a student can preserve their privacy. 

 
Fig. 9. Screenshot of third-party verifying the certificate shared by the 

student. 

VI. DISCUSSION 

The Privacy-Centered Protocol for Enhancing the Security 
and Authentication of Academic Certificates based on the 
Challenge Handshake Authentication (CHA) protocol has the 
potential to significantly enhance the security and authenticity 
of academic certificates. The protocol's key contributions, 
including its focus on privacy, tamper-proof nature, and 
compatibility with emerging technologies, make it a promising 
solution for academic institutions. One of the most significant 
benefits of the proposed protocol is its emphasis on privacy. 
The protocol ensures that personal information is not disclosed 
during the verification process, providing an extra layer of 
protection to certificate holders. This privacy-centric approach 
is essential in today's digital age, where data breaches and 
identity theft have become significant concerns for individuals 
and organisations alike. Another significant advantage of the 
proposed protocol is its tamper-proof nature. The use of digital 
signatures ensures the authenticity and integrity of academic 
certificates, making it easy to detect fraudulent certificates. 
This tamper-proof nature can significantly enhance the overall 
trust in the academic certificate issuance and verification 
process, providing a more secure means of verifying academic 
credentials. The protocol's compatibility with emerging 
technologies such as blockchain is also noteworthy. The 
integration with blockchain technology can further enhance the 
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security and reliability of academic certificate verification. 
Blockchain technology provides a decentralised and tamper-
proof way of storing and verifying data, making it an ideal 
solution for enhancing the security and authenticity of 
academic certificates.  Despite the potential benefits, the 
adoption of the proposed protocol may face challenges. One of 
the challenges is the adoption and integration of the protocol 
into existing systems. It may require significant changes to the 
existing infrastructure and systems, which can be time-
consuming and costly. Additionally, compatibility with 
emerging technologies such as blockchain requires a certain 
level of technical expertise, which may be a barrier to some 
organisations.  In conclusion, the Privacy-Centered Protocol 
for Enhancing the Security and Authentication of Academic 
Certificates based on the CHA protocol is a promising solution 
for enhancing the security and authenticity of academic 
certificates. The protocol's emphasis on privacy, tamper-proof 
nature and compatibility with emerging technologies makes it a 
practical and robust solution for academic institutions. While 
there may be challenges to its adoption, the benefits of 
adopting the protocol far outweigh the potential challenges, 
providing a more secure and reliable means of verifying 
academic credentials. 

VII. BENEFITS OF PRIVACY CENTRALISED VERIFICATION 

CONTROL PROTOCOL FOR ACADEMIC CERTIFICATES ISSUANCE 

AND VERIFICATION 

Proposing a new privacy-centralised verification control 
protocol for academic certificates issuance and verification is 
important for several reasons [25], including: 

 Security: Traditional methods of academic certificate 
authentication, such as QR code and barcode, are 
vulnerable to tampering and replication. A new privacy-
centralised verification control protocol can enhance the 
security of the certificate verification process by 
incorporating advanced security techniques such as 
digital signature, encryption, and biometrics. 

 Privacy: Centralised certificate verification systems can 
be a potential privacy breach, as they can expose the 
personal information of certificate holders to 
unauthorised access. The new privacy-centralised 
verification control protocol aims to preserve the 
privacy of the certificate holders by implementing a 
privacy-preserving protocol that protects the personal 
information of the certificate holders from unauthorised 
access. 

 Scalability: The proposed protocol can handle a large 
number of requests and users, which is crucial in today's 
digital era where the use of digital credentials has 
increased. 

 Compliance: The proposed protocol can ensure 
compliance with various privacy regulations and 
standards, such as GDPR, which is increasingly 
important as organisations have to comply with more 
stringent regulations to protect personal data. 

In summary, proposing a new privacy-centralised 
verification control protocol for academic certificate issuance 

and verification is crucial to ensure the security, privacy and 
scalability of the system, as well as to provide an efficient user 
experience and compliance with regulations. 

VIII. EVALUATION OF THE PROPOSED PROTOCOL 

Evaluating a proposed design of the Centralized Certificate 
Verification Privacy Control Protocol (CVPC Protocol) is 
crucial to ensure its effectiveness and efficiency in improving 
the security and privacy of academic certificate authentication. 
One way to evaluate the proposed protocol is by developing a 
proof of concept (PoC) and testing it with real-world scenarios 
and data. The PoC can be used to demonstrate the functionality 
and performance of the proposed protocol and provide insights 
into its strengths and weaknesses. The PoC development 
process can involve several steps, such as designing the system 
architecture, implementing the proposed security measures and 
privacy-preserving protocols, and testing the system with 
simulated or real-world data. The PoC can be evaluated based 
on various performance metrics, such as security, privacy, 
scalability, and usability. For example, the security of the 
proposed protocol can be evaluated by assessing its resistance 
to various security threats, such as tampering and replication. 
The proposed protocol's privacy can be evaluated by 
examining its compliance with various privacy regulations and 
standards, such as the General Data Protection Regulation 
(GDPR). Similarly, the protocol's scalability can be evaluated 
by assessing its capacity to accommodate a significant number 
of requests and users. Additionally, the usability of the 
proposed protocol can be evaluated by analysing its user 
interface and user experience. 

IX. CONCLUSION 

In conclusion, the proposed Design of Centralised 
Certificate Verification Privacy Control Protocol (CVPC 
Protocol) addresses the need for improved security and privacy 
in the realm of academic certificate authentication. The 
implementation of the proposed protocol involved the use of 
several technologies, including Python, Flask, and a Postgres 
database, as well as the utilisation of an MVT structure. 
Through the utilisation of these technologies and methodology, 
the proposed protocol has effectively demonstrated the 
preservation of privacy throughout the academic certificate 
issuance and verification process. A proof of concept was 
developed to further validate the functionality and performance 
of the protocol, which revealed its potential to prevent 
certificate forgery and unauthorised access. The CVPC 
Protocol proposed presents a promising solution for improving 
the security and privacy of academic certificate authentication. 
Future work involves building the protocol based on a 
blockchain platform. 
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Abstract—Computers are becoming increasingly 

commonplace in educational settings. As a result of these 

advancements, a new field known as CEHL (Computing 

Environment for Human Learning) or e-learning has emerged, 

where students have access to a variety of services at their 

convenience. Using an e-learning platform facilitates more 

efficient, optimized, and successful education. They allow for 

personalized instruction and on-demand access to relevant, up-

to-date material. These e-learning strategies significantly impact 

learners' emotional and psychological states, which in turn affect 

their abilities and motivations. Because of the learner's physical 

and temporal detachment from their tutor, encouraging learners 

can be challenging, leading to frustration, doubt, and 

ambivalence. The learner's drive to learn will be weakened, and 

their emotional and psychological state will be badly impacted as 

a result, both during and after the learning session. This research 

aimed to learn about the methods currently used by research 

facilities to analyze human emotions and mental states. The 

findings reveal that only e-learning has been used in education 

and other fundamental technologies, including machine learning, 

deep learning, signal processing, and mathematical approaches. 

A wide variety of e-learning-focused real-world applications 

make use of these methods. Each study subject is explained in 

depth, and the most frequently used methods are also examined. 

Finally, we provide a comprehensive analysis of the prior art, our 

contributions, their ramifications, and a discussion of our 

shortcomings and suggestions for future research. 

Keywords—Psychological states; emotional states; e-learning; 

online platforms; solutions 

I. INTRODUCTION 

Technology has become an integral part of our lives in the 
twenty-first century, prompting a reevaluation of fundamental 
beliefs on the part of professionals, educators, and students in 
order to re-design or re-engineer the educational and training 
infrastructure. In addition, these technology tools play a crucial 
role in enabling students and educators to reap its many 
benefits [1]. The education community is left with the difficult 
task of increasing the number of creative and original graduates 
while keeping costs down by applying cutting-edge technical 
and ecological methods [2]. This process has been a deliberate 
evolution from the traditional Gurukula methods to the present 
day, when the digital world has invaded the realm of education 
and revitalized the student body by providing them with a 
dynamic, interactive, and electronic environment on which to 
study. There have been many shifts in the previous few 
decades, and the meaning of "e-learning" had to adapt. Web 

1.0 (the web of knowledge), Web 2.0 (the web of 
communication), Online 3.0 (the web of interaction), and now 
Web 4.0 (the web of integration) are all instances of the great 
progression seen in the world of the web. 

II. LITERATURE REVIEW 

Due to the accessibility of new technologies and their 
capacity to generate and maintain stakeholders, e-learning has 
risen to the fore in today's ever-changing and dynamic online 
environment. The term "e-learning revolution" describes the 
widespread adoption of technological aids to education. To 
promote safe, cooperative, constructivist, and long-term 
knowledge exchange, the education sector and its allies hope to 
usher in an era of paperless learning made possible by 
technological advancements. As the pace of the technical 
education revolution quickens, it becomes more difficult for 
stakeholders to keep up with their commitments [2]. 

No concerns or pressures were placed on either the 
educational institutions or the students due to the annual 15.4% 
increase in e-learning worldwide [3]. However, this study was 
undertaken during COVID-19, and a lot has changed since 
then. As a consequence of worldwide limitation measures 
established to curb the spread of COVID-19 [5], more than 60 
percent of students throughout the globe today get the majority 
or all of their education online, including lectures and a variety 
of assessments on numerous platforms. 

A. Psychology and Emotional States 

Psychological and emotional health is crucially important 
in many aspects of daily life. A person's emotional state is the 
overall emotional tone of their personality (especially with 
regard to pleasure or dejection). While the nature of a state may 
change over time, the concept of a "psychological state" refers 
to a more stable mental situation. 

1) Types of emotional states: Researchers in [15], have 

identified 27 distinct human emotions: awe, admiration, 

amusement, anger, calmness, confusion, disgust, empathy, 

excitement, fear, horror, enchantment, entrancement, joy, 

nostalgia, relief, romance, sadness, satisfaction, sexual desire, 

and surprise. Moreover, Fig. 1 shows how multimodal settings 

and sources might identify an individual's emotional state. In 

addition, Table I outlines the various sorts of feelings that are 

significant to the surroundings, which gives concrete instances 

of how each of the seven emotion types is evaluated and how 

they tend to act. 
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TABLE I. ENVIRONMENTALLY RELEVANT EMOTION TYPES [4] 

Emotion Type Appraisals Action-Tendency 

Self-condemning Emotions 

(Guilt, Shame, 
Embarrassment) 

Own Norm 

violations 

Correction (e.g., repair 

the environmental 
damage) 

Other-condemning 
Emotions (Anger, Disgust, 

Contempt) 

Others’ norm 

violations 

Punishment (e.g., punish 

those responsible for 

environmental 
destruction) 

Self-praising Emotions 
(Pride) 

Own positive 
norm deviations 

Support oneself (e.g., in-

group favoring pro-
environmental behavioral 

intentions) 

Other –praising Emotion 

(Elevation, Admiration, 
Awe, Being Moved, 

Gratitude, Love) 

Others’ positive 
norm deviations 

Support the source (e.g., 
protect nature) 

Other-suffering Emotions 

(Compassion, /Empathy, 

Emotional Contagion) 

Other’s suffering 
Help those in need (e.g., 
victims of environmental 

destruction) 

Threat-related Emotions 

(Fear, Anxiety, 
Hopelessness) 

Anticipated 

negative 
consequences 

Escape (e.g., fleeing from 

climate change) 

Hedonistic Emotions (Joy, 

Pleasure, Amusement) 
 

Reinforcement (e.g., 

enjoying car driving 
predicts car use) 

2) Types of psychological states: The distinction between 

the two perspectives is: Extraversion: Libido that is directed 

outward is known as extroversion [7]. With an extrovert, the 

subject's interest in the object shifts in a positive direction. To 

be introverted is to direct one's libido inward toward the 

subject's own core. This fact conveys the nature of the subject-

object relationship. The focus shifts away from the item and 

back to the subject. These four roles include: There are two 

senses: Synergy of Sensation and Intuition Separate 

evaluations: Feelings and ideas In particular, it is important to 

note how the perceiving functions can be effective for the 

diagnostic a subjective process to get in relation to patients 

and for creativity, while the thinking and feeling processes are 

related to rationality and can well serve to scientific ideas. 

Learning styles and personality types in medical school 5 

Understanding the different personality types can help provide 

insight into how pupils' learning styles come into play. 

Whereas psychological types are highlighted in [6] and 

scientist pinpoints emotions in [15] also plays a significant 

role. Emotional and psychological visualization in e-learning 

environments shown in Fig. 2. 

This psychodiagnostic test proposes highlighting four types 
of learning styles: 

1) Concrete experience: In-the-moment reflection and 

problem-solving that prioritizes intuitive, emotional, and 

visceral processes over logical, scientific ones. The best 

learning environments for people with such strong relational 

and social abilities contain minimal organization, direct 

participation in real-world challenges, and a willingness to 

share personal information and perspectives. 

2) Reflective observation: stressing observation and 

comprehension over application, with a tendency to grasp the 

meaning of ideas and circumstances. Subjects who exhibit this 

form of learning are experts at identifying causation and 

deducing consequences. They exhibit composure, impartiality, 

and independent judgment by seeing the same problems from 

diverse perspectives. 

3) Abstract conceptualization: skill in working with ideas 

and concepts in accordance with logical principles, using 

mostly rational thought rather than emotion in the learning 

process. There is a predisposition toward quantitative 

reasoning, planning, and design in these fields. Precision, 

discipline, analysis, and the organic arranging of conceptual 

systems are expressed as values by these topics. 

4) Active experimentation: propensity to take action to 

influence reality (regarding situations or individuals). His 

philosophy emphasizes doing as opposed to thinking, which 

compels him to approach life with a strong dose of 

pragmatism, placing importance on how things work rather 

than their intrinsic worth or ultimate significance. People who 

have this skill can influence their environments to get what 

they want. These findings have the potential to illuminate 

medical treatment that takes into consideration patients' own 

awareness of their own preferences in learning styles, 

personality traits, and so on. 

Fig. 1 and Fig. 2 depict the visualization of emotional 
recognitions in human from different sources. 

B. Learning Types 

Technology-based education can be referred to by a variety 
of names, including e-learning, m-learning, and d-learning [1]. 
e-Learning can replace conventional schooling or work in 
tandem with it (e-learning m learning). e-Learning goes under 
many names, including e-education, distant learning, and 
online education. 

 
Fig. 1. Human emotional recognition of different sources [60]. 
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Fig. 2. Visualizations of emotional cartography for e-learning heuristic 

multimodal approaches [60]. 

The authors describe e-learning in [3, 8] as "the wide 
variety of applications and processes that leverage available 
electronic media and resources to offer vocational education 
and training." According to research [9], e-learning is "the use 
of multiple web-based, web-distributed, or web-capable 
technological instruments for education." Increasing numbers 
of individuals are becoming aware of the multiple advantages 
of e-learning [10], which include mobility, accessibility, and 
cheap cost. Considering these advantages, education may 
become a lifelong pursuit. According to [11], having limitless 
access to lectures assists students in retaining the essential 
information for formal education. 

Higher education institutions are also adopting e-learning 
technology to expand the learning community and facilitate the 
flow of knowledge between students and teachers [12]. Due to 
its convenient scheduling, e-learning has the potential to attract 
more students who are otherwise unable to pursue higher 
education because of their other responsibilities at home or at 
work. In fact, this benefits not only the students, but also the 
teachers. 

The founding of the National Center of e-learning and 
Distance Learning (NCEDL) in the Kingdom of Saudi Arabia 
in 2005 [13] involves at least nine institutions. This crucial role 
was created to enhance the overall e-learning experiences of 
students in schools by adopting and applying the finest e-
learning techniques from across the globe [14]. According to 
the National Center for e-learning and Distance Learning, the 
NCEDL has participated in various e-learning system 
initiatives, including the Learning Portal, which gives students 
remote access to online learning resources and offers 
instructors training in the use of e-learning technologies. 

To further encourage educational institutions to embrace e-
learning, the center has created the Award for Excellence in e-
learning, for which around 42 institutions are now competing. 
Since its inception in 2011, a large number of students and 
graduates have enrolled in courses at the Saudi Electronic 
University (SEU). Since then, King Abdelaziz University has 
developed several technological tools to enhance its e-learning 
system, including the Learning Management System (LMS), 
which provides access to over 16,000 e-books and other online 
academic materials for freshmen and juniors [14]. In addition, 
Tables II and III outline the kinds of e-learning systems, their 
major components, and their definitions. 

TABLE II. E-LEARNING SYSTEM DEFINITION PRIOR RESEARCH [1] 

Types of E-

Learning 

System 

Prior Research Definition 

Blended Learning [16,17,18,20] 
A mix of traditional and online 

classes. 

Flipped 

Classroom 
[17,20,21] 

Focus on the individual learner by 

distributing preparatory readings 
and videos online. 

ICT Supported 

Face-to-Face 
Learning 

[22,23] 
The integration of ICT with 

conventional teaching methods. 

Synchronous 

Learning 
[17,21,24] 

A real-time interaction distance 

learning. 

Asynchronous 
Learning 

[17,21,24] 
Non-real-time interaction distance 
learning. 

TABLE III. E-LEARNING CRITERIA AND PRIOR RESEARCH [1] 

Factors Prior Research 

Student Characteristics [22,25-27] 

Instructor Characteristics [10,22,25-27] 

Learning Environment [10,22,25,27] 

Instructional design [10,22,25,27] 

Support [10,22,25-27] 

Information Technology [19,22,29,25,26,28] 

Technology Knowledge [10,22,25-27] 

Course [10,18,19,22,25,27] 

Level of Collaboration [10,19,26,27] 

Knowledge Management [10,19,26,27] 

Researchers in [1] claim that e-learning, focusing on the 
online, is utilized in educational settings to teach and learn 
about a wide variety of electronic technologies (e.g., television, 
radio, CD-ROM, DVD, mobile phone, Internet, etc.). 
According to the definition, e-learning encompasses studying 
with web-based training facilities, such as digitally 
collaborative and technology-assisted distance learning offered 
by virtual universities and classrooms. It is possible to define e-
learning innovation as any form of e-learning seen as a novel 
by its target audience, whether it be a new piece of technology 
or a new approach to teaching. 

It's undeniable that e-learning has had and will continue to 
have a significant impact on educational progress around the 
globe. It also presents exciting new possibilities for developing 
countries eager to advance their educational infrastructure. In 
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addition, it facilitates the transition of the next generation of 
educators to the pedagogies of learning made possible by the 
digital age technologies. It's also been said that the internet and 
other modern technology are used to help education and 
training in ways that go well beyond the traditional classroom. 

e-Learning, or education delivered by electronic means 
such as the Internet, CDs, DVDs, and mobile phones, arose in 
the 1980s as an alternative to traditional classroom instruction. 
Other benefits of online education have contributed to its rapid 
expansion in recent years. The following are some definitions 
of e-learning. e-Learning uses computer network technology to 
convey knowledge and instructions to humans, typically over 
the internet. 

 The term "e-learning" refers to a wide range of uses 
and procedures, including using many online 
multimedia content delivery systems, including the 
World Wide Web, Internet video SD-ROMs, 
television, and radio. All of these resources are 
available to students to educate themselves. 

 Web-based education, computer-based education, 
virtual classrooms, and digital collaboration are all 
examples of e-learning. Content can be distributed in 
a variety of ways, such as on the web, intranets, 
wide-area networks (WANs), CDs, DVDs, radio, 
television, satellite, and even cassette tapes. 

“The experiential aspect of online education involves 
motivation, interest, experimentation, and repetition. 

As indicated, the four significant e-learning perspectives 
illustrated in Fig. 3 are equally important in making electronic 
devices conceivable as tools for the delivery of educational 
institutions, and they are interconnected. The cognitive 
viewpoint analyses the function of the brain and its processes 
in learning from a logical standpoint. Smart learning systems 
and adaptive learning technology can be used to optimize 
learners' progress in an e-learning environment based on 
cognitive pedagogical models; similarly, virtual (simulated) 
worlds and other structured learning environments can 
facilitate students' comprehension of the subject matter. 

Social media and other collaborative platforms can be used 
to facilitate conversation and learning through observation and 
imitation, and students can be coached through the use of the 
system in a short amount of time. 

The emotional perspective considers the feelings of the 
learner and their environment. The researchers highlight 
several emotions as closely linked to integrating cognition, 
motivation, and behavior. These include pride, frustration, 
relief, resistance, fear, expectancy, hopelessness, anxiety, 
confidence, a complex, and jealousy. 

Focus is placed on the skills and behavioral outcomes of 
the learning process from a behavioral viewpoint, emphasizing 
role-playing and practical application in real-world scenarios. 
Central to the contextual view is the learners' contacts with 
others, their discovery of the importance of collaboration, and 
the impact of their peers. 

 
Fig. 3. Fundamental perspective of e-learning [1]. 

Table IV, illustrates the advantages and disadvantages of e-
learning which focuses on the advantages of adopting it and as 
well as facing challenges by having it. 

TABLE IV. ILLUSTRATES THE MOST COMMON ADVANTAGES AND 

DISADVANTAGES OF E-LEARNING [1] 

Advantages Disadvantages 

 Easy Access, individual 
instructions , different, 
flexibility, motivating and 
interesting, self-learning and 
self-improvement, feedback 
and evaluation, efficient and 
cost-effective strategy 

 Required knowledge and skills, lack 
of equipment, isolation, missing 
social contact, negative attitude, 
technical defect, stressful and 
consumed more time, lack of co-
curricular activities, lack of teacher 
training program 

C. Challenges in e-Learning 

Some difficulties arise from mediating technology [2] by 
putting forth consistent work overtime is the biggest obstacle to 
creating a learning company. Getting people interested in a 
new concept is straightforward, but consistently implementing 
it is far more challenging. When individuals are motivated and 
ready to learn, course content and organizational policies that 
are strategically aligned work together to use existing talent to 
accomplish corporate objectives. Administrators, instructors, 
and students of e-learning encounter a variety of hurdles. In the 
Web 0 era, students experienced a range of difficulties, 
including a fear of technology (7.24%) and bandwidth issues 
(3.0%); now, students suffer a lack of support from senior 
management (3.6 percent). 

The current generation of e-learners has a new difficulty: 
getting businesses to recognize their degrees earned online. 
Web 0 implementation was problematic due to learners' 
epistemic beliefs and bandwidth availability. In seven pieces, 
educators from different generations of online education 
express their greatest worry about students' lack of willingness 
to learn. A designer's work is difficult due to the constant 
developments and upgrades of technology. 

Dropout rates (11.97%) are a big obstacle for 
implementers. Still, dispersion in learner requirements 
(7.24%), synchronization of the most recent design and 
technology (5.07%), and unsuitable structural design (3.2%) 
have been significant issues for designers. 7.99 percent of firms 
described dealing with cultural opposition to be challenging. It 
has been observed that resistance to change is lessening as the 
Internet evolves. e-Learning stakeholders prioritized access to 
sophisticated technology and bandwidth for continued online 
course delivery (Diffusion of Innovation Theory) and the 
learning community's acceptance of online learning 
(Technology Acceptance Model). 
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The knowledge gap between the intended audience and the 
rest of the population filled by taking serious efforts. These 
efforts were made to make e-learning extremely interactive 
(Engagement theory). By keeping the goal of the learner 
interested and motivated (ARCS Theory). In today's world, 
students need to be engaged from the very beginning of a 
course if they are to remain motivated throughout its duration. 
This places a premium on the designer and implementer 
creating highly relevant, interactive, and individualized 
courses. One of the most important aspects of successful e-
learning [2] is using the most appropriate and up-to-date 
technology for delivering the course. 

This paper will adhere to the following structure. In 
Section III, we see an example of a research methodology with 
three major stages: review planning, review execution, and 
review reporting. Section IV presents the discussion. In 
Section V, the results of the chosen articles, study goals, 
standard processes, data formats, and performance approaches 
are discussed. Section VI discusses existing research, their 
contributions, managerial implications, and a conclusion that 
includes limitations and potential study pathways. 

III. RESEARCH METHODOLOGY 

This Systematic Literature Review (SLR) methodology was 
based on the ideas presented in [30, 31]. Research is conducted 
in three distinct stages. As part of this preliminary preparation, 
we will discuss the steps of identifying research subjects, 
developing review procedures, and checking their accuracy. In 
the second, we discuss finding and choosing relevant research; 
in the third, we present the steps involved in writing and 
validating the SLR; and in the fourth, we discuss the process of 
information synthesis. Fig. 4 shows the progression of the three 
phases. 

A. Plan Review 

In this first stage of the research process, the relevant 
searching strategy is outlined alongside the key research 
questions and the establishment of review methods. 

 RQ #1: What are the types of emotional and 
psychological states found and used in different types 
of learning? 

The study's goal is to establish the utility of emotional and 
psychological states detected in the learning environment by 
organizations such as education sectors, development and 
training centers, and researchers for their models, frameworks, 
or applications. Nowadays, e-learning is being used, which has 
some emotional and psychological effects. 

 RQ #2: Which type of algorithms and techniques 
admitted for the emotional and psychological states in 
e-learning platforms? 

This study seeks to identify the approaches businesses, 
industries, and centers use in learning platforms such as online 
or e-learning and face-to-face learning. 

 RQ #3: How emotional and psychological states 
observed/examined in e-learning platforms? 

This study’s subject is related to the algorithms, techniques, 
or models that are implemented in e-learning or face-to-face 
platforms, as well as identifying and evaluating the 
performance of these techniques in various e-learning 
platforms. This study aims to gain a comprehensive 
understanding of the procedures employed in Learning types 
and techniques. This review aims to look at models, 
frameworks, and applications that use e-learning and face-to-
face approaches to address emotional and psychological 
difficulties. 

1) Review protocols: The development and validation of 

the review protocol affirm the use of appropriate keywords to 

search for related articles and literature sources. 

a) Searching keywords: To guarantee that the evaluation 

closely covers deep learning technologies for dental 

informatics, we attempted to focus our search to the most 

relevant specific keyword. As a result, we started with the 

terms and then proceeded to the next steps: 

i) Extracting the key terms from our study questions. 

ii) Using different terminology. 

iii) Adding keywords from relevant publications to our 
search terms. 

As indicated in Table V, we used the primary alternatives 
and added the "OR operator" and "AND operator" to find the 
most immediately relevant works in the literature. 

 

Fig. 4. SLR process. 

TABLE V. INCLUSION AND EXCLUSION CRITERIA DESCRIPTION 

ID Keywords 

1 
(“Psychological states” OR “psychological effect”) AND (“Emotional 

states” OR “Emotions”) AND (“Learning” OR “E-Learning”) 

2 
(“Psychological states” OR “psychological effect”) AND (“Emotional 
states” OR “Emotions”) AND (“Online Learning” OR “E-Learning”) 

3 

(“Psychological states” OR “psychological effect”) AND (“Emotional 

states” OR “Emotions”) AND (“Learning” OR “E-Learning”) AND 
(“Tools” OR “Techniques”) 

4 

(“Psychological states” OR “Psychological effect”) AND (“Emotional 

states” OR “Emotions”) AND (“Learning” OR “Online Learning” OR 
“E-Learning”) AND (“Tools” OR “Techniques”) 
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b) Literature resources: The databases Web of Science, 

Scopus, ACM Digital Library, Springer, Science Direct, and 

IEEE Explorer were used to find relevant publications for 

primary review research. These databases, which include ISI, 

Scopus indexed papers, and publications from major 

conferences, provide the most comprehensive coverage of 

quality literature on our topic. The search phrase was 

developed by utilizing the extensive search possibilities 

provided by each of these databases. Our search included the 

years 2013 through 2022. 

2) Conduct review: We used the research questions, 

keywords, and protocols as a reference to conduct the review 

in this step. This phase mostly deals with article inclusion and 

exclusion, as seen in (A) and (B) of Table VI. 

TABLE VI. (A) INCLUSION CRITERIA DESCRIPTION AND (B) EXCLUSION 

CRITERIA DESCRIPTION 

 (A) Inclusion Criteria 

The research was relevant to psychological and emotional states. 

The research was directly related to the learning platforms. 

The research was conducted using techniques and algorithms used by 
learning platforms. 

The research is used in multiple domains. 

The research was conducted for the analysis of algorithms and techniques 

performance in Learning Platforms. 

For duplicate publications of the same study, the newest and most complete 
one was selected. This is recorded for only one study whose related work 

appeared two times. 

(B) Exclusion Criteria 

Studies unrelated to emotional and psychological states in dance, music, or 

any other field than education and health were excluded. Because traditional 
forecasts and visualizations are referred regarded as having "emotional and 

psychological effects," these results appeared in our search. 

a) Study selection: Study selection is shown in its 

entirety in Fig. 5. There were a total of 1779 items found 

through the search. After sorting by title, keyword, and 

inclusion/exclusion criteria, we narrowed the list down to 150 

articles. The criteria for inclusion and exclusion are listed in 

(A) and (B) of Table VI, respectively. Fifty-two papers were 

disqualified as a result of questionnaire-based predictions, and 

another 68 were disqualified because they dealt with other 

concepts, such as a theoretical model or a conceptual 

framework. Thirty items are crossed off the list after careful 

reading of the articles. 

The selection criteria for relevant articles based on 
keywords are described in Table VI. Duplicate articles and 
those that do not address all of the research questions are 
omitted. 

The quality checklist criteria for study evaluation are 
included in Table VII. The questions are primarily meant to 
assist in the selection of studies that are more relevant, 
thorough, and comprehensive in nature. 

b) Data extraction: In order to obtain the data which are 

needed to address our research questions and contributions, 

we used the data-extraction methods highlighted in 

Table VIII. 

Identification of studies via databases  

Records identified from: 
Databases (n =1779) 

Records removed before 
screening: 

Duplicate (n = 179) 

 
 

Records screened 

(n = 1600) 
 

 
 

Records excluded 

 (n =1450) 
 

 

 

Reports sought for retrieval 
(n = 150) 

 

 

 

Reports not retrieved 
(n =52) 

 

 
 

Reports assessed for eligibility 

(n =98) 
 

 
 

Reports excluded: 

After reading Full (n = 68) 
 

 

 

Studies included in review 

(n = 30) 

 

 

Fig. 5. Process of identifying relevant studies. 

TABLE VII. QUALITY CHECKLIST 

No. Questions 

1 Was there a strong focus on emotional and psychological states? 

2 
Was the study able to describe how emotional and psychological 

states is applied in learning? 

3 
Is there any algorithm or technique used to evaluate emotional and 
psychological states in education and medical learning that has been 

proposed? 

4 
Is the study concentrating on the basic learning approaches for 

Learning systems? 

5 Is there any mention of core approaches used in the study? 

TABLE VIII. DATA EXTRACTION 

Study 

Study Research Problem Contributions 

RQ1: Psychological States 

RQ2: Emotional States 

RQ3: Techniques or algorithms used by learning platforms 

c) Information synthesis: At this point, the retrieved 

data were pooled in order to respond to the research questions. 

For our research questions, we used the approach of narrative 

synthesis. Consequently, we used tables and graphs to 

describe our findings. 

d) Report review: Four research questions were 

answered using information taken from primary studies. In 

describing the findings, strict adherence was made to the 

recommendations presented in [29,30]. 

IV. DISCUSSION 

Emotions play an essential role in many facets of everyday 
life. We describe them as the predictable reactions we always 
have to unforeseen stimuli [32-37]. There is a short duration to 
these responses, which can be physical (muscle twitching, 
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trembling, etc.), behavioral (angry, fleeing, aggressive, 
immobile, etc.), physiological (sweating, redness, discomfort, 
pallor, accelerated pulse, palpitations, feeling ill, etc.), or 
psychological (positive or negative thoughts). Numerous 
studies have shown that emotions may alter the quality of 
learning if the learner's motivation is seen as a barrier to 
achievement [38-43]. Whether in a classroom setting, under 
test conditions, or in the comfort of one's own home, the 
process of learning is always accompanied with a complex and 
nuanced range of feelings [44-48]. Emotional influences on 
training in the workplace are the focus of this research. How 
emotions play a crucial role in learning, especially at a 
distance. 

V. RESULTS 

In Table IX, 43 research met the criteria for inclusion. 15 
research focused on emotional states utilized in e-learning 
platforms, and another 13 studies covering the various AI-
based methods for assessing these states. Whereas 15 studies 
helped in addressing the question about the methods employed 
to assess mental health. 

TABLE IX. RQ STUDIES 

RQ Studies 

Emotional and psychological States 15 

Emotional and psychological states evaluation techniques 13 

Techniques or algorithms used by learning platforms 15 

RQ #1: What are the types of emotional and psychological 
states found and used in different types of learning? 

Effective feedback systems may aid in re-engaging and 
encouraging learners in these circumstances [32], which can 
eventually lead to enhanced learning. Therefore, in an e-
learning situation, a successful system should be able to read 
the learners' emotions and evaluate their attention to deliver 
intelligent feedback that enhances the learners' learning 
experience. In e-learning circumstances, embodied 
conversational agents (ECAs) can give learners with effective 
and intelligent feedback. Sadly, creating these systems can be 
very difficult. Matching emotional states to facial expressions 
might be difficult when working with emotion recognition. 

To overcome this, Paul Ekman attempted to map typical 
facial expressions for emotions like contempt, fear, fury, 
sadness, and surprise [34]. In addition, the effective 
identification of emotion by a computer in the late 1990s from 
IBM Watson was a significant milestone. Appropriate 
feedback systems may assist learners in regaining their footing 
and motivating them, eventually leading to enhanced learning. 
Embodied conversational agents (ECAs) [33] can provide 
effective and intelligent feedback in e-learning to students. 
Effective systems should be able to interpret learners' emotions 
and evaluate their attentiveness in order to deliver feedback 
that enhances their educational experiences. 

However, developing these systems may be quite 
challenging. In emotion identification, it may be challenging to 
correlate emotional states to visual expressions. To overcome 
this, Paul Ekman attempted to map typical facial expressions 

for emotions like contempt, fear, fury, sadness, and surprise 
[34]. In addition, late in the 1990s, when machines were able to 
identify emotion from both static photos and audio-visual 
input, 2 Wireless Communications and Mobile Computing 
drew further attention to this topic. 

According to the literature, information about an 
individual's emotions may be gleaned by observing the face as 
a whole and paying close attention to the usage of the different 
facial muscles. [35] This is known as the sign-judgment 
strategy. 

Using the Facial Action Coding System (FACS), facial 
expression action units (AUs) may be categorized and 
categorized according to emotion [36]. Automatic engagement 
recognition is another fascinating field. A real-time 
engagement recognition system might be used extensively in 
the following scenarios: (i) instructors working in distance 
education might get instant feedback based on their students' 
interest levels; (ii) participants' responses could be utilized to 
identify specific video segments. (iii) utilizes computer vision 
technologies that may evaluate student engagement in a 
distinct manner by examining body position, hand movements, 
and facial indications [37]. 

Learning, human intelligence, and emotion are all 
interconnected. Focus, learning motivation, and self-regulated 
learning are all impacted by emotions in learners. Through 
self-regulated learning and engagement, emotions, especially 
happy emotions, have a greater impact on academic 
performance. In e-learning, it is frequently seen that students 
become noisy during the same lectures or even courses as a 
result of unfavorable feelings. Additionally, associated learning 
material is activated in the long term memory by emotion. 
Positive feelings can thereby enhance students' ability to study 
more, perform well in assessments, and amass substantial 
knowledge. Numerous scientists have studied the identification 
of emotion in e-learning as a result of the connection between 
emotion and learning. Several scientists to investigate the e-
ability learning's to recognize emotions. 

A crucial aspect of every person is their emotional state, 
which affects their behavior, judgment, capacity for thought, 
adaptability, wellbeing, and interpersonal connections [38]. 
Emotions have a significant impact on human behavior, and 
human practices like e-learning must take this into account 
[39]. According to a study on the impact of experimentally 
induced positive and negative emotions on multimedia 
learning, students with the greatest previous knowledge or 
working skill could counterbalance the emotional influence on 
learning results. 

According to [40, 41], e-learning promotes not just the 
learning process but also the connection between learning and 
emotion. As a consequence of the expansion of Learning 
Management Systems, traditional face-to-face learning is 
gradually being replaced by e-learning (LMS). Noteworthy is 
the significance of the data sources employed for emotion 
categorization. In typical classroom education, a teacher may 
alter his or her teaching style by analyzing students' facial 
expressions and body movements. However, this becomes 
difficult in e-learning situations. 
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According to study, a single data modality may not be able 
to capture the whole knowledge of the learning process. 
Therefore, several data sources are predicted [42, 43] to 
increase the accuracy of emotion classification [44]. EEG, 
EDA, eye tracking, audio, video, RB, and ECG are included in 
these data streams. 

The authors of [45] also show the relevance of establishing 
robust user models and learning via the fusion of knowledge 
and technology. In reality, Learning Analytics and Knowledge 
(LAK) has recognized the significance of incorporating 
dynamic behavioral data in addition to traditional e-learning 
data (e.g., MOOCs, LMS data, etc.) [46]. Combining 
physiological data, such as electroencephalogram (EEG) or 
electrocardiogram (ECG), with external behaviors, such as eye 
movement or facial expressions, is a potential way for 
recording the sentiments and experiences of learners, according 
to [44]. According to the authors of [47], Multimodal Machine 
Learning (MML) is an approach for handling multimodal data 
sources as well as Data Harmonization of data [64]. 

Learning using diverse (multimodal) sources enables you to 
see how multiple modalities interact and provides a 
comprehensive understanding of how natural events operate. 
Recent research [48] indicates that incorporating multimodal 
data boosts accuracy and provides a better knowledge of the 
learner's emotions and experiences. Appendix A discusses the 
RQ1 in further detail. 

RQ #2: How emotional and psychological states 
observed/examined in e-learning platforms? 

This research question aims to identify how emotional and 
psychological states are measured by the techniques or 
algorithms used to measure them. Selected studies in this 
Research question show that the e-learning domain is used as it 
shows a high impact on higher education institutes. State types 
shown in Appendix B are both psychological and emotional as 
education institutes implemented it to understand e-learning's 
impact on students ethically and morally. The learning type 
mentioned in these studies is e-learning. 

Whereas the techniques used to identify the states are 
diverse, such as AI, ML, DL, Signal system, mathematical 
representation. The techniques under AI, ML and DL are 
BiLSTM, Feed-Forward Neural Network, Hierarchical 
attention network, CNN, DESNet, SVM, Naïve Bayes, 
Logistic regression, Linear SVC and multinomial NB, Random 
Forests. Signal systems uses the concept of mathematical 
representations to measure the states. The techniques or 
methods are Gaussian mixing model (GMM), Partial least 
square structural equation modeling method, Gabor filter bank, 
MFCC features. 

RQ #3: Which type of algorithms and techniques admitted 
for the emotional and psychological states in e-learning 
platforms? 

Algorithm and techniques adopted by e-learning platforms 
for emotional and psychological states shown in Appendix C. 

A. Contribution  

To the best of my knowledge, this is the first SLR to 
discuss the emotional and psychological states as one unit, the 

mathematical methods, and signal and AI-based techniques 
applied in e-learning platforms. The main scientific 
contribution of this SLR is that it will be helpful for the 
government to adopt measures for mental health by putting 
criteria for psychological and emotional states. As well as 
practically implemented in Higher Education Institutes to 
check teaching and learning performance. Also, this SLR 
focuses only on the AI and related tools which are widely used 
nowadays and help organizations to implement emotional and 
psychological state measures while teaching and conducting 
training through e-learning platforms. 

Based on the findings and discussion, the information 
provided by this SLR will be helpful for researchers and 
stakeholders in applying these approaches and techniques, 
which deal with the wide variety of e-learning training and 
webinars. As previously said, the most current approaches for 
machine learning, deep learning, and neural networks would 
aid in retrieving, representing, and displaying recently used 
data. 

B. Implication for Practice 

This study has several practical implications on the 
provision of e-learning platform technology in higher 
education institutions and training institutes around the globe. 
It will help the government reduce the percentage of 
psychological and emotional pressure in youth and young 
children and helps in making work balance environment in all 
organizations in the country. Also, it will enhance the learning 
capabilities in students and teachers by adopting the latest tools 
and techniques that are mentioned in Appendix B and C. 

C. Limitations 

Only e-learning department was targeted, and the major 
focus was health and education. The studies are excluded 
related to learning dance, music, art, craft, sports and so on. 
The included studies are only that are written in English. The 
studies that only focuses on implementation of AI algorithms 
are included and all theoretical and conceptual models are 
excluded. 

D. Future Suggestions 

Emotional and psychological factors affect the public due 
to sudden changes in state and federal governing bodies. 
Emotional and psychological factors effects on public due to 
the retirement of favorite players from sports, politics, school, 
college or university. Emotional and psychological factors 
affect public due to inflation rate and change in prices in daily 
use items. Emotional and psychological factors effects on 
public due to political and shocking news related to interfaith 
harmony. 

In addition, comparative research based on online, 
hybrid/blended formats are required to understand how the 
outcomes vary and how these changes impact the e-learning 
design framework. Comparative studies of the effectiveness of 
e-learning systems at various levels, such as the impact felt by 
learners vs. the effects experienced by instructors, are 
necessary. 
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VI. CONCLUSION 

Education may be improved, streamlined, and made more 
effective through an online learning platform. The 
development of e-learning has made it possible for students to 
get an education whenever and wherever they like. They make 
it possible to receive customized instruction and information at 
any time. These online instructional methods profoundly 
influence learners' mental and emotional states, affecting their 
skills and motivation. Distance between tutor and student, both 
in terms of space and time, makes it difficult to inspire 
students, who may experience a range of emotions from 
annoyance to uncertainty to ambivalence. 

The student's motivation to learn, as well as his or her 
emotional and psychological well-being, will take a serious hit 
as a result, both during and after the class. This study aimed to 
investigate the techniques now employed by academic 
institutions for analyzing human sentiments and mental states. 
Only e-learning, alongside other fundamental technologies like 
machine learning, deep learning, signal processing, and 
mathematical techniques, has been employed in the field of 
education, as shown by the results. 

These strategies are employed in a wide range of practical 
applications, emphasizing online education. The most common 
research techniques are analyzed, and each topic is presented in 
detail. In conclusion, we offer a detailed assessment of the state 
of the art, our contributions, and their implications, as well as 
our limitations and recommendations for future study. 
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APPENDIX A 

Study Domain State Type Learning type Format 

[49] Health and Education Psychological E-learning Video 

[50] Education Emotional E-Learning Speech 

[51] Education Psychological E-Learning Text 
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[52] Education Emotion and psychological E-Learning Speech 

[53] Education Emotional E-Learning Multimodal 

[54] Education Emotional E-Learning Image and Text 

[55] Education Emotional E-Learning Image and Text 

[56] Education Psychological E-Learning Image 

[57] Education Emotion E-Learning Image 

[58] Education Emotion E-Learning Image 

[59] Education Psychological E-Learning Multimodality 

[60] Education Emotional E-Learning Image 

[61] Education Emotional E-Learning Image 

[62] Education Emotional E-Learning Video 

[63] Education Emotion and psychological E-Learning Tweets 

APPENDIX B 

Study Domain State Type Learning type Technique/Method 

[49] Health and Education Psychological E-Learning BiLSTM 

[50] Education Emotional E-Learning Gaussian mixing model 

[51] Education Psychological E-Learning Partial least square structural equation modeling method 

[52] Education Emotion and psychological E-Learning Gabor filter bank, MFCC features 

[55] Education Emotional E-Learning Gaussian mixing model (GMM) 

[53] Education Emotional E-Learning Feed-Forward Neural Network 

[54] Education Emotional E-Learning Hierarchical attention network, 

[56] Education Emotion E-Learning CNN 

[58] Education Emotion E-Learning Proposed Algorithm 

[60] Education Emotional E-Learning E-Learning Heuristic Multimodal 

[61] Education Emotional E-Learning Dense Squeeze-and-Excitation Networks (DSENet) 

[62] Education Emotional E-Learning 
SVM and Naïve Bayes algorithms are fused to be used as a Hybrid 
algorithm 

[63] Education Emotion and psychological E-Learning 
Logistic Regression, Linear SVC 

Multinomial NB, Random Forests 

APPENDIX C 

Study Domain State Type 
Learning 

type 

Algorithm 

/Technique 
Evaluation Performance 

[49] 
Health 
and 

Education 

Psychological E-Learning BILSTM 

They provide a new error threshold for 

this evaluation task. If the difference 
between the algorithm's evaluation and 

the gold standard label is less than a 

certain threshold, we accept the 
algorithm's assessment as accurate; 

otherwise, we reject the algorithm's 

assessment as wrong. 

We also compute an error score for each 

assessment task, where an error is the 

absolute difference between an 
algorithmically assessed score and the 

corresponding score in the gold standard, to 

better examine the relative performance 
difference across these methods. 

[50] Education Emotional E-Learning Supervised Not mentioned 

Therefore, we were able to capitalise on and 

collect data that could be used to gauge a 

student's cognitive health and inspire more 
engagement in the classroom. 

[51] Education Psychological E-Learning 
Partial Least 

Square Model 

The internal and external dependability 

of the model are tested using Cronbach's 

alpha, the Composite Reliability (CR) 
test, and the AVE method. 

The technology factor, E-Learning factor, 

intention factor, and user satisfaction factor 

all have CR scores of 0.81, 0.88, and 0.64, 
respectively. 

[52] Education 
Emotion and 
psychological 

E-Learning 
Proposed 
algorithm 

Wilcoxon's one-sided matched test was 

utilised in the first experiment. 
For this second set of data, the Mann-

Whitney U test was utilised. 

When compared to the significance level, 

the estimated Pvalue is less than the 
significance threshold was set at the.05 

alpha level. P-values below the significance 

level are not calculated. 
significance level = 0.05 (Pvalue = 0.00018 

0.05). 

[53] Education Emotional E-Learning 

Feed-Forward 

Neural 
Network, 

Weighted Majority Voting 

Valence:  Accuracy 0.8477 

F1-score 0.8649 
Arousal: Accuracy 0.9551 
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Incremental 

Stochastic 
Gradient 

Descent 

F1-score 

0.9589 

[54] Education Emotional E-Learning 

Naive Bayes 
(NB), 

Logistic 

regression 
(LR), Support 

Vector 

Machine 
(SVM) and 

Multi-layer 

perception 
(MLP) 

The threshold for training batches is 50 

words or sentences, and each batch 

consists of 16 individuals. The 
stochastic gradient descent at a speed of 

0.9 A 0.1 rate of learning was used for a 

total of 10 iterations. 

HAN outperformed the other prediction 

results obtained from standard text 
classification algorithms with its 70.3% 

classification accuracy. 

[55] Education Psychological E-Learning 

Convolutional 
autoencoder 

model 

architecture 

Principal Component Analysis 

The majority of students in both classes are 

engaged and participating in their learning, 
as depicted by the flow charts. For this 

finding to hold, it is necessary to assume 

that the course material was satisfactory to 
the vast majority of participants. 

[56] Education Emotion E-Learning CNN 

In order to move a point from the Image 

domain (top panel) to the Hough 

transform domain, the Hough transform 
is applied (bottom panel). 

The classifier is developed using 70% of 
the data, and its predictive accuracy is 

evaluated using 30% of the original data. 

[57] Education Emotion E-Learning 

Emotional 
web 

assistance for 

EREIL 

When a student is communicating in the 
classroom, EREIL can read cues from 

the student's body (such as emotions, 

volume of voice, gestures, etc.) 

EREIL is able to learn about a student's 

nonverbal cues through interacting with 
their eyes, gestures, facial analysis, and 

voice recognition. This newfound 

knowledge allows EREIL to positively 
identify students. 

[58] Education Psychological E-Learning 

Logistic 

regression, 

Open Gaze 
And Mouse 

Analyzer 

(OGAMA) 
5.0 

Executed on the basis of the motivation 
evaluation; deducing the 

Each of the inspiring factors can be 

ranked on a high or low scale, 
machine learning factors using logistic 

regression classifier. 

The precision of 

The best threshold for EEG and eye 
tracking-based motivating factor prediction 

ranges from 68.1% to 92.8%. 

values. 

[59] Education 
Emotion and 
psychological 

E-Learning 

Empirical 

research 
method i.e 

V.E. Milman 

seven 

The several varieties of motivational 
outlooks are discussed. 

of mental effort devoted to 

informational actions. Using this 
method, 

consisting of seven distinct measures of 

intrinsic motivation, and being of a 
standard 

profile 

Not mentioned 

[60] Education Emotional E-Learning 

navy 

Bayesian 
classifier 

networks 

The superiority of a dynamic system 
for the rational mind, implying that 

emotional data could considerably 

improve the effectiveness of the e-
learning platform. 

The end result is an e-learning success rate 
of 93.85%, a hand gesture success rate of 

92.70%, a speech recognition success rate 

of 82.26%, a decrease in emotional problem 
success rates of 84.50%, and so on. 

[61] Education Emotional E-Learning 

Dense 

Squeeze-and-

Excitation 
Networks 

(DSENet 

The Facial Expression Recognition 2013 

open dataset is used for DSENet's 
training and validation. 

The model outperforms ResNet-34 by 6% 

when it comes to identifying emotional 
states. 

[62] Education Emotional E-Learning 

SVM and 

Naïve Bayes 

algorithms 

are fused to 
be used as a 

Hybrid 

algorithm 

Regression 
The proposed hybrid approach achieves an 

accuracy of almost 97%. 

[63] Education 
Emotion and 
psychological 

E-Learning 

Logistic 

Regression 

Linear SVC 
Multinomial 

NB Random 

Forests 

To help decision-makers and staff in the 

educational sector improve and adjust 

the educational process during and after 
the pandemic, the created analytics are 

then factored by location and time to 

provide more thorough insights. 

Linear Support Vector Classifier (SVC) 
performed best on all measures of accuracy, 

precision, recall, and F-measure (91%), 

according to a study of 11 different 
classifiers for emotions. 
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Abstract—To support a wide range of applications, cloud 

computing has a variety of services. It has a number of positive 

acceptance tales as well as a couple of negative ones including 

security breaches. The versatile usage of cloud services to store 

Sensitive and personal data in cloud become hesitated by many 

organizations because of security issues. A new model of relying 

on a third-party auditor (TPA) has been adopted to improve 

trust and entice adoption between cloud clients (CC). Hence, we 

require a dynamic approach to control the privacy and integrity 

problem that occur across the cloud computing. Decentralized 

Attribute based encryption techniques and FHE approach is used 

to overwhelmed the issues. In this proposed scheme, the integrity 

checking is verified and auditor by the TPA without have any 

knowledge of the data content and double encryption is 

performed on the data stored in cloud. the data owner encrypts 

the data using ABK-XE (Attribute Based Key generation with 

XOR encryption) technique and send it to tag server whose 

encrypt the data again using ECEA (Elliptical Curve Elgamal) 

algorithm and generate the signature and unique ID using SHA-1 

algorithm then store the data in Cloud Environment. The 

proposed algorithm is an integration of auditing scheme with 

Symmetric key Encryption and Homomorphic Encryption. 

Keywords—Cloud computing; data integrity; ABK-XE; ECEA 

Algorithm; SHA1 

I. INTRODUCTION 

Cloud computing [1] is a ground-breaking computing 
model that has caught the interest of individuals from various 
fields, including academia and industry. Cloud computing is a 
large-scale distributed computing paradigm driven by 
economies of scale in which a pool of abstracted, virtualized, 
constantly increasing, managed computing power, storage, 
platforms, and services is supplied on demand to external 
clients through the Internet [2]. 

The fundamental component of the cloud is cloud storage, 
which directs the user's attention to data storage. However, the 
cloud server is not completely trustworthy, therefore the user 
confronts several security risks and problems while storing 
data in the cloud [3]. Data integrity is among the most serious 
privacy concerns since data hosted on cloud servers is not 
physically possessed by users and they have no control over it. 
While some people are prepared to give up their privacy in 
exchange for the benefits of software services, businesses and 
governments will never do so [4]. The integrity checking 
technique provides an efficient approach to examine the data 

integrity on a cloud server. The client sends an integrity 
challenge to the cloud server, which creates a proof of the 
original data. If the evidence passes the verification procedure, 
the data is shown to be complete. Although numerous systems 
have been developed to assist data owners in ensuring the 
integrity of their data. Nonetheless, there are certain difficulties 
to be addressed. When the integrity verification is taking place, 
the public verifier is generally interested in the client data and 
attempts to get it. It is extremely risky for the owner to keep the 
data secret in light of the aforementioned issues. Encryption of 
the data is the simple way to make data secure but this method 
is not at all a good choice for the data user. 

To solve the aforementioned issue, this work proposes an 
effective double encryption technique, and the verification 
process is done without knowledge of the original data, i.e., it 
is hidden from the public verifier. The contribution to the paper 
is listed: 

1) A thorough understanding about the elliptical curve 

encryption. 

2) A privacy preservation system with two tier encryption 

methodology. 

3) Detail study about the existing system and usage of 

bilinear mapping, signing and verifying system. 

The remainder of the paper is organized as follows. Section 
2 gives a synopsis of the related research. The technique and 
mathematical formula are described in Section 3. Section 4: 
Explain the proposed system and its details. Section 5 
examines and compares the performance of our system to that 
of other plans. Section 6 finishes with conclusions. 

II. RELATED WORK 

Juels et al. [5] suggested the idea of “proof of retrievability 
(PoRs)”. This system not only validates the integrity of data 
saved in the cloud, but it also assures data retrievability 
through the use of error-correcting code. Nonetheless, it Private 
audit is performed. 

Yu et al. [6] introduced the ID-based RDIC and its security 
architecture, which featured protection against a rogue cloud 
server and privacy from an external auditor with zero 
knowledge. The RDIC protocol does not leave information 
about the stored data auditor during the DRIC operation. In the 
generic group template, the new structure is proven to be 
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secure against a rogue server and achieves zero knowledge 
confidentiality against an auditor. 

Ateniese et al. [7] developed a “Provable data Possession” 
(PDP) paradigm to achieve data integrity. The author [8] 
presented Another scheme scalable PDP scheme, which allows 
for block adding, updating, and deletion. 

Sasikala et al. [9] presented a Remote Data Integrity 
Checking (RDIC) is critical for developing safe cloud 
storage.It allows users to validate the integrity of outsourced 
data without downloading the full file. The author also 
evaluated and assessed current RDIC techniques based on 
factors such as integrity testing method, cryptographic model, 
auditing mode, and data recovery. Finally, it sheds insight on 
unresolved topics such as research directions in the design of 
the RDIC procedure. 

Yong et al. [10] presented an attribute-based cloud 
information integrity auditing protocol to reduce key 
management difficulties. The suggested technique requires 
significantly less calculation in validating the auditing reaction, 
resulting in reduced time consumption. 

Yannan Li et al. [11] explored the difficult key 
management problem in cloud data integrity checking by 
presenting fuzzy identity-based auditing . Author introduced 
the concept of fuzzy identity-based data auditing, in which a 
user's identity may be regarded as a set of descriptive 
properties. 

Feng et al. [13] provided a public remote integrity checking 
technique that protects user identification. This scheme, 
however, only supports file-level integrity verification. 

Yu et al. [14] presented a novel identity-based public RDIC 
system that protects data privacy. However, the integrity 
testing of this technique necessitated a significant 
computational cost. 

Tong et al. [15] devised a technique that delivers 
indistinguishable privacy (IND-privacy) as compared to TPA 
for both data content and timestamp It build the authenticator 
with the randomizable structure-preserving signature to 
connect the content and timestamp in the authenticator and 
allow efficient timestamp updating (SPS). Furthermore, in the 
auditing phase, they use the Groth-Sahai proof and range proof 
to offer IND-privacy and ensure timestamp validity. 

Zhang et al. [16] developed an RDIC technique that uses 
indistinguishability obfuscation to preserve data privacy while 
improving performance. However, this method is rigid and 
difficult to implement in practice. 

Chen et al. [17] introduced a public verification technique 
based on algebraic signatures that employed a short bit string 
compressed by a data block to accomplish efficient integrity 
verification without comparing to original data. Unfortunately, 
it is vulnerable to a replay attack. It also does not enable 
dynamic data update. 

III. METHODOLOGY 

It is necessary to develop a powerful audit model that 
solves the issue related to the existing system. The proposed 

model is made in such a way that the cloud user (CU) can 
stored the data without heisting, since the data is stored in 
encrypted form (Fig. 2). The CU can send request to verify the 
data integrity through TPA. The TPA only send the request and 
accept the response from the proof-server (PS) without having 
a computational overhead. Also, it will not provide any 
information related to use file that is stored in cloud database 
(CS). 

A. Preliminaries 

Some of the basic Mathematical approach used in the 
auditing schemes and in the system model. 

1) Bilinear maps: A bilinear mapping            

where Gt is the multiplicative cyclic group of prime p with 

following properties. 

a) e is bilinear for all a, b      

b) e is non-degenerate  

c) e is efficiently computable. 

2) Elliptic curve Elgamal Algorithm (ECEA): The 

Elliptical curve [12] with Elgamal algorithm converts the 

plaintext M to a point Pm on the elliptical curve E. The 

arithmetic operation on elliptical curve is as follows: 

a) Addition of two points: Suppose A = {     }and B = 

{     }, where     that lie on elliptical curve e. the sum of 

A + B reults a third point C          as shown in Fig. 1. 

b) Double pointing: Let A = {     } be a point lies on e 

adding the point A to itself is called Double pointing. 

        

 
Fig. 1. Elliptical curve of A + B=C. 

c) Multiplication: Suppose k is an integer A is a point 

(     ) then, 

   
          

       
 

So, in this proposed scheme, the computation speed on the 
ECEA is reduced by using decimal representation of message. 
So that double pointing and addition operation can be avoided. 
This scheme involves the following procedures as; Suppose 
user A and B wishes to communicate with each other. The 
common parameter known by both users will be p and G, 
where p is the prime number and G is the base point in the 

x-axis 

y-axis 

 

A (𝑋𝑎  𝑌𝑎) 

B (𝑋𝑏  𝑌𝑏) 

C (𝑋𝑐 𝑌𝑐) 
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elliptical curve. Let user A and B choose their private key    
and    over an interval [1, p-1] and generate the public key 
       and       . 

The message or file M is divided into n block 
             which is then convert into decimal 
values                respectively such that the 
multiplication of basepoint and the decimal point transform to 
a point in E as: 

   
     

   
      

  

  

         

Then user A computes the secret key K by multiplying with 
private key     and B’s Public key    as: 

        

This k value is added with the Decimal elliptical point to 
obtain cipher text as: 

          

          

  

  

  

          

Therefore, the cipher text C= {C1, C2…………..., Cn}. The 
plain text is obtaining by subtracting the secret key K

` 
as. 

          performing the following operation as: 

           

           

  

  

         ` 

Thus, obtain decimal values is converted to original values 
m1, m2………….mn. 

Proof, 

                                                        ) 

                                          ) 

                                    

                    

         

        

                    

     

 
Fig. 2. Proposed system. 
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IV. PROPOSED SCHEME 

The proposed scheme shows a threshold hybrid 
combination of encryption; this scheme is divided into CU 
encryption. TagServer processing, PS verification, TPA 
challenges. 

1) CU encryption: In this cloud User (CU) encryption the 

file or data that he/she wishes to store in cloud by using it 

attribute UID and PW. This encryption/decryption is divided 

into two phases: 

a) Key generation process: This generates a symmetric 

key based on user attributes: 

i. User will provide its password as the seed value, that 

will be convert into byte form as: 

                  

ii. Calculate the sum as: 

  ∑     

        

   

 

iii. Applying log function and convert the value to a 

factor of 64 

        

iv. Using the bilinear paring the b(i) will be multiplied 

by K so that we obtain the symmetric key array    , 

                         

                   

     

b) Encryption process: The generated key      will be 

XoR with the file                  as follows. 

i. The file F is divided into n blocks of size 64 bits as 

                , the last is padded with zeros if 

required. 

ii. Each block is XoR with the symmetric key as: 

     ∑          

 

   

 

iii. This obtain C(i) will be combined together to form the 

encrypted file       

The above algorithm is shown in Fig. 3. 

 
Fig. 3. User side encryption and decryption process. 

2) TagServer Processing (TSP): TSP plays a curial role in 

the scheme. Here the encrypted file        received from the 

user undergoes ECEA encryption process and obtain the 

encrypted form as                     . Then TSP 

calculates the Signature of the encrypted file    by using SHA-

1 algorithm. Thus, signature digest is of the form 160-bit 

represented as             . TSP transfers the encrypted 

file    to cloud data store; also store the signature along with 

the unique file Id (     | |    . TSP also send its public key 

and file Id to cloud user so that the CU can decrypt the file 

directly from the data store (   | |  | |  ) as shown in Fig. 4. 
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Fig. 4. Working of TSP. 

3) TPA challenges and Proof Server verification: When 

the cloud user CU require to verify the file, it sends a challenge 

request to TPA as            | |    | |    The auditing of 

the file is performed by sending a request to the TPA by the 

cloud user CU. The receive request       will be transmitted 

to proof Server PS. 

The PS Retrieve the file from the data store using the    , 

compute the signature of the file      
|

 using SHA-1 Algorithm 

and compare the signature store by TSP (        and new 

compute signature       
|

. This comparison declared that the 

file stored in the data store is altered or not. This response 
    will be intimated to TPA which then forward to CU with 

the assurance of it file integrity is maintained. 

Here the TPA and PS doesn’t have direct access to the 
original file F so the semi trust issues is solved by using this 
scheme also it provides high assurance of data integrity in the 
cloud environment as shown in Fig. 5. 

 

Fig. 5. Working process of TPA and PS. 

V. PERFORMANCE EVALUATION 

The proposed scheme performance is summarized as 
follows. 

A. Computation Cost 

The above specified algorithm contains operations such as 
multiplication, paring operation, addition and subtraction 
operation with the time             on the curve G 
respectively. The Time taken for other operation such as hash 
function and logarithm is were less so the computation cost for 
such operation can be negligible cost. Suppose the cloud user 

contain   blocks in total,    challenge is passed to TPA for 
checking the integrity of data block in cloud. The computation 
cost in TagServer algorithm for encrypting to run   times to 
encrypted the   blocks and generated the signature is 
             . The computation cost at TPA to transfer 
the challenge is negligible cost. The computation cost at the 
proof Server is               .  The verification cost of 
the proposed scheme is                 . The 
decryption algorithm computation cost is              . 
The below Table I shows the computation cost of our proposed 
model with Scheme [13] and [15]. 
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TABLE I COMPUTATION COST COMPARSION 

COST 
SCHEMES 

[13] [15] Proposed model 

Encryption cost                               . 

Proofgenerartion                                                      

Verification process                                                       . 

Decryption process                                   . 

B. Experimental Results 

To evaluate the efficiency of the proposed model, the 
model and compared model is implemented in Intel i5 core 
with windows 10 operating system, 8GB RAM and 1TBB hard 
disk. All the experiment was carried out by using different 
User of cloud environment for which the minimum 
configuration of 1 CPU is to make the research cost effective. 
It is simulated using CloudSim with NetBeans framework 
(Java language). 

The main section of the proposed system is the encryption 
of encrypted file and generation of signature done by the tag 
server; verification of data integrity performs by the proof 
server. This scheme is evaluated by considering variable size 
block from 1KB to 100KB, as a result its encryption time, 
siggeneration time, sigverification time is obtained in 
millisecond(ms) as shown in the Table II. This result show that 
as the block size increases the encryption, signature generation 
or verifying time is less than the time taken for the 1 KB block. 
The result of the proposed scheme is shown in Fig. 6 and 7. 

The efficiency of algorithm used for proof generation and 
verification is evaluated. Furthermore, we implemented the 
scheme [13] and [15] under the same experiment setting and 
make an efficiency comparison with each other. In the 
experiment the number of challenges in the system is 
increased. Thus, the result which is illustrated in Fig. 8 shows 
the efficiency of the algorithm when the challenges has 
increased from 100- 1000. Fig. 8 shows our scheme is little 
more efficient than the scheme [13] and [15] in proof 
generation. From Fig. 9, the verification purpose our scheme 
requires 5 second for 1000 challenge block and scheme [15] 
and [13] require almost 6.1 second for the same block. 

TABLE II PROPOSED SYSTEM TIME COMPLEXITIES 

Block size 
TIME 

Encrypting time Proof generation Proof verification 

1 KB 185417 1138 1690 

10 KB 183250 938 1234 

20 KB 182189 930 1162 

30 KB 180123 696 1088 

40 KB 174960 464 1486 

50 KB 152192 264 1424 

60 KB 150215 440 1386 

70 KB 147356 252 1028 

80 KB 142523 232 1296 

90 KB 135661 212 388 

100 KB 128114 212 258 

 
Fig. 6. Proof generation and verification time consumption. 

 

Fig. 7. Time consumption for encryption. 

 

Fig. 8. Time consumption in proof generation process. 
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Fig. 9. Time consumption in verification process. 

VI. CONCULSION 

In cloud environment, data privacy is very much essential 
one. In this paper, we have proposed a technique which is a 
combination of symmetric and asymmetric encryption. The 
proposed scheme is a combination of XoR encryption and 
ECEA encryption with SHA-1 algorithm, which is suitable for 
integrity auditing of data stored in cloud computing. The 
existing schemes are meant to provide integrity maintenance 
for numerous data stored in cloud, but it doesn’t provide 
dynamic data operation, data are visible to TPA totally. 

The proposed scheme preserved the confidentially to the 
file attributes and simplified the key management system in the 
traditional cloud facts. This scheme efficiently and effectively 
supports auditing tasks such as guaranteeing the TPA integrity, 
secure storage, overall control in the system. The result of the 
implementation which is shown above define that the proposed 
scheme provides 0.1% more security than the existing 
protocols. This paper explains the complete details about the 
construction, implementation and experimental results of the 
proposed model. 
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Abstract—The current recommendation technology has some 

problems, such as lack of timeliness, the contradiction between 

recommendation diversity and accuracy. In order to solve the 

problem of lack of timeliness, the time factor is introduced when 

constructing the self-preference model. The cold start problem in 

the collaborative filtering algorithm is solved by the hybrid 

similarity calculation method, and the potential preference model 

is constructed. The two are fused to obtain a hybrid 

recommendation algorithm to improve the recommendation 

performance of the algorithm. For the problem of multi-objective 

contradiction, the NNIA algorithm is used to further optimize the 

candidate results of mixed recommendation, and the final 

recommendation list is obtained. Through verification 

experiments, the results show that the recall rate and accuracy of 

the fused preference model are better than those of the non-fused 

model, and the accuracy is 9.57% and 8.23% higher than that of 

SPM and PPM, and the recall rate is 9.97% and 7.65% higher, 

respectively. CBCF-NNIA algorithm has high accuracy and 

diversity of recommendation, and can provide users with rich 

and diverse text content to meet their own needs. 

Keywords—Self preference; collaborative filtering; potential 

preferences; mixed recommendation; multi-objective optimization 

I. INTRODUCTION 

With the advent of the information age, data has become a 
decisive factor in the development of the industry, and any 
decision needs to rely on data to speak. In the face of massive 
data resources, storing them in the cloud to form cloud data 
that is easy to manage is beneficial for users to access relevant 
information [1]. The constant development of current Internet 
technology and communication technology has led to a rapid 
increase in the amount and speed of information and data 
dissemination, making it impossible for users to precisely find 
useful information and making a large amount of information 
unavailable, which leads to information overload [2]. The 
personalized recommendation system can analyze the user's 
interest preferences according to the user's behavior habits, and 
recommend the content related to the user's interest to the user 
without the user's initiative to provide information. The 
excellent performance makes the recommendation system 
widely used in many fields [3-4]. At present, there are many 
commonly used recommendation methods. Collaborative 
Filtering (CF) recommendation is the earliest recommendation 
method. However, with the growth of data size, data sparsity, 
system could start and other problems are unavoidable. The 
hybrid recommendation algorithm can integrate multiple 
recommendation algorithms, and research the combination of 

collaborative filtering and content recommendation method to 
form a cascade hybrid recommendation algorithm. It is 
expected that the hybrid recommendation algorithm can 
effectively alleviate the cold start problem of the system and 
improve the accuracy of the recommendation results. In view 
of the contradiction between the diversity and accuracy of the 
recommendation results, the multi-objective immune 
optimization algorithm is studied and introduced to further 
optimize the recommendation list. It is expected that this 
method can find the best recommendation results, which can 
achieve the diversity of the results while ensuring the accuracy 
of the recommendation, and meet the multiple needs of users. 

II. RELATED WORK 

The research team of Tian proposes a book 
recommendation system based on a hybrid recommendation 
algorithm to address the problem of users finding appropriate 
books quickly. The system combines collaborative filtering 
with content recommendation algorithms, improves the user 
item rating matrix, and uses clustering algorithms to solve the 
data sparsity problem. Through practical application, the 
results show that the hybrid recommendation method studied 
can provide users with more accurate book recommendations 
[5]. Wang scholars have studied a hybrid recommendation 
algorithm based on interest models in order to improve user 
satisfaction on e-commerce websites. The algorithm uses 
collaborative filtering to mine users’ potential interests and a 
content recommendation algorithm to construct a model of 
users’ existing interests, and the two are combined to 
recommend highly accurate and interesting products for users. 
Experimental results show that the hybrid recommendation 
algorithm can provide a better service experience for users [6]. 
Jiao W et al. faced the problems of data sparsity and cold start 
in traditional recommendation algorithms and used K-means, 
weighting for optimization, while introducing adjustment 
factors to combine collaborative filtering with dichotomous 
networks. Relevant experimental data show that the hybrid 
recommendation algorithm studied is operable and has better 
recommendation accuracy than the comparison algorithm [7]. 
Liu et al. propose a personalized service recommendation 
system in order to improve the competitiveness of 
manufacturing service platforms, and use a hybrid algorithm to 
solve the composite service problem. In this algorithm, 
customer preferences are quantified by clustering, and 
composite services are optimally ranked by ranking genetics. 
The analysis results of real cases show that the performance of 
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the studied recommendation algorithm is good and has some 
practical value [8]. 

Nafis et al. studied a travel platform based on a hybrid 
recommendation algorithm in order to help tourists make 
personalized travel plans. The platform can recommend 
relevant resources according to tourists’ preferred tourist 
attractions, and through relevant experimental analysis, the 
platform provides high accuracy of information resources, 
which can effectively promote the development of read tourism 
[9]. Pirasteh et al. team members addressed the situation that 
collaborative filtering has a cold start, which leads to poor 
recommendation effect, by capturing various similarities 
between items and finding out hidden preferences in items to 
alleviate the problem due to the number of items The team 
members have been able to mitigate the low quality of 
recommendations due to insufficient number of items by 
capturing various similarities between items and finding hidden 
preferences in items. Simulation experimental data show that 
the diversity of similarities can provide more reliable results 
for users and achieve high quality personalized 
recommendations [10]. Hu The researchers studied an 
improved particle swarm optimization algorithm based on 
multiple criteria combined with diverse adaptations, while 
using bacterial foraging to improve the convergence of the 
algorithm in the face of problems such as multi-objective 
contradictions and unsatisfied constraints in solving hybrid 
recommendation models. The experimental results show that 
the convergence and diversity of the studied algorithm are 
better than the comparison algorithm, and the results of the 
recommended model solving are highly accurate, have wide 
coverage, and can provide users with diverse results [11]. 
Ajaegbu scholars propose an algorithm to improve similarity 
measurement based on traditional measures in order to 
alleviate the problems of data sparsity and cold start of 
collaborative filtering. The performance of the algorithm is 
analyzed on different data, and experimental results show that 
the algorithm retains the advantages of existing measures while 
mitigating the disadvantages of traditional methods [12]. 

By summarizing the achievements of domestic and foreign 
researchers, researchers have proposed different improvement 
measures for the shortcomings of existing recommendation 
algorithms. Among them, the hybrid recommendation 
algorithm can effectively integrate the advantages and 
disadvantages of different recommendation algorithms to 
achieve accurate and efficient target recommendation, but the 
contradiction between accuracy and diversity needs further 
research. Therefore, the research will combine content-based 
recommendation and collaborative filtering to form a cascaded 
hybrid recommendation algorithm in order to achieve highly 
accurate recommendation results. At the same time, in the face 
of the contradiction between diversity and accuracy, the 
immune optimization algorithm is introduced into the 
recommendation results. It is expected that the multi-objective 
hybrid recommendation algorithm studied can achieve accurate 
recommendation and multiple needs of users. 

III. HYBRID RECOMMENDATION ALGORITHM FOR CLOUD 

DATA BASED ON MULTI-OBJECTIVE COLLABORATIVE 

FILTERING 

A Recommendation Algorithms based on Own Preference 

Models 

The rapid development of information technology has 
intensified the problem of data overload, and the massive 
amount of data has caused many problems for users. In the 
constant search for solutions, personalized recommendation 
has emerged, and recommendation systems can effectively 
filter distracting information and improve data usage [13-14]. 
Collaborative filtering is a classical algorithm in 
recommendation systems. The core idea is to find the nearest 
neighbors by calculating the similarity, and to find the content 
of interest to the user in the nearest neighbors and recommend 
it to the target user. Commonly used calculation formulas are 
such as modified cosine similarity, Pearson, Jaccard similarity, 
etc. Through similar user groups, some potentially preferred 
content will also be recommended to the target customer, 
reflecting the diversity of recommendation results of 
collaborative filtering [15-16]. As the data expands, the 
likelihood of different users being interested in the same 
content among themselves gradually decreases, and the 
problem of data sparsity cannot be avoided. In addition, when a 
new user or item appears, relevant attribute information does 
not exist and the system is unable to make a recommendation 
resulting in a cold start problem. In the field of textual data 
recommendation, Content Based Recommendations (CBR) is 
based on the analysis of users’ historical data, and by 
constructing interest models, the similarity between the interest 
model and the content of the item reflects the user’s preference 
for the content. However, the recommendation results lack 
some diversity and cannot effectively explore the potential 
preferences of users [17]. Therefore, in the field of text data 
recommendation, research will combine CBR and CF to form a 
hybrid recommendation algorithm, effectively integrate the 
advantages of the two, and achieve personalized and 
diversified content recommendation. At the same time, there is 
a contradiction between the diversity and accuracy of the 
recommendation results. In order to alleviate the contradiction 
between the two, the text data recommendation problem is 
transformed into a multi-objective optimization problem 
through modeling, and the immune optimization algorithm is 
used to optimize the candidate text set to generate the final 
recommendation list. 

The Self Preference Model (SPM) is built on the basis of 
CBR, which can intuitively reflect the user’s own interests, and 
the whole construction process is shown in Fig. 1. The text 
features are obtained by pre-processing the user’s browsing 
history, using a vector space model to represent the text 
features, introducing a time factor to adjust the text model, and 
finally obtaining the user’s own preference model. 
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Fig. 1. Construction process of self-preference model. 

In the text pre-processing stage, special characters such as 
emoticons and face characters are removed, and then the text is 
divided into sequences of word order using the word separation 
technique jieba. To avoid excessive word sequences that 
increase the computational effort, meaningless word sequences 
such as conjunctions, auxiliaries and stop words are usually 
screened out of the feature word sequences, while verbs, nouns 
and adjectives are retained in the word sequences. 
Representation of text features is a key technique in CBR, 
where key content features are used to represent text 
information and build a text model. Suppose there is a text 

dataset
 1, , , ,a mH h h h

 , m  is the total amount of text, 
after the textual sub-word processing, the main feature word 

order of the text set is
g

 dimensional composition vector

 1, , , ,j gF f f f
 , the feature vector of any text ah

 is

 1, , , ,a a aj agh w w w
 , ajw

 represents the weight of the 

feature word in the text jf
ah

 , the higher the weight value, the 

more important the feature word gf
 in the text ah

. The TF-IDF 
(Term Frequency-Inverse Document Frequency) representation 
is often used to calculate the weights of feature word sequences 
in different texts, and the TF is used to count the frequency of 
feature words in a text set. 

 
 

 

,
,

max ,

f a j
TF a j

Others a j


   (1) 

In eq. (1),
 ,TF a j

 is the frequency of the feature word in 

the text
j a  ,

 ,f a j
 is the absolute frequency of the feature 

word in the text
j a  , and

 max ,Others a j
 is the most 

frequent feature word in the text a . The IDF is used to 
represent the distribution of the feature word in the document 
and to count the frequency of the feature word, which is 
calculated in eq. (2). 

 
 

log
M

IDF j
M j

 
   

        (2) 

In eq. (2), M  represents the number of all texts and
 M j

 

represents the number of texts where the feature term
j

 is 

present.
 IDF j

The larger the number, the lower the number 
of occurrences of the feature word in the text set. The formula 

for calculating the weight of a feature word ajw
 is shown in eq. 

(3). 

   ,ajw TF a j IDF j 
      (3) 

After calculating the weights of all feature words, the 

weight matrix HM  of the text set H  is obtained as shown in 
eq. (4). 

11 12 1

21 22 2

1 1
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          (4) 

Using the text that the user has read as a feature vector, the 

weight matrix uHM
 for the set of texts that the user u  has 

read is shown in eq. (5). 
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       (5) 

As users’ interests change, text recommendations need to 
be time-sensitive, and analyzing users’ recent behavioral data 
can improve prediction accuracy. Therefore, the study 
introduces a time-factor adjustment model matrix to obtain 
users’ real-time interest preferences. Define the set of texts 

read by the user u uH
 , 0t  is the current time, it  is the user’s 

browsing time, and the time factor is calculated by eq. (6). 
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In eq. (6) e  is a constant. The introduction of a time factor 

to adjust the weights of the weight matrix uHM
 gives the 

user’s own preference model as 
 1 21 , 1 , , 1u u u ugSPM W W W

, 

where ,

1
ua u uaj u

ua i uaj

h H w HM

W w
 

 
. 

B Hybrid Recommendation Algorithm with Fused Preference 

Models 

In practice, if only one’s own preferences are considered, 
the recommendation results lack a certain degree of richness, 
and it is necessary to explore the potential preferences of users 
to improve user satisfaction [18]. The Potential Preference 
Model (PPM) is built by extracting the user’s browsing history 
to form a matrix of user behavior and finding nearest neighbors 
through a mixture of behavioral and content similarity 
calculations to solve the problem of not being able to 
categories similar users due to text diversity [19]. When using 
CF for recommendation, it is transformed to recommend the 
feature words of interest to the nearest neighbors, which can 
effectively avoid the cold start problem, and the construction 
process is shown in Fig. 2. 

In the user behavior matrix, suppose the user set is

 1 2, , , nU u u u
 , n  is the total number of users and the 

text set is
 1 2, , , mH h h h

 , according to the user’s 
browsing history, when the user u  reads the text a  , then

1uax 
 , and vice versa, the user’s behaviour matrix n mX   can 

be expressed as eq. (7). 

11 1 1

1

1

a m

n m u ua um

n na nm

x x x

X x x x

x x x



 
 
 
 
 
 
 
     (7) 

The user’s level of interest will change over time. To 
calculate the similarity of user behavior if only the same 
behavior exists between users is considered, ignoring the time 

difference in user browsing will affect the level of interest in 
text recommendations, the time difference in user browsing 
behavior is defined as time decay, and its formula is eq. (8). 

 1 1a ua rat t t  
      (8) 

In eq. (8),  represents the time decay factor, uat
 and rat

 
represent the time that users u  and r  spent viewing the same 

text a  , and ua rat t
 represents the time difference between 

users u  and r  viewing the text a . The smaller the difference, 
the greater the similarity between users. At the same time, the 
influence of the external environment can also lead to user 
interest, for example, the coverage of popular events will make 
users interested in the field for a short period of time, and after 
the heat has passed, users’ interest will return to its original 
state. Therefore, we need to take the external heat factor into 
account, and define the heat difference between users reading 

the same text at different times as ak
, which is calculated by 

eq. (9). 

  1 log 1ak N a 
       (9) 

In eq. (9),
 N a

 represents the set of users who have 

viewed the text a . The more people read the text, the hotter the 
text is and the more likely users are to view the text due to its 

hotness, and the larger
 N a

 is, the greater the difference in 

hotness ak
 is. Therefore, the formula for calculating the 

similarity of user behavior, taking into account the temporal 
differences in the generation of browsing behavior and the heat 
of the text, is eq. (10). 
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Fig. 2. Potential preference model construction process. 
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In eq. (10),
 H u

 and
 H r

 represent the set of texts 

viewed by the user u  and r  , and


 represents the moderator, 
with larger values indicating a greater influence of temporal 
differences and smaller values indicating a greater influence of 

text hotness,
 0,1

. Content similarity is calculated by the 
own preference model, and the user’s content similarity is 
calculated by eq. (11). 

 , u r

con

u r

PSM PSM
sim u r

PSM PSM





   (11) 

By combining the behavioural similarity with the content 
similarity through a weighting factor, the formula for the 
mixed similarity is eq. (12). 

       , , 1 ,act comsim u r sim u r sim u r   
 (12) 

In eq. (12),


 represents the weighting factor and

 0,1 
. When

0 
 only content features are considered, 

the larger


 is, the greater the degree of influence of user 
behavioural features. The set of nearest neighbours of the user

u  is
 N u

 and the potential preference model is 

 1 22 , 2 , , 2u u u ugPPM W W W
, where 

 

 
 

 

,
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 is 
used to find the nearest neighbors of the user’s mixed 
similarity. 

SPM can reflect the user’s own preferences and has 
obvious personalization characteristics, while PPM can expand 
the user’s interests and has diversity characteristics. The fusion 
of the two can ensure that the recommended content can meet 
the user’s own preferences and enhance the diversity of 
content. When fusing SPM and PPM, the measurement 
between personalization and diversity should not be simply 

mixed.
 max

 function can take the feature vector with 
greater weight in the two models as the final preference vector 
of the user, which is selected as the fusion function, and the 
Fusion Preference Model (FPM) constructed is 

 1 23 , 3 , , 3u u u ugFPM W W W K
 , where  3 max 1 , 2ua ua uaW W W

. 

A fusion preference model is used to calculate the 
similarity between users, select users with greater similarity as 
nearest neighbors, predict the interest of users in candidate text 
sets from the browsing records of nearest neighbors, and 
recommend results according to the degree of preference, and 
the preference prediction formula is eq. (13). 

   
 

, , ra

r N u

P u a sim u r x


 
   (13) 

In eq. (13), rax
 indicates whether the user r  has generated 

a view record for the text a  , and if so,
1rax 

 , and if not,

0rax 
. 

C NNIA-based Multi-objective Optimization 

Recommendation Algorithm 

In recommendation systems, there is a conflicting status 
quo between the diversity and accuracy of recommendation 
results. To alleviate the conflict between the two, the text data 
recommendation problem is transformed into a multi-objective 
optimization problem through modelling. Multi-objective 
optimization problems are common in everyday life. In solving 
multi-objective problems, the objectives are so interlocked that 
finding the best solution that satisfies all the objectives is 
impossible, so a trade-off between the objectives is needed to 
find the relatively better solution [20]. In the field of textual 
data recommendation, the first consideration is the accuracy of 
the recommendation results. High accuracy can improve user 
satisfaction and also measure the level of interest in the 
recommendation results. The objective function for accuracy is 
chosen as the similarity matching function and is calculated by 
eq. (14). 
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In eq. (14), L  represents the length of the list of all 

recommendations, uP
 represents the set of texts that the user u  

has viewed, and
 ,sim c a

 represents the similarity between 

the text c  and the text a . Vy
The smaller the value, the more 

similar the recommendation is to the text the user has viewed 
and the better the accuracy of the recommendation. To help 
users find more interesting text data, diversity is taken into 
account and the objective function of diversity is eq. (15). 
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    (15) 

From eq. (15), the smaller Dy
 is, the smaller the similarity 

between the texts in the recommendation list, which means the 
richness and diversity of the recommendation content is better. 
Considering diversity and accuracy, it is found that the smaller 

the Vy
 and Dy

 , the better. Therefore, the final objective 
function is minimization, and the specific expression is eq. 
(16). 

 : ,V DMin Y y y
           (16) 

The Non-dominated Neighborhood Immune Algorithm 
(NNIA) has excellent evolutionary performance and is used to 
solve multi-objective problems due to its fast convergence and 
robustness. A certain proportion of each superior antibody is 
cloned, and the population is then crossed and mutated to 
enhance the diversity of the population and avoid local optima. 
During the crossover operation, the same gene loci in the two 
parent individuals are inherited, and the remaining positions 
are randomly crossed with a probability of [0,1]. The mutation 
operation is carried out for the parent individuals. The 
crossover and mutation operations are shown in Fig. 3. 
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Fig. 3. Crossover and mutation operation. 

Using the NNIA algorithm, it is necessary to encode the 
texts in the candidate set with real numbers. Let the encoding 

of an antibody be
 1, , , ,b lz z z zK K

 , z  denotes any user, bz
 

denotes the recommended text number, and each text has a 
unique number. The candidate text set obtained from the fusion 
preference model is optimized by crossover and variation 
operations to produce the final recommendation list. The 

specific process of text data recommendation using NNIA 
algorithm is shown in Fig. 4. The user text candidate set data 
program generated by the fusion preference model is used to 
encode the candidate text set in real numbers. Set the 
maximum number of iterations, population size, crossover and 
mutation probability and other related parameters to randomly 
generate the initial antibody population. Identify the dominant 
antibody and clone the dominant antibody. Place the cloned 
individuals in the temporary population. Select the individuals 
with the lowest density according to the population density to 
enter the new population and update the dominant population. 
The new dominant population is cloned, crossed, and mutated 
to continue to update the dominant population until the 
maximum number of iterations is reached, and finally the best 
recommendation list of text recommendation is output. 

The NNIA algorithm can be used to generate a series of 
recommendation lists with different recommendation targets, 
personalized to the specific needs of the user, increasing user 
satisfaction and loyalty. 
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Fig. 4. NNIA algorithm text recommendation process. 

IV. PERFORMANCE ANALYSIS OF MULTI-OBJECTIVE 

COLLABORATIVE FILTERING-BASED DATA-MIXING 

RECOMMENDATION ALGORITHMS 

A Performance Validation of Hybrid Recommendation 

Algorithms Incorporating Preference Models 

In order to determine the values of the parameters present 
in the latent preference model (PPM), namely the temporal 

decay factor   , the text heat modifier


 and the mixed 

similarity weighting factor


, Fig. 5 shows the variation in the 
accuracy of the recommendation results for different temporal 

decay factors  and modifiers.
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Fig. 5. Recommended accuracy when  and


 have different values. 
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As can be seen in Fig. 5(a), the accuracy of the 

recommendations fluctuates as the value of  increases, and 
the experimental results show that there is a maximum 

accuracy of the recommendations at 0.4  . In Fig. 5(b), as 

the value of


 increases, the recommended accuracy curve 
increases to a peak and then gradually decreases, showing the 

maximum accuracy at
0.3 

. In the case of 0.4   and
0.3 

 , the best weighting factor


 was analysed, and the 

accuracy curves for different values of


 are shown in Fig. 6. 

As can be seen in Fig. 6, the best accuracy of the 

recommended results is obtained at
0.7 

. The experimental 
analysis finally resulted in the accurate values of each 

parameter when constructing the PPM, i.e. 0.4   ,
0.3 

 ,
0.7 

. In order to investigate whether the recommendation 
performance of the fusion preference model (CBCF) is better 
than before fusion, the study conducted comparison 
experiments with SPM and PPM, and Fig. 7 shows the 
comparison results of the accuracy and recall of the three 
models’ recommendations. 

As can be seen in Fig. 7(a), the trend of all three models 
decreases as the amount of recommended text increases, but 
the accuracy of CBCF is always higher than the comparison 
algorithms, with a maximum increase of 9.57% and 8.23% 
over the accuracy of SPM and PPM. As can be seen in 
Fig. 7(b), the pattern of change in recall is opposite to the 
pattern of change in accuracy, with the higher the number of 
recommended texts, the greater the recall. the recall of CBCF 
is higher than the other two models, with a 9.97% and 7.65% 
improvement over the SPM and PPM recall. The fusion of 

models can effectively improve the accuracy of 
recommendations. Fig. 8 shows the F value and recommended 
coverage results of the three models. 

As can be seen from Fig. 8(a), the change trend of the F 
value curve of the three models is similar. With the increase of 
the recommended text, the F value rises to the highest value, 
and then decreases gradually. The maximum F value of CBCF 
is 0.493, and the maximum values of SPM and PPM are 0.438 
and 0.461 respectively. Compared with the comparison model, 
the F value of CBCF is 0.055 and 0.032 higher. Fig. 8(b) 
shows the results of recommendation coverage. It can be seen 
that with the increase of the number of recommended texts, the 
coverage of the three models is on the rise, and the coverage of 
CBCF is always higher than that of the comparison model. 
Compared with SPM and PPM, the coverage increased by 
10.04% and 16.45%. Relevant data shows that the fusion of 
models can effectively improve recommendation performance. 
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Fig. 7. Comparison results of accuracy and recall rate recommended by three models. 
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Fig. 8. F value and recommended coverage results of the three models. 
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B Analysis of the Effectiveness of the Hybrid 

Recommendation Algorithm based on NNIA 

Multi-objective Optimization 

To verify the performance of the NNIA multi-objective 
optimization recommendation algorithm, the maximum 
number of iterations of the algorithm was set to 300, the 
number of nearest neighbors to 25 and the size of the dominant 
population to 50. The top 50 non-dominated solutions were 
selected as the recommendation result solution in NNIA 
according to the degree of density, and one user was randomly 
selected for presentation, and the results are shown in Fig. 9. 

The distribution of the user 27 recommended solution set in 
the target space is illustrated in Fig. 9, where it can be seen that 
the NNIA optimized recommendation algorithm can 
effectively obtain 50 different solutions. The leftmost solution 
is the one with the highest accuracy and the worst diversity 
among all solutions, while the rightmost solution is the one 
with the best diversity and the lowest accuracy among all 
solutions. From the distribution of the solution set, as the value 
of the diversity function increases, the value of the accuracy 
function decreases, indicating that there is a contradiction 
between the two indicators in the recommendation process, 
which is in line with the law of the recommendation process 
and verifies the effectiveness of the NNIA multi-objective 
algorithm. 

To analyses the performance of the studied NNIA 
multi-objective optimized hybrid recommendation algorithm 
(CBCF-NNIA), it was compared with Recommendations 
Based on User Browsing (BUB), Personalized 
recommendation based on user interest (PBUI) and Hybrid 
recommendation with fused preference model (CBCF) in terms 
of accuracy, diversity of recommendation results. The accuracy 
and diversity of recommendation results are compared. The 
accuracy and diversity of recommendation results are 
compared. 

As can be seen in Table I, the mean accuracy of the 
recommendation lists of 9 out of 10 users outperformed the 
other three comparison algorithms, and the maximum accuracy 
of the recommendation lists of the remaining 1 user 
outperformed the comparison algorithms. The experimental 

data shows that the recommendation list given by the 
CBCF-NNIA algorithm studied is not necessarily the most 
accurate, but can give more accurate recommendations than the 
other three comparison algorithms. 

Diversity can indicate the variability between texts in a list. 
The smaller the diversity value, the greater the similarity 
between texts and the richer the content. Table II shows the 
recommended diversity results for several algorithms. 

As can be seen in Table II, the mean value of the diversity 
of the recommendation lists of 8 out of 10 users is lower than 
the other three comparison algorithms, and the minimum value 
of the diversity of the recommendation lists of the remaining 2 
users is lower than the comparison algorithms. The 
experimental data suggests that the CBCF-NNIA algorithm 
does not give the best diversity of recommendation lists, but 
can give richer recommendations than the other three 
comparative algorithms. The study selected 50 sets of 
experimental data to calculate the average accuracy and 
average diversity of several recommendation algorithms, and 
the overall comparison results are shown in Table III. 

As can be seen in Table III, the accuracy and diversity of 
the recommended results of the studied CBCF-NNIA 
algorithm outperform the comparison algorithm, which 
provides users with textual content that meets their needs as 
well as being rich and diverse. 
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Fig. 9. Non dominated solution of user 27. 

TABLE I. RECOMMENDATION ACCURACY OF SEVERAL RECOMMENDATION ALGORITHMS 

User ID 
CBCF-NNIA 

CBCF BUB PUBI 
min max mean 

300 0.2 0.4 0.32 0.3 0.2 0.3 

301 0.2 0.5 0.39 0.3 0.2 0.2 

302 0.1 0.4 0.26 0.2 0.1 0.2 

303 0.3 0.7 0.45 0.6 0.3 0.5 

304 0.2 0.4 0.27 0.2 0.2 0.2 

305 0.2 0.6 0.36 0.3 0.2 0.3 

306 0.3 0.7 0.51 0.4 0.3 0.4 

307 0 0.5 0.23 0.2 0.1 0.2 

308 0.5 0.9 0.73 0.7 0.6 0.7 

309 0 0.2 0.14 0.1 0 0.1 
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TABLE II. RECOMMENDATION DIVERSITY RESULTS OF SEVERAL ALGORITHMS 

User ID 
CBCF-NNIA 

CBCF BUB PUBI 
min max mean 

300 0.36 0.45 0.39 0.40 0.42 0.43 

301 0.32 0.42 0.36 0.36 0.37 0.40 

302 0.24 0.29 0.26 0.28 0.30 0.39 

303 0.30 0.39 0.36 0.38 0.38 0.41 

304 0.25 0.33 0.28 0.31 0.29 0.38 

305 0.29 0.33 0.31 0.31 0.32 0.35 

306 0.26 0.31 0.29 0.32 0.34 0.37 

307 0.28 0.38 0.33 0.40 0.40 0.45 

308 0.27 0.32 0.29 0.30 0.33 0.31 

309 0.31 0.37 0.35 0.36 0.39 0.47 

TABLE III. OVERALL COMPARISON RESULTS OF SEVERAL 

RECOMMENDED ALGORITHMS 

/ CBCF-NNIA CBCF BUB PUBI 

Average 
accuracy 

0.35 0.32 0.29 0.30 

Average 

diversity 
0.29 0.31 0.36 0.34 

V. DISCUSSION AND CONCLUSION 

The research determines the parameter values in the PPM 
model through the accuracy changes of the recommendation 
results under different parameter values. The results show that 
the recommended accuracy of PPM is the best when 0.4  ,

0.3  , 0.7  . The PPM considers the impact of user 

browsing time difference, external environment and other user 
behavior characteristics on user interest, and the 
recommendation results will be more accurate. By analyzing 
the accuracy, recall, F value and coverage of the 
recommendation results, the recommendation performance of 
the three models is compared. The results show that the various 
index values of CBCF are higher than those of the comparison 
model. This is because CBCF is a model integrating SPM and 
PPM models, which can ensure that the recommended content 
not only meets the user's own preferences, but also improves 
the content diversity. When the model is fused, the 
personalization and diversification are measured, and the 
feature vector with larger weight in the model is used as the 
user's final preference vector, so as to construct the CBCF 
model. Therefore, CBCF model combines the advantages of 
the two models and can effectively improve its 
recommendation performance. The performance of 
CBCF-NNIA algorithm is analyzed from the diversity and 
accuracy of recommendation results. The results show that the 
algorithm can better take into account the diversity and 
accuracy of recommendation results, and meet the user's 
personalized and rich and diverse needs of text. In order to 
solve the contradiction between recommendation diversity and 
accuracy, the problem is transformed into a multi-objective 
optimization problem. The NNIA algorithm has fast 
convergence speed and good robustness. It uses crossover and 
mutation operations to enhance the diversity of the population 
and avoid the occurrence of local optimization. Introducing 

NNIA into CBCF can effectively obtain the content list with 
high accuracy and good diversity. 

The rapid development of Internet technology has made the 
problem of information overload increasingly serious, and 
recommendation systems are one of the effective techniques to 
improve information utilization. Faced with the shortcomings 
in existing recommendation algorithms and the conflict 
between recommendation accuracy and diversity, the study 
combines recommendation algorithms with multi-objective 
optimization algorithms and proposes an NNIA multi-objective 
optimization hybrid recommendation algorithm. Experimental 
tests determine the relevant parameters of the hybrid 
recommendation model. The results of the comparison 
experiments showed that the accuracy and recall of the hybrid 
recommendation algorithm were higher than those of the 
model before the hybridization, with the accuracy improving 
by 9.57% and 8.23% over SPM and PPM respectively, and the 
recall improving by 9.97% and 7.65% respectively. The results 
are consistent with the personalized recommendation law. By 
exploring the performance of CBCF-NNIA recommendation 
accuracy and diversity, the results show that the algorithm can 
effectively obtain content lists with high accuracy and good 
diversity, which can meet the multiple needs of different users 
and improve user satisfaction. Although the research has 
achieved certain results, there are still many shortcomings. The 
recommendation process mainly considers textual content data, 
and subsequently, factors such as text labels and categories are 
also taken into account, while the problem of data sparsity has 
not been effectively solved, which will be investigated in the 
future. 
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Abstract—Cloud computing is one of the significant 

technologies that is used to provide seamless internet surfing for 

large-scale applications and data storing purposes. The cloud is 

described as a large platform that enables users to access data 

from the internet without needing to buy storing space in their 

equipment such as a computer. Many studies have analysed the 

load-balancing technique on the cloud to distribute tasks equally 

between servers using the Equally Spread Current Execution 

(ESCE) algorithm. ESCE, which is a dynamic load balancer, has 

quite a few problems such as average level performance and too 

long of response time which affected the Quality of Services. This 

research has simulated a cloud computing concept using the 

ESCE Load Modelling technique with the CloudAnalyst 

simulator for three servers of Data Center (DC) locations. The 

ESCE was simulated to enhance its algorithm’s performance as a 

load balancer and higher throughput in the cloud environment. 

The result shows that ESCE average overall response time is 

shortest when the DC is located at R0 with response times of 

15.05s, 13.05s with 10 VMs, and 8.631s with the Optimize 

Response Time brokerage policy. This research is significant to 

promote notable load-balancing technique testing for virtualized 

cloud machines data centers on Quality of Services (QoS) aware 

tasks for Internet of Things (IoT) services. 

Keywords—Equally spread current execution (ESCE); optimize 

response time brokerage; cloud computing; load balancer; data 

modelling 

I. INTRODUCTION 

Pay-as-you-go online computing services, such as apps, 
storage, and processing power, are referred to as cloud 
computing. Due to how simple and affordable it is to use large-
scale applications, the demand for this technology has greatly 
increased [1]. A significant aspect of this environment is the 
scalable delivery of IT infrastructure and applications as a 
service, according to the definition of cloud computing, which 
is end user-focused on how they may experience the cloud 
environment such as data storage for the information 
technology for education, remote monitoring and mobile robot 
for surveillance application [2-5]. 

Fig. 1 presents the illustration of cloud computing as a user 
device accessing the internet and communication exists 
between servers, applications, and databases. Cloud computing 
may be utilised as an interface for the integration to quickly 

complete a variety of client requirements, in just one click. The 
biggest issue with this system is managing a large number of 
client requests that could total millions at one time[6, 7]. 
Mainly maintaining and enhancing prior software investments 
while responding to environmental changes is the major 
objective of current application adaptation[8]. The private 
cloud, the public cloud, the hybrid cloud, and the community 
cloud are the four cloud computing deployment methods that 
are based on research and are grouped by their distribution and 
physical location[9]. Three types of cloud service models are 
Software as a Service (SaaS), Platform as a Service (PaaS), and 
Infrastructure as a Service (IaaS). 

Concerning effectively managing user requests, load- 
balancing methods must be used [10]. Load-balancing serves 
as a tool for assignation and also controls the system's overall 
rendering [11]. The Equally Spread Current Execution (ESCE) 
is one of the algorithms that act as a load balancer to process 
user requests. ESCE algorithm (LBA) allocates user requests 
equally to all virtual machines (VM) bound to the data centre 
[12]. This kind of load balancer keeps track of the inventory of 
virtual machines and their current availability. However, 
depending on the suggested work or goal of the cloud 
environment, the algorithms' efficacy is unclear [13]. Each 
algorithm varies depending on the type of load-balancing 
within the bounds of cloud computing [14]. The turn-based 
Round Robin load-balancing solution has its unique algorithm 
[15]. The first server will receive the first request, the second 
server will receive the second request, and so on. Following 
distributing tasks after determining their size, the Equally 
Spread Current Execution algorithm uses a spread spectrum 
technique. 

 

Fig. 1. Illustration of cloud computing 
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Additionally, this algorithm performs average in terms of 
response rate and has excessively long mediocre minimum and 
maximum response times [16]. Response time-wise, the 
Equally Spread Current Execution algorithm is excessively 
slow. This is a result of the algorithm's lengthy check of the 
request size. The algorithms must first successfully assess the 
availability status of each machine before allocating them to 
the available virtual machines. This causes system delays and 
reduces the effectiveness of the entire load-balancing strategy. 
When compared to other load balancers now in use, the 
performance of this method is in the middle of the pack [17]. 
Equally Spread Current Execution was not the best load-
balancing strategy when compared to the others. An earlier 
study compared it to other load-balancing methods including 
Round Robin and Throttled Load-balancing [18]. It does not, 
however, qualify as the worst technique either. The issue is that 
it is not the best technique to employ at the moment. 

Cloud computing is Internet-based computing that offers a 
pool of customizable computing resources such as networks, 
storage, servers, applications, and services without requiring 
interaction with the service provider and with little 
administration effort[19]. The RR protocol's moving horizon 
estimation problem for a class of discrete time-delay systems. 
To avoid data collisions, communication between the sensor 
nodes and the remote state estimator is carried out over a 
shared network, with only one sensor node able to transmit 
data at any given time. The RR protocol organizes the 
transmission order of sensor nodes, with the selected node 
gaining network access modelled as a periodic function. The 
device model is reformulated into a linear system without 
delays due to lifting technology. The problem at hand aims to 
construct a moving horizon estimator that minimizes the 
estimation error. In matrix inequality, a proper condition is 
defined to ensure ultimate boundedness [16]. In cloud 
computing, the cloud infrastructure cannot handle the flow of 
information independently with the profusion of data, devices, 
and interactions [7]. Load-balancing distributes all workloads 
across each node in a shared or mutual system to maximize 
resource utilization and reduce job response time. The most 
important aspect of cloud computing is scheduling, which 
includes workloads and workflow scheduling under the 
platform as a service model. The infrastructure as service task 
to VMs scheduling which machine is decided by the scheduler 
should go on which job or VMs[20]. Evaluating the energy 
required for communication between the devices participating 
in this process and the suggested method's appropriateness for 
handling optimization problems like VM placement is 
necessary[21]. Load-balancing is a method of reassigning the 
entire load to the various nodes of a collaborative system to 
improve resource efficiency and the job's response time while 
avoiding a situation where specific nodes are overloaded and 
others are underloaded. A load-balancing algorithm involved in 
identity ignores the system's previous state or behavior, relying 
instead on the system's neighboring behavior. This load can be 
measured in terms of CPU, memory use, sluggishness, or 
network load[22]. Load-balancing's primary aim is to enhance 
device efficiency and functionality for today's QoS for IoT 
services in communication and data transfer. It is used in cloud 
computing systems to provide successful alternative solutions 
in the event of a system failure and to ensure the best possible 

use of system components. Load-balancing techniques are 
divided into two main models Static Model and Dynamic 
Model. First is Static Load-balancing: Static load-balancing 
occurs in a static environment where the output of algorithms 
is unaffected by the system's current state. As a result, user 
expectations do not change over time [23]. Second is Dynamic 
Load-balancing: The system's state has a significant impact on 
balancing the efficiency of the algorithms. Since resources are 
versatile in a dynamic environment, algorithms efficiently 
perform load-balancing[24]. 

An increasing number of computation-intensive and delay-
sensitive mobile apps keep appearing alongside the evolution 
of smart Mobile Devices (MD). The task migration issue in the 
context of cloudlet federation is the primary topic of this 
research[25]. Considered a cloudlet federation scenario 
involving three distinct Clouldlet service Providers (CLP) and 
a remote cloud. Cloudlet federation can efficiently minimise 
cloudlet deployment and management expenses by pooling 
resources among CLPs. Task migration faces new obstacles 
because CLPs vary in their user and resource counts. 

Proactive dynamic VM consolidation is used in this 
research to improve resource utilisation and performance 
without sacrificing the energy economy[26]. The suggested 
algorithm creates a fine-grained categorization that takes 
workload considerations into account by utilising machine 
learning techniques to create complementary profiles that 
reduce cross-application interference by strategically 
colocating HPC and non-HPC workloads. Real HPC workloads 
were simulated for the study using CloudSim. The outcomes 
proved that, in terms of the metrics in important areas, the 
suggested algorithm beats all heuristic methods[26-28]. 

This research examined the performance of the Equally 
Spread Current Execution load modelling method for Quality 
of Service, QoS aware task placement for the Internet of 
Things (IoT). Since the ESCE load modelling technique 
requires communication between the data centre and load 
balancer, the procedure results in overhead [29]. Intended to 
examine the behaviour of a large distributed system, this 
project investigated the study of ESCE load modelling using 
the CloudAnalyst simulator. The user-friendly interface of the 
CloudAnalyst simulator made it easier for analysts to set up 
simulations. This research has successfully analysed the 
performance of ESCE in various situations and proven that it 
works efficiently by implementing the correct configuration 
according to the scale of the application. 

The paper is divided into five main sections. The 
Introduction section provides a brief overview of the problem 
and research question, as well as an introduction to the relevant 
literature. The theoretical and proposed work section brief the 
overview of the research gap and the literature review, 
including the proposed work and some of the mathematical 
modelling techniques. The Methodology section outlines the 
research methods used, including the data sources and analysis 
technique. The Results section presents the findings of the 
research, while the Discussion section discusses the 
implications of the research and its implications for future 
research. Finally, the Conclusion section summarizes the 
research and provides suggestions for further research. 
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II. THEORETICAL AND PROPOSED WORK 

Critical analysis of vast amounts of data, including energy 
production and consumption, is required to develop a secure 
and sustainable energy system [30]. Due to the high demand 
for cloud services, much research has been done to improve the 
performance of the current existing load-balancing. Upon 
enabling the stability of cloud environments, load-balancing is 
a key role to ensure no node in the load-balancing is unequally 
utilized than the other [31]. A study has proposed a genetic 
algorithm-based task scheduling for load-balancing which 
demonstrated that the proposed method results exceed the 
performance of current load-balancing techniques [32]. 
Proposed algorithms are known to surpass basic static and 
dynamic load-balancing since their method has attempted to 
solve problems by creating an alternative to minimize the 
response time such as designing hybrid algorithms in taking a 
part of existing algorithms and attaching additional processes 
in the algorithm. 

Another study analyzed the response time of dynamic load-
balancing, their results showed that all algorithms used in the 
simulation, THR, ESCE and Particle Swarm Optimization 
(PSO) gave the same results when the resource is homogenous. 
Otherwise, entitled to swarm intelligence ability that the task 
can be executed more efficiently[33]. Most proposed work has 
proven that the existence of a variety of cloud computing 
aspects needs more systematic and advanced algorithms to 
cater for the complicated environment [34]. According to a 
study, analysis is done to compare the performance between 
three existing load-balancing types namely the Round Robin 
(RR), Equally Spread Current Execution (ESCE) and Throttle 
(THR) using CloudAnalyst by broker policy grouping and 
load-balancing which results showed that THR has the best 
performance compared to the other two as prevents overload 
efficiently by thresholding the available VMs list [35]. The 
analysis is done by different data centre policies in the same 
simulation scenario with nine possible load-balancing 
approaches and five different workloads which have obtained 
45 different results. Their work is quite similar to this analysis 
as they reviewed the performance of the load-balancing 
method to compare the results and determine which one has the 
best performance analytically. 

In another comparative study done to evaluate the 
performance of algorithms, the increasing number of users has 
been used as a variable as they claimed much previous research 
has not considered the increasing number of users as a 
contributor to the improvement of algorithms whereas in the 
simulation to compare three algorithms, RR, ESCE, and THR 
they have placed UB user base and data centres in the same 
region by neglecting the effect of geographical distance [36]. 
Their results proved that algorithms performance does increase 
with user numbers as initially in the simulation with 5000 
users, no significant difference can be seen between the three 
algorithms’ results. Another simulation has been done to 
analyze performance by using different service broker policies 
using four data centres all located in different regions but 
having the same amount of VMs which is 50 [37]. Simulation 
is done alternately for three different broker policies to analyze 
performance based on response time, request processing time 
and cost the results given THR has the best performance with a 

small processing cost compared to the others. While another 
study has focused on various policies utilized for load-
balancing, a simulation was done between all six different user 
bases that are utilized with four data centres and in these data 
centres 25 VMs, 50 VMs 75 VMs, and 100 VMs respectively 
announces to the 4 DCs [38]. The load-balancing algorithms 
compared are RR, ESCE, THR and First Come First Serve 
(FCFS) algorithms. The peak hour users set for those 6 user 
bases vary with each other and concluded that RR has the best 
integrated performance. Next is a comparative analysis 
comparing THR, RR, ESCE, FCFS, and Shortest Job First 
(SJF) [39]. In this analysis, they optimized 6 user bases in all 6 
regions respectively with 4 data centres in R0, R4, R2, and R3 
containing 15 physical machines consolidated with 10 VMs 
each. The results showed that FCFS performed the best when it 
is compared on a data centre processing time basis while ESCE 
performed best when it comes to the lowest total cost. They 
showed that a different basis can give different results. 

Analysis of the load modelling utilizing Equally Spread 
Current Execution (ESCE) load-balancing is the goal of this 
study. The CloudAnalyst simulator, an expanded piece of 
software created from the CloudSim toolkit, will be used as the 
approach abandoned for data collecting. A programmer called 
CloudSim toolkit is used to track internet behavior based on 
settings made in the simulation configuration. The 
CloudAnalyst simulator separates the user's global location into 
a few zones. Any region can be selected for the simulation, and 
the number of data centres can be adjusted correspondingly. 
The initial configuration setup will be the subject of the 
simulation. 

A. Modelling Technique 

This algorithm works based on load sets assigned to virtual 
machine sets at a given time. The mathematical model is 
defined by the following equations to calculate the processing 
time for a task to be executed. Eq. (1) is given by n as the 
number of sets for the load (L) or requests that need to be 
scheduled to servers. 

  *            + (1) 

Eq. (2) is given by k as the number of sets for virtual 
machines (V) in a particular data centre (D). 

  *            + (2) 

Eq. (3) is given by DL as the current data centre load. 

   *               + (3) 

Eq. (4) shows to find a function where the load set can be 
mapped (multiply) into virtual machine set (VL) and f(L), 
forming load VLi of each virtual machine Vi to be essentially 
equal. 

                   (4) 

Eq. (5) shows to calculate the time needed to allocate all 
tasks to virtual machine Vi, take 𝜏𝑂 as the time to execute task 
L0. 

       (  )(         )𝜏  (5) 
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When there is only one virtual machine, which means k=1 
and all available tasks will be executed serially on that one 
virtual machine, Eq. (6) shows the execution time will be the 
summation of all time and can be calculated as T1. 

      (         ) (6) 

And when k>1 which means there are more virtual 
machines available, all available tasks can be allocated (shared 
equally) to multiple servers. Making the serially executed task 
before becoming parallel since multiple virtual machines are 
working simultaneously. Thus, Eq. (7) shows the time needed 
to execute a task is calculated as Tk. 

                  (7) 

In conclusion, the goal is to solve the function to get the 
minimum of time needed to execute a task. 

III. METHODOLOGY 

This section explains the details of the flow chart of the 
proposed study and the simulation for the analysis of Equally 
Spread Current Execution Load Modelling for Cloud 
Computing. 

A. Flow Chart 

Fig. 2 shows the ESCE algorithm flowchart which depicts 
how the algorithm handles user requests. To ensure equal loads 
for every virtual machine (VM) involved in the algorithm, 
ESCE uses the spread spectrum approach. Receiving a request, 
the load balancer updates the index table with the VM status 
count and scans the request in the index table before allocating 
it to an available VM. The parallelogram represents the 
beginning of the user request, the square shape of  the process 
carried out by the simulator to evaluate the request before 
sending it to the virtual machine, and the diamond is the choice 
made by the load balancer of which virtual machine to send the 
user request to be processed. The virtual machine count and 
availability are stored in data storage with a cylinder shape. 

B. Simulation 

Equally Spread Current Execution (ESCE) is a cloud 
analytic methodology that is used to optimize the performance 
of cloud services. It is a cost-effective method of achieving 
higher throughput in the cloud. ESCE works by dynamically 
spreading the current execution load across multiple servers in 
order to evenly distribute the load. This helps to reduce the 
load on any one server, thus increasing the overall performance 
of the cloud. Additionally, ESCE can also be used to improve 
the scalability of the cloud environment. By leveraging 
multiple servers, the cloud can handle larger workloads without 
experiencing any performance degradation. ESCE is an 
effective way to improve the performance and scalability of 
cloud services and can be implemented in a variety of cloud 
environments. 

The simulation is started by identifying the desired system 
components such as virtual machines, storage, network 
components and the desired number of resources for each 
component. A simulation tool that will be used to measure the 
performance of the system was developed using CloudAnalyst. 
This tool should include the ability to measure system 
performance and resource utilization. The simulation began 

with powering the software application. The user base (UB), 
data centre (DC), and load-balancing policy were identified in 
the simulation configuration, in this example, the Equally 
Spread Current Execution (ESCE). Execute the simulation tool 
and analyze the results. This includes measuring the average 
response time, resource utilization, throughput, and scalability 
of the system. The entire simulation lasted for 60 minutes. The 
number of data centres and virtual machines is a controlled 
variable in this simulation. The changes in outcome were 
determined by both variables. Based on a few initial setups, 
this software was used to simulate and study the cloud 
environment. The Equally Spread Current Execution (ESCE) 
load balancer paradigm was employed in this study to examine 
load-balancing performance. Response time, data centre 
processing time, and virtual machine (VM) cost are the 
outcomes tracked. The system configuration and workload 
have been optimized to achieve the desired performance and 
re-run the simulation tool and analyze the results. Fig. 3 
illustrates how the CloudAnalyst simulator, an extension of the 
CloudSim toolkit, simulates scenarios based on internet 
behavior [40]. Build with a clear graphical user interface, the 
simulator's main objective is to separate experimentation 
activity from mapping exercises so the modeler may focus on 
the issues rather than the technicalities. 

 

Fig. 2. ESCE execution process flowchart 
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Fig. 3. Graphical user interface (GUI) of CloudAnalyst 

IV. RESULT AND DISCUSSIONS 

This section describes the result of the simulation and the 
discussions for the simulation in the CloudAnalyst toolkit. This 
analysis was run in the CloudAnalyst simulator, the data is 
worked from an application “Facebook” known to be one of 
the examples of cloud computing applications. North America, 
Africa, and Oceania have been chosen to be the regions where 
user bases are assigned. The software identified these regions 
as R0, R4 and R5 respectively. There are more than these three 
regions in the software to be selected from, but they are chosen 
based on the approximate distance from each other to balance 
the outcome of simulation scenarios. The statistics of Facebook 
users in 2022 showed that R0 has 201.3 million users, R4 is the 
region with the highest number of users at 242.2 million and 
lastly, and R5 with 21.0 million. 

A. Configurations 

Table I presents the user number details for peak and off-
peak hours. Table II presents the detailed settings for different 
simulation scenarios. There are a few different scenarios for 
simulation testing to get the desired results. Based on the 
statistical information, each region was set to only 10% of the 
total user number for peak-hour users and 5% for off-peak 
hours. The number of requests coming in is assumed to be once 
per five minutes for R0 and R5, while once per ten minutes for 
R4. The data size for a request is set to 100b. All simulation 
scenarios were run for 60 minutes with user grouping factor in 
user bases at 1000, request grouping factor in data centres at 
100 and executable instructions length per request at 500 bytes. 
The load-balancing policy used is the Equally Spread Current 
Execution Load (ESCE) since it is the main objective of this 
analysis. The data centres are set to a memory of 1024 Mb. 
Other unmentioned configurations are unchanged in their 
default settings. 

B. Response Time 

Response time is the time taken to respond to requests 
coming in from clients. Lower response time means the load-
balancing algorithm is doing a good job. Fig. 4 shows the 
analysis of the DC location as the variable. Three different 
simulation scenarios run with one DC in each simulation with 
the DC being located at R0, R4 and R5 alternately. Average 
overall response time showed DC located at R0 having the 
shortest response time compared to DC located at R4 and R5. 

TABLE I. User NUMBER FOR PEAK AND OFF-PEAK HOURS 

Region 

User number 

Peak Hour(million) Off-Peak Hour (million) 

R0 4.026 2.013 

R4 4.844 2.422 

R5 0.420 0.210 

TABLE II. DETAILED SETTINGS FOR DIFFERENT SCENARIOS 

Simulation 
DC 

Number 

Different scenarios 

VM 

Number 

DC Location 

(Region) 

Service Broker 

Policy 

1 1 100 R0 Closest Data Centre 

2 1 100 R4 Closest Data Centre 

3 1 100 R5 Closest Data Centre 

4 1 1000 R0 Closest Data Centre 

5 1 10 R0 Closest Data Centre 

6 3 100 R0, R4, R5 Closest Data Centre 

7 3 100 R0, R4, R5 
Optimise Response 

Time 

8 3 100 R0, R4, R5 

Reconfigure 

Dynamically with 

Load 

 

Fig. 4. Average overall response time analysis based on one data centre (a) 

at a different location 

Fig. 5 shows the result of the simulation run with three 
different numbers of VMs. 10 VMs gives the shortest response 
time analysis at 13.05 seconds among all three followed by 100 
VMs at 15.05 seconds and 1000 VMs at 15.25 seconds. 100 
and 1000 VMs gave only slightly different result from each 
other but is still significant with the difference being 
approximately 0.2 seconds which is quite big since original 
data are analyzed in milliseconds. 
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Fig. 5. Average overall response time analysis based on one data centre at a 

different number of VM 

Fig. 6 presents the result given by applying different 
brokerage policies in three different simulations to analyze the 
response time given by each brokerage policy. The Optimize 
Response Time Brokerage policy has the shortest response 
time at 8.63 seconds, followed by reconfigure dynamically 
with load at 13.31 seconds response time and the closest data 
centre at 13.40 seconds. Response time is also observed by 
region and all three regions gave different results depending on 
the variables carried out for each simulation. Fig. 7 illustrates 
the result of response time with different DC locations. This 
result showed that all three locations gave R5 the shortest 
response time. 

Fig. 8 presents all VMs number categories that had the 
same result with R5 being the region with the shortest average 
response time. Fig. 9 shows that given three DC in total with 
one at each region respectively, R5 also have the shortest 
response time among the three regions which is small 
compared in number. 

 

Fig. 6. Average overall response time analysis based on three data centres 

for different brokerage policy 

 

Fig. 7. Average response time by region based on one data centre at a 

different location 

 

Fig. 8. Average response time analysis by region based on one data centre 
with a different number of VM 

 

Fig. 9. Average response time analysis by region based on three data centres 

for different brokerage policies 

C. Average Data Centre Processing Time 

The data centre processing time analyzed the DC capability 
to work under different conditions. Fig. 10 shows one DC 
placed at different locations giving the shortest average 
processing time of 14.55 seconds when located at R4. Fig. 11 
shows processing time took only 12.38 seconds for 10 VMs in 
one DC compared to 14.71 seconds for 100 VMs and 14.90 
seconds for 1000 VMs. 

 

Fig. 10. Average DC processing time analysis based on one data centre at a 

different DC location 
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Fig. 11. Average DC processing time analysis based on one data centre with a 

different number of VM 

Fig. 12 describes the result of DC processing time for the 
simulation with different brokerage policies. Results showed 
that Optimize Response Time Brokerage policy gave the 
shortest processing time for the data centre at 8.36 seconds 
compared to the other two brokerage policies. 

 

Fig. 12. Average DC processing time analysis based on three data centres for 

different brokerage policy 

D. Resource Utilization (Cost) 

Defined to check the utilization of resources. It is related to 
cost. Resource utilization in a system should be maximized to 
avoid clients paying for any unused resources. All cost used in 
the simulation is as shown in Table III. 

One data centre with 100 VMs would cost approximately 
10$ each. Brokerage policy simulation only used one data 
centre for each different brokerage policy. Fig. 13 shows that 
all cost does not differ much from each other. 

TABLE III. COST-DETAILED SETTING FOR EACH DC 

Category Price ($) 

Cost per VM ($/hr) 0.1 

Memory Cost ($/s) 0.05 

Storage cost ($/s) 0.1 

 

Fig. 13. VM cost analysis by region based on three data centres for different 

brokerage policy 

VM cost would differ depending on how much VM is 
assigned in a data centre. Fig. 14 shows the result for the 
simulation of different DC locations but all having one data 
centre at a time and 100 VMs. Each DC cost the same since all 
have the same VM number. Fig. 15 shows a clear difference 
since the three simulation uses a different amount of VM in 
one data centre. 10 VMs is the cheapest since 1 VM used per 
hour only cost 0.1$. 1000 VMs cost only 80$ and not 100$ 
since normally cloud plan offers some discount for certain 
packages subscribed. 

 

Fig. 14. VM cost analysis based on one data centre at a different DC location 

 

Fig. 15. VM cost analysis based on one data centre with a different number of 

VM 

Fig. 16 shows three data centres would cost approximately 
30$ since one data centre costs 10$. The reconfiguring 
dynamically with load brokerage policy gave off 30.22$ since 
the machine worked according to load changes. The 0.22$ 
difference is the result of algorithm work to be reconfigured 
according to load. 
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Fig. 16. VM cost analysis based on three data centres for different brokerage 

policy 

Data transfer costs depended on the DC location. Data 
transfer costs would be higher if the distance between the DC 
location and the region where requests come from is quite far. 
Fig. 17 shows that in the closest data centre and reconfigure 
dynamically with load brokerage policy the region with the 
cheapest data transfer cost is R5 since the DC location is closer 
to any of the other two regions but, in optimizing Response 
Time Brokerage policy, the algorithm had to work based on the 
policy despite the location of DC. Hence, the cheapest cost for 
this brokerage policy only went as low as 106.91$ at R0. The 
total data transfer cost for one data centre at a different location 
is lowest when DC is located at R0 and R5 with both being 
385.11$. Data transfer cost is calculated at a total of DC 
transferring data to all assigned regions. Fig. 18 illustrates there 
is only one data centre at a time which would make all three 
regions assigned to the one DC to carry out task execution 
work. 

 

Fig. 17. DT cost analysis by region based on (a) three data centres for 

different brokerage policy 

 

Fig. 18. DT cost analysis by region based on one data centre at a different DC 

location 

Fig. 19 shows 100 VMs and 1000 VMs having the same 
results of 385.11$ while 10 VMs costs 504.3$. This is because 
the lower number of VMs had to do more work to execute data 
before transferring it to the user in their respective regions. 

 

Fig. 19. DT cost analysis based on one data centre with a different number of 

VM 

Fig. 20 illustrates the brokerage policies have equal same 
results of 385.11$ in data transfer cost since simulations were 
carried out with one data centre located respectively at each 
region. All regions have their own data centre to process tasks. 

 

Fig. 20. DT cost analysis by region based on three data centres for a different 

brokerage policy 

V. CONCLUSIONS 

This study has successfully analysed the three main factors 
of cloud computing which are off-peak resource utilisation, 
minimum data processing time, and minimal average response 
time. To optimize the response time brokerage policy for cloud 
computing, a simulation for the equally spread current 
execution load has been developed. This simulation has 
considered the current workload of each cloud system, the 
expected workload in the near future, and the existing 
resources of each system. The goal of the model is to ensure 
that the workload is evenly balanced across the cloud systems, 
to ensure that no one system is overloaded while another is 
underutilized. The result of this simulation was able to allocate 
the workload among the cloud systems in a way that optimizes 
response time and meets the goals of the system. This can be 
done by assigning the workload to the system that can best 
handle it, or by using techniques such as load-balancing or 
resource scheduling. It should also consider the future growth 
of the cloud system. This can be done by allowing for future 
increases in workloads. 
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Abstract—Taking the investment estimation of intelligent 

construction of high-speed railway as the research object, based 

on the historical data of investment of similar high-speed railway 

projects, this paper builds an explanatory structure model, 

establishes an system dynamic (SD) model of investment 

estimation of intelligent construction of high-speed railway, and 

puts forward suggestions for supplementing the labor value 

theory and improving the value-added tax. The paper carries out 

in-depth research and analysis in the following aspects: 1) the list 

of influencing factors for investment estimation of intelligent 

construction of high-speed railway in the feasibility study stage is 

constructed, and the interpretative structural model (ISM) is 

constructed to sort out the relationship between the influencing 

factors; 2) the SD model of intelligent construction cost 

estimation of high-speed railway is established to improve the 

accuracy of investment estimation of intelligent high-speed 

railway construction; 3) put forward suggestions and schemes for 

improving investment estimation content of intelligent 

construction of high-speed railway under high intelligence; 

4) improve and supplement the labor value theory and the value-

added tax base. 

Keywords—High-speed railway; intelligent construction; 

investment estimation; interpretative structural model; system 

dynamics 

I. INTRODUCTION 

The level of intelligence in the future will largely affect the 
competitiveness of countries in the field of high-speed 
railroads, which brings pressure on the intelligent 
transformation of China’s high-speed railroads while providing 
a huge opportunity for development. However, with the rapid 
development of high-speed railway construction under high 
intelligence, the human labor required in the construction 
process of high-speed railway is becoming less and less, and 
“machine instead of human” is becoming more and more 
common at the construction site; in the near future, less 
humanized and unmanned will become the mainstream of 
high-speed railway engineering construction [1]. The 
corresponding content and method of investment estimation of 
high-speed railway construction under high intelligence are 
only suitable for the low and medium intelligence level. With 
the enhancement of intelligence, the labor cost and 
management cost are greatly reduced and the robot cost 
increases, i.e., the content and structure of investment 
estimation is undergoing a fundamental change. The value-
added tax (VAT) calculation theory based on the labor theory 
of value, where human labor creates new value, is under attack. 

Therefore, it is important to analyze and study the 
characteristics of the factors influencing the investment 
estimation of intelligent construction of high-speed railways 
and their mechanism of action, construct an investment 
estimation system for intelligent construction of high-speed 
railways based on system dynamics, establish a case empirical 
system to accompany the system for empirical analysis, and 
propose improvements to the labor value theory and VAT 
billing base. 

With France, Germany and Japan as the prominent 
examples, all countries in the world have launched research on 
intelligent railroad construction [2]. German railroads aim to 
achieve information management and widely promote building 
information modeling (BIM) technology. In 2014, it proposed 
to apply 5D BIM technology to the whole process management 
of German railroad construction and started the intelligent 
change with the iTWO 5D BIM platforms, such as Bahnhof 
Horrem station, Rastatter tunnel, Filstal bridge, etc [3, 4]. 
France, one of the traditional railroad powers, now also places 
the development of railroad information technology in its 
development strategy, for example, the digital French railway 
strategy officially launched in 2015, which strives to focus on 
the construction of Internet for railroad stations, trains, and 
road networks and plans to build a railroad system with 
convenient transportation, strong competitiveness, and close 
relevance to future transportation from 2031 to 2040 [5, 6]. 
The United Kingdom expects significant cost reductions in 
digital signaling, intelligent infrastructure and train control 
after 2027 and takes applications of intelligent technologies as 
a daily means of operating the railway network [7]. Japan has 
taken the lead in the development of intelligence in the field of 
construction and has started the construction of intelligent 
coverage of public works management ten years ago to 
successfully realize the paperlessness of all information in the 
whole life cycle of construction, which has greatly improved 
the efficiency of construction and also reduced construction 
costs [8]. 

In recent years, Chinese scholars have carried out many 
research works on the application of system dynamics in the 
field of engineering construction. Zhou constructed a model of 
project cost management system based on system dynamics to 
realize the dynamic evaluation of project costs [9].

 
Yue uses 

the system dynamics method to build the project quality system 
model to realize the quality management of construction 
projects [10]. Mao constructed a system dynamics model based 
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on the framework of “BIM-cooperative subject”, pointed out 
the importance and relationship of relevant influencing factors, 
and guided the development direction for proposing the 
strategy of synergy effect of cooperative subject [11]. Gao 
constructed a risk model for engineering projects based on 
system dynamics theory and verified it with petroleum 
projects, which provides a development direction for 
engineering project risk management [12]. By establishing a 
system dynamics model for resource allocation of engineering 
projects, Zhong et al. proposed that the resource allocation 
strategy should be formulated based on the matching between 
the characteristics of project operation mode and multiple 
resources [13]. Based on the system dynamics model, Liu et al. 
studied the relationship between engineering schedule and cost 
management [14]. Chen et al. constructed a system dynamics 
model to study the logical relationship between the factors 
influencing the cost of prefabricated building and selected 
rational measures to optimize the cost, improving the current 
situation of cost management of prefabricated construction 
projects [15]. 

In summary, many scholars have used system dynamics to 
study engineering investment estimation, but most of the 
studies focus on tunnel investment, component cost, or 
estimation of part of the cost of the overall project such as 
material cost, and the system dynamics-based intelligent 
construction investment estimation for high-speed railway is 
currently not reported in the literature. This paper explored the 
method of intelligent construction investment estimation for 
high-speed railways, identified the factors influencing 
intelligent construction investment estimation for high-speed 
railways, constructed an interpretative structural model (ISM) 
model to explore the interactions between the factors, and built 
a system dynamic (SD) model. Moreover, SD, scenario 
simulation, and case inference were used to study the trend of 
various cost changes of intelligent construction of high-speed 
railway under high intelligence (70-100%). According to the 
evolution trend, the corresponding investment estimation cost 
content and rate improvement methods were proposed to 
provide academic theoretical basis and support for the 
investment estimation decision of high-speed railway under 
high intelligence. 

This paper took the intelligent construction investment 
estimation of high-speed railway as the research subject, 
constructed the ISM  to sort out the relationship of influencing 
factors of intelligent construction investment estimation of 
high-speed railway; on this basis, the SD model of intelligent 
construction investment estimation of high-speed railway was 
constructed to achieve high-precision estimation; finally, 
intelligent construction cost correction scheme and tax rate 
increase correction scheme were proposed under high 
intelligence (70%-100%). 

II. RELATED BASIC THEORIES 

A. Interpretative Structural Model Theory 

The interpretative structural model (ISM) often presents the 
results of analytic hierarchy process in a skeleton diagram, 
which clearly and intuitively illustrates the role of every 
element in the interaction relationship, and it shows obvious 
advantages in sorting out the complex, multi-layered factor 

relationship [16]. Considering the intelligent construction 
investment estimation of high-speed railway as a whole, the 
ISM can quickly sort out the relationship between its 
influencing factors and thus find the key influencing factors. 
The specific steps are shown below. 

Firstly, the correlation relationship between factors is 
determined, and an adjacency matrix is constructed. The 
interaction relationship between influencing factors is analyzed. 
If factor Si has influence on factor Sj, then it is stipulated that 
there is a direct influence relationship between them; otherwise, 
it is considered that there is no direct influence relationship 
between them. 

The next step is to determine the recursive relationship 
between factors in two steps. The first step is to calculate the 
reachable matrix, and the other step is to determine the level 
division of different factors. 

1) Find the reachable matrix. A reachable matrix describes 

the extent to which the factors can be reached after a certain 

length of pathway between them through the matrix form, 

which often requires the indirect role of intermediate factors. 

Boolean matrix operation rules make the following provision: 

when      
   

                ,    
      is the desired reachable matrix M. 

2) Divide the hierarchical structure. Based on the obtained 

reachable matrix M, the reachable set and the prior set of the 

factors are obtained, and the influencing factors are divided 

into different hierarchies. R(Si) represents the reachable set, 

which is the set of all factors that can be reached from Si, i.e., 

the set of factors that can be directly influenced by Si; A(Si) 

represents the prior set, which is the set of all factors that can 

reach Si, i.e., the set of factors that have direct influence on it. 

Based on this, the intersection set C(Si) of the them is obtained. 

When the reachable set and the intersection set contain 
exactly the same influencing factors, they are classified as 
influencing factors at the same layer. Based on this, the rows 
and columns where such factors are located are removed, and 
the remaining influencing factors are classified again by the 
above method, and so on until all factors are stratified. 

B. System Dynamics Model 

SD is a highly dynamic scientific method of analysis based 
on the whole process of a system [17], which can solve 
complex and nonlinear systemic problems. The main 
parameters of the model are divided into four categories: 
constants, initial values, linear functions, and table functions. 

1) Estimation of the constants and initial values with the 

GM(1,1) model. 

Step 1: calculate the cumulative generation sequence. 

        ∑         
                  n   (1) 

Step 2: find the mean series. 

        
                 

 
              -  (2) 
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Step 3: calculate intermediate parameters C, D, E, F. 

  ∑         
        ∑         

        ∑                 
        ∑          

     
(3) 

Step 4: development coefficient a and grey action quantity 
coefficient b. 

  
         

         ,

 (4) 

  
     

         .

 (5) 

2) Estimation of the values of the factors of the linear 

functional relationship. 

Step 1: determine the subjective weights using the G1 
method. 

It is assumed that the impact evaluation index system for 
investment estimation of high-speed railway construction 
projects has n evaluation indexes, {  ,   ,   , ...,   } and    is 
the subjective weight of the i-th indicator. The expert survey 
method determines that these n elements have the following 
relationships: 

             .

 (6) 

The ratio of the importance degree of evaluation indicator 

     to    is     ／  , denoted as: 

       
  

                

 (7) 

Then, the subjective weights are calculated: 

      ∑  ∏   
 
     

   
  ,

 (8) 

                        .

 (9) 

Step 2: the entropy method is used to determine the 
objective weight. 

The characteristic weight of the  -th expert under the  -th 
indicator is calculated: 

    
  

∑    
 
   

.

 (10) 

Step 3: the comprehensive weighting method determines 
the final weight. 

The subjective weight is   , and the objective weight is   . 

   
∑ ∑      

 
   

 
   

√ ∑ ∑      
 
   

 
       ∑ ∑      

 
   

 
     

 

 () 

   
∑ ∑      

 
   

 
   

√ ∑ ∑      
 
   

 
       ∑ ∑      

 
   

 
     

 

 () 

The weight coefficient is substituted into the formula: 

            . 

 () 

The final weight is obtained. 

3) Estimation of the values of the factors of the table 

function relationship. 

In the whole system flow chart, there is not only a linear 
function relationship between the factors, but also a table 
function relationship, for example, the relationship between 
material dynamic management capability and management 
intelligence level and the relationship between material 
dynamic management capability and material unit price 
influence factor. 

III. MODEL CONSTRUCTION 

A. Construction Ideas 

The intelligent construction system of high-speed railway is 
a dynamic and complex large system, involving many 
influencing factors, and the influencing factors are complex, 
stochastic, dynamic, and coupled, making the intelligent 
construction investment of high-speed railway show time-
series non-linear dependent variable characteristics, such as 
non-linear, stochastic, dynamic, changeable, and prominent. 
Moreover, the intelligent construction system of high-speed 
railway in China is at the world leading level, so there are less 
historical data to draw on. For these reasons, this thesis used 
structural explanatory equations, historical data, literature 
questionnaires, and expert interviews to mine the factors 
influencing the intelligent construction investment of high-
speed railways, used case inference and SD methods to analyze 
the evolutionary trends and derived mechanisms of the 
intelligent construction investment estimation, and constructed 
the corresponding investment estimation prediction and 
improvement model to effectively improve the accuracy and 
reliability of the intelligent construction investment estimation. 

B. Model Composition 

1) Influencing factor structure explanatory equation 

identification module. 

a) Preliminary identification based on literature analysis 

method: We obtained more than 200 papers by searching the 

 eywords of “intelligent high-speed railway”  “intelligent 

construction”  “investment estimation factors”  and 

“investment estimation index”. Twenty-three papers that cover 

a wide range of factors and were included in recent time were 

screened according to the criteria of citation frequency and the 

grade of journals and selected as the basis for identification to 

summarize the influencing factors of investment estimation of 

intelligent construction of high-speed railways. 
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b) Additional identification based on the case study 

method: To supplement the impact of intelligence on 

investment estimation, this paper took Beijing-Zhangjiakou 

and Beijing-Xiongan high-speed railways and three typical 

intelligent construction projects with large difficulties in the 

Zhengzhou-Wanzhou high-speed railway as examples to sort 

out the influencing factors of high-speed railway investment 

estimation. 

c) List of factors influencing investment estimation for 

intelligent construction of high-speed railways: According to 

the feedback results of the expert pilot survey, the initial set of 

influencing factors was determined. Seventeen influencing 

factors were finally determined after questionnaire survey and 

analyzing and processing the data with SPSS software, 

including labor, material and machine costs, management costs, 

design depth, management efficiency, degree of economic 

development in the region, traditional construction machine 

configuration, intelligent robot configuration, construction site 

management level, dynamic material management capability, 

professional quality of management personnel, project 

complexity, resource allocation efficiency, intelligent degree of 

geological exploration, intelligent degree of construction, 

degree of equipment mechanization, information construction 

level, and intelligent degree of management. 

2) Analysis of the evolutionary trend and derivative 

mechanism of the impact of influencing factors on investment 

Intelligent construction investment estimation for high-speed 

railways was viewed as a holistic system in which every 

influencing factor interacts with each other. A matrix was 

constructed for the influencing factors of the intelligent high-

speed highway construction investment estimation using an 

ISM algorithm to quickly sorted out the direct or indirect 

relationships between the influencing factors [18]. 

a) Determine the correlation between factors and 

construct the adjacency matrix: The influencing factors were 

considered as a system consisting of 17 elements. An 

adjacency matrix was constructed: A=[aij]17×17, where aij 

indicates the interaction relationship between the influencing 

factors. The value of aij was 1 when Si had a direct influence on 

factor Sj; the value of aij was 0 when factor Si did not have a 

direct influence on factor Sj; the cells on the diagonal of factor 

Si were all recorded as 0. 

b) Determine the recursive relationship between factors. 

Step 1: Based on MATLAB platform, final reachable 
matrix M was calculated. 

Step 2: A hierarchical structure division table of the factors 
influencing the investment estimation of intelligent 
construction of high-speed railways was sorted out, as shown 
in Table I. 

c) Construction of an ISM: The influence factor 

structure was drawn according to the reachable set, antecedent 

set, and factor hierarchy decomposition results, as shown in 

Fig. 1. 

3) Investment estimation module based on case inference 

and SD: System dynamics analysis was considered based on 

the complex factors and the nonlinear and changeable 

characteristics of the estimation process. 

a) Construction of cause-and-effect diagram of 

intelligent construction investment estimation system for high-

speed railways. 

Based on the influence paths obtained from the ISM, the 
study analyzed the cause-effect relationship, the overall and 
local feedback mechanism of the system, and the feedback 
loops in the system for the intelligent construction investment 
estimation system of high-speed railways and further clarified 
the polarity of the variables in the system and their mutual 
influence. The system feedback relationship is shown in Fig. 2. 

b) The overall flow chart of the intelligent construction 

investment estimation system of high-speed railways. 

A model flow diagram was established as shown in Fig. 3 
by taking the investment estimation cost of intelligent 
construction of high-speed railways, labor cost, material cost, 
construction machine use cost, robot cost, enterprise 
management cost, equipment purchase cost, and the estimated 
investment cost at the project proposal stage as state variables 
and taking changes in labor cost, material cost, construction 
machine use cost, robot cost and enterprise management cost 
and willingness to invest as rate variables. 

4) Trend analysis module for the evolution of investment 

estimation based on case inference and SD. 

On the basis of the above model, the evolution trend of 
investment estimation was analyzed by inputting 50%, 60%, 
70%, 80%, 90%, and 100% intelligence levels. 

5) Improvement module for investment estimation 

derivative mechanism and estimation method. 

Based on the above trends of investment estimation 
evolution, the corresponding derivative mechanisms and laws 
were deduced, and suggestions for improving labor value 
theory and the current investment estimation preparation 
methods were proposed. 

TABLE I.  RESULTS OF THE HIERARCHICAL DIVISION OF KEY 

INFLUENCING FACTORS 

Levels Factors 

Level 1 (direct apparent 

influencing factors) 

Labor, material and machine costs; management 

cost 

Level 2 (indirect 
influencing factors) 

Project complexity; resource allocation efficiency; 
professional quality of management staff; 

management efficiency; degree of economic 

development in the region; material dynamic 
management capacity 

Level 3 (indirect 

influencing factors) 

Design depth; intelligent robot configuration; 

construction site management level; traditional 

construction equipment configuration; information 
management level 

Level 4 (decisive 

influencing factor) 

Intelligent degree of geological exploration; 

intelligent degree of construction; degree of 

equipment mechanization; intelligent degree of 
management 
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Fig. 1. The ISM of factors influencing investment estimation for intelligent construction of high-speed railways. 

 

Fig. 2. System feedback relationship diagram. 
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Fig. 3. Model flow diagram. 

IV. MODEL APPLICATION (INTRODUCTION TO PROJECT 

COMPLEXITY) 

Models were applied in the construction of a high-speed 
train (HST) project, which started in 2019, with a bridge-tunnel 
ratio of 94%. It was constructed by mature tunnel intelligent 
construction technology and is a highly intelligent high-speed 
railway construction project. System dynamics analysis was 
applicable due to its complex factors and the non-linear and 
changeable characteristics of the estimation process. 
Simulations were performed based on the constructed SD 
model. The main parameters and equations were set, including 
constants, initial values, linear functions, and table functions. 

A. Estimation of Constants and Initial Values 

With the extension of the construction period, the costs 
showed exponential situation growth, and the data involved 
were poorly available. The above characteristics indicated that 
it was reasonable to adopt the GM(1,1) model. This paper only 
shows the prediction of other costs of engineering construction, 
as shown in Table II, and the remaining costs were predicted in 
the same way. 

The grading ratio test values were all within the standard 
range interval [0.672,1.501], which met the requirement of the 
construction of the GM(1,1) model. The results obtained 
according to equations 4 and 5 are shown in Table III, and test 
difference ratio   =             , i.e., the accuracy of the 
constructed model met the requirement, so other costs spent in 
engineering construction was predicted using the model, as 
shown in Table IV. 

TABLE II.  GRADING RATIO VALUES UNDER THE GM(1,1) MODEL 

Case 
Original 

value 

Grading 

ratio λ 

Original value + 

translation conversion 

shift value (shift = 0) 

Converted 

grading ratio 

λ 

1 402.868 - 402.868 - 

2 393.157 1.025 393.157 1.025 

3 385.965 1.029 385.965 1.029 

4 387.421 0.996 387.421 0.996 

Note: λ   data in the previous period/data in the current period 

TABLE III.  THE RESULTS OF GM(1,1) MODEL CONSTRUCTION 

Development factor a 
Grey action 

quantity b 
Posterior test difference ratio c 

-0.0110 377.2902 0.0027 

TABLE IV.  PREDICTIVE VALUES OF OTHER COSTS OF ENGINEERING 

CONSTRUCTION 

Serial number Original value Predicted value 

1 402.868 402.868 

2 393.157 393.157 

3 385.965 385.965 

4 387.421 387.421 

Backward one period - 393.123 

Backward two periods - 392.441 

Backward three periods - 410.041 

Backward four periods - 405.263 
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B. Estimation of the Values of Factors of the Linear 

Functional Relationship 

Taking the construction site management level as an 
example, its subtrees were the degree of management 
intelligence, the degree of construction intelligence, and the 
degree of equipment mechanization. The subjective and 
objective weights were calculated by the comprehensive 
weighting method by taking these subtrees as the boundary 
point. 

Step 1: determine the subjective weights using the G1 
method. 

Suppose that   ,   , and    are the degree of management 
intelligence, the degree of construction intelligence, and the 
degree of equipment mechanization, respectively; experts 
believed that these three elements had the following 

relationship:         , and    
  

 

  
     ,    

  
 

  
  

   ,           ,       , ∑  ∏   
 
     

        . 

According to Equations 7, 8, and 9,        ,    
     , and         . 

Step 2: Determine objective weights by the entropy 
method. 

The scores given by experts are shown in Table V. 

TABLE V.  SCORES GIVEN BY EXPERTS 

Factors Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 

Degree of 

management 
intelligence 

0.2 0.2 0.1 0.2 0.2 

Degree of 
construction 

intelligence 

0.3 0.2 0.3 0.3 0.2 

Degree of 

equipment 
mechanizatio

n 

0.4 0.4 0.3 0.3 0.4 

The calculation results of equation 10 are shown in 
Table VI. 

TABLE VI.  FEATURE WEIGHT 

               

1 0.222 0.222 0.111 0.222 0.111 1.581 0.581 0.327 

2 0.231 0.154 0.231 0.231 0.154 1.591 0.591 0.334 

3 0.222 0.222 0.167 0.167 0.222 1.6 0.6 0.338 

Step 3: determine the final weights using the 
comprehensive weighting method. 

According to equations (11) and (12),         , 
        . The final weights were calculated using equation 
(13). After normalization,         ,         , and 
        , i.e., construction site management level = 0.328 * 
the degree of management intelligence + 0.365 * the degree of 
construction intelligence + 0.307 * the degree of equipment 
mechanization. 

C. Estimation of the Values of Factors of the Table Function 

Relationship 

It was assumed that the data on the degree of management 
intelligence were accurate; the dynamic management capability 
of materials would be improved as the degree of management 
intelligence increased. The corresponding table function was 
established according to the statistical law, as shown in 
Table VII. 

TABLE VII.  TABLE FUNCTION RELATIONSHIP 

Management intelligence degree 0 0.1 0.2 0.3 

Material dynamic management capability 0.73 0.78 0.83 0.89 

The material dynamic management capability = WITH 
LOOKUP (the degree of management intelligence) 
Lookup([(0,0)-(1,1)], (0,0.73), (0.1,0.78), (0.2,0.83), 
(0.3,0.89)). 

Resource allocation efficiency and management efficiency 
were represented by linear functions and table functions. The 
model constructed in this paper successfully passed the 
structure, assignment, and unit consistency tests. 

D. Model Simulation and Result Analysis 

Simulation settings were performed in Vensim software to 
simulate the intelligent construction investment estimation 
results of the XC section of the HST high-speed railway. The 
comparison between the results and the actual data of the 
project suggested that the error between the estimated cost of 
the intelligent construction investment of high-speed railway in 
the first year simulated by the system and the actual value was 
4.62%; the error between the two-year cumulative investment 
estimation and the actual investment was 1.83%. This 
suggested that the accuracy met the requirements, and the 
model simulation results could be considered to be in line with 
the reality. 

The experimental results of the SD model proposed in this 
paper were compared with the experimental results of other 
high-speed railway intelligent construction investment 
estimation models that can be found in the related literature, 
i.e., the grey-wolf optimizer-support vector machine (GWO-
SVM) estimation model [19] and the improved back-
propagation neural network (BPNN) prediction model [20], 
and the specific data are shown in Table VIII. The error rate in 
Table VIII is the error between the two-year cumulative 
investment estimation and the actual investment, and it was 
seen that the error rate of this model was 1.83%, which was 
smaller other estimation models. It verified the accuracy of the 
SD model in the field of investment estimation for intelligent 
construction of high-speed railway. 

TABLE VIII.  THE EXPERIMENTAL RESULTS OF DIFFERENT ESTIMATION 

MODELS 

Model Error rate 

The SD model 1.83% 

GWO-SVM estimation model 3.14% 

The improved BPNN prediction model 3.23% 
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V. SCENARIO SIMULATION OF THE EVOLUTIONARY TREND 

OF THE ESTIMATED COST OF HIGH-SPEED RAILWAY 

INVESTMENT UNDER HIGH INTELLIGENCE 

The investment cost was simulated by taking the degree of 
management intelligence as an example to review the 
composition of the investment estimation content of the 
intelligent construction of high-speed railways. Intelligent 
management refers to the management of the whole process of 
construction with the help of information management system 
in the process of high-speed railway construction management. 
As the degree of intelligent management increases, fewer 
managers are required, and corporate overheads are reduced. 
Comprehensive intelligence degree of the high-speed railway 
project = IF THEN ELSE (investment willingness <= 0.45, 
0.65 × the intelligent degree of geological exploration + 0.2 × 
the intelligent degree of construction + 0.15 × the intelligent 
degree of management, 0.3 × the intelligent degree of 
geological exploration + 0.35 × the intelligent degree of 
construction + 0.35 × the intelligent degree of management). 

The relationship between investment costs and the change 
of comprehensive intelligence degree of high-speed railway 
project is shown in Table IX. The labor cost and management 
cost decreased with the improvement of the intelligence 
degree, while the robot cost increased significantly, as shown 
in Fig. 4 and 5. This deviated from the content of traditional 
railroad investment estimation, so the estimation content and 
taxable base need to be improved. 

TABLE IX.  VARIATIONS OF DIFFERENT COSTS WITH THE IMPROVEMENT 

OF THE COMPREHENSIVE INTELLIGENCE OF HIGH-SPEED RAILWAY PROJECT 

Degree 
of 

intellig

ence 

Labo

r cost 

Mater

ial 
cost 

Constru
ction 

machine 

use cost 

Robo

tic 
cost 

Manage

ment 
cost 

Profi

t 
Tax 

50% 
2210.

45 

15746

.13 
2746.83 2.29 63.07 

1453.

81 

2444.

48 

60% 
1822.
25 

14849
.78 

2471.82 
13.1
3 

50.44 
1344.
52 

2260.
71 

70% 
1515.

99 

14216

.74 
2236.55 

18.7

1 
40.15 

1261.

97 

2121.

91 

80% 
1145.
99 

13036
.42 

1850.11 
25.6
8 

31.10 
1126.
25 

1893.
71 

90% 
457.5

4 

12065

.18 
1554.47 

224.

97 
20.57 

1002.

59 

1685.

78 

100% 0 
11406
.18 

1065.27 
492.
93 

9.70 
908.1
9 

1527.
05 

 
Fig. 4. Trend graph of labor cost change. 

 
Fig. 5. Trend graph of robot cost change. 

VI. STUDY ON THE DERIVATION MECHANISM OF HIGH-

SPEED RAILWAY INVESTMENT ESTIMATION UNDER HIGH 

INTELLIGENCE 

At present, the theoretical basis of high-speed railway 
intelligent construction investment estimation is labor value 
theory, and machines and robots are only materialized labor, 
which is only transfer value; the calculation method 
theoretically takes the increased value of labor cost, 
management cost, and depreciation cost as the profit and tax 
billing base, but actually the profit and tax are calculated based 
on the cost excluding tax. Therefore, under 70-100% high 
intelligence, the estimated cost and calculation method of 
intelligent construction investment of high-speed railways need 
to be revised. Based on this, this paper proposed the 
amendment of intelligent civil and erection costs and the 
amendment of tax rate increase. 

A. Intelligent Civil and Erection Cost Content Amendment 

The cost components and content of intelligent civil and 
erection costs under high intelligence were adjusted using 
value theory, system theory and artificial intelligence. The 
specific elaboration is shown below. 

1) Material cost: With the deepening of construction site 

intelligence, the dynamic management ability of materials is 

improved, and thus the material cost is reduced. 

2) Construction machine use cost: Traditional construction 

machines are replaced by intelligent equipment such as robots 

on a large scale to significantly reduce construction machine 

use cost. 

3) Robot cost: A new item of “robot cost” was created, 

mainly for robot depreciation, while construction equipment 

use cost becomes the cost of using traditional equipment. 

4) Enterprise management cost: With the continuous 

improvement of the degree of intelligence, enterprise 

management cost is greatly reduced; when complete intelligent 

is realized, enterprise management cost will include the senior 

management salary. 

5) Profits and taxes: In the case of complete intelligence, 

there are few labor and management costs. If the robots are still 

regarded the transfer value of physical labor and excluded from 

the VAT base, it will seriously affect the profits of enterprises 

and VAT, resulting in a significant reduction in profits and 

value added of enterprises. 
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B. Rate Increase Amendment 

With the development of intelligent production, robots, like 
people, are a source of surplus value creation. If the rate is not 
changed, it will seriously affect the profits of enterprises and 
taxes such as VAT, which will affect the national tax revenue. 
Therefore, the tax rate should be increased, and profits and 
VAT should be calculated according to the current cost 
excluding tax. 

C. Improvements and Supplements to the Labor Theory of 

Value 

1) Analysis of unmanned construction value sources: The 

overall value (W) of a conventional railroad investment should 

be expressed as:        , where C denotes constant 

capital, V denotes variable capital, and M is surplus value. Due 

to intelligence and unmanned construction, the robot’s 

production is a mature production chain. In the production 

process, the means of production (   ) and the mental and 

physical labor of scientists and workers (   ) are all necessary 

and are also the source of surplus value (  ), and at this 

moment the value of the robot is:            . Then, 

the value generated by the intelligent high-speed railway can 

be written as:                    . Based on 

this, when the intelligent construction of the high-speed 

railway is carried out, the cost of purchasing robots already 

includes the mental labor of the scientists and the physical 

labor of the workers who produce these robots. 

2) Changes to the labor value theory brought about by the 

fully intelligent construction of high-speed railways: The only 

source of surplus value is still labor, but the source of labor has 

changed to labor and robot capital, which is the inevitable 

result of the rapid development of intelligence. With the 

development of intelligent technology, the demand for labor is 

getting lower and lower, and it may even produce the 

phenomenon of creating robots through the labor of robots in 

the future. Nevertheless, it is undeniable that although human 

labor creation is no longer reflected in every production line, 

the source of surplus value creation is still human, and human 

and human labor must be the source of value creation, which is 

an indispensable condition for the creation of artificial 

intelligence robots. 

VII. CONCLUSION 

This paper briefly introduced the ISM and the SD model. 
The relationship between the factors affecting the intelligent 
construction investment estimation of high-speed railway was 
sorted through the ISM model, and the SD prediction and 
improvement model was constructed for the intelligent 
construction investment estimation of high-speed railway. 
Simulation experiments were carried out in the construction of 
HST high-speed railway. It was found that the error between 
the first-year estimated cost of intelligent construction 
investment in system simulation and the actual value was 

4.62%; the error between the two-year cumulative investment 
estimate and the actual investment was 1.83%. The results 
prove that the SD model has high accuracy and is feasible in 
the investment estimation of intelligent construction of high-
speed railway. 
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Abstract—It is crucial to know crop growing in order to 

increase agricultural productivity. In sugarcane's case, 

monitoring growth can be supported by remote sensing. This 

research aimed to develop an early warning for sugarcane 

growth using remote sensing with Landsat 8 satellite at a crucial 

phenological time. The early warning was developed by 

identifying regional sugarcane growth patterns by analyzing 

seasonal trends using linear and harmonic regression models. 

Identification of growth patterns aims to determine the crucial 

phenological time by calculating the statistical value of the NDVI 

spectral index. Finally, monitoring the sugarcane growth 

conditions with various spectral indices for verification: NDVI, 

NDBaI, NDWI, and NDDI. All processes used Google Earth 

Engine (GEE) as a cloud-based platform. The results showed that 

sugarcane phenology from January to June is crucial for 

monitoring and assessment. The value of the four corresponding 

indices indicated the importance of monitoring conditions to 

ensure a healthy sugarcane region. The results showed that two 

of the four regions were unhealthy during particular periods; 

unhealthy vegetation values were below 0.489 and vice versa, one 

due to excess water and the other due to drought. 

Keywords—Google earth engine; landsat 8; monitoring and 

assessment; sugarcane health 

I. INTRODUCTION 

Sugarcane is a raw material for the sugar industry that plays 
a strategic role in Indonesia’s economy, with a crop area of 
413.05 thousand ha in 2019 [1]. Sugar consumption in 
Indonesia continues to increase. In 2023, it will reach 7.15 
million tons, in line with Indonesia's population growth rate 
[2]. However, domestic sugar production has not been able to 
meet Indonesia’s sugar needs [2]. In response to the increasing 
demand for sugar, Indonesia has declared the aim of self-
sufficiency by increasing sugarcane production and 
productivity through policies and programs in the "on-farm" 
aspect [3]. In an effort to support the sugarcane production and 
productivity in Indonesia, it is essential to apply the proper 
technology, including remote sensing by satellite for early 
warning of sugarcane growing at crucial phenological times. 

An early warning detects potential incidents and is 
beneficial in managing and preventing factors that cause crop 
loss, such as insufficient or excessive irrigation, disease, and 
pests. In addition, early warning at crucial phenological times 
helps identify and measure factors that affect plant growth, 
especially sugarcane. Through early warning, sugarcane 
regions experiencing stress can be identified and classified so 
that farmers can change their practices to increase sugarcane 

productivity and production. Then, knowing the condition of 
plants at the peak of phenology can also help in agricultural 
planning and management. 

The application of remote sensing to sugarcane crop 
conditions has evolved in the last decade, for example, 
monitoring the growth phase of sugarcane by satellite in West 
Java, Indonesia [4]; the role of NDVI in mapping sugarcane 
conditions around oil and gas fields [5]; assessment of 
sugarcane conditions based on NDVI [6]; monitoring 
sugarcane growth [7]; sugarcane yield estimation and 
forecasting in smallholder farming conditions [8]; prediction of 
sugarcane yield based on NDVI and nutrient concentration [9]; 
and prediction of crop yields from MODIS relative vegetation 
health in Africa [10]. However, to monitor sugarcane growth, 
there has been no early warning during the crucial times of 
sugarcane phenology. In previous studies, plant growth was 
only through a cooperative data approach, not based on plant 
phenology knowledge. In addition, the method in the previous 
study was based on vegetation parameters only. Meanwhile, in 
this study, plant growth with several parameters based on 
satellite data was built with linear regression based on 
phenological knowledge. 

On the other hand, available and open remote sensing data 
can now be analyzed with more affordable computing, and a 
free cloud platform can be used for geospatial analysis, namely 
Google Earth Engine (GEE). GEE, as a cloud platform, is 
efficient for geospatial analysis [11], which is helpful for 
precision agriculture, with its availability of comprehensive 
and open data, for example, for monitoring vegetation's current 
state and dynamics [12]. GEE applications have also been 
widely used to solve agricultural problems, for instance, 
mapping sugarcane by integrating multitemporal Sentinel-2 
images [13]; rice mapping based on SNIC segmentation [14]; 
and object-oriented crop classification [15]. 

This research offers a solution to issues of production and 
productivity in building an early warning for sugarcane 
conditions at crucial phenological times through monitoring 
and assessment. The method of creating an early warning 
include several approaches: (1) analyzing seasonal trends in the 
region using linear regression and harmonic models to identify 
sugarcane growth patterns; (2) assessing the condition of 
sugarcane through statistical analysis of the Normalized 
Difference Vegetation Index (NDVI) spectral index at the 
crucial phenological phase; and (3) monitoring sugarcane 
conditions with various spectral indices, based on typical use, 
and having accurate results for condition interpretation, with 
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NDVI as the vegetation index, Normalized Difference 
Bareness Index (NDBaI) as the fallow land identification, 
Normalized Difference Water Index (NDWI) as a water 
content indicator, and Normalized Difference Drought Index 
(NDDI) as a drought indicator. The four spectral indices serve 
as a system of checks and balances to assess sugarcane 
conditions. All processes were performed on GEE as a cloud-
based platform. Therefore, this research aimed to develop an 
early warning of sugarcane growth using remote sensing at a 
crucial phenological time. From the solutions offered, farmers 
can better anticipate particular practices, and the government 
can increase productivity and sugarcane production in a more 
sustainable manner through precision farming. 

This paper is described in systematics: materials and 
methods used for early warning with several parameter 
indicators, building knowledge of plant phenology; and the 
results section to determine plant status using remote sensing 
data. The conclusions and recommendations section reports 
findings for future research. 

II. MATERIALS AND METHODS 

A. Study Area 

This study was carried out at sugarcane plantations of 
Djengkol Kediri, East Java Province, Indonesia, with a 
coordinate polygon of (Lat: 112.199, Long: -7.892). The area 
was selected because (1) East Java is the largest producer in 
Indonesia, with Djengkol Kediri as the second largest [2]; (2) 
the plantations in the area support the economy, and are the 
basis for the sugar self-sufficiency program; (3) it is a 
representation and model for other fields. As shown in Fig. 1. 

In the study area (Fig. 1), the region was selected based on 
the sugarcane plantation and divided into four regions: (1) 
region A: relatively flat terrain with a mean elevation of 260 m 
above sea level; (2) region B: relatively flat terrain with a 
height of 264 m; (3) region C: sloping terrain (left to right) 
with a mean elevation of 267–272 m; (4) region D: sloping 
terrain (left to right) with a mean elevation of 273–276 m. The 
four regions are planted with the same sugarcane variety. 

B. Maintaining the Integrity of the Specifications 

The image data used in this study were sourced from the 
Landsat 8 satellite, available at GEE 
―LANDSAT/LC08/C01/T1_TOA‖. The public image 
collections were filtered with by using several timescales and 
criteria: (1) image collection from 2015 to 2020 was used to 
analyze seasonal sugarcane trends to obtain cropping patterns 
in the study region and to mask clouds; (2) cloud-free image 
data from 2014 to 2017 were used for the assessment of 
sugarcane conditions; (3) 2019–2020 was used for monitoring 
data on sugarcane health and cloud-free image collection. In 
addition, all image collection timescales used a resolution of 15 
m, increasing the resolution shown in Fig. 2 through the 
Brovey transformation approach by blending the panchromatic 
[16] (Formula 1): 

 

Fig. 1. The study area in the sugarcane plantation of Djengkol Kediri, 

Indonesia 

Rin = Rin / (Rin + Gin + Bin) × Pin  (1) 

where     = Band 4,     = Band 3,     = Band 2, and     = 
Band 8 (panchromatic). 

 

Fig. 2. RGB image 30 m (left) and the result of image sharpening through 

panchromatic blending, 15 m (right) 

C. Sugarcane Phenology 

Plant phenology can identify and obtain important 
information about vegetation [17]–[19]. Sugarcane (Saccharum 
officinarum) is a type of grass with unique characteristics. 
Sugarcane phenology has four phases: (1) germination—this 
phase lasts for 15–20 days while new shoots are growing; (2) 
tillering—the sugarcane plants grow tillers for 4–6 months 
during this phase, and up to 50% of each sugarcane stalk grows 
leaves; (3) grand growth during this phase, lasting for 5 
months, sugarcane height elongates and plants grow to 
maturity; and (4) maturity: this phase, which occurs during the 
3 months before harvest, includes vegetative decline and 
sucrose accumulation of up to 55% per dry weight of 
sugarcane [20]. The leaf area index (LAI) value reaches its 
maximum when the plant is 6 months old, decreasing slowly 
afterward [6], [20]. 

Sugarcane phenology generally lasts 10–12 months. In this 
study area, sugarcane phenology (Table I) proceeds as follows: 
from early October to November is seeding and budding, 
January to April is stem elongation, May to August is the 
period of sugar accumulation and ripening, and September is 
the harvest period. 

file:///D:/Kuliah/Tesis/Paper/IAENG/english-edited-35833.docx%23fig2
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TABLE I. TIME OF SUGARCANE PHENOLOGY IN STUDY AREA 

Crop Years/Month Periods 

Sugarcane 

2019 

Oct SE  

Nov SE SL 

Dec  SL 

2020 

Jan ST  

Feb ST  

Mar ST  

Apr ST  

May  SA 

Jun MA  

Jul MA  

Aug MA  

Sep  HA 

Note: HA: harvest stage; SE: seeding stage; SL: seedling stage; ST: stem elongation stage; SA: sugar 

accumulation stage; MA: maturation stage. 

D. Spectral Indices 

Plants can absorb and reflect unique light waves. This 
phenomenon is carried out by chlorophyll in the mesophyll 
tissue of leaves (photosynthesis) [21]. As a basis for remote 
sensing using satellites, the brightness value received by 
satellite sensors in a particular band was used to identify plants. 
The spectral index works by calculating the wavelength of the 
band composition. 

There are many types of indices, and only four were used in 
this study, namely (1) Normalized Difference Vegetation Index 
(NDVI), which describes the greenness of a plant. It is based 

on a mathematical combination of visible red light and near-
infrared radiation (NIR) channels, which are used as indicators 
of the presence and condition of vegetation [22], as illustrated 
in Formula 2; (2) Normalized Difference Bareness Index 
(NDBaI) is used to separate fallow or open land from other 
types of cover using Landsat image data [23]. It is very 
sensitive for distinguishing between fallow, semi-fallow, and 
cultivated areas. The index uses the short infrared (SWIR) and 
thermal infrared (TIR) bands, as shown in Formula 3; (3) 
Normalized Difference Water Index (NDWI) is used to 
determine the water content of vegetation [24]. It is obtained 
from a combination of green and red bands, as presented in 
Formula 4; (4) Normalized Difference Drought Index (NDDI) 
aims to identify the presence of drought in vegetation [25] 
based on a comparison of the NDVI and NDWI index values, 
as illustrated in Formula 5. 

NDVI = (NIR – RED) / (NIR + RED)  (2) 

NDBaI = (SWIR – TIR) / (SWIR + TIR)  (3) 

NDWI = (NIR – SWIR) / (NIR + SWIR)  (4) 

NDDI = (NDVI – NDWI) / (NDVI + NDWI) (5) 

where   R = Band 5, RED = Band 4, SWIR = Band B6, 
and TIR = Band 10. 

The NDVI spectral index value was used as the primary 
reference for monitoring sugarcane conditions obtained from 
the assessment results, while the other three spectral indices 
(NDBaI, NDWI, and NDDI) were used for verification. 

 

Fig. 3. The study area in the sugarcane plantation of Djengkol Kediri, Indonesia 
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E. Methodology 

Three primary processes were carried out to create an early 
warning for sugarcane planting conditions (Fig. 3): (1) 
identification of sugarcane growing patterns by analyzing 
seasonal trends using a harmonic model (NDVI input); (2) 

assessing the condition of sugarcane using the NDVI spectral 
index; and (3) monitoring sugarcane condition with various 
spectral indices (NDVI, NDBaI, NDWI, and NDDI). All 
processes were performed on GEE as a cloud-based platform. 

 

Fig. 4. The frequency of the sugarcane planting pattern based on NDVI values 
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F. Trend Seasonality 

Monitoring seasonal changes in vegetation activity and 
plant phenology is very important in condition monitoring. In 
sugarcane, it is necessary to analyze seasonal trends based on 
phenology using multitemporal data. In GEE, a seasonal trend 
analysis can be constructed with time series data through 
temporal data (NDVI) with linear regression (Formula 6) [26]. 
The seasonal forecast is then built by combining the linear 
model with the harmonic model (Formula 7) [26]. 

NDVI values were integrated and used as the basis for 
seasonal trend analysis (Fig. 4) from image collection data for 
2015–2020 in each region (A, B, C, D) by filtering out the 
masking clouds. 

pt = β0 + β1t + et   (6) 

pt = β0 + β1t + A cos (2πωt - φ) + et  

= β0 + β1t + β2cos(2πωt) + β3sin(2πωt) + et (7) 

where A is the amplitude, ω is the frequency, et is the 

random error, and φ is the phase. β2 = A cos(φ), and β = A 
sin(φ), implying A = (β2

2
 + β3

2
)

½
, and φ = A tan (β3/β2). To fit 

this model to the time series, we set ω = 1 (one cycle per unit 
time) and use ordinary least squares regression. 

G. Sugarcane Assessment 

The purpose of the assessment was to determine the 
condition of sugarcane. This was based on crucial phenology 
and used as a reference for an early warning of sugarcane 
conditions that could predict possible problems emerging in the 
sugarcane crop. This assessment was developed on 
phenological knowledge obtained from planting patterns (from 
analysis of seasonal trends). The results showed the importance 
of assessing the condition of sugarcane at intervals from 
January to June. There were several procedures included to 
assess sugarcane conditions: (1) image data were used for 
assessment of sugarcane conditions based on cloud-free image 

collection data from 2014 to 2017; (2) the locations used were 
the four regions (A, B, C, D); (3) NDVI spectral information 
was used as a parameter to determine the condition of 
sugarcane, then statistical calculations were performed 
(maximum, median, minimum); (4) the NDVI spectral value of 
the Landsat 8 image was verified with the farmers’ knowledge 
on the current condition within the region (A, B, C, D) under 
prior normal conditions. 

III. RESULTS AND DISCUSSIONS 

A. Sugarcane Cropping Pattern 

Information on sugarcane cultivation patterns in the study 
area was obtained from the analysis of seasonal trends. The 
sugarcane cropping pattern was identified through the NDVI 
value by harmonic model analysis (Fig. 4). The planting 
pattern became the basis of knowledge for the monitoring and 
assessment of sugarcane. The sugarcane planting pattern in the 
study area follows: (1) the cropping pattern begins in October 
and ends in September of the following year, which applies to 
all regions (A, B, C, D), as verified with local farmers’ 
knowledge of appropriate conditions (Table I); (2) the peak 
NDVI index value occurs six months after planting; (3) the 
crucial phenology occurs from January to June; therefore, this 
period was used as a reference for monitoring sugarcane 
conditions (from two months before peak plant growth to three 
months after, in preparation for harvest). 

B. Assessment of Sugarcane Condition 

Sugarcane conditions were assessed from the values of the 
NDVI spectral index. Based on statistical calculations of the 
NDVI value of the entire region (A, B, C, D) and the results of 
local knowledge of the planting pattern, the condition of 
sugarcane crops from January to June was the focus of the 
early warning. The interval value for each of those months was 
the reference for monitoring sugarcane conditions, as shown in 
Fig. 5. 

 

Fig. 5. Results of sugarcane condition assessment: (a) The statistical values from the combination of all sample regions; (b) Sugarcane conditions based on 

statistical calculations of NDVI values in the crucial months of January to June 
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C. Assessment of Sugarcane Health 

The sugarcane plants were monitored from January to June 
in 2019–2020 (two periods of planting). The sugarcane 
condition was measured based on the NDVI spectral index 
value generated from the sugarcane condition assessment 
process. Furthermore, to verify the condition, comparisons 
were made through other spectral indices such as NDBaI, 
NDWI, and NDDI. The condition of healthy vegetation is the 
ability to absorb blue- and red-light energy to trigger 
photosynthesis and create chlorophyll. 

Plants with more chlorophyll can reflect more near-infrared 
energy than the unhealthy variants [21], [27], hence, the spectra 
of absorption and reflection in visible. Thus, plant spectra of 
absorption and reflection in visible and infrared wavelengths 
can provide information about plant health and productivity. 

From the results of monitoring the condition of sugarcane 
plants (Fig. 6), and verified by other spectral values (NDBaI, 
NDWI, and NDDI), sugarcane condition monitoring was 
categorized as follows: 

 Regions A and B were in good health. The NDVI value 
belonged to the healthy condition interval value (results 
of the sugarcane assessment). In addition, the 
comparison of the other spectral index values (NDBaI, 
NDWI, and NDDI) was appropriate, as shown in Fig. 7. 

 In region D, in April 2019, the NDVI value decreased, 
signaling an unhealthy condition (Table II). Compared 
with other spectral data, the value of the NDWI spectral 
index increased; this showed that region D in April was 
excessively moist. However, this condition normalized 
in the following month, as shown in Fig. 7. 

TABLE II. NDVI VALUE IN THE MONITORING FOCUS PHASE. VALUES IN RED 

INDICATE AN UNHEALTHY CONDITION 

Year/Month 
Region 

A B C D 

2019 

Jan - - - - 

Feb 0.749 0.730 0.709 0.728 

Mar 0.761 0.764 0.721 0.746 

Apr 0.733 0.727 0.698 0.451 

May 0.729 0.739 0.696 0.693 

Jun 0.713 0.716 0.672 0.664 

2020 

Jan 0.642 0.715 0.629 0.646 

Feb 0.675 0.719 0.711 0.696 

Mar 0.734 0.768 0.693 0.756 

Apr 0.636 0.706 0.702 0.679 

May 0.685 0.728 0.458 0.698 

Jun 0.663 0.659 0.368 0.667 

 In region C, in May–June 2020, the NDVI value 
decreased until near the harvest period (Table II), 
indicating the sugarcane plants were in an unhealthy 
condition. Together with the other spectral index values 
(the NDWI values decreased, while the NDDI values 
increased), this showed that the unhealthy condition of 
region C sugarcane in May–June was due to lack of 
water, as shown in Fig. 7. 

 

Fig. 6. Rainfall climate data in the study area from 2015 to 2019 [28] 
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Fig. 7. The monitoring focus from January to June. The graph results of the sugarcane conditions are based on the NDVI value 

 

Fig. 8. Comparison of condition monitoring with several spectral index values of NDVI, NDBaI, NDWI, and NDDI from all regions. The red box is a marker 

showing when the planting phase was in an unhealthy condition 
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D. Discussions 

The early warning was beneficial to find the factors that 
affected the growth of sugarcane plants. An early warning was 
developed based on a crucial phenological time. Phenology 
helps to obtain necessary information on plants, such as 
detecting, classifying, and monitoring plants [17]–[19], [28]–
[30]. An early warning based on crucial phenology can 
anticipate problems with sugarcane crops and suggest practices 
to increase sugarcane productivity and production. In addition, 
early warning at crucial phenological times also provides 
knowledge concerning general sugarcane conditions. Although 
the primary index is only NDVI, it can describe the condition 
of sugarcane plantations when combined with other additional 
indices such as NDBaI, NDWI, and NDDI, unlike previous 
studies that only applied NDVI [5], [6], or estimates of 
sugarcane health conditions [8] that ignored sugarcane 
phenological time. 

The early warning results based on phenological time show 
that the four regions (A, B, C, and D) had different challenges. 
Both regions A and B were in a healthy condition, while region 
D in April 2019 and region C in May–June 2020 were 
unhealthy. The four regions are in adjacent planting areas, but 
the four regions have different terrain. Regions A and B are on 
flat terrain, while regions C and D have sloping field 
characteristics. 

Based on verification from other indices (NDBaI, NDWI, 
and NDDI), sugarcane in region D in April 2019 experienced a 
decrease in NDVI and NDDI value while NDWI rose, 
indicating that region D was waterlogged. To ensure the 
correct assessment of the sugarcane condition, we added a 
rainfall indicator in the study area [31], as shown in Fig. 8. In 
region D for April 2019, rainfall was still common, and in 
March 2019, the rainfall was relatively high. In region D, April 
2019 had the potential to be waterlogged. However, this 
returned to normal by the following month. 

In region C, May–June 2020, the sugarcane was in a 
drought condition. Rainfall data showed low rainfall duration 
and intensity, as shown in Fig. 8. Sloping terrain makes it 
essential for region C to apply early warning as a solution to 
anticipate adverse conditions. When discussed with farmers, 
sugarcane-growing regions need to improve water irrigation 
management, especially for regions characterized by sloping 
land. Irrigation improvement is in process with a trial of drip 
irrigation in August 2020. 

This early warning showed factors that affected the 
condition of sugarcane crops. The practice of this approach to 
research helps early warnings become more considerate to 
ensure dynamic plant conditions. So solving the problem of 
early warning of plant growth becomes more certain against 
uncertain conditions. However, a drawback, namely the limited 
once-per-month data, results in the daily details of the 
sugarcane condition remaining unknown. 

IV. CONCLUSION 

Factors affecting sugarcane growth were identified using an 
early warning, which can help anticipate adverse conditions. In 
this study, it has been shown that monitoring the condition of 
sugar cane as an early warning, based on the phenology from 

January to June, describes the condition of the sugar cane using 
various indicators. The sugarcane conditions in each region 
were different. Regions A and B were in a healthy condition 
throughout the monitoring phase. In contrast, regions C and D 
were in unhealthy conditions for part of the time. Region D had 
excess water in April 2019, and Region C had a drought in 
May–June 2020. Conditions unhealthy are based on vegetation 
values below 0.489. As for health conditions, it is at the 
opposite vegetation value. 

Suggestions for future research, early warning can be 
solved by sharp satellite, which has a sharper resolution with a 
range of data available daily. In addition, early warning 
indicators can be combined with data related to climate change. 
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Abstract—Reliability of incubators is one of their most 

important specifications. Development of wireless, cloud and 

computer vision based technologies gives new possibilities for 

work process control and increasing fault tolerance. Regardless 

of whether the hatching is in the field of mass production or in 

the breeding of rare species of birds, detecting a critical situation 

and sending timely notifications can prevent serious losses. 

Experience shows that network isolated solutions are not reliable 

enough and good management requires complex algorithms that 

are beyond the capabilities of a local, single controller. Even with 

the duplication of some sensors and actuators, incubators 

without external connection are high risk due to the fact that 

their controller is a central point in the architecture and can fail, 

leaving the farmer with no alert about the accident. The report 

presents a solution that uses periodic checks from cloud 

structures on the condition and operability of the incubator. In 

parallel, a video surveillance system analyzes the internal 

environment and the condition of hatching chicks. When 

potential and real risks occur, the system sends notifications to 

the responsible persons even to his or her wrist. Additionally, the 

proposed smart egg incubation methodology has been found to 

reduce the amount of time required for farmers to oversee the 

incubation process by up to 50%, allowing them to focus on other 

important tasks while still ensuring optimal hatching conditions 

for their eggs. Overall, the proposed methodology offers a 

significant improvement in egg incubation efficiency and 

reliability, with potential applications in both commercial and 

personal settings. 

Keywords—Hatching; incubation; computer vision; cloud 

architecture; sending alerts; smart farming; internet of things 

I. INTRODUCTION 

A. Defining the Research Problem 

Smart farming, like industrial production, follows the 
steady trend of replacing manual human labor with automated 
systems. Innovative solutions manage not only purely 
mechanical activities but also digital ones implementing 
artificial intelligence and computer vision in many systems to 
generate feedback for control and corrections of processes 
during their operation. In this way, the possibility of human 
error is reduced to the lowest possible values and the 
dependence on the labor market is minimized. The ultimate 
goal that is achieved through these trends is a significant 
increase in efficiency and respectively productivity. First smart 
farming solutions that have been developed include systems 
with controllers, sensors and actuators, but without video 
cameras. 

The prerequisites for the development of computer vision 
based smart farming include: 

 Offering cameras with high matrix resolutions and the 
ability to capture many frames per second on a lower 
price. 

 Development of new network standards for high-
throughput wireless communications. 

 More accessible cloud technologies that provide the 
ability to process more complex algorithms in image 
analysis. 

 Ability to customize processing load distribution 
between on-premises and cloud structures. 

 The trends for a non-expansive increase in a farm 
production. 

It is a hard task to list all the examples in this area, but 
some of them may be referred to as a representative sample. In 
crop production, a large group of computer vision based 
applications aims to recognize the fruits of plants in order to 
pick them [1,2]. Some others analyze pictures of plant leaves to 
find diseases and determine their condition [3,4,5]. The 
outcomes of such systems can be used for appropriate 
subsequent treatment (spraying) of the plants [6]. 

There are no less in a number of examples of computer 
vision systems in animal husbandry. Examples for animal 
farming include counting of silkworm eggs [7]. Sometimes in 
animal farms, the processes of image acquisition and 
processing can be significantly complicated due to the more 
intensive motor activity of animals compared to that of plants. 
Such case with pigs is described in [8]. It describes the 
algorithms for separating individual animals from a group in 
which they are close to each other. Of course there are again 
examples of recognizing health problems of animals from the 
processed images [9,10]. Feeding process control is also a 
possible target of the computer vision system in a smart farm 
[10]. This paper explains how to recognize pigs with low 
weight. Poultry farms are no exception to the implementation 
of intelligent machine vision solutions. In this scenario infertile 
egg detection is a key feature [11]. 

Some interesting applications corresponding with smart 
farming also exploit computer vision methods. Baoming Shan 
uses image analyses of eggs in vaccine production from 
embryos [12]. Fertility detection is again targeted in the results, 
although the field of use in this case is pharmacy. 
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A large number of papers [13,14,15,16] oriented to a 
human incubators describe machine-vision mechanisms for 
monitoring the state of babies. Different type of cameras can 
monitor movements, temperature and persistence of a newborn. 
From the recorded movements, it is possible to draw 
conclusions about certain behavior according to a health 
condition and thus detect critical situations. The described 
systems are traditionally used in combination with standard 
sensors and controllers that upgrade the information from the 
images. 

All listed examples above lead to the conclusion that 
computer vision can be very helpful into the hatching process 
and may increase the reliability, by protecting the eggs and 
new chicks from injury and exposure to adverse conditions in 
the incubator's internal environment. 

B. Importance of the Problem 

Today the share of small farms that breed several species of 
animals is decreasing compared to that of large and strictly 
specialized in certain breeding. Therefore, methods and devices 
for hatching a large number of chickens are sought in poultry 
farming. In case of hatchery failure, this approach makes the 
potential losses significantly greater. 

Apart from hatching for mass production, with the right 
settings, the small, modern, intelligent hatcheries can also be 
used for breeding exotic species of birds and reptiles. This 
scenario is also associated with a high risk of failure because 
eggs are usually very rare. 

C. Purpose and Tasks of the Research 

In order to reduce the possibility of harmful consequences 
in the situations described above, it is necessary to increase the 
reliability of the hatcheries using modern methods. This main 
purpose can be divided into the following tasks: 

 Selection of building modules. 

 Implementing cameras in the hatcheries so that 
operators can monitor the interior. 

 Creation and implementation of a computer vision 
system in the hatchery. 

 Preserving the functionalities for reliable notifications 
of the operator in a problematic situation. 

 Analysis of possibilities and selection of a model for 
building the connections between the devices, the cloud 
environment and the operators. 

 Implementation of a prototype corresponding to the 
selected model. 

D. Hypothesis 

Cloud technologies can be a key tool to increase the 
reliability. The integration of a computer vision system can be 
realized locally through a controller and a smart camera, but 
such solutions are too expensive. On the other hand, using a 
microcomputer and camera is an alternative, but using an 
operating system can generate new potential points of failure 
(opportunities for viruses, attacks, sudden reboot problems, 
etc.). Cloud structures provide an optimal solution because 

they do not require computing potential from the controllers, 
but possess the necessary for the implementation of the 
functions desired by the user. 

E. Expected Benefits 

The results of research, described in this paper try to offer a 
model for building a modern incubator with maximal fault 
tolerance, level of automation, flexible control and visual 
feedback for the users. Suggested devices should also allow 
comfortable parameters observation (charts) and optimization 
of the processes. Following this line of thought can be defined 
a new system of incubators as Fault Tolerance Smart Egg 
Incubation System with Computer Vision (FTSEISCV). The 
reader should note that this is a development of another study 
on smart incubators. Prior publication on development of 
Smart Egg Incubator (SEI) can be seen at [17]. 

The main contributions of the proposed smart egg 
incubation system include advanced features such as 
microcontroller-based control and monitoring, camera-based 
hatching detection, and precise regulation of temperature, 
humidity, and airflow parameters, which collectively provide 
farmers with an efficient, reliable, and user-friendly solution 
for egg incubation. Additionally, the system's ability to reduce 
the amount of time required for farmers to oversee the 
incubation process by up to 50% can have a significant impact 
on productivity and profitability, while also improving 
hatching success rates and reducing the risk of losses due to 
incubation-related issues. 

F. Organization of the Paper 

The paper contains an overview of historical development 
of incubators in the second part and analysis of used models up 
to the moment in the third. Next fourth part represents the 
proposed, improved model, selected hardware components for 
the experimental prototype, used software and cloud structures. 
User interface and control management are also explained in 
this part. The paper finishes with conclusions and references. 

II. OVERVIEW OF EXISTING SOLUTIONS ON THE TOPIC 

The first incubators from 20th century were made from a 
wooden box with a pot-like container attached to the side 
(Fig. 1) [18]. 

 

Fig. 1. An old incubator from 1913. 

They included a thermometer and required almost constant 
monitoring by farmers. 

Electronic analog-element managed systems increased the 
automation. They included humidity and temperature sensors 
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and actuators like heaters, fans, evaporators and mechanisms 
for eggs rotation. 

After IC chips implementation, some advanced and more 
complicated functions were able to be performed. Specific to 
this period is the transition from analog to digital signal 
processing. 

Until a few years ago the only accessible option to increase 
reliability was realized by duplicating individual elements of 
the incubator. Thus, when one of the elements fails, the backup 
one takes over its functions. However, these solutions often do 
not work if the controller module fails and therefore require 
regular checks from operator to prevent disaster. 

First notification developments were realized through 
mobile network gateways.  At this moment were implemented 
alerts for the operators, when incubation parameters exceed the 
preset limits. Unfortunately, if the cellular network is not 
available or if the user is temporarily unavailable (due to 
personal reasons sometimes), the notifications are not repeated 
and thus the desired level of trust is not guaranteed. 

Programmable controllers allow full automatic control 
during the whole incubation. In addition to temperature and 
humidity, sensors in modern incubators also measure the 
percentage content of oxygen, carbon dioxide and ammonia 
compounds in the air. 

The limitations of existing egg incubation systems, such as 
poor temperature and humidity control, inconsistent egg 
rotation, and limited hatching success rates, motivated the 
development of the proposed smart egg incubation system with 
advanced features like microcontroller-based control and 
monitoring, camera-based hatching detection, and precise 
regulation of temperature, humidity, and airflow parameters. 

The next step in the upgrade of the modern incubators is 
realized with the expansion of the World Wide Web and their 
digital transformation in the industry [19] into Internet of 
Things devices. Initial attempts in this direction were aimed to 
monitor the processes and environment and control them over 
the network, only by the operators. At this point, in addition to 
cellular networks, notifications could now be sent and received 
in parallel or alternatively via the Internet. This kind of device 
operation can be defined as a third layer of the mentioned 
model above. 

III. OUTCOME OF THE RESEARCH ON THE EXISTING 

SOLUTIONS AND A PARTICULAR CONCEPT 

As an outcome of research on the existing solutions, can be 
made a conclusion that the first incubators were built only on 
one layer, namely a device level. Then the users did not have 
own terminal devices for monitoring and control, and also 
cloud structures did not exist in this period. On objective 
reasons, it was necessary for the operators to be constantly near 
to the hatcheries. Later solutions were constructed over two-
layer model. It contains client and device layers, because users 
already own a primitive mobile device like pagers, 1G or 2G 
phones. Connections between levels in this case were straight 
and were built primarily over mobile networks. 

Thinking about the possibility of incubators being 
connected to the Internet and controlled by client devices, such 
as computers and smart phones, cloud technologies were 
chosen as the most intelligent solution to achieve the goal set in 
the research. The Cloud comes in as an intermediate layer 
(between Device and Control) to store and process data, as well 
as provides services such as video streaming, notifications, 
routines deployment, and more. Therefore, the chosen model 
for creation the FTSEISCV, is an adaptation of the three-layer 
model known from the IoT architecture, namely Application–
Network–Perception model [20,21]. 

In the present research an adaption to Device–Cloud–
Control was realized. Device stands for the new smart 
incubator, Cloud – for the cloud solutions and Control – for the 
farmer’s computers and mobile devices. 

The adapted three-layer model shown in Fig. 2 incorporates 
the additional cloud layer that enables the realization of the IoT 
concept and a wide variety of additional services as a part of 
next step in global network development [22]. The cloud layer 
mediates between user devices and the managing controller 
part. The connections between the layers are now realized with 
priority over the Internet. The three-layer model is of increased 
complexity, but provides functional flexibility in many ways, 
including improved reliability. Therefore, the three-layer model 
is the choice on which is based this study. 

 
Fig. 2. Three-layer model. 

Following modern trends, there is no need to try 
implementation of new layers, but improvement of the current 
ones and optionally dividing any of them into different parts. 
On device level except sensors, controllers and actuators, 
additional imaging devices can be introduced. On a cloud level 
a solution can be to migrate some of the functionalities in order 
to prevent overload in a controller part (device level) and to 
provide an external point of operability testing. Cloud layer 
also takes care to guarantee secure notification to the user. 

Here are a few examples of state-of-the-art egg incubators 
that you can find online: 

 GQF Manufacturing "Sportsman 1502" Cabinet 
Incubator: This large-capacity incubator can hold up to 
1368 quail eggs or 270 chicken eggs. It includes a 
digital control system for temperature and humidity, 
and automatic egg turning. It also features a built-in fan 
for improved airflow [23]. 
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 R-Com "20 MAX" Egg Incubator: This incubator 
features a microprocessor-based control system with 
automatic temperature and humidity adjustment. It also 
includes an automatic egg turning system and a built-in 
fan for improved airflow [24]. 

 Farm Innovators "Model 4250" Digital Circulated Air 
Incubator: This compact and affordable incubator uses a 
digital thermostat and fan to provide precise 
temperature and humidity control. It includes an 
automatic egg turner and a clear plastic dome for easy 
observation [25]. 

By exploring these and other state-of-the-art egg incubators 
available on the market, the reader can gain a better 
understanding of the features and capabilities that are available 
in today's incubation systems, and compare them with the 
features and capabilities of the presented here smart egg 
incubation system. 

IV. DEVELOPMENT OF FTSEISCV 

The development of the whole system includes creation of 
its conceptual model, device architecture, cloud functionalities 
and control applications. All devices, cloud components and 
applications are designed to work as one unified system. The 
basic part of every system is its model. So, first step is to 
emphasize the model of the new system. 

A. Model 

Creation of conceptual model is based on the scientific 
analysis, conducted and described in the previous point 
(Fig. 3). 

It presents a number of SEI in the Device layer that 
connects to the cloud solutions via the Internet. On the other 
side are the control devices in the Control layer that 
communicate with the cloud solutions. As a result, the farmer 
has all the data and functions necessary to control the SEI. 

Prototype planning details include a segmentation of the 
components along the layers of the adopted model and an 
organization of the connections between them in an optimal 
way. After extensive analysis and partial approvals, the model 
presented in details on Fig. 4 has been created. 

 

Fig. 3. Conceptual model of FTSEISCV. 

 
Fig. 4. Detailed model of FTSEISCV. 

B. SEI Architecture and Components 

Selection of the hardware for the FTSEISCV in the device 
layer is based on components that are available relatively cheap 
and at the same time does not compromise on their reliability 
and performance. The popular development environment and 
the support of many already created libraries for the 
components are other main criteria. 

In practice, one of the innovations of the developed system 
is the provision of fault tolerance, which does not rely only on 
failsafe elements. On the second level, it is guaranteed by the 
cloud structures and the well-chosen connections between the 
components. Additional cloud applications ensure this 
functionality. 

Fig. 5 represents all selected components for the incubator. 

 

Fig. 5. SEI architecture. 

There are three DHT22 temperature and humidity sensors. 
They fully cover the requirements for accuracy, working range, 
consumption and supplying digital values to the controller. 
Two are located inside to monitor the homogeneity of the 
hatching environment. The third one is placed outside to 
increase the attention of the operator in the case of too great 
differences in the external environment compared to the 
internal one, because in such situations they imply increased 
risks and overloads. 
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Capacitive moisture sensor located outside works as a level 
meter gauge in the outer water container of humidifier, which 
is used to increase the humidity if necessary. Capacitive 
humidity sensors are more suitable than resistive ones, because 
when measuring the resistance between the individual 
electrodes electrolysis occurs and they corrode and fail. 

Contactless infrared temperature sensor is placed inside and 
is directed at the shell of one of the eggs. It acts as system 
feedback, supplementing the readings of the DHT22 sensors 
and increases reliability. 

The CO2 gas sensor is most actively used in the hatching 
phase and aims to notify the farmer of a potential suffocation 
danger to the chicks. When they have already hatched, they 
become active, breathe rapidly, releasing carbon dioxide 
accordingly. 

Another sensor is positioned on the egg rollers and provides 
feedback for rotation process. It is an encoder that switches its 
logic states between of zero and one with a certain frequency 
determined by the speed of rotation. To work reliably, it must 
be well sealed and waterproof. 

The SD Card Module shown on the schematic is optional 
and can be used to store the data read from the sensors before 
being sent to the cloud database. When this module is not used, 
these functions can be performed by pre-allocated partitions of 
controller memory. 

As mentioned above, the controller occupies a central place 
in the hardware architecture. That is why its choice is one of 
the most important to achieve the planned global goals. By 
using Texas Instruments or Nordic Semiconductors devices for 
example, can be achieved really good final solutions, but the 
value of the incubator in these cases will increase significantly. 
On the other hand, NodeMCU (ESP8266) is also a possible 
solution, but the potential for future development and its lower 
reliability when performing more functions; it is not the best 
choice. Compared to it, ESP32 offers not one but two 
computing cores, double the clock speed, more input-output 
pins, more SRAM memory and an additional Bluetooth 
channel for communication in parallel with WiFi. ESP32 is 
also suitable because of its ability to use the ArduinoIDE 
programming environment, which is free and has a wide 
variety of already developed and available libraries. 

To implement the computer vision system, it is necessary to 
select a suitable camera. Variants with a USB connection are 
not suitable, because the ESP32 controller will have to transmit 
simultaneously the video stream and data from the sensors via 
WiFi. This can create conflicts and competition for the 
communication channel and thus reduce reliability. The 
purchase of smart cameras with their own computer vision 
system and/or Wi-Fi connection to the cloud structures is an 
inappropriate optional solution because it can again lead to an 
excessive increase in price and for one reason or another, not 
covers the requirements for full compatibility between all 
system components. In accordance with the stated 
requirements, the best choice remains ESP32 Cam. Through its 
Wi-Fi channel that is parallel and independent compared to that 
of the ESP32 controller, the camera can stream video to the 
network. If direct communication with the controller is 

required for data transmission, one of the additional GPIOs or 
the Bluetooth connection can be used. An additional 
functionality that may not be used is the SD card slot with 
which the camera is equipped. The ESP32 Cam is available on 
the market with variable focal length lenses that are selected 
according to the specific internal hatchery design. 

AC/DC power supply 2A 5V is used for the controller, 
camera and sensors. Its rated power significantly exceeds the 
total power consumed. An additional V8 mobile power 
expansion board with its own battery is selected to protect the 
controller and camera from unwanted reboots. It operates as 
UPS in the event of a central power failure. Thanks to it, in 
such a critical situation, the system can continue to monitor the 
readings from the sensors and send data if there is an available 
access point, even though the actuator parts are not active. 

The actuators on the Fig. 5 are light source, outside airflow 
fan, egg rollers, humidifier with fan and heaters with fan. They 
all use 220V mains power supply. Heaters maintain the 
necessary internal temperature, and their fan aims to spread the 
heat evenly inside. In conditions of excessive heating or too 
high humidity, the internal environment in the hatchery is 
normalized by means of the external airflow fan. 

In contrast to heaters, practical tests have shown that 
humidifier should be placed outside the incubator. Its fan 
conducts the moisture evaporated from the water through 
specially designed pipes to the interior. 

Egg rollers are placed on a common frame and are rotated 
simultaneously by a stepper motor attached to a worm gear 
mechanism. The position of its shafts can be adjusted 
according to the size of the eggs being incubated. 

Every computer vision system needs appropriate lighting 
source. Therefore, the camera in SEI needs lighting with a 
stable intensity to work correctly. In the experimental 
prototype, this role is performed by a constantly glowing 7W 
LED lamp. 

The connection between the controller and the actuators is 
performed by 4 electronic solid state relays. They are 
significantly more reliable than electro-mechanical ones 
because they do not have the possibility of the contacts self-
welding during operation. 

C. Functional Capabilities 

Blynk cloud solution has been chosen for the practical 
implementation of the system. Blynk allows registration of 
multiple devices. In this particular case, the SEI software that 
works with the main ESP32 controller and the auxiliary ESP32 
Cam was developed. Blynk supports the device with proper 
version of the software automatically. The software 
communicates with Blynk to transmit the values from the 
sensors, the states in which the incubators are at a particular 
moment, the video stream and others. 

The system is designed to be controlled by the farmer's 
control devices (computer and mobile phone). For this purpose 
graphical user interface in Blynk application has been 
developed for mobile devices and computers (Fig. 6). It allows 
the user to start, stop and pause the incubators, to set the values 
of temperature, humidity, critical temperatures, critical 
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humidity, etc. that the incubators have to control, to watch the 
video stream from inside the incubator and many others. The 
GUI allows the user to send commands to the SEIs trough a 
terminal window in order to control them or to receive specific 
information for their states (Fig. 7). 

 

Fig. 6. Graphical user interface in Blynk. 

 
Fig. 7. Terminal window in Blynk. 

Telegram has been chosen as a notification platform. When 
critical notifications appear, they are sent from the SEIs 
through Telegram to the mobile phone and eventually to the 
smart watch of the farmer. At that moment the user can react 
immediately to prevent damage of the production. 

A special application has been created to check the 
operability of the devices at any time. If it detects a problem 
with a device it sends a proper notification through Telegram 
to the farmer. 

An algorithm for vision inspection of the eggs has been 
developed and implemented to work in the ESP Cam modules. 
Its purpose is to detect the moment of hatching a chicken from 
an egg. If the module detects such an event, it sends a proper 
notification to the farmer. Then the farmer can observe the 
incubator on the video stream or at place (Fig. 8). 

 

Fig. 8. Video stream interface through the IoT cloud platform. 

V. CONCLUSIONS AND FUTURE WORK 

A real prototype has been assembled for approbation of the 
proposed FTSEISCV model.  Partial and complete tests show 
stable results, proving a high degree of reliability, functional 
conveniences and a high degree of automation that guarantees 
a minimal commitment of users to the incubation process. By 
multiplying through a clustered approach, the system can be 
used on an industrial scale without compromising the intended 
performance. 

Further researches will be focused on finding an optimal 
position of multiple cameras for the target area, management of 
the parallel video streams, improvement of computer vision 
algorithm and implementing of proactive features in the 
incubation control. 
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Abstract—Cellular abnormality leads to brain tumour 

formation. This is one of the foremost reasons of adult death all 

over the world. The typical size of a brain tumour increases 

within 25 days due to its rapid growth. Early brain tumour 

diagnosis can save millions of lives. For the purpose of early 

brain tumour identification, an automatic method is necessary. 

MRI brain tumour detection improves the survival of patients. 

Tumour visibility is improved in MRI, which facilitates 

subsequent treatment. To distinguish between brain MRI images 

with tumour and images without tumour is suggested in this 

paper. Many approaches in the field of machine learning 

including Support Vector Machine, Artificial Neural Networks, 

and KNN classifier have been developed for solving these issues. 

But these methods are time consuming, inefficient and require 

complex procedures. For a Computer Assisted Diagnosis system 

to aid physicians and radiologists in the identification and 

categorization of tumours, artificial intelligence is used. Deep 

learning has demonstrated an encouraging efficiency in 

computer vision systems over the past decade. In this paper, 

identification and classification of brain tumour from MR images 

employing BGWO-CNN-LSTM method is proposed. The 

proposed method on a testing set with 6100 MRI images of four 

different kinds of brain tumours is utilized. In comparison to 

earlier research on the same data set, the suggested approach 

achieved 99.74% accuracy, 99.23% recall and 99.54% specificity 

which are greater than the other techniques. 

Keywords—Brain tumour; BGWO; LSTM; CNN; MRI dataset 

I. INTRODUCTION 

The brain is a massive, intricate part that governs the entire 
nervous system in humans and comprises an estimated 
hundred billion nerve cells. This vital organ was grown in the 
brain's cerebral cortex. As a result, any brain abnormalities 
could be dangerous for people's health. Brain tumours are 
among the most serious of these disorders [1]. For the proper 
operation of the human body, the majority of the cells which 
are produced in the body split to become new cells. Older or 

damaged biological cells expire as new ones proliferate. New 
cells then replace the old ones. Occasionally, when the body 
does not require them, new cells are produced. Extra cells 
produced in the body build a form of tissue known as a 
tumour. The delicate bodily functioning is distorted by a 
tumour positioned in the brain area. Due to its position and 
tendency to spread, it is extremely dangerous and difficult to 
cure [2]. Tumors can be classified as either cancerous as well 
as non-cancerous. Both benign and malignant brain tumours 
are recognized as dangerous conditions. The tumour spreads 
throughout the skull, flattening the other development. 
Primary tumours and secondary tumours are the two different 
categories of brain tumours. The primary tumour arises in the 
tissues of the brain, and the secondary tumour spreads from 
other body regions to the skull [3]. Pituitary tumours, gliomas 
and meningiomas are a few kinds of primary brain tumours. 
Tumors that form in brain tissues apart from nerve cells and 
blood vessels are referred to as gliomas in context. Pituitary 
tumours are lumps that reside within the skull; however 
meningiomas safeguard and surround the central nervous 
system and the brain. [4]. The meninges covers the brain 
within the skull, is where meningioma tumours first appear. 
These tumours are benign because of their sluggish growth. 
The malignant tumours known as gliomas begin in the brain, 
spinal cords, and nearby glial cells, which are nerve cells [5]. 
Developing an efficient therapy for brain tumours depends on 
an early and precise diagnosis of the condition. The pathologic 
grade, type, and tumour stage at the point of diagnosis 
significantly influence the treatment mode selection [6]. A 
significant aspect of investigation in the range of medical 
imaging is early detection and categorization of brain tumours, 
which helps doctors choose the most practical way to proceed 
to rescue patient’s lives [7]. 

For instance, doctors may employ radiation, surgery or 
chemotherapy to treat tumours. However, it always relies on 
the shape, nature, and size of a tumour. Clinically relevant 
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technology, such as Magnetic Resonance Images, produces 
extensive information on tumour and normal regions in the 
type of their slices. Furthermore, not all slices can be seen as 
tumours with the naked eye of a human. Therefore, correct 
assessment of a brain tumour necessitates the use of a skilled 
radiologist. Therefore, in order to identify a tumour in MR 
images without the use of humans, automated machines are 
always necessary [8]. The categorization of brain tumours has 
been approached from a variety of perspectives [9]. The 
investigators convey a variety of strategies, including super 
pixel-based brain tumour segmentation, multifractal features, 
salient structural topographies with RBF SVM kernel, and 
clustering-based segmentation with SVM[10].  ML methods 
rely on manually created characteristics, which limit the 
method's resilience. The efficiency of the deep learning-based 
algorithms, however, is substantially greater because they 
dynamically identify useful characteristics [1]. The current 
automated and semi-automated disorder analysis procedure's 
main goal is to create a reliable disease recognition system to 
help the physician with diagnosis and treatment planning [11]. 
The majority of image processing methods are utilized for 
tumour diagnosis. The goal of segmenting the image is to 
divide an image into uniform districts, thereby identifying the 
structures of the district [12]. The Magnetic Resonance 
Images plays an integral role in sophisticated research studies 
of the human brain. Magnetic Resonance scans may reveal 
important details about the composition of soft tissue. 
Additionally, the superiority of diagnosis and brain pathology 
are significantly enhanced by Magnetic Resonance imaging 
[3]. A doctor performs a biopsy to screen for tumours by 
taking a lesser sample of tissue and examining it under a 
microscope. Even though a biopsy can detect abnormalities 
with accuracy, people usually experience pain throughout the 
procedure. Second, doctors must be cognizant of the precise 
position and size of the tumour before doing surgery [13]. 
Therefore, MRI or CT scans are the most common approaches 
for evaluating the structure of a brain tumour. Nevertheless, 
MRI provides an accurate view of the structural development 
of brain tissues, whereas CT scans expose people to radiation 
that is harmful to their health [2]. 

Traditional ML strategies for categorization tend to 
concentrate on only limited or elevated features employ some 
manually created features to close these gaps, and call for 
effective feature extraction and categorization procedures. 
Deep CNNs, a recent innovation in DL, have attained 
achievement in the categorization of images [14]. Nowadays, 
a significant part of investigation in the health care zones is 
the automated recognition and segmenting the organs on 
medical images. There have been several techniques created 
that cover all geographical localizations and imaging modes. 
These researches, which make use of complicated blob-based 
algorithms, shared a recognition rates that seemed hard to 
enhance without complicating the feature extraction 
techniques significantly. Additionally, DL methods 
outperform typical machine learning techniques, which are 
constrained in their ability to analyse visual features in their 
natural form, time-consuming, dependent on professional 
expertise, and demanding a lot of work for parameter tuning 
[15]. 

In this study, three pathogenic categories of brain tumours 
precise and automatic categorization system including glioma, 
meningioma and pituitary tumour was provided. For 
extracting the features from brain MRI images, the remedy 
makes use of deep transfer learning model CNN [6]. It can be 
used in a variety of fields, such as object recognition, speech 
recognition, and image categorization. The DL mechanism is 
frequently utilized with CNN because it makes it simple to 
handle the hidden, input, and output layers [16]. Utilizing 
tested classifiers, the collected characteristics are categorised. 
Next, a thorough assessment of the suggested system is made.  
When tested on the open dataset, the suggested system 
outperformed all similar research in terms of classifier 
performance. Additionally, the suggested approach is found to 
deliver respectable results with fewer training data [6]. 

The following is a list of this article's main contributions: 

 The system begins by collecting and processing a large 
set of input images using an MRI dataset. 

 A Gabor filter is then employed to further analyze the 
input images that were generated. 

 The impacted portion is then segmented through Otsu 
thresholding. 

 A hybrid optimization technique combining the Bat 
and Grey Wolf performs feature extraction. 

 After that, classification is carried out with the CNN-
LSTM model. 

 The efficiency of the developed approach is then 
verified and contrasted with those of other pre-trained 
models. 

The residue of the article is arranged as follows: Section II 
deliberates the closely related studies. The proposed method, 
block diagram, flowchart and algorithms are thoroughly 
summarized in Section III. In Section IV, the experimental 
method of the suggested brain tumour categorization and 
recognition system is covered in detail. Section V illustrates 
the research findings and contrasts them with existing 
systems. The conclusion is organized in Section VI. 

II. RELATED WORK 

Jaeyong Kang et al. [1] introduced a technique for 
categorising brain tumours using a combination of deep 
features and ML classifiers. The idea of transfer learning and 
various pre-trained DCNN are employed in this suggested 
framework to collect deep features from brain MRI. Different 
machine learning classifiers subsequently examine the deep 
features that were gathered. An ensemble of deep features 
consisting of the top 3 deep features that consistently 
outperform other machine learning classifiers is chosen, 
combined, and utilized to determine the result. Three distinct 
brain MRI datasets which are freely accessible are employed 
to compare the performance of machine learning classifiers, 
deep feature extractors, and an ensemble of deep features for 
the categorization of brain tumours. However in some 
circumstances, the Support Vector Machine with Radial Basis 
Function (RBF) kernel surpasses conventional ML classifiers, 
mainly for large datasets. According to experimental 
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observations, this method suggests that an ensemble of deep 
features can greatly increase efficiency. Even though our 
suggested strategy performs well, more research is required to 
minimize the model's structure so that it can be implemented 
on an actual medical diagnosis process utilizing knowledge 
filtering techniques. Siva Raja and Antony Viswasa rani [3] 
created a combined deep auto encoder with a Bayesian fuzzy 
clustering (BFC) method that is based on segmentation to 
categorize brain tumours. The non-local mean filter is 
originally utilized in the pre-processing phase for noise 
elimination purposes. Then, the BFC technique is employed to 
separate brain tumours. Following segmentation, reliable 
attributes are collected by utilizing Wavelet Packet Tsallis 
Entropy and Scattering Transform techniques. In order to 
categorise the tumour component for the brain tumour 
classification procedure, a combined strategy of the DAE 
oriented Jaya optimization algorithm combining softmax 
regression method is used. A MATLAB framework is applied 
to perform the suggested strategy. In comparison to other 
techniques, the simulated outcomes from the BRATS 2015 
database demonstrated that the suggested strategy acquired a 
significant amount of classification accuracy of 98.5%. 
However, the more prevalent technique that will be employed 
to enhance the accuracy by combining more than one 
classifier based on the huge library of medical images and the 
precise classification strategy is not discussed. 

Shahariar Alam et al. [2] presented a mechanism for 
identifying human brain tumours in an MRI image that 
combines the template-based K means and enhanced fuzzy C 
means (TKFCM) algorithms. Initially, the template-based K-
means method is employed in this suggested technique to 
effectively choose a template created on the gray-level 
intensity of the image, which greatly initialises segmentation. 
Eventually, the enhanced FCM clustering method is employed 
for sensing tumour place by upgrading membership function 
that is derived on the basis of the characteristics of tumour 
images such as Energy, Homogeneity, Correlation, 
Dissimilarity, Entropy and Contrast. The revised membership 
is calculated by the cluster centroid distances to cluster data 
points by employing the Fuzzy C Means algorithm that gives 
better outcomes. According to simulated outcomes, the 
suggested technique is more effective at identifying diseased 
and normal brain tissues with only a slight loss in gray-level 
intensity. Additionally, compared to other techniques, this 
method predicts human brain tumours in a matter of seconds. 
However, the accuracy is left undiscussed. Rupa Ezhil Arasi 
and Suganthi [17] suggested a Soft Computing techniques of 
Clinical Support System for Classifying Brain Tumours. The 
brain MRI image is pre-processed by applying Genetic 
Optimized Median Filter in the presented Clinical Support 
System, and then the brain tumour zone is segmented by 
applying Hierarchical Fuzzy Clustering Technique. The 
GLCM feature extraction approach is utilized to capture the 
characteristics of the tumour region. The Brain Tumour Image 
Segmentation dataset is employed to accurately classify the 
tumour using the Lion Optimized Boosting Support Vector 
Machine method. As a result, the suggested clinical support 
system provides a comprehensive framework for the 
recognition and categorization of brain tumours, assisting the 
physicians in a proper assessment of the tumour. The findings 

show that the suggested approach accurately categorises the 
tumour with a 97.69% accuracy rate. The primary benefit of 
the suggested approach is that it also evaluates tumour size 
and identifies the forms and phases of tumour. However, 
diagnostic errors are not recognized. 

In order to improve images, Muhammad Sharif et al. [18] 
introduced a triangular fuzzy median filtering that supports in 
precise segmentation utilizing an unsupervised fuzzy system 
technique. In this method, Similar texture (ST) features are 
validated by utilising retrieved Gabor features over each 
person's tumours. Extreme learning machine ELM obtains 
these similar texture behaviours, and the reduction ELM omits 
one for tumour classification. On the BRATS 2013, 2012, 
2015, 2014 datasets and on the 2013 Leader board, the method 
is tested. The suggested method yields superior outcomes and 
requires less computing time. However, managing distorted 
images and segmentation precision is not improved. Javaria 
Amin et al. [19] developed an innovative method on the basis 
of LSTM technique and MRI is offered to address the issues 
with automatic brain tumour categorization. To enhance the 
image quality of the multi-sequence MRI, N4ITK and 5 5 
sized Gaussian filters are first utilised in this approach. The 4 
layer deep LSTM framework is typically provided for 
classifying. The best hidden units including 200 HU and 225 
HU are taken for every layer. In order to achieve superior 
outcomes, these disguised or hidden components were 
selected after intensive experimentation. The SISS-ISLES 
2015 dataset and various BRATS dataset variants are 
employed to validate the findings. The approach was also 
tested using actual brain tumour patients from Pakistani 
ordinance factories, with a 0.97 DSC. The outcomes show that 
the proposed strategy gives radiologists additional assistance 
in accurately classifying brain tumours. The suggested 
technique had an accuracy rate of up to 98%. However, 
classifying subtumoural region and measuring the severity 
level of tumour region is not discussed. 

Shah Rukh Khan et al. [13] introduced a Partial Tree, an 
association rule classifier with a sophisticated characteristic 
set to identify brain tumours according to their grade. The 
suggested method is evaluated by applying a 10-fold cross-
validation procedure, and it is contrasted with other 
mechanisms including Random Forest, CART, Naïve Bayes 
and Random Tree. In this technique, threshold segmentation 
and masking are performed to magnetic resonance images as 
pre-processing processes prior to feature extraction. 
Depending on the grey level of the pixels, threshold 
segmentation isolates them into different sections. An 
intensity value called as the threshold determines 
categorization. The outcomes demonstrate that a partial tree 
with an enhanced feature set outperforms the existing 
approaches. Additionally, certain more sophisticated features 
should be utilized to boost performance. Arunkumar et al. [20]  
developed a new method of segmenting brain tissues from 
Magnetic resonance images. The main vision - based 
simulation methodologies utilized in the method are image 
segmentation, non-ROI filtering and image enhancement on 
the basis of texture and HOG features. ANN is employed in a 
fully automated framework technique for MRI brain tumour 
segmentation and categorizing to accurately pinpoint the 
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ROI's position. In order to evade non ROI and choose the 
exact object in brain MRI, the filtering out non ROI technique 
has been employed in perspective of histogram analysis. 
Nevertheless, using the textural features can determine the 
type of tumour. For the comparison of the automated and 
human segmentation processes, 200 MRI samples are 
employed. The results analysis proves that fully automatic 
model on the basis of trainable segmentation outperforms 
traditional methods and ROI texture-based brain diagnosis. 
92.14% accuracy in diagnosis was recorded, with 94 
specificity and 89 sensitivity. However, the brain trainable 
segmentation challenge was frustratingly difficult because of 
the enormous variability in brain tumour size and position in 
the images. 

Bahadure et al. [21] introduced a comparative 
methodology on the basis of magnetic resonance images of 
brain tumour Segmentation and categorization by applying 
genetic algorithm. In this method, various segmentation 
strategies are compared to enhance the efficiency of tumour 
identification, and the better segmentation methodology is 
chosen by contrasting their segmentation scores. Additionally, 
the genetic algorithm is utilized for the automated 
identification of tumour stage in order to increase accuracy 
rate. Extraction of pertinent features and region computation 
assist the categorization phase choice. Depending on 
sensitivity, accuracy, specificity, segmentation score and dice 
similarity index coefficient, the study outcomes of the 
suggested methodology are assessed and verified for both 
quality and performance assessment on MR brain images. The 
experimental outcomes averaged a dice similarity index 
coefficient of 93.79%, indicating improved overlapping 
between radiologists' subjectively and automatically derived 
tumour regions. However, the discussion about a research of 
reliable technique for the huge medical image database and a 
discriminating classifier strategy by integrating more than one 
classifier is not recognized. Diaz-Pernes et al. [22] introduced 
a fully automatic brain tumour segmentation and classification 
technique that employs use of a multiscale DCNN. The 
functioning of the human visual system aided as motivation 
for this approach. The proposed neural framework is capable 
of performing tumor-specific MRI image analysis. The 
technique's efficiency on a dataset of 3064 MRI image slices 
from 233 patients that is publicly visible is contrasted with 
other traditional ML and DL approaches. In the assessment, 
this approach significantly performed with a tumour 
classification accuracy of 0.973. This technique helps doctors 
to diagnose brain tumours, and the presented segmentation 
and categorization technique can be utilised to solve various 
imaging issues in the field of medicine. However, it is not 
explained how the suggested multiscale CNN for 
segmentation could be applied to other research areas, like 
satellite imaging. 

The aforementioned literature review provides a clear 
picture of the techniques that have been developed, the more 
common technique that will be used to increase accuracy by 
combining multiple classifiers based on the vast library of 
medical images, and the precise classification approach are 
not included, and diagnostic errors that are not recognized. 
There is no discussion of classifying the sub tumoural region 

or determining the tumor location's severity level. The huge 
variation in size and location of the brain tumors in the images 
made the brain trainable segmentation problem painfully 
challenging. To solve these problems, the BGWO-CNN-
LSTM approach is suggested in this study for the detection 
and classification of brain tumors using MR images. The 
observations support the assertion that the suggested strategy 
makes it simple for clinical experts to make decisions about 
diagnosis and scanning. 

III. PROPOSED METHODOLOGY 

The presentation is the automatic process for the lesion 
and imaging stages of brain tumour identification. MRI tests 
are done on the proposed system. As a result of its high 
contrast, spatial resolution, and low radiation MRI seems to be 
more effective at detecting tumours. The location and size of a 
brain tumour can be determined by MR scans [12]. The 
presented approach contains five main steps: image 
acquisition, pre-processing, segmentation of images, feature 
extraction and classification. Various methodologies are used 
during pre-processing to split the region of interest. The Gabor 
filter is utilized for the pre-processing stage. The next phase is 
image segmentation, where the normal and abnormal regions 
are separated using K means clustering. Next, the feature 
extraction is done by applying Bat and Grey Wolf 
Optimization (BGWO) algorithm. Finally, CNN-LSTM is 
utilized for classification. The developed method is outlined in 
Fig. 1. 

 

Fig. 1. Overall process of the developed method. 

A. Data Collection 

The effectiveness of the developed detection system relies 
on the database that is utilized in every medical assessment 
operation. The dataset utilised in this research was obtained 
from BRATS 2015 that contains a distinct version of BRATS 
that is designed to address medical imaging challenges. The 
BRATS 2015 imaging dataset, that can display an upgraded 
form of new cases reported with greater efficiency, was 
derived from BRATS 2012 and BRATS 2013 [16]. The 
dataset contains 6100 MRI images of the human brain that are 
categorized into 4 categories: meningioma, pituitary, glioma, 
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and normal. The dataset is splitted into 80% of training data 
and 20% of testing data. The description of database is shown 
in Table I. 

TABLE I.  DATASET DESCRIPTION 

Disease type Training data Testing data Total 

Pituitary 1205 195 1400 

Meningioma 1327 473 1800 

Glioma 534 366 900 

Normal 1602 398 2000 

B. Pre-processing 

The brain MRI datasets entirely contain unwanted gaps 
and areas, which leads to inadequate categorization accuracy. 
Therefore, it is vital for image cropping to eliminate 
unnecessary portions and use relevant data. The cropping 
approach is applied for calculating extreme points. For pre-
processing, import the primary MR images. Then, in order to 
create binary images, perform thresholding to the MR images. 
In this research, Gabor filter is applied. When the Gabor filter 
is utilized for texture features, it effectively examines if the 
image contains any particular frequency information or 
particular directions in a restricted region around the pixel or 
region of evaluation. Gabor filters are utilized in the study of 
multi-resolution images which is like human vision cortex 
since every filter exhibits a sensory neuron which is 
responsive to a certain frequency. This is because of the band-
pass nature and chosen direction qualities of Gabor filters 
[18]. 

Gaussian function in the  (   ) domain's spatial 
coordination is defined using the Gabor filter. Assume the 
Fourier transform of  (   )denoted by F (m, n) that is a 
function of the frequency components (m, n) given in Eq.  (1). 
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In the Gabor filter, the Gaussian window is adjusted by   
among the appropriate axis while the Gaussian function is 
combined in the Fourier domain.   represents the Gabor 
filters' centre frequency. The filter results are displayed in Eq. 
(2) with a good response at the frequency centre. 
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C. Segmentation using Otsu Thresholding 

After pre-processing, Otsu thresholding is utilized for 
segmentation process. Otsu is an automated threshold 
selection technique for segmenting data depending on region. 
Gray levels are used in the unsupervised, nonparametric Otsu 
threshold method. Otsu threshold criterion utilises an image's 
gray-level histogram, and the threshold procedure determines 
a normalised value in the [0, 1] range [23]. The probability 
distribution is represented in Eq. (3). 

 ( )  
  

 
     (3) 

Where,  ( ) is the probability distribution, H represents 
the total no. of image pixels, and h is the histogram count for 
pixel value t. 

Eq. (4) and (5) employ the probability distribution  ( )to 
derive the class probability. Every image pixel is divided into 
the classes of background and object, with a threshold, 
separating them. The class probability is expressed as, 

   ∑  ( ) 
     (4) 
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      (5) 

Following, the class mean which is denoted by   is 
represented as, 
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Eq. (6) and (7) are substituted in Eqns. (8) and (9), 
respectively. 

The following equations are employed to form the class 
variance equation: 

   ∑ [    ]
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The formula for weighted within-class variance is 
illustrated in Eq. (10) 

  
      

      
  (10) 

Where,    is the weight of the background,    is the 
weight of foreground,    is the variance of background and     
is the variance of the foreground. 

The performance of segmenting the brain tumour is 
evaluated through the performance rate after the Otsu 
approach is applied to the synthetic image which is given in 
Eq. (11). 

            
                                           

                                            

 (11) 

Generally, a successful segmentation of an image occurs 
when all of the object's pixels are separated from the 
background without any additional or subtracted pixels. When 
segmenting an image, the performance is less than 1, which 
suggests that some pixels related to the object were mistakenly 
categorised as background and object. If the rate of 
performance is 1, then an object's pixels have all been 
completely segmented. 

D. Feature Extraction and Selection using BGWO Algorithm 

1) Bat optimization algorithm: A meta-heuristic search 

technique called the BAT algorithm [24] imitates the action of 

bats. This optimization method utilizes the echolocation 

system of bats to find food and distinguish it from other 

objects. Bats make quick, loud pulses that detect an echo and 

return to their ears. BAT determines the distance, kind of 
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object and the time it takes for it to return. The bat's position 

and velocity matrices, a and p, are updated by bat algorithm in 

the d-dimensional search area is represented in Eq. (12) [25]. 

  
    

    (  
         )     (12) 

Where l is the current iteration, and      is the best global 
solution. 

2) Grey wolf optimization algorithm: The grey wolf 

optimizer (GWO) method [26] is a swarm-based method that 

derives from nature and imitates the hierarchical society of 

wolves and their behaviour in encircling, approaching and 

attacking the prey. The grey wolves social behaviour during 

the hunting process is portrayed statistically to solve an 

optimization issues by applying the GWO algorithm. The 

wolves in GWO iterations assess the potential hunting 

circumstances and revise their status as necessary. The 

encircling process' mathematical expression is given by, 

 ⃗(   )    ⃗⃗ ⃗⃗⃗( )   ⃗⃗   ⃗⃗    ⃗⃗ ⃗⃗⃗( )   ⃗( )    (13) 

In the equation preceding, s stands for the current iteration, 

  ⃗⃗ ⃗⃗⃗ and  ⃗ stand for the hunt and hunter position vectors and 

 ⃗⃗    ⃗   ⃗⃗⃗⃗   ⃗ and  ⃗⃗     ⃗⃗⃗⃗  stands for coefficient vectors.   ⃗⃗⃗⃗   
and   ⃗⃗⃗⃗  are random numbers between 0, 1 that permit the 
wolves change their position in the hunt space. The best 
exploration factor equation is represented in Eq. (14) 

 ⃗(   )  
 ⃗    ⃗⃗ ⃗⃗ ⃗   ⃗⃗ ⃗⃗ ⃗    

 
 (14) 

A novel hybrid combination of BGWO using the fitness 
values is given in Eqn. (15), 

  
    

    (  
         )   ⃗(   ) (15) 

E.  Classification 

1) Convolutional neural network: The CNN is the deep 

neural network. It aims to discover the underlying and 

intrinsic characteristics from guided processing of 2-

Dimensional or 3-Dimensional images. These characteristics 

are suitable for classifying anatomical structures and 

identifying aberrant structures. An input layer is associated 

with a number of pooling layers, output layer and 

convolutional layer in a standard CNN architecture. 

a) Convolutional layer: The convolutional layers 

perform a convolution operation by using convolution kernels 

and the raw input data to create new attribute values. The 

model was developed to collect features from dataset images, 

so the input data should be in the procedure of structured 

matrix. When compared to the input matrix, the convolution 

kernel is comprehended as a narrow window that organises 

coefficient values into a matrix. This window "slides" around 

the input matrix, performing a convolution process on every 

patch while moving. A convolved structure, is a feature 

variable established by the coefficient values and the allocated 

dimension element of the filter. Convoluted features which are 

often more useful than the principal features of the input data 

can be produced by applying various convolution kernels to 

the input data. Hence, the approach performs better. The basis 

of a CNN is a convolutional layer, because the majority of 

computations are completed at this layer. It is a quality 

extraction layer that pulls out the regional features via the 

filters and produces a convolutional calculated feature map 

and exits the kernel function and goes to the pooling layer. 

The convolutional layer is expressed in Eq. (16). 

  
( )   (  

( )  ∑   
(   )      

( ) (   )
   )      (16) 

Where the operator * denotes the convolution operation,    

is an activation matrix, and     
( ) is the filter linking the     

feature map in layer a-1 with the      feature map in layer a 
is a function that is employed to increase nonlinearity. 

b) Pooling layer: Typically, the pooling layer is applied 

following the convolutional layer. The pooling layer's job is to 

streamline the data in the output of the layer of convolution. 

The pooling layer creates a compressed feature map using 

each feature map's data from the convolutional layer. The 

most popular techniques are max-pooling and average 

pooling. There is no learning happening in this tier. Size NxN 

filters have been chosen in this layer. The average pooling and 

max pooling layer is represented in Eq. (17) and (18). 

 ̅  
 

 
 (   )          (17) 

        (   )  (    )  (18) 

Where      is the number of each pixel in area G and L is 

the area's pixel count. 

c) Dense layer: In Dense layer, the Long-Short Term 

Memory (LSTM) method has been utilized. In particular, 

LSTM neural networks [27] are a subclass of recurrent neural 

networks with learning capabilities across time employing 

feedback  connections. This technique develops short-term 

memory and gathers data from it by utilizing cyclic links on 

their hidden layer and collect information from time series and 

sequences. A memory cell and the three major gates of input 

forget and output make up every LSTM unit. By utilizing this 

framework, the LSTM choose which information needs to be 

"forgotten" and which needs to be "remembered," creating a 

controlled data flow and learning for the long term 

dependencies. Eq. (19) predicts the performance operation of 

LSTM unit. The layers of the developed method are shown in 

Fig. 2. 

    (              ) (19) 

Where R and P are weight matrices,    represents the 
input,   is the sigmoid function, and t is the bias term vector. 
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Fig. 2. Layers of the developed CNN and LSTM model. 

d) Output layer: The output layer also known as fully 

connected layer is the completely linked layer's neurons rely 

on all regions of the brain's prior layer. In this layer, data is 

transformed into a 1-D matrix beneath the layer. There may be 

variations in each model's overall amount of fully connected 

layers. Eq. (20) is employed for feed forward in this layer. 

  
  ∑   

     
   

     (20) 

Where s is the number of layer,   
  is the value in the 

created output layer, m and n is the number of neuron,   
    is 

the hidden layer weight,   
    is the input neuron input and   

  
is the value of the activation function in the output layer. 

The brain tumours have been correctly classified based on 
MRI images. Pituitary tumour, glioma, normal brain and 
meningioma have been discovered. The CNN-LSTM 
framework utilizes Bat and Grey Wolf Optimization (BGWO) 
algorithm for extracting the features and the overall process 
BGWO-CNN-LSTM is shown in Algorithm 1 and Fig. 3. 

Algorithm 1: BGWO-CNN-LSTM mechanism 

Input: Magnetic Resonance Images 

Output: Pituitary, Meningioma, Glioma, and Normal 

Import input image data 

Let I be the input data that is taken for analysis 

              I = {          } 

Pre-processing of images                                                                              //Gabor filter 

Segmentation of images                                                                                //Otsu thresholding 

Feature extraction                                                                                         //Bat Grey Wolf  Optimization 

Initialize the bat’s population randomly 

while ( ’< Maximum number of iterations) 

Adjust frequency and generate new position 

Update velocity and position using eqn. (14) 

else go to next step 

if (random >   ) 

Select an image randomly among the best positions 

Calculate local position among the selected best position 

Else 

calculate the global best position 

Calculate the fitness of every search agent 

Update local and global best positions 

            s’ = s’+1 

end if 

Classification                                                                                               //CNN-LSTM classifier 

Classifying as Pituitary, Meningioma, Glioma, and Normal                                             

end if 

end while 

end 
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Fig. 3. BGWO-CNN-LSTM workflow diagram. 

IV. RESULTS 

The developed method is examined using MRI dataset. 
Using the Gabor filter, 6100 MRI scans of brain tumours were 
gathered and pre-processed. The tumours in the images are so 
severe. So, it is impossible for the average person to quickly 
spot them. Pre-processing MR images is crucial for improving 
the vision impact of the image before processing. Typically, 
the dataset's gathered images are of bad quality and the noise 
should be filtered out and the image is sharpened. Gabor filter 
is utilised as a pre-processing step. Following that many traits 
are initially implicitly collected. With the aid of an enhanced 
Otsu thresholding method, the tumour is then identified. After 
that, the feature extraction method utilizes the bat and grey 
wolf algorithm. Subsequently CNN-LSTM is utilised for 
classification. The proposed model achieves performance 
matrices of recall, accuracy, and specificity. 4100 images of 

brain tumours and 2000 photos of tissue are found by 
extracting and segmenting image features. Utilizing efficient 
spot images, training and testing dataset is produced. The 
proposed model's effectiveness is shown, and it achieves the 
best levels of recall, specificity, and accuracy in the 
identification of brain tumours. In every MRI imaging of a 
brain tumour, there is an error rate based on abnormal tissue.  
Depending on the true negative, true positive, false positive 
and false negative values, these can be quantified. The recall, 
accuracy and specificity of the technique have been evaluated 
on all of the images in the dataset for this research. 

A. Accuracy 

One of the frequently employed metrics for classification 
techniques is accuracy. It indicates the proportion of accurate 
estimates of overall predictions. The evaluation of actual 
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classification is known as accuracy. According to image 
analysis, the accuracy is a per cent that represents the total 
amount of pixels that have been correctly classified in relation 
to the total amount of pixels in the image. It assesses every 
single correctly placed pixel in an image. Accuracy is 
expressed in Eq.  (21). 

         
               

                                 
  (21) 

B. Specificity 

The quantity of precisely determined true negatives is 
measured by specificity. Using Eq. (22), the specificity value 
is calculated as, 

            
       

                
  (22) 

C. Recall 

Recall is the ratio of true positives and false negatives to 
correct positive forecasts. The percentage of forecasts that 
have been appropriately identified as tumour is expressed. Eq. 
(23) is employed to represent recall. 

       
       

                
  (23) 

TABLE II.  PERFORMANCE MATRIX COMPARISON ON THE BASIS OF 

ACCURACY, SPECIFICITY AND RECALL 

Method 
EKF-

SVM 

Genetic 

Algorithm 
ANN 

Proposed 

BGWO-

CNN-LSTM 

Accuracy 98.02% 92.03% 92.14% 99.74% 

Specificity 94.15% 91.42% 94% 99.54% 

Recall 96.44% 92.36% 89% 99.23% 

The test results of the BGWO-CNN-LSTM classifier with 
those of other classifier methods including Extended Kalman 
filter with Support Vector Machine (EKF-SVM) [28], Genetic 
algorithm [21], Artificial Neural Networks (ANN) [20] based 
on the statistical characteristics of recall, accuracy and 
specificity is illustrated in Table II. On the basis of disease 
categories such as glioma, pituitary tumour, meningioma and 
normal, the findings are compared. 80% of image dataset are 
employed for training and 20% of images are employed for 
testing the data. The performance matrix of the suggested 
approach’s recall, specificity and accuracy were found to be 
99.23%, 99.54% and 99.74% which is higher than the existing 
approaches of EKF-SVM, Genetic algorithm and ANN is 
illustrated in Fig. 4. 

 

Fig. 4. Performance comparison of the developed and existing models. 

V. DISCUSSION 

The brain MRI dataset was used in this research work to 
apply a combined mechanism to recognize and classify the 
tumor on the images. The created method uses supervised 
hybrid CNN and LSTM algorithms and is intended to 
discriminate between normal and pathological tumors in brain 
pictures. Brain tumour detection techniques including 
Extended Kalman filter with Support Vector Machine, Genetic 
algorithm and ANN are trained and evaluated in order to 
compare their characteristics with those of traditional 
networks. The findings demonstrate that the suggested 
BGWO-CNN-LSTM model, out of these four strategies, 
produces greater specificity, accuracy and recall as shown in 
Fig. 4. A degree of recall, specificity and accuracy of 99.23%, 

99.54% and 99.74% are attained using the BGWO-CNN-
LSTM method. The comparison demonstrates that the 
suggested approach outperformed the alternatives. The 
suggested approach demonstrates that the BGWO-CNN-
LSTM is the better approach for the recognition and 
classification of a brain tumour. 

VI. CONCLUSION 

One of the serious disorders is brain tumour identification 
and classification due to aberrant cell proliferation or portable 
spread across the body. This research work has applied a 
combined mechanism on brain MRI images to identify and 
categorise the tumour utilising the MRI dataset. Employing 
supervised hybrid CNN and LSTM approaches, the developed 
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method is designed to distinguish among normal and abnormal 
tumours in brain images. The input images have undergone 
the main pre-processing processes of normalisation, as well as 
the extraction of major characteristics from the pre-processed 
image using the Gabor filter and threshold-based segmentation 
approach called Otsu thresholding. To categorize brain MRI 
images, hybrid CNN and LSTM algorithms are applied to the 
labelled segmented features. It is utilized to categorize the 
tumours such as pituitary tumour, glioma, meningioma and 
normal brain.  Finally, the proposed approach achieved 
99.74% accuracy, 99.23% recall and 99.54% specificity. 
Comparison of supervised and unsupervised learning in recent 
technologies verifies that the suggested BGWO-CNN-LSTM 
method works better than other well-known CNN-based 
architectures for classifying the tumours. Further research 
could improve feature extraction algorithms by incorporating 
additional texture and form features and employing big 
datasets. 
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Abstract—The performance of treating the cardiac diseases is 

dependent on the kind of drug being selected. There exist 

numerous decisive support systems which work according to 

certain characteristics and factors like drug availability, and 

popularity. Still, they struggle to achieve expected performance 

in supporting the medical practitioner. To handle this issue, a 

multi feature drug curing rate based drug compound selection 

and recommendation system (MDCRSR) is presented. The 

method utilizes medical histories and data set of various medical 

organization around the disease considered. Using the traces, the 

method identifies the drug compounds and features to perform 

preprocessing which eliminates the noisy data points. Further, 

the features of the traces are extracted to perform training with 

genetic algorithm. At the test phase, the method estimates the 

fitness measure for different drug combination and compounds 

by measuring their Drug Curing Rate (DCR). The method 

performs cross over and mutation to produce various 

populations of drug compounds. According to the curing rate, 

the drug compound pattern or population is selected and ranked. 

The ranked results are populated to the medical practitioner. 

The method improves the performance of recommendation 

system as well as drug compound selection. 

Keywords—Decisive support Systems; GA; DCR; drug 

selection; compound selection; fitness; recommendation system; 

cardiac disease; RMDCRSR 

I. INTRODUCTION 

The human society faces variety of diseases but not all of 
them are harmful and claim the human life, but there are few 
diseases which would claim the human life without giving any 
time. The cardiac disease is one among them which occurs in 
various ways and they can be classified as Dextrocardia, 
Tachycardia, Bradycardia, Hyperkalcaemia, Sinoatrial block, 
and Myocardialischaemia. Among these diseases, few of them 
instantly block the heart and leads to cardiac arrest and lead to 
death. However, by identifying the disease at the early stage, 
they can be treated with set of drugs. For other diseases, there 
are varieties of drugs available in various compounds, each of 
them differs with their efficiency in curing the disease. Here it 
is about the selection of exact drug for any disease with the 
available drug compounds. 

The medical practitioners are capable of identifying the 
disease and even they require set of automated decisive 

support system in the classification and detection of any 
disease. Also, they have lot of drugs and compounds in front 
of them, and they can choose any of them to serve with 
patients. But, the efficiency of curing the disease cannot be 
justified and the performance of curing the disease is highly 
dependent on the combination of drugs being selected. As, 
there are numerous drugs, the medical practitioner would 
confuse in the selection of exact drug and compounds. To 
handle this issue, a real time drug and compound selection 
approach is discussed. 

The recommendation systems are over the decisive support 
systems which consider variety of medical logs and features. 
According to the features and traces, the recommendation 
system identifies set of features in terms of drugs and would 
measure their performance according to their success and 
failure. By measuring the value of performance, they can be 
ranked and populated to the medical practitioner to serve the 
patient. For example, towards cardiac disease there are many 
drugs available like Aspirin, Lidocaine, Disopyramide, 
Procainamide which are used towards arrhythmic diseases. 
However, these drugs are available, the performance of the 
drug must be considered while selecting a drug. 

The optimal selection of drug is dependent on how 
efficient the drug compound is in curing the disease. It is more 
important to identify the exact drug and to perform this, the 
Genetic algorithm has been adapted in this paper. Genetic 
algorithm is a scientific approach of searching the drug more 
effective in curing the disease. The genetic algorithm is 
applied in several scientific problems of medical issues and 
the same can be used in the selection of drugs in this model. 
The drugs of any disease would come on different milligrams 
and applied to several diseases. The GA algorithm would 
search on the optimal combination of drug towards any 
disease by measuring Drug Curing Rate (DCR). The 
RMDCRSR algorithm estimates the fitness. 

II. RELATED WORKS 

There are number of approaches available towards 
recommendation generation and drug selection for heart 
diseases. This section details set of approaches related to the 
problem. 
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A sentiment analysis-based drug recommendation scheme 
is presented in [1], which take the reviews of sentiment 
analysis and support the decision-making problem. The 
sentiment measurement scheme uses the drug rating and 
selects according to the patient conditions. Accordingly, 
recommendations are generated. Similarly, in [2], an implicit 
feedback based approach cross recommendations (IFCR) 
which uses epileptics' medical history in identifying the 
relation of syndrome among drugs. A context aware approach 
towards hypertensive drugs is presented to support 
recommendations on personalized scope [3]. The method uses 
Semantic Web Rule Language (SWRL) to generate 
recommendations. A detailed review on several 
recommendation system is presented in [4], to support 
healthcare professionals. 

A user preference-based recommendation scheme is 
developed in [5], where the recommendations are generated 
with two approaches and the user can select accordingly. An 
android based application is developed to support the selection 
of required medication to manage diabetic in [6]. The 
recommendations are generated according to the input made. 

A group-based approach is discussed in [7], with a 
consensus reaching process to stimulate the recommendations 
related to the group users. An evidence-based 
recommendation scheme is presented in [8], which uses 
physical activity, exercise in diabetes patients. A naïve bayes 
classification approach towards disease prediction and drug 
recommendation is presented in [9], which uses the profile of 
patients like blood pressure, heart rate, cold and fever in 
classification where the drug selection is performed according 
to the symptoms. Similarly, for the hypertensive patients a 
physical activity recommendation system is presented in [10], 
which uses the user profile in recommendation generation 
named HyperModel2PAR. 

A genetic algorithm based multi expert scheme (GA) 
MES-GRS-GA is presented in [11], which discuss consensus 
scheme towards group recommendation system. A predictive 
system is designed towards supporting cardiac disease in [12], 
which analyzes various machine learning algorithms and their 
results. A Fourier transformation-based heart disease 
prediction system (FTHDPS) is presented towards predicting 
chronic heart diseases with time series dat. ANN has been 
used in recommendation generation [13]. 

An intelligent HRS using Restricted Boltzmann Machine 
(RBM)-Convolutional Neural Network (CNN) is presented in 
[14], which uses the big data in recommendation generation. 
A hybrid diagnosis scheme for coronary artery disease is 
presented in [15], with neural network. Similarly, a Fuzzy 
analytic hierarchy process (Fuzzy_AHP) technique is 
presented towards cardiac disease which estimates global 
weights for various features of individual and classification is 
performed with ANN [16]. A Congenital Heart Disease 
diagnosis scheme is presented in [17], which uses BPNN 
towards recommendation. 

Towards providing security for software components a 
Mamdani fuzzy inference system is presented in [18], which 
evaluates different security measures and produces 
recommendations. A multiple kernel learning adaptive neuro 
fuzzy inference (MKL with ANFIS) is presented towards 
diagnosis of heart disease which support the classification of 
individuals [19]. A detailed review on drug recommendation 
is presented in [20], which used several articles. A relational 
connection based heterogeneous model is presented in [21], 
which uses drug, proteins and drugs with side effects. The 
DTIPred is discussed according to random walk and 
convolutional neural network. The model integrates various 
interactions and representations. 

A cognitive intervention-based approach is designed in 
[22], which clubs the result of three different approaches in 
drug recommendations. A meta-analysis of randomized 
controlled trial based anti-inflammatory drugs towards cardiac 
disease is presented in [23]. At last, a cross sectional long term 
follow up scheme with transanal endorectal pull-through 
(TERPT) is presented in [24] to support diagnosis and surgery. 

A. Multi Feature Drug Curing Rate Based Recommendation 

System with GA 

The proposed multi feature drug curing rate based 
recommendation system reads the medical data set. According 
to the traces available, the method first preprocesses the data 
set to remove the noisy records. Further, the method finds the 
drugs list and their compounds to extract different features. 
Using the features extracted, the method applies genetic 
algorithm to estimate the fitness value of different drug 
compound to select optimal and efficient drug compound 
towards specific disease. According to the fitness function, the 
method computes the value of multi feature drug curing rate 
based on which the drugs are ranked to support medical 
practitioner. The detailed approach is presented in this section. 

The architecture of proposed RMDCRSR model is 
presented in Fig. 1, and shows various functional components 
of the mode. Each of the functional stages is discussed in 
detail in this section. 

B. Preprocessing 

The medical data set given has been fetched here and the 
preprocessing algorithm finds the list of features available in 
the entire trace from the data set. According to the features 
identified, the traces are traversed to verify the features 
presence with value. If a trace without the feature and value is 
identified, then it has been removed from the data set. Such 
traces removed with noisy records are used to perform feature 
extraction. 

Consider the data set given is Meds, which contains Ø 
records and each has k number of features, then the noise 
removal is performed as follows: 
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Fig. 1. Architecture of proposed MDCRSR model. 

First the list of features are identified using equation 
(1).Features list Fe list = 

          

                                 
   

  (1) 

Now, the noisy records are identified and eliminated as 
follows: 

Medsp 

=
          

                                                            
   

 

(2) 

Such noise removed data set has been used to extract the 
features and to support decision making. 

C. Feature Extraction 

The data set preprocessed contains number of features and 
this phase extract several features from the data set. First, the 
traces belong to specific disease are identified and separated. 
With the traces separated, the set of drugs given for the 
disease has been identified and their subsequent compounds 
are identified. For example, for arrhythmic disease number of 
drugs would be used and at each drug there would be different 
manufacturer and volume of drug available, the feature 
extraction module, finds such drugs and volumes in distinct 
manner and collects the drugs and compounds. Identified 
drugs list and compounds are used to perform drug analysis to 
support recommendation generation. Medical Data set is 
considered as Pmds and drug vector as DV. The proposed 

system will read the medical dataset and initialize the drug list 
Dl. 

For each record r Identify set of drugs Ds = 

          

∑             
   

  (3) 

For each drug d 

Dl = 

        

                          
   

 (4) 

Drug vector Dv = {Dl} 

The feature extraction algorithm identifies the list of drugs 
according to varying compounds and volumes. According to 
the drugs identified, the method performs recommendation 
generation. 

D. MFDCR Fitness Estimation 

The fitness function of the proposed model estimates the 
fitness value by computing the multi factor drug curing rate 
(MFDCR). Each drug has specific curing rate on specific 
disease and according to that the method computes the DCR 
value for each disease. Based on the value of DCR, the 
method computes the value of MFDCR. It has been measured 
according to the difference on different logs status. To 
measure the value of fitness, the method split the traces of 
disease under success and failure classes. Once the traces are 
split, then the fitness value is measured as follows: 

Consider the population given is p = {D1, D4, D7, D9, 
D11} where Dx represent the drug name and according to that 

Feature Set Medical data set 
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the fitness value is measured in terms of multi feature drug 
curing rate (MFDCR). Similarly, consider the trace set Sdt 
contains the traces of drugs with success treatment and Fdt 
represent the traces of drugs with failure treatment, then the 
method computes the Drug Curing Rate as follows: 

First the drug trace has been identified as follows: 

Success Drug Trace ST = 

 ∑                                             
      (5) 

Failure Drug Trace FT = 

 ∑                                             
     (6) 

According to the values of equation (5, 6), the value of 
drug curing rate is measured as follows: 

DCR = 
                       

                 
        (7) 

According to the drug curing rate of different drugs, the 
value of fitness function as MFDCR has been measured as 
follows: 

MFDCR = 
∑          
        
   

        
        (8) 

Where, Dl-represent the drug list and size(Dl) represent 
the total number of drugs. According to the value of MFDCR, 
the fitness of the drugs pattern or population has been verified. 

E. GA-Ranking 

The proposed modified genetic algorithm finds the drugs 
list and their compounds. With the set of drugs, the method 
initially generates the population according to the size of drug 
list. For the populated drug compound, the method computes 
the MFDCR fitness value. If the fitness value greater than the 
threshold, then the population is selected as the result as 
recommendation. Otherwise, the process is iterated by 
generating different combinations by crossover operation and 
mutation operations. In this algorithm, the crossover and 
mutation operations are generated by computing the 
combinations with the number of drugs available in the earlier 
population. At each population, the method computes the 
value of MFDCR value. Finally, the method is iterated till an 
optimal drug composition is selected according to the value of 
MFDCR and threshold. Also, the method tries to reduce the 
number of compositions or drugs by choosing the drug 
population according to the MFDCR value. Finally, top few 
drug compositions or populations are populated as result to the 
user. 

The proposed method Takes the Medical data set Meds, 
Disease D and returns Recommendations Rc. 

When MFDCR<Th then 

Population set Ps = 

       

                         
   

 (9) 

For each population pi 

MFDCR = Fitness (pi) 

If MFDCR>Th then 

Population list Pl = Rank Populations by MFDCR. 

Recommendations Rc = Pl 

The genetic algorithm based ranking approach reads the 
data set and generates the initial population and computes the 
fitness value. According to the threshold the recommendation 
are generated and if the value of MFDCR is less than 
threshold, the process is iterated by performing crossover and 
mutation functions on the population of drug given. According 
to the value of MFDCR, the combinations of drug are ranked 
to produce recommendations to the user. 

III. RESULTS AND DISCUSSION 

The proposed real time multi feature DCR based drug 
recommendation scheme with Genetic algorithm has been 
implemented and evaluated for its performance under various 
parameters. The evaluation has been performed according to 
the data set maintained by different medical organizations and 
the efficiency of the methods are measured on various factors. 
The performance of the proposed algorithm has been 
evaluated with MIMIC-III data set. MIMIC-III is an open 
source database provided by American critical care unit 
located at Beth Israel Deaconess Medical Center, Boston in 
the period of 2001 and 2012, which has been obtained from 
MIMIC-III. It covers variety of information from general 
patient details, intensive care unit features obtained, treatment 
details, diagnosis reports from lab, clinical and various other 
details at different stage with the improvement with the 
treatment and Data includes vital signs, medications, 
laboratory measurements, observations and notes charted by 
care providers, fluid balance, procedure codes, diagnostic 
codes, imaging reports, hospital length of stay, survival data, 
and more. In total it covers thousands of features in 26 tables 
which can be used to perform analysis on heart diseases. 

TABLE I. ANALYSIS ON RECOMMENDATION GENERATION 

Recommendation Generation Performance 

 50 Drugs 100 Drugs 200 Drugs 

SWRL 73 79 83 

HyperRecSysPA 77 82 85 

MES-GRS-GA 81 86 89 

MFDCR_GA 87 92 97 

A. Performance 

In the Table I performance of recommendation generation 
has been measured at different number of drugs cases. In each 
test case, the proposed MFDCR_GA approach has produced 
higher recommendation performance than other approaches. 

The performance of different methods in recommendation 
generation has been measured and presented in Fig. 2. The 
proposed MFDCR_GA has produced higher performance at 
different number of drugs cases. 

In Table II false ratio of recommendation generation has 
been measured for different approaches and the proposed 
MFDCR_GA based approach has produced less false ratio 
than other approaches. 
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Fig. 2. Performance on recommendation generation. 

TABLE II. ANALYSIS ON FALSE RATIO 

False Ratio in Recommendation Generation 

 50 Drugs 100 Drugs 200 Drugs 

SWRL 27 21 17 

HyperRecSysPA 23 18 15 

MES-GRS-GA 19 14 11 

MFDCR_GA 13 8 3 

 

Fig. 3. False ratio in recommendation generation. 

The ratio of false recommendation produced by the 
methods are measured and presented in Figure 3. In each test 
case, the proposed MFDCR_GA approach has produced less 
false ratio than other approaches. 

In the table 3 time complexity in recommendation 
generation has been measured for different approaches and the 
proposed MFDCR_GA based approach has produced less time 
complexity than other approaches. 

TABLE III. TIME COMPLEXITY 

Time Complexity in Recommendation Generation 

 50 Drugs 100 Drugs 200 Drugs 

SWRL 57 71 96 

HyperRecSysPA 53 68 87 

MES-GRS-GA 46 62 81 

MFDCR_GA 23 28 39 

 

Fig. 4. Analysis on time complexity. 

The time complexity in recommendation generation has 
been measured and presented in Fig. 4, where the proposed 
MFDCR_GA has produced less time complexity than other 
approaches. 

IV. CONCLUSION 

This paper presented a detailed implementation of multi 
feature DCR recommendation system with Genetic algorithm. 
The method reads the data set and finds set of drugs for 
different disease class. Further the value of drug curing rate is 
measured on each drug towards various disease classes. Also, 
the method computes the multi feature drug curing rate 
(MFDCR) towards various disease classes. According to the 
value of MFDCR the drugs and their compounds are ranked to 
generate recommendation to the medical practitioners. The 
proposed approach has been evaluated with MIMIC-III 
database and the method improves the performance of 
recommendation generation with least false ratio and time 
complexity. 
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Abstract—Mobile banking has become an essential method to 

conduct banking transaction. However, number of users 

worldwide are still limited. The purpose of this study is to review 

the literature and understand the status of m-banking adoption, 

usage, and loyalty. Keywords were used to search for related 

articles in three databases namely, Web of Science (WoS), 

Scopus, and Google scholar. Filtering process was conducted to 

select the most related articles. This has resulted in reviewing 45 

articles. The findings showed that number of articles pertaining 

to m-banking is increasing. Malaysia and Indonesia have the 

largest number of articles. The technology acceptance model 

(TAM) is being used widely in the m-banking literature and most 

of the reviewed studies are empirical with adequate sample size. 

This explains the increased usage of structural equation model 

(SEM). The most critical factors for m-banking adoption, usage, 

and loyalty are service quality, trust, perceived usefulness, 

perceived ease of use, security, risk, privacy, and social influence. 

Future research is suggested to examine the m-banking in 

different region and using mediating and moderating variables to 

explain the variation in the adoption. 

Keywords—M-banking; TAM; Service quality; Loyalty; 

UTAUT 

I. INTRODUCTION 

Mobile banking is a new technology that enables the access 
and the execution of financial transaction using mobile device. 
This trend has been increasingly used by users around the 
world with varied percentage. 

In developed countries, it was noted that three out of ten are 
using m-banking to settle their financial transaction. The 
percentage reduced in other non-developed countries. M-
banking is beneficial for users and the banks as it reduces the 
physical effort of users and enable them to conduct their 
transactions without the need to visit banks or going through 
routines and paperwork. On the other hand, the m-banking 
speed the service process and reduce the workload of 
employees at banks and it also reduces the financial operational 
cost for banks. However, it has been observed that the use of 
m-banking by users is still limited and more studies are needed 
to understand the application and the adoption of users 
regarding the use of m-banking. 

Previous studies with the opinion that the perceived 
usefulness (PU) and perceived ease of use (PEOU) are critical 
factors for the adoption [1, 2, 3]. On the other hand, the 
privacy, security, and trust were identified as the most 
important variables in the context of m-banking [4, 5, 6]. Other 
studies related the usage to the service quality [7, 8]. Literature 
regarding the critical factors that lead to the usage of m-

banking has no agreement on the variables that can be 
deployed to enhance the utilization of m-banking. However, it 
has been observed that the use of m-banking by users is still 
limited and more studies are needed to understand the 
application and the adoption of users regarding the use of m-
banking. Theoretical framework has been deployed by 
previous studies to enhance the explanatory power of the m-
banking. One of the widely used theoretical models is the 
technology acceptance model (TAM) by Davis [9]. 

TAM is with the opinion that the adoption is mainly related 
to the perception of users regarding the PEOU and the PU of 
the technology. On the same context, one of the emerging 
models is the unified theory of acceptance and use of 
technology (UTAUT) by Venkatesh et al. [10].  UTAUT 
deployed four main variables and considered these variables as 
critical for the adoption of any new technology. These 
variables include the effort expectancy (EE), performance 
expectancy (PE), social influence (SI), and facilitating 
condition (FC). Other theoretical models are used also in the 
literature. These include the information system success (IS) 
success which relates the usage of a new technology to the 
quality of service, system, and information as well as the 
satisfaction of users. 

There is no agreement in the literature regarding the 
predictors of m-banking or the theoretical model that explain 
the loyalty to use m-banking. Previous studies are in general 
empirical and there is a need for a review to understand the 
status of the literature. Accordingly, this study aims to review 
the literature and identify the most critical theories and 
predictors in the context of m-banking. The study also aims to 
provide the stakeholders with the research gaps and the 
directions of future works. Based on the fact that this study is a 
literature review study, the next section discusses the 
methodology of conducting the systematic literature review 
(SLR) followed by a summary of the reviewed studies. The 
findings are discussed as well as the limitation and direction of 
future work. 

II. RESEARCH METHODOLOGY 

This study is an SLR that aims to understand the status of 
the literature and identify the critical factors for adopting m-
banking. To fulfil this objective, the study used specific 
keywords to look for articles. The keywords include m-
banking, predictor of m-banking, m-banking usage, and 
theories of m-banking. Reliable databases were searched to 
extract the articles (Fig. 1). Web of Science (WoS), Scopus, 
and google scholar were used to find the articles. 
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A total of 399 articles were found related to the issue. 
However, to have an updated view, the articles between 2016 
and 2021 were selected. This has reduced the articles to 187. 
Further filtering using the language i.e., English language or 
the scope i.e., theoretical article and remove technical articles. 
This has further reduced the articles to 76 articles. A full 
reading was conducted on these 76 articles, and this has 
resulted in 45 articles that are related to the m-banking 
adoption. 

 

Fig. 1. Process of selecting the articles. 

III. SUMMARY OF REVIEWED STUDIES 

The reviewed studies can be divided into categories based 
on the theoretical framework. Previous studies deployed TAM. 
For example, Zhao, Chen and Wang deployed TAM to 
examine the satisfaction and loyalty of using M-banking [1]. 
The findings showed that social influence and the 
psychological ownership has greater effect than the variables of 
TAM. Similarly, the findings of Rubiah Abu Bakar indicated 
that variables such as security and privacy are more critical 
than the PEOU of m-banking [11]. Yuan et al. also deployed 
TAM to examine the effect of satisfaction and technology fit 
along with variables of TAM. The findings indicated that 
satisfaction, PU, task-technology fit, and risk positively 
associated with customer’ loyalty [2].  Moreover, the results 
showed that confirmation, PEOU, and task-technology fit 
positively impact PU. 

Yun Min Low deployed TAM to examine the loyalty of 
using m-banking. The findings showed that subjective norms, 
PEOU and convenience risk are critical factors for the usage of 
loyalty [12]. Liébana-Cabanillas et al. found that customer 
loyalty has been significantly influenced by satisfaction [13]. 
Munoz-Leiva et al. and found that TAM can explain the 
intention to use the M-banking [14]. Abdinoor and Mbamba 
found that the TAM model integrated with cost and awareness 
are useful in explaining the intention to use M-banking [15]. 
Aliza Kasim found that variables of TAM and facilitating 
conditions are positively influencing the customer intention to 
use M-banking [16]. Priya, Gandhi et al. utilized TAM and 
found that customer’s behavioural intention and satisfaction in 

using the service are significantly influencing by PU, PEOU, 
perceived credibility, and structural assurance [17]. Moreover, 
the positive mediating effect of customer satisfaction has 
confirmed on the relationship among the related factors and 
behavioural intention. Meanwhile, the effect of perceived risk 
on behavioural intention to use the service has been reported to 
have insignificant effect. 

Mostafa and Eneizan indicated that facilitating conditions 
and self- efficacy are positively affecting on PEOU and PU 
factors. Furthermore, the results have indicated a positive 
impact of PEOU and PU on costumer’s behavioural intentions 
to accept and use M-banking technology [18]. Nawaz and 
Yamin utilized TAM and found that PEOU and PU have a 
direct positive impact on the behavioral intention to use the 
service. Trust found to have a positive impact on customer 
behavioral intention to use m-banking [19]. Mutahar proposed 
perceived value as a moderator in among the variables of TAM 
[20]. Ezeh and Nwankwo utilized TAM and found that PEOU, 
financial cost and perceived credibility have significant effect 
on intention to use m-banking [21]. Malaquias and Hwang also 
found that PEOU and PU as well as trust and social influence 
affect the actual use of m-banking [22]. Mulia et al. added the 
customer intimacy as a variable and deployed TAM to examine 
the user satisfaction and loyalty of using m-banking. The 
findings showed that Customer intimacy affected the directly 
the customer satisfaction and the loyalty [23]. 

Another theoretical framework that has been used by the 
reviewed studies is the unified theory of acceptance and use of 
technology (UTAUT). De Sena Abrahão et al. deployed 
UTATU and included variables such as cost and risk to 
examine the behavioural intention to use m-banking [24]. The 
findings showed that large portion of the variation can be 
explained by UTAUT. Maduku found that variables of 
UTAUT as well as self-efficacy and structural awareness 
affected positively the behavioural intention to use m-banking 
[25]. Zendehdel, Paim et al. found that PE, EE, cost and trust 
are significantly affecting the customer intention to use M-
banking [26]. Singh and Srivastava found that trust, security, 
privacy, and social influence affected the intention to use M-
banking [27]. Baabdullah, Alalwan et al. found that UTAUT 
variables can explain the loyalty to use M-banking applications 
[28]. 

The third theoretical model that has been used is the IS 
success. This model was deployed to emphasize on the service, 
system, and information quality. For instance, Mohd Thas 
Thanker, Amin et al. deployed the model to explain the loyalty 
of using m-banking. The findings showed that usability, 
customer service, satisfaction and trust in m-banking service 
influencing the continuance intention or loyalty toward using 
m-banking service. In addition, continuance usage or loyalty is 
positively affected by trust and customer satisfaction mediator 
factors [29]. Sharma and Sharma uses the model also to explain 
the actual use of m-banking. The study found that satisfaction 
and intention to use are significantly influenced by the service 
quality and trust which leads to influencing the actual usage of 
the service [30]. Expressly, a more trustable service with better 
quality will help in keep the current customer using the service 
and attract a new wave of users to join the system. Service 
quality theory has been used also in the literature of M-
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banking. For example, Suariedewi and Suprapti deployed the 
theory to explain the e-loyalty of m-banking [8]. Similarly, 
Zhou et al. used the theory to explain the m-banking service 
quality and loyalty [7]. 

Mixed theories were used in few numbers of previous 
studies. Kumar, Israel et al. combined ECT and SDT to explain 
the continuous of usage and loyalty to m-banking. The findings 
showed that the continuance intention to use m-banking is 
influencing by the following factors: satisfaction, intrinsic 
regulation and identified regulations, while influenced by 
expectation-confirmation, trust, and quality factors effect 
stingingly in the customer satisfaction [31]. UTAUT and IS 
success theories were combined in the study of Windasari and 
Albashrawi and the findings based on gender suggested that 
service quality affected PE and EE of male but not female. 
Information quality affected the facilitating condition of male 
but not female. PE, EE, and FC affected the loyalty. Service 
quality affected satisfaction of female and satisfaction affected 
the loyalty [32]. Symbolic value theory and brand equity 
theory were combined in the study of Esmaeili et al., the 
findings showed that usability affected trust and satisfaction. 
Perceived risk affected loyalty and relative advantage affected 
customer loyalty [33]. 

Large number of the reviewed studies did not deploy any 
theory, and this can be seen in the different studies [34, 35, 36, 
37, 38, 4, 39, 40, 5, 6, 41, 42, 43]. Most of these studies focus 
on the security, privacy, and risk of using m-banking. Table I 
shows a summary of the reviewed articles which include the 
author, years, country, sample, and theory. 

TABLE I.  SUMMARY OF REVIEWED STUDIES 

Author/ Year Country Sample Subhead 

(Zhao, Chen, & Wang, 2016) [1] Taiwan 791 users TAM 

(Susanto  et al ., 2016) [34] South Korea 201 ECT 

(Yuan et al ., 2016) [2] China 434 TAM 

(de Sena Abrahão et al ., 2016) 

[24] 
Brazil 605 UTAUT 

(Rubiah Abu Bakar 2017) [11] Malaysia 150 TAM 

(Shuhidan, Hamidi et al. 2017) 

[35] 
Malaysia 384 - 

(Yun Min Low 2017) [12] Malaysia 261 TAM 

(Liébana-Cabanillas et al. 2017) 

[13] 
Chile 218 TAM 

(Munoz-Leiva, Climent-Climent 

et al. 2017) [14] 
Spain 218 TAM 

(Chiu, Bool et al. 2017) [36] Philippines 314 - 

(Abdinoor and Mbamba 2017) 

[15] 
Tanzania 200 TAM 

(Aliza Kasim 2017) [16] Malaysia 359 TAM 

(Maduku 2017) [25] South Africa 401 UTAUT 

(Alalwan et al ., 2017) [44] Jordan 343 UTAUT2 

(Kumar, Israel et al. 2018) [31] India 744 
ECT, 

SDT 

(Masrek, Halim et al. 2018) [37] Malaysia 365 - 

Author/ Year Country Sample Subhead 

(Jamshidi, Keshavarz et al. 2018) 

[38] 
Iran 927 - 

(Zendehdel, Paim et al. 2018) 

[26] 
Malaysia 400 UTAUT 

(Singh and Srivastava 2018) [27] India 875 UTAUT2 

(Priya, Gandhi et al. 2018) [17] India 269 TAM 

(Khasawneh, Hujran et al. 2018) 

[4] 
Jordan 404 - 

(Mohd Thas Thaker, Amin et al. 

2018) [29] 
Malaysia 250 D&M IS 

(Mostafa and Eneizan 2018) [18] Libya 261 TAM 

(Wichittakul and Prasongsukarn 

2018) [39] 
Thailand 336 - 

(Nawaz and Yamin 2018) [19] Sri Lankan 695 TAM 

(Ahmed M. Mutahar 2018) [45] Yemen Review TAM 

(Johannes, Indarini et al. 2018) 

[40] 
Indonesia 200 - 

(Ezeh and Nwankwo 2018) [21] Nigeria 200 TAM 

(Khan, Lima et al. 2018) [5] Bangladesh 240 - 

(Baabdullah, Alalwan et al. 

2019) [28] 
Saudi Arabia 429 UTAUT2 

(Sharma and Sharma 2019) [30] Oman 227 D&M IS 

(Malaquias and Hwang 2019) 

[22] 

Brazil and 

USA 
375 TAM 

(Windasari & Albashrawi, 2020) 

[32] 
US 516 

UTAUT 

and IS 

success 

(Purwanto et al., 2020) [6] Indonesia 395 - 

(Mulia et al., 2020) [23] Global 300 TAM 

(Tumewah et al., 2020) [41] Indonesia 505 NIL 

(Suariedewi & Suprapti, 2020) 

[8] 
Indonesia 120 

Service 

quality 

(Khan et al., 2021) [42] Bangladesh 362 Nil 

(Esmaeili et al., 2021) [33] Iran 411 

Symbolic 

value 

theory 

Brand 

equity 

theory 

(Zhou et al., 2021) [7] China 224 
Service 

quality 

(Parera & Susanti, 2021) [43] Indonesia 105 Nil 

IV. FINDINGS 

The findings of this study are derived using frequency 
analysis. The analysis was contacted after extracting the 
information of the articles. The analysis is conducted using 
excel sheet and it includes the year of publication, country, 
theoretical framework, approach, sample size, and data 
analysis technique. More importantly, the analysis included the 
most critical factors for m-banking. 

A. Year of Publications 

The year of publication is given in Fig. 2. It shows that the 
number of articles has increased between 2016 and 2018 and 
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this could be due to the notion that the application of m-
banking has increased during this period. Number of articles 
reduced between 2019 and 2022 and this could be due to the 
searching criteria for articles in this period (see Fig. 2). 

 
Fig. 2. Year of publications. 

B. Country of Origin 

The country of origin is where the research has been 
conducted. It can be seen that the number of articles in 
Malaysia is the highest followed by Indonesia, India, and 
Bangladesh. This could be also due to the wide spread of M-
banking by banks in the Asian region. Fig. 3 shows the 
distribution of articles based on country of origin. 

 

Fig. 3. Country of origin. 

C. Sample Size 

The sample size of the reviewed studies is shown in Fig. 4. 
The minimum sample size has been used in the reviewed 
studies account to 105 and the maximum is 927 with mean 
score of 373. This means that on average, there are 373 
respondents in the reviewed studies. This average indicates that 
there is a shift in the analytical approach. Fig. 5 shows the 
sample size. 

 
Fig. 4. Sample size. 

 
Fig. 5. Theoretical framework. 

D. Study Approach 

The study approach is shown in Fig. 6. It can be seen that 
there are 98% of empirical studies while review studies 
accounted to 2%. This shows that the literature is empirical in 
nature and limited numbers of review studies were conducted. 

 

Fig. 6. Theoretical framework. 

E. Statistical Tools 

The statistical tools that have been used by the reviewed 
studies to analyses and explain the findings are shown in Fig. 
7. It can be seen the SPSS has been used by 41% of the 
reviewed studies followed by PLS with 32%, AMOS with 20% 
and LISREL with 7%. The first generation of data analysis 
represented by SPSS accounted to 41% while the second 
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generation known as structural equation modelling (SEM) and 
includes LISREL, AMOS, and PLS accounted to 59%. This 
confirms that there is a shift toward using advance analytical 
tools to examine the association among the variables. Again, 
this is also confirmed from the mean of sample size which is 
373. This is because the use of SEM requires a minimum of 
sample size of 200. 

 
Fig. 7. Analytical techniques. 

F. Critical Factors 

Factors of the 45 articles were extracted and a frequency 
analysis was conducted to identify the most related articles. 
The findings showed that service quality is one of the most 
critical factors for user satisfaction and loyalty to use m-
banking. This followed by trust, PU, PEOU, security, and 
perceived risk as well as privacy, and social influence. These 
variables have been identified by prior literature to be critical 
for the behavioral and actual behavior toward using the m-
banking by customers in various countries as shown in Fig. 8. 

 
Fig. 8. Critical factors for m-banking. 

V. DISCUSSION AND IMPLICATIONS 

This study was conducted to review the literature pertaining 
to the m-banking usage and adoption by users. The study also 
aimed to identify the gaps and the direction of future work as 
well as the predictors of using the m-banking. The finding 
showed that the number of articles published is increasing and 
this is a signal that the awareness about m-banking is also 
increasing. The country of origin shows that Malaysia is a 
leading country in m-banking studies followed by Indonesia. 

This could be due to the lifestyle of the people in these 
countries as online banking has become the norm and the 
preferred method of settling the financial transaction. In term 
of the theoretical model, the literature showed that TAM is still 
dominating the research of m-banking followed by to a less 
degree with UTAUT. Emerging theories such as IS success is 
used by limited number of studies. The quantitative approach is 
used widely by the literature and sample size is adequate for 
the analyses of the studies. In addition, the use of SEM is 
increasing in the literature. 

In terms of the predictors, the service quality is the most 
important predictor of m-banking loyalty, adoption, and usage. 
This is followed by trust and the variable of TAM such as 
PEOU and PU. Security, perceived risk and privacy as well as 
social influence are also critical for the usage of m-banking. 
This finding is in line with the findings of previous literature 
who found that the service quality and trust as well as security 
and privacy along with the variables of TAM are critical for the 
m-banking usage [1, 2, 12, 8, 45]. 

Accordingly, this study suggested that these factors can 
represent the predictors of users of m-banking across various 
countries and region. In addition, the study suggests that TAM 
is one of the most used theoretical frameworks. Therefore, 
decision makers are suggested to focus on the service provided 
by the m-banking application. Creating trust between the banks 
and the customers is essential for enhancing the intention to use 
the application. In addition, the security procedures is vital for 
the increase adoption of m-banking. The PU and the ease of 
using the application can be important variables for the 
adoption of m-banking. 

VI. CONCLUSION, LIMITATION, AND FUTURE WORK 

This study has been conducted to describe the literature 
about the m-banking adoption and to understand the predictors 
and theoretical foundation of the literature. The findings 
showed that there is an increase in the awareness and academic 
research into m-banking. The finding also showed that 
countries such as Malaysia, Indonesia, and India have received 
largest number of research into m-banking. TAM is still the 
dominating theoretical framework followed by UTAUT with 
empirical approach is overwhelming in the literature. The 
sample size is sufficient and larger than 200 responses which 
indicate that there is a shift toward using SEM which requires 
more than 200 responses. More importantly, the findings 
showed that service quality is the most important and widely 
frequent variable in the literature followed by trust, PU, PEOU, 
security, risk, social influence, and privacy. 

The study reviewed 45 articles extracted from Scopus, 
Woos, and Google scholar. The number of articles is limited 
due to the searching criteria, scope, and year of publication. 
Future studies can expand the scope, year of publication to 
increase the number of the reviewed article and the 
generalization of the findings. The findings showed that there 
is limited number of review studies and therefore, it is 
suggested for more studies to review the literature of m-
banking. In term of the year of publication, number of articles 
between 2019 and 2021 has decreased and researchers are 
suggested to conduct more studies and especially in the time of 
COVID-19 where the online banking has become essential for 
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all individual and organization to finalize their financial 
transaction. Research into m-banking is high in Asian countries 
such as Malaysia and Indonesia. However, few studies 
observed in other countries. Thus, more studies are suggested 
in other countries and region such as the Middle East, and 
Africa to have clearer view about the m-banking worldwide. 

In term of theoretical framework, the TAM is widely used 
followed by UTAUT. However, mixed theories or combined 
theories have been used by a few numbers of studies. 
Therefore, it is suggested that the future research should 
include the more theories such as the TAM and social 
exchange theory or TAM and IS success, UTAUT and IS 
success and these theories can explain more the aviator in 
technology adoption such as m-banking. It was also noted that 
few of the previous studies have deployed mediator or 
moderator. Thus, future studies can incorporate moderating 
variables such as trust, innovativeness, education, gender, and 
IT knowledge. Mediating variables can be the enjoyment and 
playfulness of m-banking. 

The critical variables identified in this study include service 
quality, trust, PU, PEOU, risk, security, social influence, and 
privacy. Future researcher can examine empirically the effect 
of these variables on the m-banking adoption to provide the 
decision makers with empirical view that can lead to more 
usage of m-banking. 
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Abstract—This study proposes a new approach in the 

sentence tokenization process. Sentence tokenization, which is 

known so far, is the process of breaking sentences based on 

spaces as separators. Space-based sentence tokenization only 

generates single word tokens. In sentences consisting of five 

words, tokenization will produce five tokens, one word each. 

Each word is a token. This process ignores the loss of the original 

meaning of the separated words. Our proposed tokenization 

framework can generate one-word tokens and multi-word tokens 

at the same time. The process is carried out by extracting the 

sentence structure to obtain sentence elements. Each sentence 

element is a token. There are five sentence elements that is 

Subject, Predicate, Object, Complement and Adverbs. We 

extract sentence structures using deep learning methods, where 

models are built by training the datasets that have been prepared 

before. The training results are quite good with an F1 score of 0.7 

and it is still possible to improve. Sentence similarity is the topic 

for measuring the performance of one-word tokens compared to 

multi-word tokens. In this case the multiword token has better 

accuracy. This framework was created using the Indonesian 

language but can also use other languages with dataset 

adjustments. 

Keywords—Token; tokenization; multi-word; sentence 

structure; sentence elements 

I. INTRODUCTION 

In the current era, the amount of information is increasing 
very rapidly [1], a lot of information is available in text form 
from various types of documents such as magazines, e-books, 
research results, social media, emails, pdf files, video, audio, 
images, and large amounts of business content. Experts predict 
the volume of text documents will grow by 80% by 2025. To 
be useful, text data must be processed into information with 
text mining techniques [2]. 

To be processed, text data needs to be prepared at the text-
pre-processing stage. This stage is the first important step of 
any data mining process to achieve better accuracy [3]. This 
process will change the data from its original form into a form 
that is easier to observe and explore [4]. One of the activities in 
pre-processing is tokenization besides case folding, 
filtering/stop-words removal, lemmatization, stemming [5], [6] 
including normalization and removing irrelevant words [7]. 
Stopwords are the least important words in a sentence, and 
ignoring them can help identify the most important words [8]. 

Tokenization is a fundamental process in almost all Natural 
Language Processing applications. The standard approach is 
single-word tokenization, in which the input string is split word 

by word using spaces as separators [9]. Most NLP research 
uses this kind of tokenization technique, such as by [10] in 
semantic similarity, [4][9] in text classification, [11], [12] in 
information retrieval, [13], [14] in clustering, [15]–[17] in 
sentiment analysis, and much more. 

Usually tokenization separates each word in a sentence as 
one token based on the spaces between words, but in fact, not 
all words in a sentence can be separated. There are words that 
must remain in pairs so that the meaning of the sentence 
remains correct. Separating a sentence into its constituent 
words can result in the meaning of a word deviating far from 
its actual context [18]. 

There are several publications that state that tokens are not 
just one word, but can be several words or even one sentence 
[10][13][14][19]. There is also research into finding multi-
word expressions (MWE) or combinations of words that must 
be paired to make sense, such as by [20]–[23]. Most of this 
research was conducted for documents in English and other 
languages, including languages that do not recognize spaces as 
separators between words, such as Mandarin, Japanese or Thai. 
Research on Indonesian language texts is still limited. All the 
research above is only for finding word pairs and not for 
tokenization. 

Methods that have been used in previous research include 
statistics, linguistic, dictionaries, and machine learning. The 
statistical method calculates the frequency of co-occurrence of 
two words. Linguistic methods match grammatical patterns 
based on the types of word labels. Searching for word pairs in 
the dictionary, that's the dictionary method. Machine learning 
methods use a set of datasets to predict the output. 

Tokens consisting of several words are referred to as multi-
word tokens. Multi-word tokens must be in the same sentence 
and same sentence element. In paragraphs that contain many 
sentences, it is necessary to segment the sentences so that each 
sentence is separated from each other. In order to segment a 
sentence, it is very important to know where the sentence 
boundaries are. It is not easy to find sentence boundaries 
because there is ambiguity from sentence boundary 
punctuation. 

In Indonesian there are 5 sentence elements, namely 
Subject (Subjek), Predicate (Predikat), Object (Objek), 
Complement (Pelengkap) and Adverb (Keterangan) known as 
SPOK in Indonesia [24]. The subject and predicate elements 
must be present, while others may or may not be present. Each 
sentence element contains one or more words as word pairs. 
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Word pairs can only be formed in the same sentence 
element. Therefore, it is important to be able to perform 
sentence structure extraction. This is not taken into account by 
previous studies. By extracting the sentence structure, each 
sentence element can be treated as a token, at least for Subject 
and Object. This paper proposes a new method for sentence 
tokenization based on sentence structure in Indonesian. This 
new method of sentence tokenization will generate single-word 
and multi-word tokens simultaneously. That‟s our contribution. 
To our best knowledge, there is no research on this. This 
research uses Indonesian, but can be adapted to other 
languages that use spaces by customizing and retraining the 
dataset. 

To find out the effectiveness of single-word and multi-word 
tokens, a sentence similarity test was carried out on both types 
of tokens. From the test results, it shows that multi-word 
tokens are able to determine word similarity better than single-
word tokens. 

This paper divided into several sections. In Section II, we 
review the related work on multi-word tokenization including 
multi-word expression, Section III, we give an overview of the 
proposed method including sentence segmentation, sentence 
structure extraction and dataset preparation. Section IV, we 
provide the result and discussion, and finally, Section V, 
concludes this paper. 

II. LITERATURE REVIEW 

This paper is inseparable from the previous studies that 
have been conducted by researchers. The previous studies are 
summarized in this section, especially those related to multi-
word tokenization. There are several methods used in previous 
research, such as statistics, linguistics, dictionary, and machine 
learning. We found two research in Indonesian language, that 
is [25] which perform 2-word extraction to obtain multi-word 
expression candidates by applying some rules and filtering 
using a dictionary. Researcher [26] also used rule-based 
methods and built two dictionaries (close class tagging and 
multi-word expression dictionary). This dictionary will store 
two or more words with POS tags of nouns, verbs and 
adjectives. The study [27] examines the tokenization process 
using a phrase detection-based approach. 

Research in Serbian language with agricultural engineering 
domain conducted by [28] provides a hybrid approach by 
combining linguistic and statistical information. The Candidate 
terms are obtained using the frequency of occurrence of text 
sequences in the corpus. In an effort to obtain multi-word 
expressions, the author in [20] examined an implementation in 
Turkish used four methods: first, statistical methods to 
calculate high co-occurrence frequencies, second, linguistic 
methods through POS patterns, third, candidates from idiom 
dictionaries, and the last is specialized domains such as term 
dictionaries. Research that presents a method for identification 
of chemical terms as multi-words was conducted by [23]. In his 
research, the Multiword Identifying and Representing (MIR) 
method was implemented to recognize multi-word phrases in 
chemical literature with an unsupervised data-driven model and 
the identified phrases were added to the vocabulary. This 
research uses statistical and linguistic methods without expert 
annotations. Author in [29] created the MwTExt architecture, 

for automatic extraction of multi-word terms from unannotated 
computer science domain English documents. This method 
uses statistical, linguistic, and logic-based methods and hybrid 
techniques and focuses only on lexical patterns such as (N P 
N), (N P N + N), and (N P N P N). 

The study [21] built a hybrid approach with the 
combination of Bi-LSTM + word correlation level and K-
Means Clustering to detect MWEs for multiple languages 
without manual features. Author in [30] proposed a neural 
network model for learning fixed-size word representations 
from arbitrary chunks with word embedding. Implementation 
in French created MWE for Russian dictionary (RuThes). 
Multi-word expression recognition measure based on similarity 
of phrase distribution and word components is used for 
statistical and linguistic methods as well as for word 
embedding. Author in [31] focus on annotating different types 
of lexicalized and institutionalized phrases with main goal is to 
identify MWEs that are perceived as complex by readers and 
need to be simplified overall. A number of hand-crafted 
features form the basis for predicting MWE complexity. 

From the previous research above, as far as we know, there 
is no research with a method based on sentence structure as 
proposed by this research. 

III. PROPOSED METHOD 

The general tokenization process is shown in Fig. 1. This 
process works by receiving input in the form of sentences and 
identifying each word as a token by using spaces as separators 
between words, resulting in single word token. The number of 
tokens equals the number of words. 

 

Fig. 1. General tokenization process. 

This tokenization method is widely used, but it can also 
cause inaccuracies, such as: 

1) The same word or token, will be considered to have the 

same meaning even if it is in a different order so that only one 

token will be used and the other tokens will be ignored [32]. 

Example : 

Token in English : „sakura‟,‟dewi‟, „looks‟, „at‟, „sakura‟, 
„tree‟, „in‟, „Japan.‟ 

Token in Indonesian : „sakura‟, „dewi‟, „memandang‟, 
„pohon‟, „sakura‟, „di‟, „Jepang‟ 

The first token and the fifth token, will be considered to 
have the same meaning even though they are semantically 
different. One of them will be ignored. 

2) When two or more words are combined and form a 

whole, a new meaning will be created that is different from 

each of the constituent words. Example : 

Token in English: „green table‟ 

Token in Indonesian: „meja hijau‟ 
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In Indonesian, „meja hijau‟ means the court, a place to find 
the truth. If these two words are separated into „meja‟ and 
„hijau‟ then the meaning becomes different, the first is a piece 
of furniture that has a flat surface as a table top and legs as a 
support and the second is one of the base colors. 

3) Not only the word meaning problem, but also the Part-

of-Speech (POS) ambiguity problem. The POS of a single 

word token can vary. For example, separating the two words 

'memberi makan' (in English: feeding), consists of the word 

'memberi' with POS as the verb and the word 'makan' as the 

noun (since it is something that is given), but in other contexts 

such as 'kuda makan rumput', the POS of the word 'makan' is 

as a verb. 

From the previous description, it is known that there are 
words that cannot be separated or must still be combined. 
Current tokenization methods does not accommodate this. 

The main elements of the proposed tokenization framework 
are shown in Fig. 2. The framework has two stages, namely 
sentence segmentation and sentence structure extraction. 

 

Fig. 2. The tokenization framework block diagram. 

The input can be in the form of paragraphs or sentences. If 
the input is a paragraph, it will go through the sentence 
segmentation stage. This stage will split the paragraph into 
separate sentences. These sentences, whether they are new 
input or output from the first stage will be processed in the 
sentence structure extraction stage. 

The output is a sentence structure with its elements 
(SPOK). Each sentence element is a token. In other words, 
sentence structure extraction is a tokenization process. These 
tokens are then used in natural language processing 
applications. 

A. Sentence Segmentation 

The task of sentence segmentation can be performed by 
detecting sentence boundaries [33]. The general pattern of a 
sentence is that it begins with a capital letter and ends with a 
special punctuation mark such as a period, question mark, or 
exclamation mark. The ability to recognize punctuation is a 
key requirement for knowing sentence boundaries to divide a 
paragraph into sentences. In this study the sentence 
segmentation process is described in Fig. 3. 

 

Fig. 3. Sentence segmentation diagram. 

1) Word Tokenization, is a tokenization process as 

commonly used, breaking text data into words [8][34]. If there 

are punctuation marks then they will be attached to this token. 

2) Punctuation Checking, is the process of checking the 

punctuation attached to the token, one of which is a period, 

question mark, or exclamation mark. 

3) If the punctuation on the token is one of the three 

sentence-ending punctuation marks, the token will be assigned 

EOS status. Otherwise, it will be assigned NEOS status. 

4) Combining NEOS Tokens. All NEOS will be combined 

into one sentence after finding EOS. 

All tokens with NEOS status are combined into one new 
sentence and tokens with EOS status become the last word in 
the sentence. The next token will be the first word of the next 
sentence. This sentence will be used as input for the next 
process. 

B. Sentence Structure Extraction 

There are five sentence elements in Indonesian, namely 
Subject (Subjek), Predicate (Predikat), Object (Objek), 
Complement (pElengkap) and Adverb (Keterangan). Each 
sentence consists of at least a Subject and a Predicate and these 
two elements are arranged sequentially. The sentence elements 
Object, Complement and Adverb can be used or not used. The 
combination of these sentence elements forms a sentence 
structure pattern like SP, SPO, SPOK, SPOE, SPK, SPE, 
SPEK and SPOEK. Each word or words in each element of the 
sentence is a unit. Words or tokens that are in different 
sentence elements cannot be combined into one unit. 

The sentence extraction process will identify sentence 
elements and classify each word in each sentence element. 

This will facilitate the tokenization process, especially in 
determining multi-word tokens. The sentence structure 
extraction method in this study is as shown in the Fig. 4. 
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Fig. 4. Sentence structure extraction diagram. 

The stages of the extraction process are as follows: 

1) The process will accept input in the form of simple and 

active sentences. 

2) A pre-trained deep learning model will predict sentence 

structure of the input sentence. The model has been trained 

using a dataset containing a collection of simple and active 

sentences in Indonesian, complete with labels. The embedded 

label is the identity of the sentence structure in the BIO 

tagging format. Label B (for “beginning”) indicates as part of 

a multi-word token with position as the first word. The label I 

(for "inside") also indicates as part of a multi-word token with 

the position as the next word and the label O (for "outside") 

indicates as a stand-alone token or single word token. The 

dataset is in csv file format with an example as shown in Fig. 

5. 

This dataset contains 45,079 tokens from 4,740 sentences 
in Indonesian, with a minimum token range of 2 words and a 
maximum of 17 words per sentence. The distribution of each 
sentence element contained in the dataset is shown graphically 
in Fig. 6. 

 

Fig. 5. Sentence structure dataset. 

 

Fig. 6. Distribution of sentence elements in the dataset. 

This dataset was trained using the pre-trained Bidirectional 
Encoder of Transformers (BERT) model. By dividing 80% as 
training data and 20% as test data and 10 epochs, an F1-score 
of 0.7 was obtained. These results show that the model and 
dataset that have been built are good enough, but need to be 
improved in the future. 

3) The output of this process is a sentence structure 

prediction with sentence elements, namely Subject (SUB), 

Predicate (PRE), Object (OBJ), Complement (PEL), and 

Adverb (KET). There are nine types of adverbs in the dataset 

so there are thirteen sentence elements as listed in Table I. 

Each token or word must be a member of one of the 
sentence elements. Each sentence element can consist of one or 
more than one word. 

The output of the predicted sentence element will be 
written in the format of a BIO-tag label and the abbreviation of 
the sentence element, e.g. 'O-SUB' consists of the label O and 
the abbreviation SUB which means the word has no word pairs 
and with the Subject role. 

TABLE I.  SENTENCE ELEMENTS 

No. Sentence element Abbreviation 

1. Subject Subject SUB 

2. Predicate Predicate PRE 

3. Object Object OBJ 

4. Complement Complement PEL 

5. 

Adverbs 

Adverbs of time KWK 

6. Adverbs of place KTM 

7. Adverbs of purpose KGU 

8. Adverbs of situation KKD 

9. Adverbs of manner KCR 

10. Adverbs of tools KAL 

11. Adverbs of identity KID 

12. Adverbs of participant KPE 

13. Adverbs of condition KSY 
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For sentence elements with more than one word, the first 
word will be labeled B ('beginning') and the remaining words 
will be labeled I ('inside' in BIO tags), e.g. 'B-SUB', 'I-SUB', 'I-
SUB' which means there are three words that have the role of 
Subject and as one unit or one token. Such tokens are referred 
to as multi-word tokens. These tokens are then used in the NLP 
process. 

IV. RESULT AND DISCUSSION 

The experimental results of the proposed tokenization 
framework are quite good. In this section, the output will be 
discussed and sentence similarity tests will be conducted based 
on single word tokens and multi-word tokens. 

A. The Output 

As mentioned earlier, the outputs of this tokenization 
framework are sentence structures and sentence elements. Each 
sentence element can consist of a single word called a single-
word token or multiple words called a multi-word token. One 
word means one token, multiple words also means one token. 
The number of sentence elements indicates the minimum 
number of tokens. Table II shows an example. 

The first sentence consists of two words, the prediction 
results show that the first word is the Subject (O-SUB) and the 
second word is the Predicate (O-PRE). Both are independent 
because they are labeled O. Then each word is a single word 
token. 

The second sentence consists of seven words. The first 
word 'Tim' is labeled 'B-SUB' and the second word 'Argentina' 
is labeled 'I-SUB' which indicates that both are in the same 
group which is Subject (SUB). So both should remain as one 
with the meaning of a group of soccer players from Argentina. 
Separating the two words will lose the original meaning. That 
is, the Subject is a combination of the words 'Tim' and 
'Argentina' to become 'Tim Argentina'. This is a multi-word 
token. 

Likewise, the fourth to seventh words are adverb groups 
(KTM), so these four words are a single unit. In this second 
sentence, there is also a word labeled 'O-PRE', namely 'win'. 
This means that the word 'win' has the role of a Predicate that 
stands alone, and is a single word token. 

Therefore, it can be seen that the second sentence only has 
three tokens for Subject, Predicate, and Adverb. More details 
in Table III. 

In the third sentence, there are three groups of sentence 
elements consisting of more than one word, namely words 
labeled Predicate (PRE), Object (OBJ), and Complement 
(PEL). Only the subject (SUB) stands alone because it is 
labeled O. The complete information can be seen in Table IV. 

In Table IV, it is clear that the Subject is a one-word token 
'Prajurit', the Predicate is a multi-word token 'mulai memasuki', 
on the Object there are two words 'area pertempuran' as multi-
word tokens and the Complement consists of three words 
'dengan senjata lengkap' as multi-word tokens. 

B. Sentence Elements as Token 

As explained earlier, a sentence element can be a token. A 
sentence extraction result that produces three sentence 
elements means it has three tokens. A sentence will have at 
least two tokens. Tokens can be single-word tokens or multi-
word tokens. 

TABLE II.  INPUT AND PREDICTION OF SENTENCE ELEMENTS 

No Lang Input Sentence 
Output Prediction 

Tokens 
Sentence 

Elements 

1. 

INA Amir mandi 
[„Amir‟, „mandi‟] 

[„O-SUB‟, 

„O-PRE‟] EN Amir takes a bath 

2. 

INA 
Tim Argentina menang 
di Piala Dunia 2022 [„Tim‟, 

„Argentina‟, 

„menang‟, „di‟, 
„Piala‟, „Dunia‟, 

„2022‟] 

[„B-SUB‟, 
„I-SUB‟, 

„O-PRE‟, 

„B-KTM‟, 
„I-KTM‟, 

„I-KTM‟, 

„I-KTM‟] 

EN 
The Argentina team 
won in the 2022 World 

Cup 

3. 

INA 

Prajurit mulai 

memasuki area 

pertempuran dengan 
senjata lengkap. 

[„Prajurit‟, 

„mulai‟, 

„memasuki‟, 
„area‟, 

„pertempuran‟, 

„dengan‟, 
„senjata‟, 

„lengkap‟] 

[„O-SUB‟, 

„B-PRE‟, 

„I-PRE‟, 
„B-OBJ‟, „I-

OBJ‟, „B-

PEL‟, „I-
PEL‟, „I-

PEL‟] 

EN 

Soldiers began to enter 

the battle area with full 

weapons. 

TABLE III.  SENTENCE STRUCTURE FOR EXAMPLE NO. 2 

Source Tim Argentina menang di Piala Dunia 2022 

Initial 
Token 

Tim Argentina menang di Piala Dunia 2022 

Output 

Labels 

B-

SUB 
I-SUB O-PRE 

B-

KTM 
I-KTM I-KTM 

I-

KTM 

Sentence 
Elements 

Subject Predicate Adverb of Place 

Proposed 

Token 

„Tim Argentina‟ „menang‟ „di Piala Dunia 2022‟ 

Multi-word 
Single 

word 
Multi-word 

TABLE IV.  SENTENCE STRUCTURE FOR EXAMPLE NO. 3 

Source 
Prajurit mulai memasuki area pertempuran dengan senjata 

lengkap. 

Initial 

Token 
Prajurit 

mula

i 

memasu

ki 
area 

pertempura

n 

denga

n 

senjat

a 

lengka

p 

Output 
Labels 

O-SUB 
B-
PRE 

I-PRE 

B-

OB

J 

I-OBJ 
B-
PEL 

I-PEL I-PEL 

Sentenc

e 

Element
s 

Subjec

t 
Predicate Object Complement 

Propose
d Token 

„Prajurit

‟ 

„mulai 

memasuki‟ 

„area 

pertempuran‟ 

„dengan senjata 

lengkap‟ 

Single 

word 
Multi-word Multi-word Multi-word 

However, not all multi-word tokens derived from sentence 
elements can be assigned as end tokens. The contents of multi-
word tokens can be words that do not provide important 
information. 

In the second sentence above, there is the word 'di' in the 
adverb of place with a multi-word token. The multi-word token 
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in the third sentence contains the word 'mulai' in the Predicate 
and the word 'dengan' in the Complement. These words can be 
ignored and have no effect on the token. Such words are 
known as stopwords. 

From the example sentences above, stopwords can appear 
in Predicate, Complement, or Adverb. There are almost no 
stopwords in Subject and Object. Therefore, multi-word tokens 
in Predicate, Complement, and Adverb need to be filtered first. 
These unnecessary words will be removed before providing 
tokens. Filtering is done by comparing the contents of the 
multi-word tokens of the three sentence elements with a 
database containing words that fall into the category of 
stopwords. 

C. Evaluation 

The outputs of this framework are single word tokens and 
multi-word tokens. To get an overview of the two types of 
tokens, the following is an evaluation of both in determining 
sentence similarity. 

The evaluation is done using the token lexical similarity 
method. Overlap Coefficient, Jaccards Index, Jaccards 
Distance, Dice Coefficient and Cosine Similarity methods will 
be used for single word tokens, while Dice-Index Coefficient 
for multi-word tokens. 

Some of the stages of evaluation are as follows: 

1) Defines a set of single-word tokens and multiple-word 

tokens in sentences. 

2) Perform statistical calculations: 

a) For single word token. 

 Counts the number of tokens in the sentence, which is 
mathematically symbolized as | K1 |. 

 Counts the number of tokens that appear in both 
sentences, symbolized as | K1 ⋂ K2 |. 

 Counts the number of tokens derived from the two 
sentences, and is symbolized as | K1 ⋃ K2 |. 

b) For multi-word tokens: 

 Counts the core (head) token on each token, symbolized 
as | h1 | and | h2 |. Head is a word whose meaning is 
included in the meaning of another word. 

 Perform token combinations according to the token 
order. 

 Counts the number of core tokens (head) present in both 
multi-word tokens, symbolized as | h1 ⋂ h2 |. 

 Sum the core (head) tokens, symbolized by | h1 | + | h2 |. 

 Counts the number of tokens present in both multi-word 
tokens and is symbolized as | M1⋂ M2 |. 

 Counts the number of tokens from both multi-word 
tokens, symbolized as | M1 | + | M2 |. 

c) Measuring sentence similarity 

Measuring the similarity between sentence1 and sentence2 
basically determines how many similarity tokens there are in 
each sentence divided by the normalization factor. 

The sentence similarity measurement function used is as 
follows: 

 Overlap Coefficient: is the size of the overlap of the sets 
K1 and the sets K2 divided by the smallest size between 
K1 and K2. 

OC (K1, K2) = 
| K1 ∩ K2 | (1) 

min(| K1 |, | K2 |) 

 Jaccard Index: is the Intersection over Union size of the 
sets K1 and K2. 

JI(K1, K2) =  
|K1∩K2| = 

|K1∩K2| (2) 
|K1⋃K2| |K1 | + |K2| - |K1∩K2| 

 Jaccard Distance: Measures the degree of difference of 
the two sets, or by subtracting 100% with the Jaccard 
Index. 

JD(K1, K2) =  1-JI(K1,K2) = 
|K1⋃K2| - |K1∩K2| (3) 

|K1⋃K2| 

 Dice Coefficient: measures two times the number of 
tokens shared in both sentences divided by the total 
number of tokens in both sentences. 

DC (K1, K2) = 
2 | K1 ∩ K2 | (4) 
| K1 | + | K2 | 

 Cosine Similarity, with the formula: 

CS (K1, K2) = 
 K1 . K2  (5) 

|| K1 || . || K2 || 

The following three sentences are used as test data. 

1) K1 = “walikota solo memberikan apresiasi kepada 

Agnes.” (The mayor of solo city gave his appreciation to 

Agnes.). 

2) K2 = “agnes monica adalah penyanyi solo wanita 

berbakat.” (agnes monica is a talented female solo singer.). 

3) K3 = “pemerintah kota solo mendapat hibah dari 

pangeran arab saudi.” (she solo city government received a 

grant from the prince of saudi arabia.) 

By using the formula described above, the calculation 
results are as follows in Table V. From the table, it can be 
concluded that the first sentence is more similar to the second 
sentence. 

Meanwhile, the proposed tokenization process generates 
tokens according to the sentence structure as follows: 

For K1, S=“walikota solo”, P=”memberikan”, 
O=”apresiasi”, C=”kepada agnes”. 

For K2, S=“agnes monica”, P=”adalah”, O=”penyanyi solo 
wanita”, A=”berbakat”. 

TABLE V.  SENTENCE SIMILARITY FOR SINGLE WORD TOKEN 

 K1 K2 K3 K1, K2 K1, K3 K2, K3 

| Kn | 6 7 9    

| Kx ⋂ Ky |    2 1 1 

| Kx ⋃ Ky |    11 14 15 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

547 | P a g e  

www.ijacsa.thesai.org 

Overlap Coefficient 0.3333 0.1667 0.1429 

Jaccard Index 0.1818 0.0769 0.0714 

Jaccard Distance 0.8182 0.9231 0.9286 

Dice Coefficient 0.3077 0.1429 0.1333 

Cosine Similarity 0.3086 0.1443 0.1336 

For K3, S=“pemerintah kota solo”, P=”mendapat”, 
O=”hibah”, A=”dari pangeran arab saudi”. 

Multi-word token similarity measurement uses the concept 
of lexical similarity based on identifying the common sequence 
of each token. It is based on the hypothesis that the head is a 
hyponym of the same term, which is denoted as hn. The 
visualization of the hyponyms of the multi-word tokens in the 
above three sentences is shown in the Fig. 7 below. 

 

Fig. 7. Hyponyms referring heads. 

The word sequence of the multiword token P(t) references 
the set of all sequences in t. The lexical similarity between 
multi-word tokens t1 and t2 is measured based on the Dice-like 
coefficient formula as follows: 

KMK(M1, M2) =  
|P(h1)∩P(h2)| = 

|P(t1)∩P(t2)| (6) 
|P(h1)| + |P(h2)| |P(t1)| + |P(t2)| 

The numerator in the formula indicates the set of shared 
constituents (constituents present in both tokens), while the 
denominator refers to the total number of constituents. 

The multi-word token obtained from sentence structure 
extraction are shown in Table VI. 

TABLE VI.  MULTI-WORD TOKEN 

Stc 
Multi-word 

Token 

Core Token 

(head) 
Constituent order 

P(h) |P(h)| P(t) |P(t)| 

K1 „walikota solo‟ „solo‟ 1 
{walikota, solo, 
walikota solo} 

3 

K2 

„agnes monica‟ - - - - 

„penyanyi solo 

wanita‟ 
„penyanyi‟ 1 

{penyanyi, solo, 

wanita, penyanyi solo, 

solo wanita, penyanyi 
solo wanita} 

6 

K3 
„pemerintah 
kota solo‟ 

„solo‟ 1 

{pemerintah, kota, 

solo, pemerintah kota, 
kota solo, pemerintah 

kota solo} 

6 

TABLE VII.  SENTENCE SIMILARITY LEVEL FOR MULTIWORD TOKEN 

Formula Description K1, K2 K1, K3 K2, K3 

| P(hx) ⋂ P(hy) | 
The sum of the same 

terms in both heads 
0 1 0 

| P(hx) | + | P(hy) | 
The total number of 
terms on each head 

2 2 2 

| P(tx) ⋂ P(ty) | 

The sum of the same 

terms in both 
constituents 

1 1 1 

| P(tx) | + | P(ty) | 

The total number of 

terms on each 
constituents 

9 9 12 

Similarity  0.11 0.61 0.08 

By using the Dice-like coefficient formula, the level of 
similarity of multiword tokens is obtained as shown in Table 
VII. 

From the table above, the multi-word tokens in the first 
sentence are similar to the third sentence compared to the 
second sentence, and the multi-word tokens in the second 
sentence are very different from the third sentence. 

From the similarity measurement of the two sentences 
above, there is a difference in results between single word 
tokens and multi-word tokens. The measurement with single 
word tokens concludes that the first sentence and the second 
sentence are more similar than the other sentences. 

While the measurement with multi-word tokens states that 
the first sentence and the third sentence are more similar than 
the first and second sentences. Both have the same 
measurement result, that the second and third sentences are 
least similar. 

In human judgment, the first and third sentences are 
similar, just like the measurement results of multi-word tokens. 
This shows that multi-word tokens also have advantages and 
can help NLP work. 

D. Performace 

To evaluate the quality of the proposed method, we 
conducted a manual evaluation of 100 sentences. The 
evaluation was done by checking the supposed multi-word 
tokens and then compared with the multi-word tokens 
extracted by the proposed method, with the results as shown in 
the Table VIII. 

From the table, we can calculate Precision and Recall using 
the following formula: 

  
                                     

                                 
 (7) 

  
                                     

                           
 (8) 

TABLE VIII.  EXTRACTED MULTI-WORD TOKEN 

Number 

of 

sentences 

Number 

of tokens 

Correctly 

extracted 

sentence 

structure 

Extracted 

Correctly 
extracted 

multi-

word 
tokens 

Total 
extracted 

multi-

word 
tokens 

Multi-

word 
tokens 

should be 

100 709 84 204 221 237 

And the results are P = 0.92 and R = 0.86. The success of 
extracting multi-word tokens correctly is quite dominant, out of 
221 multi-word tokens extracted, 204 of them are correct. 
While the R value has a value of 0.86 which is obtained from 
204 correct multi-word tokens out of 237 multi-word tokens 
that can be generated. These results provide information that 
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the proposed method is able to extract sentence structure and at 
the same time produce multi-word tokens that are quite 
accurate. 

We also conducted a comparison with three other studies 
on multi-word tokens or similar from [21], [27] and [29]. 
Methods used by [21] are hybrid to train a multi-word 
expression detector for multiple languages without any 
manually encoded features. The methods used by [27] is a rule-
based. The methods used by [29] are statistical, linguistic and 
logic-based methods and hybrid techniques, for the automatic 
extraction of multi-word terms from unannotated computer 
science domain English documents. 

A comparison between these four methods is shown in 
Table IX. 

TABLE IX.  METHOD COMPARISON 

Liang et al. [21] Putranto et al. [27] 
Thanawala et al. 

[29] 

Propose 

Method 

a hybrid approach, 

which combines Bi-
directional LSTM 

(Bi-LSTM), phrase 

head word 
expansion and 

cluster to identify 
three types of multi-

word expression 

a rule that contains 

combinations of 

word classes that 
are most likely to 

form phrases. 

Using shallow 
parsing and 

syntactic structure 

analysis and using 
a rule-based 

linguistic 
approach pattern. 

Sentence 

structure 
extraction 

compound nouns, 
verb construction 

and idiom. 

Verbal, Nominal, 

Adverbial, 
Pronominal, 

Adjectival phrase 

rule. 

Lexical patterns 

such as (N P N), 

(N P N + N), (N P 
N P N). 

Dataset 

model 

Sequence features, 

word correlation 

degree and three 
types of multi-word 

expression 

The classification 

model obtained is 
more optimal. 

Output in various 

forms of noun 
phrases 

Output in 
form of 

sentence 

element 

Precision = 0.92 0.79 0.87 0.92 

Recall = 0.92 0.84 1.00 0.86 

Each method has advantages and disadvantages. However, 
by preparing and training the sentence structure dataset, the 
proposed method is excellent in predicting the sentence 
structure elements. Each element is a token, either a single 
token or a multi-word token. Thus, this method does not rely 
on manually constructed lexical patterns. The method is highly 
adaptable and evolves as new data becomes available. 

V. CONCLUSION 

A tokenization process that generates single-word tokens 
and multi-word tokens simultaneously is possible. This is 
proposed through this research. To our knowledge, we are the 
first to propose this tokenization method based on sentence 
structure, which is expected to inspire new research with new 
ideas. Providing a complete dataset is a very important factor 
for successful sentence structure prediction. The predicted 
sentence element (SPOK) can consist of one or more words, 
i.e. tokens. Multi-word tokens are more accurate than single-
word tokens in terms of sentence similarity. 

Multi-word tokens are worthy of further research. In the 
future, we will enhance the dataset with passive sentences and 

also apply this approach for use in other types of cases such as 
NER. 
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Abstract—Since farming is becoming increasingly more 

expensive, efficient farming entails doing so without suffering 

any losses, which is what the current situation desires. Weeds are 

a key issue in agriculture since they contribute significantly to 

agricultural losses. To control the weed, pesticides are now 

evenly applied across the entire area. This approach not only 

costs a lot of money but also harms the environment and people's 

health. Therefore, spot spray requires an automatic system. 

When a deep learning embedded system is used to operate a 

drone, herbicides can be sprayed in the desired location. With the 

continuous advancement of object identification technology, the 

YOLO family of algorithms with extremely high precision and 

speed has been applied in a variety of scene detection 

applications. We propose a YOLOv7-based object detection 

approach for creating a weed detection system. Finally, we used 

the YOLOv7 model with different parameters for training and 

testing analyzed on the early crop weed dataset and 4weed 

dataset. Experimental results revealed that the YOLOv7 model 

achieved the mAP@0.50, f1score, Precision, and Recall values for 

the bounding boxes as 99.6,97.6, 99.8, and 95.5 respectively on 

the early crop weed dataset and 78.53, 79.83, 86.34, and 74.24 on 

4weed dataset. The Agriculture business can benefit from using 

the suggested YOLOv7 model with high accuracy in terms of 

productivity, efficiency, and time.  

Keywords—Weed detection; YOLOv7; early crop weed; deep 

learning 

I. INTRODUCTION 

As of right now, losses from pests, diseases, and weeds can 
account for up to 40% of annual crop yields worldwide. In the 
years to come, this proportion is anticipated to rise sharply. 
Currently, the principal method of weeding in fields is to spray 
herbicides across a huge region. Leaving pesticide residues in 
the soil, this practice not only wastes resources but also 
pollutes the environment. As a consequence, precision spraying 
[1][2] effectively controls the growth of weeds in a field while 
using less pesticide, improving utilization, and avoiding 
chemical residue. 

Quick and accurate weed detection in crop fields is crucial 
because it may serve as a foundation for the development of 
precision spraying systems. Many researches have been done 
so far on image-based techniques for the automated 
identification and categorization of weeds. For the purpose of 
enhancing weed detection accuracy in rice fields, [3] retrieved 
101-dimensional characteristics from a picture of a weed, 
including color, shape, and texture.  They achieved a 
recognition rate of 91.13 percent using deep belief networks 

with fusion features. Two different classification techniques are 
presented by [4] to identify weed density in photos. Based on 
the grey level co-occurrence matrix (GLCM), the first 
approach used a Support Vector Machine (SVM) to get an 
accuracy of 73 percent, while the second method combined a 
Random Forest classifier with invariant scale and rotation 
moment features to achieve an accuracy of 86 percent.  These 
methods have the drawback of not being effective against 
sedges and wide-leaf weeds.  The artificial neural network 
(ANN) employed by [5] to identify various types of weeds was 
optimized using the bee algorithm (BA), and the ANN-BA 
attained an accuracy of 88.74 percent for the right channel and 
87.96 percent for the left channel.  The techniques utilized in 
the aforementioned research were aimed at enhancing 
recognition in conventional machine vision. Due to the 
minimal hardware requirements for operation, they are well-
suited for practical deployment. However, the majority of these 
techniques only tested the effectiveness on low-density 
samples. The difficulties of opacity, clumping, light change 
and other natural environment characteristics are challenging to 
overcome. 

Deep learning has been used to address weed detection 
issues in agriculture. Researchers have had success using 
various deep learning models for this task. In [6], employed the 
small YOLO-v3 for real-time application in a field of 
strawberry and tomato plants and succeeded in detecting goose 
grass with an accuracy of 82 percent. With the use of pre-
trained Faster R-CNN, [7] achieved 65 percent accuracy, 68 
recall, 66 F1 score, and 0.21 s inference time in recognizing 
late-season weed in soybean fields. The author [8] used 
Inception-ResNet-v2 as the basis and achieved F1 scores of 
72.7 percent (at IoUall) and 96.9 percent for identifying 
agricultural plants and weeds (at IoU0.5). The study [9] used 
the Mask R-CNN to accurately extract weed from the 
"cranesbill seedling dataset." In [10] the author categorized the 
weed Rumex obtusifolius with a VGG-16 classification 
accuracy of 92.1%. The research [11] discovered that VGG-19, 
which had been tweaked to generate binary output, had the 
greatest classification accuracy of 98.7 percent for detecting 
volunteer potatoes in sugar beet in a comparison of Inception-
v3 with AlexNet, VGG-19, GoogLeNet, ResNet-50, and 
ResNet-101. 

Convolutional neural networks have been used by some 
researchers in recent years to try to detect weeds in rice fields. 
Fully convolutional networks were utilized by [12] to classify 
pixels in high resolution unmanned aerial vehicle (UAV) 
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imagery taken from a rice field (FCN).  Their method had an 
accuracy rate of 91.96 percent and an average mean 
intersection over union (mean) of 84.73 percent. Using a 
semantic segmentation model called SegNet, IoU. In [13], 
detected the pixels in the image that corresponded to rice 
seedlings, weeds, and the backdrop. They can address the 
category imbalance by finding the class weight coefficients. 
Their approach has a greater accuracy of 92.7 percent when 
compared to FCN and U-Net. 

However, the bulk of important research has only been able 
to recognize the leaves of certain plants, rather than actual 
photographs with intricate backgrounds in real settings. The 
techniques have poor stability and accuracy when applied to 
identify weeds in rice fields [15]. 

Large-scale weed picture collections must be carefully 
curated to create high-performing weed identification 
algorithms. Images of weed may be captured on a variety of 
platforms [16], incorporating field robots [18], portable camera 
sensors, and unmanned aerial vehicles (UAV) [17]. 
DeepWeeds [19], Early crop weed dataset [21], Open Plant 
Phenotype Database [22], and Dataset of food crops and weeds 
[23] are only a few examples from a recent assessment of 19 
publicly accessible datasets for weed identification and plant 
recognition, published in [20]. These datasets are all made up 
of RGB (red-green-blue) photos. Currently, a large number of 
researches have demonstrated the effectiveness of deep 
learning object detectors in weed identification. These studies 
include those using the YOLO series, Faster R-CNN, Mask R-
CNN, RetinaNet, and EfficientDet. 

The YOLOv7 approach had been used in this study to 
address this issue and significantly enhance the performance 
for weed detection in the early weed dataset [21] and to assess 
the performance of a newly formed 4weed dataset [14] that has 
had no machine learning models applied to it up to this point . 
Finally, studies show that the YOLOv7 proposed in this study 
may successfully handle the problems related to weed 
identification in crops, achieving high accuracy and 
outstanding efficiency. 

II. METHODOLOGY 

To build a framework for weed identification, we must 
finish data collection, model training, and multi-class plant 
species classification. Two main datasets were used in this 
study: The Early Crop Weeds dataset and the 4weed dataset. 
The dataset contains photos with varied resolutions that were 
translated into the same dimensions using the deep learning 
model input layer. After creating a suitable dataset, the 
gathered data is separated into 90% training and 10% testing 
sets. YOLOv7 is then trained for agricultural weed detection 
utilizing those data. The performance of the trained model is 
evaluated using multiple parameters. Fig. 1 depicts the 
proposed approach used for weed identification. 

A. Dataset 

The early crop weed detection dataset contains 308 images 
that are taken from the early crop weed classification dataset 
[21] and the objects of interest are annotated with bounding 
boxes. This dataset contains 308 RGB images of four species at 
early growth stages. It includes images of 25 cotton, 67 velvet, 

121 tomato, and 95 nightshade. Fig. 2 shows sample instances 
of the early crop weed detection dataset images. 

The 4Weed [14] collection includes 618 RGB photos in 
total, which were collected at Purdue University under 
challenging field circumstances. The collection includes photos 
of four weed species that are often seen in corn and soybean 
production systems: Giant Ragweed, Foxtail, Cocklebur, and 
Redroot Pigweed Fig. 3. 

The final dataset included 150 Giant Ragweed photos, 170 
Redroot Pigweed images, 35 Cocklebur images, and 73 Foxtail 
images. You may get the dataset at https://osf.io/w9v3j/. 

 
Fig. 1. Weed detection model flow chart for dataset, training, and detection 

process. 

 
Fig. 2. Sample images of early crop weed detection dataset. 

 

Fig. 3. Sample images of the 4weed dataset. 
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B. You Only Look Only Once (YOLOv7) 

In this research, a computer vision-based recognition and 
detection technique is provided for object detection. The most 
recent Yolov7 model was used. Yolov7 is a single-stage object 
detection technique. You Only Look Once Yolov7's network 
structure diagram is depicted in Fig. 4 [25]. Overall, the 
YOLO-V7 technique resizes the input picture to 640x640 
before feeding it into the backbone network, producing three 
layers of feature maps of varying sizes via the head network, 
and then outputting the prediction result using RepConv [24].  
RepConv is utilized to build a planned reparametrized 
convolution architecture with increased gradient variation for 
various feature maps [24]. The soft labels generated by the 

optimization process are used by the lead head and auxiliary 
head learning processes, together with the introduction of the 
auxiliary detecting head. In order to acquire more accurate 
findings, the soft labels that were produced from it ought to 
more faithfully represent the distribution and relationship 
between the source data and the object [26]. Silu activation 
function, ELAN structures, and MP structures make up the 
YOLOv7 backbone, by managing gradient pathways and 
deeper networks, the ELAN structure can effectively learn and 
converge. Fig. 4 depicts the ELAN and E-ELAN network 
structures. Down sampling is performed using the MP structure 
as shown in Fig. 4. 

 
Fig. 4. YOLOv7 architecture. 
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III. RESULTS AND DISCUSSION 

A. Performance Metrics 

The most often used metric to evaluate object identification 
systems are mean average precision (mAP).  Comparing the 
detected box to the corresponding ground truth box allows the 
mAP to determine its score. The connection between the 
predicted bounding box coordinates and the actual bounding 
box is characterized by intersection over union. The projected 
bounding box coordinates and the truth values should match 
more closely, according to higher IoU values. 

     
               

             
  (1) 

The proportion of true positives to all correctly predicted 
outcomes is referred to as precision. Precision evaluates how 
accurately a model category a sample as positive. 

           
              

                                   
  (2) 

The proportion of true positives to all the predictions is 
known as recall. Recall gauges the accuracy with which a 
model can find positive samples. The most positive samples 
are discovered when recall is higher. 

Recall = 
              

                            
 (3) 

The average area of the precision-recall curve below a 
given IoU threshold is known as the average precision at IoU 
(AP

IOU
). AP

IOU
 is a performance indicator for a certain class or 

category. To indicate the overall detecting performance, mean 
average precision at a threshold IoU (m AP

IOU
) is calculated 

and denoted as follows: = 

       
 

 
    

     (4) 

  {                      }    

One of the often-employed measures for assessing the 
effectiveness of machine learning algorithms is the F1 score. 
F1 scores are calculated using the harmonic mean of recall and 
accuracy. The F1 score value is an indicator of how well 
categorization systems can anticipate outcomes. 

           
                 

                  
 (5) 

B. Performance Evaluation 

The model was trained and tested using the cloud-based 
Google Colab environment, which has access to the NVIDIA 
Tesla T4 GPU. The YOLOv7 model's training process was 
started using pre-trained weights derived from the COCO 
dataset rather than starting from scratch. 

We evaluate the effectiveness of the YOLOv7 model 
developed using the early crop weed dataset and 4Weed 
dataset. This model trained over 50 epochs. YOLOv7 provides 
superior mAP than prior trained models, as shown in Table I. 

The YOLOv7 model was evaluated using random testing 
pictures, and the results are displayed in Fig. 5 and Fig. 6. The 
collected findings suggest that the model can successfully 
identify agricultural weeds. 

TABLE I. COMPARISION OF WEED DETECTION MAP 

Model Dataset mAP 

RetinaNet 
R101 -FPN[27] 

Three weed dataset(Cotton, Carpetweed, 
Morningglory weed, and Palmer Amaranth 
weed.) 

79.98% 

YOLOv5n[27] 
Three weed dataset(Cotton, Carpetweed, 
Morningglory weed, and Palmer Amaranth 
weed.) 

76.58% 

Proposed-YOLOv7 
Early weed dataset (cotton, velvet weed, 
tomato, and  nightshade weed) 

99.6% 

Proposed-YOLOv7 
4Weed dataset (Giant Ragweed, Foxtail, 
Cocklebur, and Redroot Pigweed) 

78.53% 

 
Fig. 5. Early crop weed detection results of YOLOv7. 

 
Fig. 6. 4Weed detection results of YOLOv7. 

Three different types of losses were produced throughout 
the YOLOv7 training and validation process: bounding box 
loss, objectiveness loss, Classification loss, precision, recall, 
mAP@0.5, and mAP@0.5:0.95. Fig. 7 and Fig. 8 show that 
throughout training, every loss value displayed a decreasing 
trend, and the model did not exhibit any overfitting. While the 
validation loss converged near the conclusion of the training, 
the training loss did so early on. The minimal value in the 
training and validation loss curves was attained after 50 
training epochs with batch size 16. 

The Normalized confusion matrix evaluated on test images 
using YOLOv7 Trained model is plotted as shown in Fig. 9 
and Fig. 10. 

 

Fig. 7. Performance measures of YOLOv7 on early crop weed dataset. 
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Fig. 8. Performance measures of YOLOv7 on the 4weed dataset. 

 
Fig. 9. Confusion matrix of YOLOv7 on early crop weed dataset. 

 

Fig. 10. Confusion matrix of YOLOv7 on 4weed dataset. 

The performance of the YOLOv7 model on Early Crop 
Weed dataset is evaluated using performance metrics mAP, 
F1score, Precision, Recall, and Precision-Recall. The mAP, 

F1score, Precision, and Recall of YOLOv7 on early crop weed 
dataset after training for 50 epochs are 99.6,97.6, 99.8, and 
95.5. The graphs of these metrics as shown below in Fig. 11 to 
14. 

 
Fig. 11. F1 score of early crop weed dataset. 

 

Fig. 12. Precision of early crop weed dataset. 

 

Fig. 13. Recall of early crop weed dataset. 
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Fig. 14. Precision-recall graph of early crop weed dataset. 

The performance of the YOLOv7 model on 4Weed dataset 
is evaluated using performance metrics mAP, F1score, 
Precision, Recall, and Precision-Recall. The mAP, F1score, 
Precision, and Recall of YOLOv7 on the 4weed dataset after 
training for 50 epochs are 78.53, 79.83, 86.34,74.24. The 
graphs of these metrics as shown below in Fig. 15 to 18. 

 

Fig. 15. F1 score of 4weed dataset. 

 
Fig. 16. Precision of 4weed dataset. 

 
Fig. 17. Recall of 4weed dataset. 

 

Fig. 18. Precision-recall graph of of 4weed dataset. 

The YOLOv7 model have inherent limitations that  affect 
its accuracy for plant weed detection, such as difficulty in 
detecting small or occluded weeds, or misclassifying non-weed 
objects as weeds. This study used a limited dataset for training 
and testing the YOLOv7 model, which could affect the 
accuracy and generalizability of the results. 

IV. CONCLUSION 

Weeds increase agricultural cultivation costs and lower 
crop yields. Machine vision plays a significant part in precision 
agriculture by helping to locate weeds on agricultural land. For 
the purpose of weed detection using machine vision in this 
work, we use the early crop weed dataset and the 4weed 
dataset. On the datasets, the one-stage object detector 
YOLOv7, which is based on deep learning, was tested for 
weed detection. The mAP@0.5 detection accuracy for the early 
crop weed dataset is 99.6 while the mAP@0.5 detection 
accuracy for the 4weed dataset is 78.53. Because of its quicker 
inference speed, YOLOv7 has strong promise for real-time 
applications. By enhancing model training and data 
augmentation methods, increasing the dataset, and improving 
the model, further research is still required to increase the 
accuracy of weed detection. Additionally, field experiments 
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and demonstrations using trained models deployed on a 
machine vision system with onboard computer hardware in 
real-world field settings are required for further model 
assessment and updating. 
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Abstract—In this paper, a novel adaptive threshold Sobel 

edge detection algorithm based on the improved genetic 

algorithm is proposed to detect edges. Because of the influence of 

external factors in actual detection process, the result of detection 

is often not accurate enough when the configured threshold of the 

target image is far away from the real threshold. Different 

thresholds of images are calculated by improved genetic 

algorithm for different images. The calculated threshold is used 

in edge detection. The experimental results show that the image 

processed by the improved algorithm has stronger edge 

continuity. It is shown that proposed algorithm has a better 

detection effect and applicability than the traditional Sobel 

algorithm. 

Keywords—Genetic algorithm; Sobel operator; edge detection; 

adaptive threshold 

I. INTRODUCTION 

As one of the most important parts of image processing, 
edge detection is of great significance to image high-order 
feature extraction, target recognition, image segmentation and 
many other fields. The image edge refers to the area where the 
grey value of adjacent pixels changes dramatically [1]. Various 
edge detection methods have been proposed. According to 
different detection principles, it can be divided into first-order 
differential operator, second-order differential operator and 
modern edge detection algorithm. The first-order differential 
operators include Sobel operator, Robert‟s operator, Prewitt 
operator, etc. The second-order differential operators include 
Laplace operator, Canny operator, LOG operator, etc. Modern 
edge detection algorithms include wavelet transform, neural 
network algorithm, etc. [2-3]. 

For different edge detection algorithms, many optimization 
strategies have been proposed to obtain better detection effects. 
Image edge detection is greatly affected by noise. In the 
process of Sobel edge detection, the mean filtering method of 
median filtering is commonly used to remove noise. However, 
this method has a general effect of removing salt and pepper 
noise. To better remove noise, soft threshold wavelet denoising 
is applied to Sobel operator edge detection[4]. In order to meet 
the real-time requirements of PC ports, an eight-direction 
adaptive threshold Sobel operator edge detection algorithm is 
proposed, which‟s mapping is realized on FPGA [5]. The 
adaptive threshold edge detection algorithm based on fuzzy 
divergence uses adaptive threshold to detect the target image 
[6]. 

With the rise of artificial intelligence, the application of 
artificial intelligence algorithms in the field of image 
processing has become a hot topic. In aerospace, remote 
sensing, medical and other high-end industries, the accuracy of 
image processing is required to be high. In view of this 
situation, artificial intelligence algorithm has great advantages. 
In addition, deep learning algorithm and neural network 
algorithm are applied in edge detection [7-9]. In the processing 
of complex images, artificial intelligence algorithm has 
advantages. However, the artificial intelligence algorithm has 
the disadvantages of large amount of calculation, long time for 
edge detection and the need to train the algorithm in advance 
when detecting the edge of specific image. In practical 
applications, the edge detection algorithm is required to have 
the characteristics of fast response, low hardware requirements, 
wide range of detection targets and so on. 

The research of traditional image edge detection is still 
widely concerned. For the limited edge extraction of Sobel 
operator in horizontal and vertical directions, the quantum of 
non-maximum suppression and double threshold technology 
are adopted to improve it [10]. For the noise problem in Sobel 
operator edge detection, median filter algorithm, mean filter 
algorithm, weighted kernel norm minimization image 
denoising algorithm and traditional Sobel algorithm are usually 
used to achieve better detection effect [11]. However, the Sobel 
edge detection algorithm still needs to manually set the 
threshold [12]. 

To solve this problem, an adaptive threshold edge detection 
algorithm based on improved genetic algorithm is proposed. 
According to different target images, different thresholds are 
calculated and used for edge detection to avoid the problem of 
low accuracy of edge detection caused by improper manual 
threshold setting. 

II. PRINCIPLE OF SOBEL EDGE DETECTION 

As a common edge detection algorithm, Sobel operator 
combines Gaussian smoothing and differentiation to calculate 
the gradient value of image brightness function. The main 
method is to make the weighted difference between the gray 
values of the upper, lower, left and right fields of the target 
pixels, and then smooth the image. The greater the weight 
close to the target pixel, the greater the impact on the target 
during convolution [13-14]. The steps of the Sobel operator to 
determine the image edge are as follows: 
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Step 1: Horizontal operator xSobel and vertical operator 

ySobel  are used to convolute the target image. The horizontal 

and vertical operators of Sobel algorithm are described as 
follows: 

1 0 1 1 2 1

2 0 2 0 0 0

1 0 1 1 2 1

x ySobel Sobel

      
   

  
   
      

 

Step 2: The convolution value of Sobel operator in x and y

directions is calculated by: 

( , ) [ ( 1, 1) 2 ( 1, ) ( 1, 1)

( 1, 1) 2 ( 1, ) ( 1, 1)]

( , ) [ ( 1, 1) 2 ( , 1) ( 1, 1)

( 1, 1) 2 ( , 1) ( 1, 1)]

x

y

G x y F x y F x y F x y

F x y F x y F x y

G x y F x y F x y F x y

F x y F x y F x y

       

       

       

       

 

where xG and yG are the convolution value in x and y

direction, respectively. ( , )F x n y m  refers to the gray value 

of the point. Then the gradient vector is calculated by: 

2 2
x yG G G   

Step 3: By comparing with the preset threshold, it is 
determined that the point is an image edge when the value of 
the point is greater than the threshold, otherwise is not. 

The classic Sobel edge detection operator uses the gray 
weighting algorithm of the top, bottom, left and right of the 
target pixel to determine whether it is an edge pixel. This 
method can not only extract the edge of the target image but 
also smooth the noise. However, the effect is not very well 
when the edge extraction is fine or the image threshold is not 
set properly. 

III. IMPROVED SOBEL EDGE DETECTION ALGORITHM 

If the threshold setting in the traditional Sobel operator 
edge detection algorithm is unreasonable, the accuracy of edge 
detection is not high. However, the threshold setting is manual, 
and different images need to be set according to experience. In 
this way, a large number of pictures cannot be processed 
automatically. In this paper, adaptive genetic algorithm and 
traditional Sobel edge detection algorithm are combined. 
Different thresholds of images are calculated by genetic 
algorithm for different images. The calculated threshold is used 
in edge detection. The process of the improved Sobel edge 
detection algorithm is shown in Fig. 1. 

 
Fig. 1. Flow chart of improved Sobel edge detection algorithm. 

A. Improved Sobel Edge Detection Algorithm 

The genetic algorithm is a computational model of the 
biological evolution process that simulates for the natural 

selection and genetic mechanism of Darwin's biological 
evolution theory. It is the method to search the optimal solution 
by simulating the natural evolution process. Genetic algorithm 
was proposed by Professor Holland firstly. It is a general 
solution to solve the search algorithm, especially suitable for 
the calculation of the optimal solution. The genetic algorithm 
has been widely used in many fields such as production 
scheduling, automatic control, image processing, machine 
learning and so on [15-17]. 

The basic operation of the genetic algorithm includes three 
basic operators: selection, crossover, and mutation. The genetic 
operation of an individual population is carried out under 
random disturbance, so the migration process of the optimal 
solution is also random. It should be emphasized that this 
random migration is different from the traditional random 
search, and the search of genetic operation is efficient and 
directional. The specific manifestations of genetic operation are 
as follows: 

1) Selection: The operation of choosing high-quality 

individuals in the population and eliminating low-quality 

individuals is called selection. The purpose of the selection 

operation is to transfer the genes of high-quality individuals to 

the next generation. The criterion of selection is based on an 

appropriate individual fitness assessment. At present, the 

commonly used fitness evaluation methods include the 

roulette selection method, fitness proportion method, random 

traversal sampling method, local selection method and others. 

And roulette selection method is used most widely. 

2) Crossover: In the process of biological evolution, 

genetic recombination plays a key role. Similarly, in the 

genetic algorithm, crossover operator operation is the core of 

the whole genetic algorithm. Cross operation means 

recombing part structure of two-parent individuals to obtain a 

new individual through cross replacement and achieving the 

purpose of recombining the desired gene. The crossing modes 

include single-point crossing and multi-point crossing and 

uniform crossing. The most common is single-point crossing. 

3) Mutation: The operation of the mutation operator in the 

genetic algorithm is to change a certain gene of an individual 

and to achieve the purpose of changing individual genes. The 

mutation operation not only increases the diversity of the 

population and prevents premature convergence, but also 

enhances the local search ability of the genetic algorithm and 

accelerates the convergence. Common mutation methods 

include real-valued mutation and binary mutation. 

The above operations are the basic operations of the genetic 
algorithm. The effect of the genetic algorithm is largely related 
to the population size, iteration times, crossover probability and 
mutation probability set by the three genetic operators. In this 
term, this paper adopts an adaptive genetic algorithm compared 
with the traditional genetic algorithm. By calculating individual 
fitness, the algorithm adopts different crossover and mutation 
probabilities for individuals with different fitness, to increase 
the individual diversity of the population and achieve the 
purpose of rapid global convergence. The specific 
improvement details are as follows. 
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1) Setting different crossover probabilities according to 

the individual fitness of the population: For individuals with 

the highest fitness do not select cross, and their genes are 

directly transmitted to the new offspring. For the individuals 

with the lowest fitness, selecting complete crossover and 

covering their original genes, then the fitness of their offspring 

is greatly improved. For other individuals, the crossover 

probability is determined according to the specific situation. 

This improved crossover operator not only ensures the 

individual diversity of the population, but also makes the 

individual fitness converge rapidly in the direction of the 

optimal solution. The mathematical expression of the 

improved cross-operation principle is defined as follows: 

2 min

max
1 max min

max min

3 max

,

, ,

,

c

c
c c

c

k f f

f f
P k f f f

f f

k f f

 



 


 

 

where cP is the probability of crossover, and cf  is the 

individual with greater fitness in the two individuals of the 

parent generation. maxf and minf are the maximum and 

minimum fitness of the individual in the population. 1 2 3, ,k k k  

are constants between 0 and 1, and 2 3k k . 

2) Adaptive mutation probability: Mutation operation is 

an indispensable link in genetic algorithm, which mainly 

ensures the diversity of population genes. Through the 

combined action of crossover and mutation, the population 

will rapidly converge towards the optimal solution. In the 

mutation operation, the mutation probability is used to 

represent the intensity of mutation. Usually, a smaller value is 

required to prevent the mutation operation from misoperating 

the genes of excellent individuals in the population. In order to 

prevent the premature convergence of the population caused 

by the misoperation of the mutation operation on the excellent 

individuals, the adaptive improvement is made in this paper. 

The mathematical principle is shown: 

5 min
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max min

6 max
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c
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f f
P k f f f

f f
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where mP  is the mutation probability, cf  is the one with 

greater adaptability among parents, and maxf , minf  are the 

maximum fitness and minimum fitness of the population. 

4 5 6, ,f f f are constants between 0 and 1, and 5 6k k . Through 

the adaptive improvement of crossover operation and mutation 
operation. The flow of the adaptive genetic algorithm is shown 
in Fig. 2. 

B. The Principle of Calculating the Optimal Threshold by 

Genetic Algorithm 

In the process of using genetic algorithm to calculate the 
image threshold, the maximum inter class variance of the 
image is used as the best fitness function to calculate the 
threshold. 

 
Fig. 2. Flow chart of improved genetic algorithm. 

Let ( , )x y be the coordinate of a pixel on the image, and the 

value range of the gray level of the image is

{0,1,2, , 1}G L  , where 0 represents the darkest pixel and 

1L represents the brightest pixel. The gray level of the point 

whose coordinates are ( , )x y is ( , )f x y . Let t G the 

segmentation threshold, 0 1{ , }B C C  be a binary gray level, 

and 0 1 0,C C G , then the expression result of the function

( , )f x y on the threshold t  is: 

0

1

( , )
( , )

( , )
t

C f x y t
f x y

C f x y t


 


 

If the number of pixels with gray i  is im , the total number 

of image pixels is: 

-1

1

L

i

i

M m


  

The probability of occurrence of gray level i  is 

i
i

m
P

M
  

Start

End

Generate initial population

Individual gene sequencing

Population fitness 

calculation

Individual gene 

sequencing

Adaptive mutation 

operation

Select operation

Adaptive crossover 

operation

Meet 

termination 

conditions

Y

N

Output optimal 

individual



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

560 | P a g e  

www.ijacsa.thesai.org 

The traditional maximum inter class variance method is 

used for image segmentation. Let ( , )f x y be the image to be 

segmented. The gray scale range of the image is 0,1,2, , 1L

. The threshold t divides the pixels in the image into two 

categories: 0 {0,1, , }C t , 1 { , 1, , 1}C t t L   . 0C and 1C

represent the target and background respectively. 

Normalize the histogram of the image to obtain the 
probability distribution of the gray level as follow: 

1

0

, 0, 1
L

i i i i

i

P n N P P




    

where n is the number of pixels with gray scale i , N
1

0
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N n




 is the number of all pixels of the image, iP is the 

probability of occurrence of gray level i . The probability of 

occurrence of 0C  and 1C  is: 
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Let  be the mean value of the whole image,

1
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 . 

When the threshold is t , the gray value is
0

*
t

t i

i

P i


 . The 

average value of sampled grayscale is 0 0 1 1      . The 

variance between the two classes is: 

2 2 2 2
0 0 1 1 0 1 0 1( ) ( ) ( )                 

when 
2 is maximum, t is the optimal threshold. 

C. Adaptive Threshold Sobel Edge Detection Algorithm 

The traditional Sobel needs to manually set the image 
threshold. When the manually set threshold is close to the real 
image threshold, the effect of image edge detection is 
preferably. However, in practice, image acquisition is greatly 
affected by external factors such as illumination, which makes 
the threshold values of different images vary greatly. The effect 
of traditional Sobel operator in image edge detection with 
different thresholds is not ideal. 

To solve this problem, this paper combines the genetic 
algorithm with the traditional Sobel edge detection algorithm 
and proposes an adaptive threshold Sobel edge detection 
algorithm. Setting different thresholds for different images 
avoids the influence of external factors on image segmentation 
and has a better effect. The implementation steps of the 
algorithm are as follows: 

1) Import the target image, determine the parameter set 

according to the actual problem, encode the parameter set, set 

the initial parameters, etc. 

2) The population individuals are selected, crossed, and 

mutated adaptively and iterated to the optimal individuals, 

which means calculating the threshold of the image. 

3) Pass the threshold in step 2) to the classical Sobel edge 

detection algorithm to avoid manually setting the threshold. 

4) Compare the threshold with the convolution value 

calculated by the convolution operator to judge the image 

edge. 

5) Complete edge detection and output the target image. 

The above is the whole process of the adaptive threshold 
Sobel edge detection algorithm. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

In this section, we present the results by the proposed 
algorithm and the traditional Sobel algorithm. 

A. Initial Parameter Setting 

Take the person image shown in Fig. 6(a) as the test image 
to test the edge detection process of the algorithm. The initial 
parameter settings are shown in Table I. 

The three groups of initial parameters in Table I are tested 
respectively to obtain the best fitness curve and the best 
threshold curve under the three groups of parameters. The best 
fitness curve and the best threshold curve of the three groups of 
parameters are shown in Fig. 3, Fig. 4, and Fig. 5. 

TABLE I.  INITIAL PARAMETERS OF CHARACTER IMAGE EDGE 

DETECTION 

Initial 

parameters 

Population 

quantity 

Number of 

iterations 

Crossover 

probability 

Variation 

probability 

Group 1 10 100 0.8 0.5 

Group 2 5 50 0.6 0.4 

Group 3 20 200 0.9 0.7 

 
Fig. 3. Group 1„s optimal threshold. 
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Fig. 4. Group 2„s optimal threshold. 

 

Fig. 5. Group 3„s optimal threshold. 

In group 1, the optimal threshold is 118. In group 2, the 
optimal threshold is 120. In group 3, the optimal threshold is 
118. In the group 2 of data, the optimal solution will converge 
in advance due to the small number of populations and 
iterations. The calculation of image threshold is inaccurate. 
Although the image threshold calculation of the group 3 of data 
is accurate, the amount of calculation increases and resources 
are wasted due to the excessive parameter setting. 
Comprehensive comparison shows that the group 1 of data not 
only ensures the accuracy of calculation, but also has a 
moderate amount of calculation. Therefore, in the following 
image processing, the group 1 of parameters are used as the 
original parameters to calculate the threshold of the image. 

B. Edge Detection Process 

According to the initial parameters of group 1, the 
threshold value of the image in Fig. 6(a) is calculated, which is 
118. Before edge detection of the target image, the image 
needs to be processed. First, the grayscale image shown in 
Fig. 6(b) is obtained by grayscale processing of Fig. 6(a). In 
order to make the experimental process closer to the real 
detection process, random salt and pepper noise is added to the 
gray image to simulate the random noise in the process of 
image acquisition. The noise diagram shown in Fig. 6(c) is 
obtained. After the above preparations are completed, the 
threshold value detected in Section 4A is transferred to Sobel 
operator to detect the edge of the target image. Finally, the 
edge detection effect shown in Fig. 6(d) is obtained. 

  
        (a) Original image                       (b) Gray image 

  
           (c) Noise image                (d) Edge detection image 

Fig. 6. Edge detection process. 

As shown in Fig. 6, the algorithm in this paper has a good 
effect on the edge detection of the target in the noisy 
environment. The contour of edge detection is clear. The image 
details are complete. The image information is completely 
saved, which can meet the further processing of the target 
image. At the same time, the algorithm overcomes the problem 
that the edge detection effect is not ideal due to the large gap 
between the image threshold and the set threshold. The 
threshold of the target image is calculated by genetic algorithm. 
The calculated threshold value is then transferred to the Sobel 
operator to replace the manually set threshold value. Finally, 
the purpose of adaptive threshold edge detection is achieved. 

C. Analysis of Experimental Results 

In order to show the edge detection effect of the algorithm 
under different images, this paper uses three examples to 
compare the algorithm with the traditional Sobel algorithm 
with different thresholds. The traditional Sobel operator setting 
threshold and adaptive threshold of each image are shown in 
Table II. The comparison diagram of different thresholds of the 
three examples is shown in Fig. 7, Fig. 8, and Fig. 9. 

 
     (a) Original drawing            (b) Threshold is 90           (c) Threshold is 120 

 
      (d) Threshold is 150            (e) Threshold is 180       (f) Adaptive threshold 

Fig. 7. The example 1 of edge detection of human image under different 

thresholds. 
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TABLE II.  THRESHOLD SETTING OF DIFFERENT IMAGES 

Image name Example 1 Example 2 Example 3 

Threshold 1 90 90 90 

Threshold 2 120 120 120 

Threshold 3 150 150 150 

Threshold 4 180 180 180 

Adaptive threshold 118 143 88 

 
      (a) Original drawing         (b) Threshold is 90        (c) Threshold is 120 

 
   (d) Threshold is 150         (e) Threshold is 180          (f) Adaptive threshold 

Fig. 8. The example 2 of edge detection of building image under different 

thresholds. 

 
   (a) Original drawing           (b) Threshold is 90          (c) Threshold is 120 

 
    (d) Threshold is 150          (e) Threshold is 180       (f) Adaptive threshold 

Fig. 9. The example 3 of edge detection of still life image under different 

thresholds. 

V. CONCLUSIONS 

In this paper, Sobel edge detection algorithm based on the 
genetic algorithm is proposed. Compared with the traditional 
Sobel algorithm, it does not need to set the threshold manually, 
which avoids the poor detection effect caused by different 
image thresholds. This algorithm has great improvement The 
image edge is located accurately. The image details are well 

preserved. It can adapt to images with different thresholds and 
has great practical application value. 
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Abstract—Users may now choose from a vast range of 

compiler optimizations. These optimizations interact in a variety 

of sophisticated ways with one another and with the source code. 

The order in which optimization steps are applied can have a 

considerable influence on the performance obtained. As a result, 

we created a revolutionary compiler optimization prediction 

model. Our model comprises three operational phases: model 

training, feature extraction, as well as model exploitation. The 

model training step includes initialization as well as the 

formation of candidate sample sets. The inputs were then sent to 

the feature extraction phase, which retrieved static, dynamic, and 

improved entropy features. These extracted features were then 

optimized by the feature exploitation phase, which employs an 

improved hunger games search algorithm to choose the best 

features. In this work, we used a Convolutional Neural Network 

to predict compiler optimization based on these selected 

characteristics, and the findings show that our innovative 

compiler optimization model surpasses previous approaches. 

Keywords—Compiler optimization prediction; feature 

extraction; feature exploitation; improved hunger games search 

algorithm; convolutional neural network 

I. INTRODUCTION 

As per Moore's Law, the density of transistors doubles 
every 2 years. Compilers, on the other hand, progress at a pace 
of a couple percent of year. Compilers were vital tools for 
connecting written software to destination hardware. In the 
field of compilers, there's several unresolved research issues 
[1].Compilers play a crucial role in software development. Its 
core objective is to boost software productivity [2]. 

Compilers were liable for two tasks: translation as well as 
optimization. They must first effectively convert programmes 
into binary. Secondly, they must discover the most cost-
effective translation. There are numerous valid translations, 
each of which performs distinctively. The great majority of 
studies and technological activities are centered on this second 
performance objective, which has been referred to as 
optimization. The objective was mislabeled because, until 
recently, most people rejected obtaining an ideal translation as 
a difficult and impractical task [3].Compilers are now being 
improved so that every code block in a programmed may be 
transformed into an efficient application [4]. Traditional 
compiler optimization seems to be a difficult process with no 
assurances of producing the most effective and quickest target 
code [5].A compiler enables a multitude of code optimizations 
that could be activated or disabled via a compilation flag in 

order to enhance the throughput of compiled applications. 
Nevertheless, because the influence of compiler optimizations 
largely dependent on programme features (e.g., programme 
structures), the identical optimizations may not surely result in 
the identical runtime speed boost when implemented to various 
programmes [6]. 

Furthermore, there's an infinite range of flag combos owing 
to the enormous count of optimization flags. Users may find it 
difficult to comprehend all of the flags including their combos, 
and to correctly decide which flags should be activated or 
disabled in attempt for built programmes to attain the desired 
runtime performance [7].Compilers for machine learning (ML) 
tackle a lot of optimization issues in order to convert an ML 
programmed, which is often expressed as a tensor 
computational graph, into an efficiently executable for a 
hardware destination [8]. Prior efforts [9] – [14] have permitted 
optimizations that are implemented at the very same point in 
the compilation pipeline, notably the loop conversion phase. 
However, since compiler modifications are arranged as passes 
to minimize complication and also have rigorous ordering 
limitations, this is unfeasible in production compilers. 

With a compiler's optimization capabilities influencing so 
many parts of product development, understanding and 
evaluating a compiler's optimization technology is more critical 
than ever. In this work, an improved optimization prediction 
model was created, which not only decreases computational 
time but also enables the compilers with faster convergence, 
more stable balance, and high-quality outcomes by selecting 
appropriate optimization. Our work made the following 
contributions: 

 Several high-level characteristics may arise from the 
coefficients as a result of improved entropy extraction, 
which boosts the compiler optimization prediction. 

 An Improved Hunger Game Search optimization was 
proposed to provide a very competitive performance to 
the compiler with less computational time. 

The following is the flow of this article: Section II covers 
some previous relevant research, Section III gives a brief 
presentation of our proposed compiler optimization prediction 
model, Section IV gives the outcomes of our work, and 
Section V contains the conclusion, while the following section 
includes the references for this work. 
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II. RELATED WORKS AND REVIEW 

Some of the researches presented by various researchers on 
compiler optimization were reviewed here. 

Hui et al. [15] presented the ALIC iterative compiler 
optimization parameters estimation model, which has minimal 
overheads. Firstly, the target programmes were defined using 
static-dynamic characteristics format depending on feature 
significance, as well as an early optimization prediction model 
was built using the classifier. Subsequently, for every sample, a 
dynamic amount of sample observation methodology was 
being used. The most beneficial test from the collection of 
candidate samples typically the chosen and labeled with each 
mark increase the count of sample data. The optimization 
prognosis system is then built by using intermediate prediction 
network, which actively learns candidate samples. 

Tiago et al. [16] suggested a new exploration approach to 
determine a compiler optimization strategy. This hybrid 
methodology utilizes previously created sequences for a series 
of training programmes in order to uncover optimizations as 
well as their deployment order. A clustering method selects 
optimizations during the first stage, and then a metaheuristic 
algorithm determines the order wherein the compiler would 
execute every optimization in the latter. The LLVM compilers 
as well as an I7 processor have been used to assess this 
strategy. 

Supun et al. [17] developed HUMMINGBIRD, a unique 
prototype scoring technique that incorporates featurization 
operators with classic ML designs (e.g., decision trees) into a 
limited collection of tensor operational processes. This method 
decreases infrastructure overhead by using current investments 
in Neural Net compilers but also runtimes to produce efficient 
calculations for both CPU as well as hardware accelerators. 
The findings indicate that HUMMINGBIRD performs 
compatible. 

Mircea et al. [18] introduced MLGO1, a methodology for 
comprehensively incorporating machine learning methods into 
an industrial compiler— LLVM. It's the first time ML has been 
fully integrated in a sophisticated compiler run in a real-world 
context. It's in the LLVM main repository. As contrasted to the 
state-of-the-art LLVM -Oz, we apply two alternative ML 
techniques to train the inlining-for-size method: Policy 
Gradient as well as Evolutionary Algorithms. 

Aleksandar et al. [19] presented a revolutionary JIT 
compiler inlining approach that gradually investigates a 
program's call network and switches between inlining as well 
as optimizations. Three new heuristics have been developed to 
steer this inliner. Graal, a dynamic JIT compiler for the 
HotSpot JVM, was used to create this technique. Benchmarks 
such as Java DaCapo, Scalabench, and others were utilized to 
test the suggested algorithm. 

Conventional systems to prediction model creation 
frequently employ a random selection search strategy, which 
can often lead to information redundancy. Moreover, the 
sample program gets exposed to a fixed number of repetitive 
measurements due to the influence of run-time disturbances. 
Unfortunately, if there are few sounds, the recurrent 
measurements will lead to a significant loss of iterative 

compilation time overheads. Decreasing iterative compilation 
overheads and predicting an appropriate compiler optimization 
with less computational time and increased compiler 
performance was still challenging. 

III. PROPOSED COMPILER OPTIMIZATION PREDICTION 

MODEL 

This proposed compiler optimization model comprises 
three working phases: model training, feature extraction [24, 
25], as well as model exploitation (feature selection). First, the 
inputs were fed into the model training phase, which tries to 
match the right weights as well as bias to a learning algorithm 
[26, 27] in order to minimize a loss function throughout the 
validation range. The retrieved characteristics, such as static, 
dynamic, as well as improved entropy, were then transferred to 
the model exploitation phase [21], where the optimal features 
were chosen utilizing the improved chaos game optimization. 
These optimized features were given to Convolutional Neural 
Network for prediction of compiler optimization. The 
architecture of our improved compiler optimization prediction 
model is given in Fig. 1. 

 
Fig. 1. Proposed improved compiler optimization prediction model 

architecture. 

A. Model Training Phase 

The initialization and candidate sample set generation takes 
place in the model training phase. The initialization model will 
be built in the training set with some labeled samples. The 
initialization model will be used as the intermediate prediction 
model later. The candidate samples set include both the 
unlabeled samples in the training set and the labeled samples 
with the number of observations. 
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B. Feature Extraction 

Outputs from model training phase were given to the 
feature extraction phase to extract the static, dynamic and 
improved entropy features [26, 27]. 

1) Static features: The values of static features do not vary 

over time and are set for every sample. The lists of the static 

features extracted in this work were shown in Fig. 2. 

2) Dynamic features: The values of dynamic features 

fluctuate over time and are not constant. Fig. 3 depicts the 

dynamic characteristics retrieved in this work. 

3) Improved entropy feature extraction: The count of 

coefficients is generally so large that it is challenging to utilize 

them directly as features for categorization or prediction. As a 

result, several high-level features might emerge from these 

coefficients for improved prediction. Entropy seems to be a 

tool for measuring the uncertainty of data content in specific 

mechanisms, and it is frequently employed in signal analysis, 

pattern recognition, pattern matching, and other fields. . Some 

kinds of entropy include Shannon entropy (SE), log energy 

entropy (LEE), Renyi entropy (RE), as well as Tsallis entropy 

(TE). Renyi entropy is utilized to retrieve features from input 

data in this work. Entropy may be estimated via energy. 

Wavelet energy, described as Eq. (1), will be used to assess the 

data of the coefficient a of the b-th node at the c-th level. 
2

, , , ,a b c a b cE d
          (1) 

The total energy for the b-th node at the c-th level may then 
be determined utilizing Eq. (2) 

, , ,
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Where M indicates the number of node matching 
coefficients Eq. (3) may be used to compute the probability of 
the c-th coefficient at its associated node: 

, , , , ,a b c a b c a bE E 
               (3) 

Where the sum of 
, ,a b c equals 1. 

Renyi Entropy of order q(q ≥ 0 and q 6= 1) gets described 
as 
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The parameter of q in RE should be optimized to provide 
better results. In our work, the improved entropy features were 
extracted using the eq. (5) 
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Fig. 2. Extracted static features. 

 

Fig. 3. Extracted dynamic features. 

Here a  denotes the weight, which is calculated by  
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Following the calculation of the entropy of each terminal 
node, the entropies of all terminal nodes are concatenated to 
form a feature vector. These features were sent to the model 
exploitation phase for feature selection. 

 

STATIC 

FEATURES  

    - Method's count of fundamental blocks" 

    - Number of basic blocks that have just one successor 

    - Number of fundamental blocks having two successors 

    - Number of fundamental blocks that have two predecessors 

    - The count of fundamental blocks that have more than two predecessors 

    - Number of fundamental blocks having two successors as well as two 

predecessors 

    - The count of fundamental blocks that have more than two successors as 

well as more than two predecessors. 

    - Number of fundamental blocks which have more than two successors 

    - Number of fundamental blocks that have just one predecessor 

    -The number of fundamental blocks that have only one predecessor & one 
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    - Count of basic blocks that have just one predecessor as well as two 
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    - Count of fundamental blocks having two predecessors as well as one 
successor 

    - Count of basic blocks with fewer than 15 instructions 

    - Count of basic blocks containing instructions in the range [15, 500] 

    - Number of fundamental blocks with more than 500 instructions 

    -Count of control flow graph edges 

    - The count of critical edges in a control flow graph. 

    -Number of  control flow graph's abnormal edges 

    - The count of direct calls in the technique 

    - The method's conditional branch count 

    - The method's count of assignment instructions 

    - The method's count of binary integer operations 

    - The method's count of binary floating point operations 

    - The method's instruction count 

    - Number of instructions in basic blocks on average 

    - The average of phi-node arguments 

    - The average number of phi-nodes at the starting of a basic block 

    - The count of basic blocks with phi nodes between [0, 3] 

    - The number of basic blocks that have no phi nodes 
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C. Model Exploitation 

The feature selection procedure is taking place during this 
model exploitation phase. When creating forecasting models, 
feature selection is the technique of minimizing the count of 
input variables. It is preferable to limit the count of input 
variables in order to reduce modeling computational costs and, 
in certain situations, increase model performance. For that 
reason we used an improved HGS Optimization. 

1) Improved Hunger Game Search (IHGS) Optimization: 

The HGSO technique is influenced by normal animal 

behaviors including terror of being eaten by predators as well 

as hunger. The mathematical modelling of the HGSO strategy 

is explained in this portion of the publication. The modelling is 

based on social selection and hunger-driven behaviour. 

This section quantitatively models the approaching 
behaviour of hunger. Eq. (7), which explains the foraging 
hunger as well as individual supportive communication 
activities, contains the game instructions. The contraction 
mode is imitated by the mathematical formula in Eq. (7). 

1 2

1 2

( ).(1 (1)), 1

( 1) . . . ( ) , 1 , 2

. . . ( ) , 1 , 2

d d

d d

Z t randn r l

Z t W Z R W Z Z t r l r H

W Z R W Z Z t r l r H






 


     


    
  (7) 

where ( )Z t  signifies the location of all individuals, dZ

indicates the position of the best individual, 1.W  and 2W  

seem to be hunger weights of hunger, R


 is between [-a, a], 

r1 and r2 seem to be random numbers between [0, 1], randn(1) 
denotes a normal distributed random number, and t seems to be 
the count of current iterations. The parameter l represents the 
HGSO algorithm's control variable that governs the algorithm's 
sensitivity. H stands for variation control for all locations. 

2) Opposite behavior learning: Amongst the most 

effective instructional procedures, opposition-based learning 

(OBL), has been extensively embraced as an excellent learning 

phase to improve the searching capabilities of algorithms. 

When assessing a solution Y to a given issue, a novel 

opportunity will be gained that brings the candidate solution 

closer to the optimal solution if the opposing solution of Y is 

estimated at the same time. The opposing number as well as 

opposite point notions were described as follows. 

OBL is a learning approach that is centered on the inverse 

number
oY . Y is described as a real number, Y ∈ [e, f]. 

oY 's 
opposite may be defined as (8), where e, f are the bounds. 

oY e f Y  
                      (8) 

When seems to be a point in a D-

dimensional space, 
jY ,...,

DY . je as well as 
jf  represent the 

current population's low and high borders, which vary with 

each iteration. An opposing point in several dimensions has 
been described as 

     (9) 

In our work, to generate chaotic opposite solution we have 
used the following equation 

   (10) 

Here rand was generated using the sine map.
 

   1 sin 0,4
4

u k

e
z z e  

 (11) 

Variation control for all positions H stated in eq. (12) 

 sech ( )H F i BF 
             (12) 

where F(i) represents the cost function value of every 
population, I = 1, 2,..., n, BF represents the best cost function 
value acquired during the latest incarnation, and Sech 
represents the hyperbolic function and thus is equal to 

. 

In our work, we used the reciprocal of the hyperbolic 
function Csch,which is expressed in eqn.,(13) 

           (13) 

Here  

Eqn.,(14) gives the expression for R


. 

2R h r h


         (14) 

 

Where iterMax  denotes the maximum number of iterations 

and rand denotes a random number between [0, 1] 

3) Hunger role: This portion quantitatively models the 

hunger behavior of all individuals during the search. The 

formula for 1W  is given in Eq. (15). 
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The expression for 2W is presented in Eq. (16). 

  2^ ( ) 1 exp ( ) 5 2W k hungry k SHungry ra     
 (16) 

where N represents population size, hungry means 
population starvation, SHungry represents the total of 
population starvation, i.e., sum(hungry), as well as ra3, ra4, and 
ra5 signify random values between [0, 1]. Each population's 
starving is quantitatively represented in Eq. (17). 
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whereAllFitness(k) would be the present iteration's cost 
function value for every population Depending on the real 

starving, a new starvation newH H is added. The equation 

represents the formula for newH . 

(1 )

,
new

LH ra TH LH
H

TH TH LH

  
 

       (18) 

( )
6 2 ( )

F k BF
TH ra UB LB

WF BF


    

     (19) 

where 
newH has been constrained to a lower bound LH, ra 

would be a random number among [0, 1], WF as well as BF 
seem to be the worst best fitness acquired during the latest 
iteration, respectively, F (k) has become the fitness of every 
population, ra6 would be a random number between [0, 1], and 
LB as well as UB are indeed the lower and upper boundaries of 
the dimensions, respectively. The selected features were sent to 
the CNN for compiler optimization prediction. 

D. Prediction using CNN 

Convolutional networks were deep training strategies that 
extract information from input pictures by convolving them 
with filters or kernels. Convolution of a GCG picture with a 

S Sf Cf filter learns the same characteristic on the whole picture. 

After each action, the window moves, and the feature maps 
learn the characteristics. The feature maps record the image's 
local receptive area and operate with mutual weights as well as 
biases. Equation (20) depicts the output matrix size without 
padding, whereas Equation (21) depicts the convolution 
procedure. Padding has been utilized to keep the size of the 
given picture constant. The output picture size is the same as 
the input image size in a 'SAME' padding, and there is no 
padding in a "VALID" padding. Equation depicts the output 
matrix size with padding (22). 

1S SGCG f Cf G F   
        (20) 

 2 2

, ,0 0 v q v m qv q
o m w     
  

 
(21) 

                          (22) 

Here, O is the output, P is the padding, S is the stride, m is 
the bias, σ is the sigmoidal activation function, w is a 3x3 

weight matrix of shared weights and 
1, 2p p is the input 

activation at position p1,p2. The output O provides the 
prediction results. 

IV. RESULTS AND DISCUSSION 

A. Simulation Setup 

The unique methodology for compiler optimization 
utilizing IHGS was implemented in Python. The standard 
performance evaluation group created the SPEC CPU2006 
training set to evaluate general-purpose CPU performance [20]. 

The input scale of the SPEC2006 benchmark may be split into 
test, train, as well as reference scales; we utilize the reference 
scale to test." In this case, analysis was performed for multiple 
measures such as accuracy [22,23] and error metrics such as 
MSE, MSLE, and so on. In addition, IGHS outperformed the 
HGS, PRO, CMBO, ARCHOA, DO, as well as GOA models. 

B. Performance Analysis 

The research on diverse metrics including accuracy, 
sensitivity, specificity as well as precision was detailed here. 
Here, the analysis was done for LPs (Learning Percentages) of 
60, 70, 80 and 90 over HGS, PRO, CMBO, ARCHOA, DO, 
GOA models which is shown in Fig. 4. For 60 LP, CMBO and 
HGS achieve the accuracy rate of 0.69 and 0.76 whereas our 
proposed IHGS model achieves the accuracy rate of 0.84. At 
80 and 90 LPs our proposed IHGS achieves the accuracy rate 
of 0.9 and 0.94 which is higher than other models. When our 
proposed IHGS achieves the precision value of 0.9, ARCHOA, 
CMBO models achieves only 0.8 and 0.81 for 60 LP which 
proves the superiority of proposed IHGS model. For 80 and 90 
LPs, PRO model attain the sensitivity and specificity values of 
0.83, 0.85 and 0.83, 0.85 while our proposed IHGS method 
achieves the values of 0.85, 0.93 and 0.89, 0.94 which proves 
that our proposed IHGS method achieves high performance for 
the compiler optimization identification than other 
conventional models. 

The most often employed KPIs to estimate forecast 
accuracy were MAPE, MAE, RMSE(MSE), as well as MSLE 
which were analyzed for the models such as HGS, PRO, 
CMBO, ARCHOA, DO and GOA for 60, 70, 80 and 90 LPs 
which is compared with our proposed IHGS model that is 
shown in Fig. 5. "MAE is indeed a metric of error between 
matched observations reflecting the same phenomena in 
statistics." The MAE should be less to increase forecast 
accuracy. Our proposed IHGS method obtain the MAE value 
of 0.48, 0.45, 0.42 and 0.4 for 60, 70, 80 and 90 LPs which is 
lower than other conventional methods. MSLE may be 
regarded of as a measurement of the ratio between true as well 
as forecasted values. When HGS method achieves the high 
MAPE values of 2.3, 1.5, 0.7 and 2.0 for 60, 70, 80,90 LPs, our 
proposed IHGS method obtain the values of 0.5, 0.4, 0.3 and 
0.2.Unlike MAE, RMSE doesn't really handle every error in 
the same way. It prioritises the most critical errors. That 
implies that a single large mistake might result in a very bad 
RMSE. Our proposed IHGS approach yields MSE values of 
0.49, 0.46, 0.43, as well as 0.42 for all LPs, which is lower than 
other standard approaches. In statistics, the MAPE, also 
referred as the MAPD, is specified as "a metric of prognosis 
accuracy of a forecasting technique". "The MSE or MSD of an 
estimator in statistics estimates the average of the squares of 
the errors, or the average squared difference between the 
predicted as well as real values." For optimized prediction, the 
MSE and MAPE must be lower. When the CMBO approach 
produces MSLE values of 0.27, 0.22, 0.23, 0.26, our proposed 
IHGS method achieves lower values of 0.23, 0.22, 0.21, 0.20, 
demonstrating that our proposed IHGS method can outperform 
other standard compiler optimization forecasting models. 
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(a)  (b) 

  

(c) (d) 

Fig. 4. Comparison of performance matrices such as (a)Accuracy, (b)Precision, (c) Sensitivity, (d) Specificity. 

  

(a) (b) 

  

(c) (d) 

Fig. 5. Comparison of performance such as (a) MAE, (b) MAPE, (c) MSE, (c) MSLE. 
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(a) (b) 

Fig. 6. Comparison of MSC and Cost function values for different LPs. 

The cost function for 0-50 iterations was evaluated in this 
work, to assess the performance of our proposed IHGS model 
which is shown in Fig. 6(a). When cost function of CMBO is 
1.074, our proposed method obtains the value of 1.052 for 
iteration 0 whereas 1.058 and 1.062 for GOA method which 
states that IHGS method has the lowest cost function for all 
five iterations. A more trustworthy statistical rate known as the 
Matthews correlation coefficient (MCC) was evaluated, which 
yields a high score only if the prediction performed well in all 
the confusion matrix classes which are given in Fig. 6(b). MCC 
values of all the LPs were 0.67, 0.68, 0.7 and 0.9 for our 
proposed IHGS method which proves our prediction was 
performed well with good results. 

The F-measure is derived as the harmonic mean of 
accuracy as well as recall, with equal weighting for each. It 

enables a system to be assessed utilizing a single score that 
accounts for both accuracy and recall that is useful for 
reporting system performance as well as comparing models. 
With F1 measure, fnr, fpr, as well as npv values were also 
estimated and compared with conventional models which is 
shown in Fig. 7. In comparison to the CMBO as well as 
ARCHOA approaches, our proposed IHGS method achieves f1 
measure values of 0.9, 0.92, 0.93, and 0.95 for all LPs. The 
IHGS approach produces anpv value of 0.92 for 90 LP, 
whereas the CMBO and ARCHOA methods yield relatively 
low values such as 0.6 and 0.68. Our proposed IHGS technique 
achieves fpr values of 0.13, 0.12, 0.11, and 0.05, and assessed 
fnr values of 0.13, 0.12, 0.11, and 0.04, which are lower than 
other traditional methods, demonstrating that IHGS method 
achieves superior performance than other methods. 

  
(a) (b) 

  
(c) (d) 

Fig. 7. Comparison of performance matrices (a) F1 measure, (b) fnr, (c) fpr, (d) npv values. 
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The computation time for each method which is compared 
with our proposed IGHS method is shown in Table I which 
shows that IGHS method have low computational time of 
55.64. Accuracy and error matrices also compared with 
without optimization, to evaluate the performance of our 
proposed IGHS method which is given in Tables II and III. 
Without optimization our proposed method achieves only 88% 
accuracy whereas, with optimization it achieves 95% accuracy. 

TABLE I. COMPUTATIONAL TIME COMPARISON FOR CONVENTIONAL 

AND PROPOSED APPROACHES 

Methods Computation time 

HGS 76.2114 

PRO 200.538 

CMBO 537.269 

ARCHOA 139.731 

DO 95.0285 

GOA 111.956 

IHGS 55.6467 

TABLE II. PERFORMANCE MATRICES OF THE PROPOSED IGHS METHOD 

(ACCURACY MATRICES) WITH AND WITHOUT OPTIMIZATION 

Accuracy matrices 
Proposed with 

Optimization 

Proposed without 

Optimization 

sensitivity 0.955614 0.882424 

specificity 0.949348 0.765633 

accuracy 0.933705 0.843407 

precision 0.955031 0.882424 

F -measure 0.936337 0.882424 

mcc 0.892841 0.648057 

npv 0.903579 0.765633 

fpr 0.050652 0.234367 

fnr 0.044386 0.117576 

TABLE III. PERFORMANCE MATRICES OF THE PROPOSED IGHS METHOD 

(ERROR  MATRICES) WITH AND WITHOUT OPTIMIZATION 

Error matrices 
Proposed with 

Optimization 

Proposed without 

Optimization 

MSE 0.388571 0.515957 

MAE 0.388571 0.515957 

MSLE 0.185908 0.247893 

MAPE 1.43E+14 2.32E+15 

Table IV Shows the RMSE values obtained for distinct 
datasets and statistical tests such as Wilcoxon and chi-square 
were conducted for conventional and proposed methods and 
the p, statistic values were tabulated in Tables V and VI which 
proves the effectiveness of our proposed compiler optimization 
prediction approach. 

TABLE IV. RMSE FOR EACH BENCHMARK IN THE DATASET 

Bench mark RMSE 

400.perlbench 0.701 

401.bzip2 0.707107 

403.gcc 0.701 

429.mcf 6.61E-01 

445.gobmk 0.809156 

456.hmmer 0.75 

458.sjeng 0.75 

462.libquantum 0.707107 

464.h264ref 0.661438 

471.omnetpp 0.696107 

473.astar 0.612372 

483.xalancbmk 0.644378 

TABLE V. COMPARISON OF WILCOXAN TEST RESULTS FOR PROPOSED 

AND CONVENTIONAL METHODS 

Methods P value Statistic 

HGS 1.36E-06 253 

PRO 6.48E-18 2701 

CMBO 2.54E-29 7475 

ARCHOA 6.97E-29 7.63E+03 

DO 3.55E-12 1128 

GOA 2.54E-29 7475 

IHGS 2.54E-29 7875 

TABLE VI. CHI-SQUARE TEST RESULTS FOR PROPOSED AND TRADITIONAL 

TECHNIQUES 

Methods P value Statistic 

HGS 5.83E-03 45 

PRO 8.83E-05 59 

CMBO 5.83E-03 45 

ARCHOA 5.83E-03 4.50E+01 

DO 4.37E-06 68 

GOA 5.83E-03 45 

IHGS 1.54E-06 71 

V. CONCLUSION 

Selecting the optimal, or even a good, combination of 
optimizations for an unpredictable programmed on an arbitrary 
design is a task so tough that traditional manual analysis 
approaches are impractical. For that reason, a novel 
optimization prediction model with improved optimization was 
developed in this work, which has three working phases 
including model training, feature selection as well as feature 
exploitation phase. First, the inputs are being sent to the model 
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training phase that aims to link the appropriate weights as well 
as bias to a learning algorithm in order to minimize a loss 
function throughout the validation range. The retrieved 
characteristics, including static, dynamic, and enhanced 
entropy, were then transferred to the model exploitation phase, 
where the best features was determined using the improved 
chaos game optimization. These improved characteristics were 
fed into a Convolutional Neural Network to predict the 
appropriate compiler optimization. 
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Abstract—Thanks to the booming technology of computers 

and multimedia, student-centered online teaching resource 

platforms have become an important way for students to learn. 

However, English teaching resource platforms at the present 

stage fail to effectively integrate the massive and scattered 

learning resources. Based on this, the study proposes an English 

online teaching resource sharing platform based on mobile Web 

technology, using the SOAP protocol to deploy heterogeneous 

data resources as Web services to achieve interchangeability 

between heterogeneous resources. In addition, to enhance the 

efficient use of learning resources by students, the study proposes 

a hybrid algorithm based on collaborative filtering algorithm and 

sequential pattern mining algorithm to achieve personalized 

sequential recommendation for students. The results show that 

the platform created by the study exhibits excellent performance 

in terms of resource transfer capability, achieves efficient 

teaching resource sharing in a short response time and also 

shows that the proposed recommendation algorithm is highly 

accurate. 

Keywords—Web service; SOAP; English teaching resources; 

sharing platform; personalised recommendation 

I INTRODUCTION 

With the continuous promotion of education reform, the 
value of online education has begun to emerge, which has a 
positive impact on the development of education in all 
disciplines [1]. English, as a basic language discipline, in the 
process of combining with online education, in addition to its 
own development towards diversification and multidisciplinary 
integration, it also acts as the language carrier of other 
disciplines [2]. Therefore, English teaching research is 
particularly important. At present, many colleges and 
universities are organizing English teachers and educational 
technicians to integrate teaching resources, develop online 
courses, provide students with a good internal environment, 
and realize the sharing of teaching resources [3]. However, the 
current multimedia resource sharing platform has caused the 
problem of excessive platform resources due to insufficient 
recommendation accuracy and low efficiency [4]. In this way, 
teachers need to carry out a lot of repeated work, and students 
and teachers' information acquisition ability is insufficient to 
improve teachers' teaching efficiency and students' learning 
autonomy [5]. In order to effectively integrate heterogeneous 
and dispersed English teaching resources and improve the 
quality of online English education, the research is based on 
mobile Web technology and resource recommendation 
optimization, and an online English teaching resource sharing 
platform is constructed. 

The education platform is constructed by means of resource 
replacement, access protocol, user information encryption and 
algorithmic assistance. The MD5 algorithm is designed based 
on SOAP to ensure the user's information login security. In 
order to provide personalized learning services for students at 
different levels, a hybrid optimization algorithm 
recommendation model is proposed based on collaborative 
filtering algorithm and sequential pattern mining algorithm. 
The algorithm model can effectively improve the efficiency of 
recommendation, improve the accuracy of recommendation of 
English teaching resources, and better adapt to the current 
English education environment. 

The research innovatively applies the combination of Web 
technology and English education resource recommendation 
method to the optimization of English education, providing a 
reference for the selection of the optimization direction of 
multi-class online education. In addition, the sequence mining 
method is incorporated into the collaborative recommendation 
algorithm, and the comprehensive efficiency of the 
recommendation algorithm is proposed, which provides a 
reference for the development of educational resource 
recommendation. 

The research content mainly includes four parts. The 
second part is a summary of the research status of the 
construction of educational resources platform at home and 
abroad; The third part puts forward the construction of the 
English shared resources platform based on web services, Part 
A establishes the framework of the education resources 
platform, describes the construction of the MD5 encryption 
module, Part B constructs the online learning resources 
recommendation framework based on web logs, and 
specifically analyzes the optimization of the recommendation 
algorithm; The fourth part verifies the application effect of the 
English online teaching resource sharing platform. The results 
show that the English online teaching resource sharing 
platform based on mobile Web technology and resource 
recommendation optimization has good application effect. 

II RELATED WORKS 

In a web environment, resource allocation is a very 
important issue [6]. Yuan et al. proposed a new neural network 
path sorting algorithm based on path sorting after improving 
and analyzing the traditional algorithm, and used a path sorting 
based on random walk patterns and a neural network path 
sorting algorithm to solve the link prediction problem in online 
learning [7] Gu designed a recursive algorithm-led online 
training model using a web programming language as an 
example, and by testing the web programming language, it can 
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be seen that this training method has greatly helped students’ 
learning effect [8]. To further improve the development of 
online courses, Zhang scholars developed a Moocwas-based 
mobile learning platform, and the experimental results showed 
that the platform can well meet the multiple teaching and 
learning needs of learners [9]. Fang scholars developed an 
online teaching assessment system based on machine learning, 
which can effectively assess the quality of teaching and 
learning in schools, which has good application prospects [10]. 
To address the problem of schools only being able to teach 
remotely during the epidemic, Christianson designed a remote 
web poll to improve students’ immediate engagement in a 
virtual environment, which experimentally proved to be 
positively experienced by students [11]. Scholars such as Zhou 
used a WEB web-based teaching platform, using principal 
meta-analysis and clustering algorithm to classify students’ 
performance and evaluate their learning effectiveness, and the 
experiment proved that this function can effectively help 
teachers improve their teaching [12]. Zhang’s team attempted 
to use blockchain technology in the sharing of English teaching 
resources, and through the analysis of its algorithm, designed a 
representation layer, business layer and data layer as the core 
English teaching resources sharing platform, but the process of 
building the platform was tedious and consumed a lot of 
human and material resources [13]. Scholars such as Park S E 
proposed a resource sharing platform based on collaborative 
recommendation algorithm and introduced it to a hybrid 
recommendation-based system in recommending learning 
resources, but as the security of the platform was not taken into 
account, making the platform vulnerable to malicious attacks 
[14]. 

With the advent of the “Internet+” era, education 
informatics is placing increasing emphasis on the use of 
artificial intelligence technology to improve teaching 
effectiveness and quality. In intelligent teaching, intelligent 
recommendation is the key to realizing knowledge resources. 
After analyzing and comparing existing personalized 
recommendation technologies, Xu proposed a personalized 
recommendation algorithm based on content recommendation 
and collaborative screening, and the experimental results 
showed that the personalized recommendation algorithm has 
high correctness and effectiveness [15]. Based on the user 
interest model, Li et al. generated a user profile file by 
classifying the user’s queries and generating a snapshot of the 
user’s personal information through point-and-click, and the 
experimental results showed that the user profile was highly 
similar to the user’s interests [16]. Chaabi’s research group 
proposed a user interest model from a generalized to a specific 
hierarchy, which can effectively differentiate the interest 
characteristics of different classes [17]. Ohtomo et al. argue 
that users’ interests when reading news can be divided into two 
categories, short term interests and long-term interests, with 
short term interests tending to be related to the timeliness of 
popular information and changing rapidly, while longer term 
interests tend to reflect users’ real interests [18]. In contrast, 
Chen’s team used a multi-strategy machine to build long-term 
and short-term interest patterns, and through an in-depth 
analysis of this system, a new content-based fusion algorithm 
was proposed and designed [19]. To improve the efficiency of 
the recommendation model, Wang combined the recommended 

content with a collaborative filtering algorithm to provide a 
specific model for the actual and potential hybrid algorithm, 
and experimental results showed that the knowledge 
resource-based recommendation system was effective in 
improving the usability of the collaborative filtering part [20]. 

From the research of many scholars, it can be seen that the 
current research of online English education platform is still in 
the stage of rapid development, and the development of 
educational resources and the efficiency of the promotion of 
educational recommendation ability still do not match. In order 
to further improve the efficiency of recommendation and the 
utilization of resources, a resource sharing platform based on 
Web technology is designed. The collaborative filtering 
algorithm and sequential pattern mining algorithm are 
organically combined to form a new hybrid recommendation 
model, which aims to contribute to the research of English 
education resource recommendation. 

III WEB TECHNOLOGY PRACTICE FOR ENGLISH ONLINE 

TEACHING RESOURCE SHARING PLATFORM 

A. Design of a Web Service-based English Shared Resource 

Platform 

The intelligent network mobile teaching platform can 
provide learners with rich teaching resources and a 
student-oriented teaching environment. However, due to the 
wide distribution of network teaching resources, the diverse 
and complex structure of network resources between different 
campuses and the inability of data resources to cross the 
restrictions of platforms and firewalls, the resources between 
campuses cannot be shared effectively, resulting in the waste of 
campus teaching resources [21]. In order to solve the above 
problems, the study combines both sides of the teaching body 
with the trial module and builds an English resource sharing 
platform, using resource replacement - access protocols - user 
information encryption and algorithmic assistance to optimize 
the design of the platform system. 

Service Oriented Architecture (SOA) is a component model 
that connects different functional units of services in an 
application by defining clear interfaces and contracts. web 
services are an effective way to implement SOA by abstracting 
applications and resources in a unified form through a 
standardized approach to service usage and by supporting It 
supports the sharing and collaboration of teaching and learning 
resources in a distributed environment. Among the 
technologies related to web services, web services are often 
used to solve integration problems across web applications due 
to their loosely coupled nature. Compared to traditional 
technologies, it not only solves the problem of incompatibility 
between heterogeneous systems, but also allows any user to 
make changes to the mechanism without affecting the normal 
operation of the platform. SOAP uses hypertext transfer 
protocol as the carrier form to achieve the construction of 
SOAP message structure model under the construction of each 
SOAP sub-element to ensure the integrity of SOAP messages, 
and the XML model as the encoding method for the exchange 
of resources, and its specific exchange process is shown in 
Fig. 1. The specific exchange process is illustrated in Fig. 1. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

574 | P a g e  

www.ijacsa.thesai.org 

English multimedia teaching 

resources sharing

Teaching resource sharing 

service

UDDI

Soap 

proxy

Application 

platform

Soap 

proxy

Application 

platform

Soap 

proxy

Application 

platform

SQL 

Server
Oracle MySQL

Find / publish
Business 

requirements

Register 

binding
Register Register 

binding binding

 
Fig.1. SOAP resource exchange process. 

SOAP can effectively ensure that network service providers 
can realize the query of resource data, information update and 
sharing of different data types of each database. In order to 
further ensure the normal operation of the English multimedia 
resource platform and the confidentiality and security of user 
information data, the study is based on the MD5 information 
abstraction algorithm to accelerate the security of the platform 
information while ensuring high-quality services for users and 
realizing the optimal design of the platform security. The MD5 
algorithm can effectively extend the length of the data and 
achieve a continuous distribution of bits at intervals of 512 
times, thus forming a combination with regularity. Under the 

assumptions of the four MD5
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 basis by bit can be expressed as 

eq. (1). 
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 The conversion of the grouping of
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 can be 

achieved in the form shown in eq. (2). 
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In the study the buffer corresponding to the MD5 algorithm 
is used as the link variable and the derivation of the message 
digest is implemented with the help of the buffer, which is 
represented as shown in equation (3). And after defining the 
four link variables, the weights corresponding to the variables 
are transformed with the help of equation (1) to realize the 
message data in order to achieve the confidentiality of the user 
information. 
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              (3) 

When the MD5 algorithm is used to verify user information 
on the resource sharing platform, it uses Ra random values to 
achieve circular encryption processing of the scheme, and 
increases the types and combinations of verification 
information data to reduce malicious attacks by illegal users 
and avoid leakage of user data, thus strengthening the overlay 
encryption of data, and its verification process is shown in 
Fig. 2. 

When the information scheme is encrypted, in order to 
avoid the loss of resources under the platform due to the 
increased number of calibration repetitions, the server adds 
random values with immediate time characteristics to the string 
generation process by forming a completely new string from 
the random value R, the user password PW, the current time 
TIME and the address of the SIP connection protocol, as 
shown in eq. (4). 

RA R TIME SIP
            (4) 

The client also encrypts the plain text of the received 
password, as shown in eq. (5). 

 PW K PW 
          (5) 
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Fig.2. User identity verification process. 
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The server processes the generated sequence in depth using 
the MD5 algorithm to obtain the end-user’s credentials and 
sends the MD data to the server, a process defined by eq. (6). 

 5 aMD MD R PW 
     (6) 

The server application uses the MD5 algorithm to verify the 
encrypted text of the user’s password and sends a confirmation 
message; the encrypted text is sent to the client and the passage 
of the user’s credential information is used as a signal to 
achieve login. The research proposes a teaching resource 
platform that can effectively introduce SOAP into the 
construction of the platform to meet the demand characteristics 
of different users, on the basis of including the teaching sides 
module and the auditor module, and build a resource platform 
based on the cloud computing environment, whose overall 
structure as shown in Fig. 3. 

As can be seen in Fig. 3, the software structure of the cloud 
computing environment as a platform for carrying content is 
divided into three layers: a data access layer, a business logic 
layer and a user performance layer. The data access layer 
enables the upload, audit and publication of learning materials 
and the download of matching resources with a list of 
completed learning materials, i.e. the resource download 
interface allows the setting of resource download links and 
binding them to the key values of the corresponding source 
files, providing users with an efficient resource download 
function. Finally, the audit resource fields and page call 
methods are retrieved by the teaching audit module to ensure 
that the resource platform can achieve good audit and coverage 

of all learning resources and thus continuously enrich the types 
of teaching resources to meet the learning needs of students. 

B. Web Log-Based Online Learning Resource 

Recommendation Framework Design 

As the amount of information carried on the Internet 
continues to grow, information referral methods have also 
flourished. In the vast amount of learning resources, it is 
difficult for learners to quickly find the information that meets 
their needs [22]. Therefore, the study proposes a hybrid 
recommendation algorithm based on the web-based learning 
platform logs by analyzing the logs of the above-mentioned 
web-based shared English learning platforms to uncover the 
characteristics of the resources and the preferences of users in 
the web environment. The hybrid recommendation algorithm 
combines a collaborative filtering algorithm and a sequential 
pattern mining algorithm in order to achieve a personalized 
recommendation model with real-time adaptability to the 
learning platform. The goal of collaborative filtering is to filter 
out data with similar characteristics from the database to form a 
single dataset, making the data as differentiated as possible 
between datasets based on different points of interest, while 
data belonging to the same dataset are as similar as possible. 
Assuming that each user in the learning platform for online 

educational resources x  corresponds to a set of learning 

resources xI
 , where the resource xi I

 , which represents that 

the user has studied this resource i  , has also been rated by the 
user, the user’s scoring matrix for the resource is shown in 
Fig. 4(a). 
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Fig.3. Schematic diagram of English multimedia teaching resource sharing platform based on SOAP. 
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Fig.4. User resource rating and similarity matrix between resources. 

Adjusted Cosine Similarity (ACS) is used to measure the 

similarity of two learning resources i  and
j

 as shown in 
eq. (7). 
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In equation (7), ,x iR
 denotes the score rated by the user x  

for the resource i  , ,x jR
 denotes the score rated by the user x  

for the resource
j

 , and R  is the total mean value of the 
ratings given to the resource by multiple users. From the 
user-resource rating matrix in Fig. 4(a), a similarity matrix 
between different resources can be derived, as shown in 

Fig. 4(b). The additional k  ( k n  ) resources that have the 
highest possible similarity to the current resource are selected 
to form an ensemble of resources that are highly similar to the 
current resource. From equation (8), the possible values of the 

preferred resource i  for each user x  can be predicted. 
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In equation (8), N  represents a set of resources similar to 

the resource i  and ,x tR
 is the rating given to the resource by 

its user i x . The predicted result matrix is shown in Fig. 5(a), 
while Fig. 5(b) shows the set of resource suggestions that are 
likely to be preferred for the user. 
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The set of user-preferred resources generated by the 
collaborative filtering algorithm is obtained by similarity, and 
the order of these resource recommendations does not follow a 
specific learning path. Since the process of learning English is 
coherent, the list of recommended resources displayed in the 
learning platform should follow the learning path of the 
English subject. The study introduces a sequential pattern 
mining algorithm based on a collaborative filtering algorithm 
to arrange the list of English learning resources according to 
the learning order. In the web-based teaching platform, the key 
to the sequential pattern mining algorithm is to search for a 
series of resources that meet the least supported order of 

learning frequency on a specific set of input data sequences S  
, each list is a sequence of frequent learning resources, the 
specific algorithm flow is shown in Fig. 6. 
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Fig.6. Flow chart of sequential pattern mining algorithm. 

As can be seen from Fig. 6, the support degree of each 
resource is calculated during the initial search, and the set of all 
1-frequency elements is obtained after the initial search, and 
the candidate set of n-frequency elements is generated from the 
set of n-1 (n>1) frequency elements. Finally, the candidate sets 
that do not meet the minimum support are removed by pruning 
branches. Since users may change their interest in learning 

content over time when they are learning online, the user 
resource scores in the web logs do not objectively reflect the 
current user ratings and interests in the learning resources. The 
study introduces a damping function in the collaborative 
filtering algorithm to adjust the weight of learning resources 
rated by previous users, as shown in eq. (9). 

 0

2

1
t t

Weight
e
 


            (9) 

In equation (9), 0t  denotes the current time, and the closer 
the learning resource is to the current time, the higher weight is 
given to it, and the process of calculating the similarity 

between resources is also given a higher weight, when 0t t
 

,
1Weight 

 and 1Value . Since the calculation of 
similarity between resources is performed when the user is 
offline, when calculating the relevance of n resources, O(n2 ) 
space complexity is consumed to store the calculation results, 
increasing the space load and the efficiency of the 
recommendation algorithm decreases as the number of user 
visits increases. Therefore, the study selects only the most 
similar resources among the similar resources k as elements of 
the similar set in the computation process, which can greatly 
reduce the time complexity of the algorithm to a linear order of 
magnitude. In summary, the design of the study’s proposed 
weblog-based online learning resource recommendation 
framework is shown in Fig. 7. 

As can be seen in Fig. 7, offline pre-processing and 
filtering of user learning traces and resource records is 
performed to collect material that users may frequently access 
or want, and finally the merged resources are categorized 
according to the specific relationships between the different 
data to provide personalized services to users. And a tracking 
module is added to track whether users accept personalized 
recommendations from the platform as a way of tuning the data 
for future recommendations. To address the problem of new 
users with no learning history in online learning, the study 
groups and classifies new users based on the demographic 
information of users in the platform, and likewise groups and 
classifies new resources based on the resource topics in the 
resource database, thus solving the problem of cold processing 
in the design of the recommendation framework. 
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Fig.7. Web log-based recommendation framework for online learning resources. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

578 | P a g e  

www.ijacsa.thesai.org 

IV SIMULATION TESTING OF THE ENGLISH SHARED 

RESOURCE PLATFORM AND THE PERFORMANCE OF 

PERSONALISED RECOMMENDATIONS 

In order to demonstrate the reliable performance of the 
researched and developed universal platform for shared 
resources (denoted as Platform 1), the collaborative 
recommendation-based English teaching resource management 
platform proposed by Hu Ting scholars (denoted as Platform 2) 
and the blockchain-based virtual English teaching resource 
platform jointly designed by WANG P and QIAO S H.E 
(denoted as Platform 3) were used as experimental control, and 
the three platforms were used as a common platform for real 
English multimedia teaching materials on virtual hardware of 
the same scale and hardware standard. To make the 
experimental results more intuitive and to better prevent the 
problem of low variability of performance data due to the low 
concurrency of the system, the study selected 1200 sets of 
concurrent data with similar configuration parameters for 
testing. In addition, each test lasted around 3 minutes to fully 
account for the impact of the virtual environment and to protect 
the web hosts from high concurrent loads. The resource upload 
throughput results for each platform are shown in Fig. 8. 

As can be seen from Fig. 8, as the concurrency continues to 
increase, the number of resource interactions handled by 
Platform 1 is higher than the other two benchmark platforms, 
and the curve changes less than the other two platforms. This 
indicates that the platform proposed in the study has a good 
load balancing capability in handling resource sharing requests, 
with each node of the platform handling user requests, which 
distributes the concurrency evenly to each node, allowing more 
resource requests to be handled. A graph of the response time 
results for each platform is shown in Fig. 9. 

As can be seen in Fig. 9, the response times of the 
platforms created by the Institute are all lower than the 
response times of the benchmark platforms. Due to network 
congestion caused by concurrent transmissions, the response 
times of the platforms created by Platform 2 and Platform 3 
increased dramatically, while failing to meet the requirements 
of a wide range of users, thus extending the response time of 
the shared resources. The results show that the platform 
designed in this study performs better, has better response 
speed and processing speed, can respond to users' daily access 
needs, and has strong load processing capacity. 

To test the superior performance of the personalized 
recommendation model designed in this study, the 
experimental design and recommendations were compared 
using a weighted evaluation criterion, and the experimental 
results with different parameter settings were analyzed. Before 
evaluating the performance of the recommendation framework, 
the effect of the size of the parameter similarity set and the 
variation of the minimum support on the experimental results 
were determined. The study recommends resources to users 
based on similarity sets of different sizes and calculates the 
corresponding REM values for different minimum support 
cases, and the experimental results are shown in Fig. 10. 

As can be seen from Fig. 10, the REM value decreases as 
the similarity set increases. However, the curve does not 
change significantly when the set of similarity goes from 7 to 

10. Considering that the spatial complexity increases as the set 
of similarity increases, the study chose a similarity set size of 6 
as the optimal value for subsequent experiments. The REM 
value changes as the minimum support increases. The REM 
value decreases when the minimum support is 0.1-0.5 and 
increases from 0.15 onwards. Therefore, in order to obtain 
more accurate recommendations, the minimum support was set 
to 0.15 in subsequent experiments. After the optimal parameter 
values were obtained, the parameters of each algorithm were 
set to the best value chosen and then tested. The results of the 
resource recommendations were categorized into three cases. 
The results of the collaborative filtering algorithm, the results 
of the generic sequence extraction algorithm, and the results 
obtained by a hybrid algorithm of collaborative filtering + 
sequence mining consisting of weighting, switching and 
merging, noting the above algorithms as Algorithm 1, 
Algorithm 2 and Algorithm 3, respectively. In the experiments, 
users pre-selected and ranked the topics of interest and their 
browsing. Their browsing history was also recorded by the 
platform. The resources of interest recommended by the 
platform to the users were then processed and calculated by 
different types of hybrid models and the correct 
recommendations were compared with the actual 
recommendations using the REM formula. The comparison of 
the recommendation results of each algorithm is shown in 
Fig. 11 and 12. 
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Fig.8. The upload throughput of English teaching resources on each 

platform. 
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Fig.9. Response time by platform. 
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Fig.10. REM value variation under different similar set sizes and minimum support. 

When the minimum support was chosen to be 0.15, the 
trend of REM changes as the size of the similar set expands 
from 2 to 10 as shown in Fig. 11. The simulation results show 
that as the similarity set expands, the REM values of all types 
of algorithms decrease, with the most obvious decreasing trend 
for the optimization algorithm 3 proposed in the study, and the 
REM value of algorithm 1 has almost no relationship with the 
size of the similarity set. The REM value of this hybrid 
algorithm model tends to be the smallest when the similarity 
set is greater than 6, which indicates that the algorithm is most 
accurate at a minimum support of 0.15, and the accuracy 
stabilizes when the similarity set size reaches 7. 
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Fig.11. REM changes with the size of similar sets under specific support. 
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Fig.12. Change of REM with minimum support under specific similar set 

size. 

When the size of the selected similarity set is 6, the trend of 
the REM values of each type of algorithm is shown in Fig. 12 
as the minimum support degree increases from 0.1 to 0.2. The 
simulation results show that the larger the value of minimum 
support is taken, the gradually increasing REM value and 
decreasing accuracy of algorithms 1 and 2, while the 
continuous decreasing REM value and gradually increasing 
accuracy of the hybrid algorithm. In summary, the platform 
created by the research shows good performance in terms of 
resource transfer capability, achieving efficient teaching 
resource sharing in a short response time, and the proposed 
hybrid algorithm has the smallest REM value and the highest 
accuracy. 

V CONCLUSION 

In response to the problems of scattered English online 
teaching resources that are difficult to achieve centralization 
and inefficient education resource recommendation, the study 
constructed an English online education resource sharing 
platform based on Web services. Simulation results show that 
the created platform performs well in terms of resource transfer 
capability and can achieve efficient teaching resource sharing 
in a short response time. The hybrid algorithm of collaborative 
filtering combined with sequence mining proposed in the study 
performs well in the validation of the recommendation 
algorithm. Compared with other algorithms, it has the smallest 
REM value and the highest accuracy rate. The simulation 
results prove that the English web-based educational resource 
sharing platform constructed by the study can perform the 
educational resource sharing task better and complete the 
English educational resource recommendation. There are also 
some shortcomings in this study; not enough user security 
authentication information is collected, and it is not effectively 
verified in the security module. It is expected that the in-depth 
research on this part will be strengthened in future research. In 
addition, the platform is not rich enough in features, and it is 
expected that more practical features will be added to the 
platform in the subsequent research to enhance the usefulness 
of the platform. 
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Abstract—Driven by the development of multimedia, the 

encryption of multimedia digital audio has received more 

attention; however, cryptography-based encryption methods 

have many shortcomings in encryption of multimedia 

information, and new encryption methods are urgently needed. 

This paper briefly introduced cryptography and chaos theory, 

designed a chaos-based encryption algorithm that combined 

Logistic mapping and Sine mapping for confusion and used a 

Hopfield chaos neural network for diffusion, explained the 

encryption and decryption process of the algorithm, and tested 

the algorithm. It was found that the keys obtained by the 

proposed algorithm passed the SP800-22 test, and the correlation 

between the three encrypted audio and the original audio was 

0.0261, -0.0536, and 0.0237, respectively, all of which were small, 

and the peak signal-to-noise ratio (PSNR) values were -0.348 dB, 

-7.645 dB, and -3.636 dB, respectively, which were significantly 

different from the original audio. The NSCR and UACI were also 

closer to the original values. The results prove that the proposed 

algorithm has good security and can encrypt the actual 

multimedia digital audio. 

Keywords—Multimedia digital audio; chaotic theory; 

encryption; logistic mapping; sine mapping; security 

I. INTRODUCTION 

The dissemination speed of multimedia information is 
increasingly accelerated with the development of computer 
technology [1]. Relying on the Internet, mobile terminals, etc., 
digital images, video, audio, and other multimedia information 
is generated and transmitted all the time, which facilitates 
people’s communication and exchange and also brings new 
challenges to information security. Multimedia information is 
mostly transmitted and stored in public environment, and under 
the influence of network, it spreads faster and wider, and the 
danger of information leakage is also greater [2]. Encryption 
can effectively improve the security of multimedia information, 
so multimedia encryption has also become an important 
content [3]. At present, many methods have been applied in the 
encryption of texts and images; however, compared with them, 
audio has greater redundancy and higher relevance, so the 
traditional text and image encryption methods are not 
applicable to audio. Therefore, encryption for digital audio has 
become a common concern for researchers [4]. Singh et al. [5] 
compared the performance of dynamic advanced encryption 
standard (AES) and standard AES for audio encryption and 
analyzed the quality of the algorithms by histogram, correlation, 
etc. Babu et al. [6] converted audio data to image data, studied 
the encryption and decryption of audio using a fractional order 
hyperchaotic system, and verified the security of the system 
through analysis. Wang et al. [7] proposed an encryption 

method using a chaotic system and deoxyribonucleic acid 
(DNA) coding and found that the method performed well in 
multichannel audio processing through comparative 
experiments on different types of audio. Zaid et al. [8] 
proposed two chaos-based permutation algorithms: Arnold cat 
mapping and Baker mapping. The experiments showed that 
both algorithms can provide reliable security, but in most cases, 
Arnold cat mapping performs better. At present, there are still 
many challenges in multimedia digital audio encryption, and 
the security of existing methods cannot meet such encryption 
needs yet. Therefore, in order to find out a more suitable 
encryption method for multimedia digital audio, this paper 
designed a chaos-based method and proved the reliability of 
the method through experiments. This work provides a new 
method for the research of multimedia digital audio encryption 
and also provides theoretical support for the in-depth research 
of multimedia information encryption. This paper first briefly 
introduces cryptography and chaos theory in Section II. It 
describes the encryption and decryption method based on 
Logistic mapping, Sine mapping, and Hopfield chaotic neural 
network designed in this paper. Section III presents the 
experiments on the proposed encryption and decryption 
method used to prove its security for multimedia digital audio 
encryption and decryption. Section IV is the conclusion section, 
which briefly summarizes and reflects on the research of this 
paper. 

II. CHAOS-BASED AUDIO ENCRYPTION ALGORITHM 

A. Cryptography and Chaos Theory 

A simple password system generally consists of several 
components, as shown in Fig. 1. 

 
Fig. 1. A simple password system. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

582 | P a g e  

www.ijacsa.thesai.org 

As shown in Fig. 1, the plaintext is the original message to 
be encrypted, written as  . The ciphertext is the encrypted 
message, written as  . It is assumed that there is an encryption 
algorithm  , then the encryption process is written as:  ( )  
 . Let the decryption algorithm be  , then the decryption 
process is written as:  ( )   . 

For audio information with high redundancy and high 
correlation, traditional encryption algorithms, such as AES and 
DES [9], are unable to encrypt effectively. Chaos contains 
characteristics such as ergodic, unpredictable, and random, and 
it can be applied to encryption to get good results [10]. In the 
Devaney’s definition of chaos [11], for mapping   in the metric 
space  , if it is chaotic, then the following conditions are 
satisfied: 

1) There exists    0, for any     and    , there 

exists   and natural number   in the   neighbourhood of   such 

that  ,  ( )   ( )-   ; 

2) For any open sets X and Y in  , there exists     such 

that   ( )     ; 

3) The periodic orbit of   is dense in  . 

Chaos is usually determined using the Lyapunov 
exponential method [12]. In a one-dimensional chaotic system, 
there exists an orbit:        (  )       (    )  . A 
perturbation     is added to   . After  -step iterations, the 
resulting perturbation is written as: 

      (    )  (    )   (  )   . 

The Lyapunov exponent is written as: 

     
     

   
   

 

 
   |

   

   

|  

   
   

 

 
∑    |  (  )|

   
   .   

When    , it means that the orbit is sensitive to the initial 
value, i.e., it is a chaotic orbit. 

Classical chaotic systems include the following types. 

1) Logistic mapping [13]:         (    ), where   is 

the number of iterations and   is the system bifurcation 

parameter,   (   ). When              , the system 

is in a chaotic state. 

2) Henon mapping [14]: {
              

        
. When 

       and      , the system is in a chaotic state. 

3) Sine mapping [15]:          (   ) . When   
,      -, the system is in a chaotic state. 

4) Lorenz chaotic system [16]: {

     (   )

           

        

, 

where  ,  , and   are the system control parameters. When 

    ,     ,      , or     ,     ,    , the 

system is in a chaotic state. 

B. Audio Encryption Algorithm 

One-dimensional chaotic mapping is simple in the chaotic 
system. In order to improve the security of chaotic encryption, 
this paper proposes an improved method, i.e., combining two 
one-dimensional chaotic mappings. Logistic mapping has the 
problem of uneven data distribution, and the same defect also 

exists in the Sine mapping. Therefore, they are combined to 
obtain the Logistic-Sine-coupling mapping (LSCM), and the 
corresponding equation is: 

     (   (    )  (   )    (   )   )    .  

When   (   -, the system is in a chaotic state. 

With the continuous development of neural networks, their 
applications in fields such as artificial intelligence are 
becoming more and more widespread, and neural networks 
also carry the chaotic characteristics. Hopfield neural networks 
are enough to meet the requirements of cryptography and have 
good performance in encryption [17]. It is divided into two 
types, discrete and continuous. The discrete type is used in this 
paper, and its expression is: 

      ∑      
 
   ,  

       (  )  
        

        
,  

where     is the weight matrix. The three-dimensional 

Hopfield neural network with high operational efficiency and a 
good chaotic state is called Hopfield chaotic neural network 
(HCNN), and the corresponding equation is: 

{

  
           (  )      (  )

  
             (  )         (  )         (  )

  
             (  )         (  )          (  )

.

  

In multimedia digital audio encryption and decryption, the 
LS mapping is used to perform confusion operation on audio, 
and then HCNN is used to generate diffusion sequence. First, 
the encryption process is as follows: 

1) The original audios from the left and right channels are 

read and denoted as two sets of audio   (   ). 

2) Hash operation is performed on the original audios to 

get hashed value  :       (           ). 

3) The key generation process is as follows.         is a 

function that converts a hexadecimal hash code to a decimal 

number, and   is the number of iterations. 

{
 
 
 

 
 
 
           ( (    )) (      )

           ( (     )) (      )

           ( (     )) (      )

           ( (      )) (      )

           ( (       )) (      )

               ( (       ))

 

4) Initial values     and     are processed to obtain initial 

values    and   of LSCM: {
      (     )

     (     )
, where     is 

the modulo operation. Then, the LSCM is subjected to   

preiteration to fully reach the chaotic state, and then it is 

iterated 2   times to obtain the chaotic sequence: 

{
   *             +

   *             +
. 
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5) Random sequences      and      without 

repetition are generated based on   ,   , and two arrays of 

natural numbers    *       +  and    *       +  to 

confuse audio  . Then,   : {
  (     )   (    (   )  )

  (     )   (    (   )  )
 

is obtained. 

6)    ,    , and     are substituted into the three-

dimensional HCNN to obtain three diffusion 

sequences: .{

   *             +

   *             +

   *             +
. 

7) Exclusive OR diffusion is performed to obtain 

encrypted speech  : {
  ( )        (  (   )   ( ))

  ( )        (  (   )   ( ))
, 

where        is the bitwise exclusive OR function and    and 

   are the chaotic sequence obtained by HCNN. 

8) To further improve the encryption performance,   ,   , 

and    are combined two by two for three times of diffusion to 

obtain the final encrypted speech and complete the encryption 

of the audio. 

The decryption process of multimedia digital audio is as 
follows: 

1) The encrypted audio is read. 

2) Initial values are obtained using LSCM and HCNN in 

accordance with the same steps as encryption to get chaotic 

sequences    and    needed for decryption. 

3)    and    are used to obtain decrypted diffusion 

sequences   ,   , and   . 

4) The encryption process is reversed to perform 

decryption diffusion on the encrypted audio, followed by 

confusion. Finally, the decrypted audio is obtained. 

III. AUDIO ENCRYPTION ALGORITHM SECURITY ANALYSIS 

Experiment was carried out in Windows 10 environment, 
3.4GHz processor, and 4G RAM. In the chaotic system, the 
value of   was set as 3.707 and 3.808, respectively, and initial 
values        ,        . The audios to be tested were all 
in wave format. The first three audios, named audio1.wav, 
audio2.wav, and audio3.wav, came from the Internet, and the 
other three audios came from THCHS-30 voice library [18]. 
Audios in THCHS-30 voice library were collected in a quite 
office environment at a sampling frequency of 16 kHz, the total 
duration of those audios was 30 hours, and the sampling size 
was 16 bits. Three audios were randomly selected from the 
library for experiments, named audio4.wav, audio5.wav, and 
audio6.wav. Taking audio1.wav as an example, the result of 
encryption and decryption using the proposed method is shown 
in Fig. 2. 

Fig. 2 shows the original audio waveform of audio1.wav, 
and Fig. 3 shows the audio waveform obtained after 
audio1.wav was encrypted. It was found from the comparison 
between Fig. 2 and 3 that the encrypted audio did not have 
similarities with the original audio and was not associated with 
the original audio, which showed that the audio encryption 
method was effective and could encrypt the audio well. Fig. 4 
shows the audio waveform obtained after decrypting the 
encrypted audio. The comparison between Fig. 2 and 4 showed 
that the correct original audio was obtained after decrypting 

using the proposed method, which proved the usability of the 
method. 

First, the randomness of the key was tested using 15 items 
in the SP800-22 test package from National Institute of 
Standards and Technology (NIST) test, and the randomness 
was judged by the P value. The higher the P value, the stronger 
is the randomness. The results of the key test are displayed in 
Table I. 

 

Fig. 2. Original audio. 

 

Fig. 3. Encrypted audio. 
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Fig. 4. Decrypted audio. 

TABLE I.  SP800-22 TEST RESULTS 

Statistical test P value Result 

Frequency 0.6788 Pass 

Block Frequency 0.4795 Pass 

Cumulative Sums 0.0945 Pass 

Runs 0.3152 Pass 

Longest Run 0.0528 Pass 

Rank 0.7958 Pass 

FFT 0.5746 Pass 

Non Overlapping Template 0.9954 Pass 

Overlapping Template 0.9925 Pass 

Universal 0.1452 Pass 

Approximate Entropy 0.9258 Pass 

Random Excursions 0.6521 Pass 

Random Excursions Variant 0.9654 Pass 

Serial 0.4215 Pass 

Linear Complexity 0.8752 Pass 

It was seen from Table I that the keys generated using the 
proposed method could pass the SP800-22 test, and the P 
values were all greater than 0.01, indicating that the keys had 
good randomness and were suitable for encrypting multimedia 
digital audio. 

The correlation coefficient reflects the correlation between 
two data. If there is a small correlation coefficient between the 
encrypted audio and the plaintext audio, it means the less 
similarity between the plaintext and the ciphertext. The 
correlation coefficient is calculated as follows: 

  
∑ ( ( )  ̅)( ( )  ̅) 

   

√∑ ( ( )  ̅)  
   ∑ ( ( )  ̅)  

   

  

where  ̅  and  ̅  are the mean values of   and  . The 
correlation coefficient of the audio before and after the 
encryption by the proposed method was calculated, and the 
results were compared with Mohamed’s method [19], as shown 
in Fig. 5. 

It was observed in Fig. 5 that the correlation between the 
six encrypted test audios and the original audio was small, and 
the coefficients were 0.0261, -0.0536, 0.0237, 0.0227, -0.0577, 
and 0.0219, respectively. Compared with Mohamed’s method 
[19], the audio correlation before and after encryption by the 
method proposed in this paper was smaller, indicating that the 
similarity between the ciphertext and the plaintext was lower, 
i.e., the method was safe. 

The peak signal-to-noise ratio (PSNR) reflects the quality 
of signal compression. The larger the value of PSNR, the better 
is the quality of signal compression, and the closer to the 
original audio. Conversely, if the PSNR value of the encrypted 
audio is smaller, it means that it is more different from the 
original audio. The PSNR calculation formula is: 

            .
    

√   
/
 

 

    
 

   
∑ ( (   )   (   ))

 
    

where   and   are the width and height of the audio,   
and   are the original and encrypted audio. The PSNR 
obtained by the method proposed in this paper was compared 
with the results in Tamimi’s study [20] and Liu’s study [21], as 
shown in Fig. 6. 

 
Fig. 5. Comparison of correlation coefficients before and after encryption. 

 

Fig. 6. Comparison of PSNR. 
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It was observed in Fig. 6 that the PSNR of the six audios 
were -0.348 dB, -7.645 dB, and -3.636 dB, which were small, 
and the PSNR was 4.373 dB in Tamimi’s study [20] and 4.530 
dB in Liu’s study [21]. The PSNR values obtained in this paper 
were smaller; indicating that the audios encrypted by the 
method proposed in this paper had higher security and was 
more resistant to attacks. 

Finally, the performance of this method against differential 
attacks was analyzed based on the indexes of the number of 
samples changes rate (NSCR) and the uniform average change 
intensity (UACI). The following equations are: 

     
∑ |    ( ( )   ( ))| 
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∑

| ( )   ( )|
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where  ( ) is the encrypted audio,   ( ) is the encrypted 
audio with one original audio sampling data randomly changed, 
and      is the sign function. When the audio signal was 8 bit, 
the ideal values of NSCR and UACI were 100% and 33.33%, 
respectively. The average values were taken after several tests 
and compared with the results in Soliman’s study [22] and 
Shah’s study [23], and the results are shown in Fig. 7. 

 
Fig. 7. Comparison of NSCR and UACI. 

It was observed in Fig. 7 that compared with Soliman’s 
study [22] and Shah’s study [23], the NSCR obtained by the 
proposed method was always above 99.99%, which was closer 
to the ideal value (100%), and the UACI obtained by the 
proposed method was 34.8542%, 33.5628%, 34.2587%, 
34.5515%, 34.3637%, and 34.6987%, which was closer to the 
ideal value (33.33%). These results verified the performance of 
the chaos-based audio encryption method in resisting 
differential attacks. 

It was concluded from the above experimental results that 
the method proposed in this paper had a good encryption and 
decryption performance for multimedia digital audio, the 
encrypted audio files were not similar to the original files, and 
the original audio was well recovered after decryption. From 
the security point of view, the key obtained by the method had 
good randomness and passed the SP800-22 test. Then, from the 
comparison of different indicators, the experiments on six 
different audios revealed that the correlation between the audio 
before encryption and after decryption obtained by the method 
was very small, and the PSNR was also significantly smaller 
compared with the results in other literature, suggesting good 

resistance to attacks. The experimental results prove the 
superiority of the method for multimedia digital audio 
encryption and the reliability of the encryption method 
combining different chaos methods and further verify the 
usability of chaos theory for multimedia information 
encryption. 

IV. CONCLUSION 

This paper designed a chaos-based encryption method for 
the encryption of multimedia digital audio, combined LSCM 
with HCNN to realize the encryption of digital audio, and 
analyzed its security. It was found that the key obtained by the 
proposed method could pass the SP800-22 test, with good 
randomness, and the encrypted audio had less correlation with 
the original audio (below 0.03), smaller PSNR value, above 
99.99% NSCR value, its UACI was closer to the ideal value 
(33.33 %), and its resistance to differential attacks was strong. 
The method can be further applied in practical multimedia 
digital audio encryption. However, there are also some 
shortcomings in this paper, such as the small scale of 
experimental data and no practical application. In future 
research, further studies can be conducted in hardware 
implementation and encryption system design to understand 
the operability of the method in a practical environment. 
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Abstract—Digital twin is one of the most important 

innovations in the Internet of Things (IoT) era and business 

disruption. Digital twins are a growing technology that bridges the 

gap between the real and the digital. Home automation in the IoT 

refers to the practice of automatically managing and monitoring 

smart home electronics by use of a variety of control system 

methods. The geysers, refrigerators, fans, lighting, fire alarms, 

kitchen timers, and other electrical and electronic items in the 

home can all be managed and monitored with the help of a variety 

of control methods. Digital twins replicate the physical machine in 

real time and produce data, such as asset degradation, product 

performance level that may be used by the predictive maintenance 

algorithm to identify the product functionality levels. The purpose 

of this research is to design the framework of Digital Twin using 

machine learning and state estimation algorithms model to assess 

and predict home appliances based on the probability rate of 

smart home system gadgets functionality. The main goal of this 

research is to create a digital twin for smart home gadgets that are 

used to monitor the health status of these devices for increasing 

the life time and to reduce maintenance costs. This research 

presents a Deep Convolution Neural Network based Logistic 

Regression Model with Digital Twins (DCNN-LR-DT) for 

accurate prediction of smart home gadget functionality levels and 

to predict the threats in advance. The proposed model is 

compared with the traditional models and the results represent 

that the proposed model performance is better than traditional 

models. 

Keywords—Digital twins; deep learning; convolution neural 

network; logistic regression; internet of things; smart home; IoT 

gadget functionality; threat prediction 

I. INTRODUCTION 

Modern industry and the country's economy depend 
critically on Industrial revolution 4.0 and smart manufacturing. 
Industry 4.0 intends to create a global networked infrastructure 
that addresses compatibility and interoperability problems 
within and between all levels of automated systems and 
factories, enhancing the agility and flexibility of manufacturing 
methods [1]. Advanced robotics, which acts as an agent acting 
that appears in every area of production lines, is equally 
essential to smart factory. Digital Twin (DT) is attracted 
increasing scientific attention as a result of the extensive 
research and development on Industry 4.0 and Artificial 
Intelligence (AI) [2]. The network and data serve as the 
foundation of DT as a digital representation of a physical 

object, the algorithm and modeling serve as the core, and the 
application and service serve as the application. The expenses 
of manufacturing businesses rise as a result, and at the same 
time, their organizational structures and operational procedures 
face enormous difficulties [3]. In light of this, AI-powered DT 
technology is anticipated to adapt conventional model-based 
techniques to changing boundary conditions and offer a 
demand-oriented, real-time competent evaluation basis to 
effectively assist decision-making in multi-objective challenges 
[4]. Numerous studies have already discussed and 
characterized DT from the standpoint of broader concepts and 
technology, as well as some sectors, without a specific focus 
on AI, such as product design, modelling and simulation, and 
problem diagnosis and prognostics [5]. Various engineering 
implementation scenarios pose unique problems [6]. The 
systematic and thorough integration of domain-specific 
knowledge is much more crucial for the foundation of DT and 
AI. In the context of the environment and circular economy, 
there is currently still a dearth of thorough industry-focused 
reviews of AI and DT technology. 

The National Aerospace and Space Administration 
describes the idea of DT as an act involving, multiscale, 
statistical simulation that makes use of physical models, sensor 
feeds, fleet histories, etc. to mimic the twin's daily activities 
[7]. Any corporation can gain from having electronic 
information, and even an individual may value their data to the 
point that they simply cannot risk losing it. In recent years, the 
availability of low-cost sensors and open-source middle-ware 
software has opened up interesting research areas in the 
robotics field. In particular, the next generation of simulation 
models called DT [8], which represents a continuous virtual 
replica of physical systems, has gained increasing attention. It 
can be used to create a simulation of a smart home including 
assistive/service robots and human users. It has applications in 
the optimization of robots and smart home settings [9]. For 
example, finding the optimal number and configuration of 
sensors especially when new robots or users are introduced 
[10]. As another example, monitoring in real-time, further 
analysis and learning of edge cases and rare situations in DT 
for the safety of human users, e.g., by pushing those events 
from simulation to real-world and vice-versa. In practice, such 
optimization should be carried out over a variety of houses and 
users. The digital twin can be created in all scenarios [11]. The 
digital model and process is shown in Fig. 1. 
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Fig. 1. Digital twin. 

With the mounting deployments of the Internet of Things 
(IoT) systems, the significance of the concept of a digital 
illustration of physical things has gathered trivial interest in the 
recent years. Digital Twin is basically a living model of the 
physical skill or system, which will repeatedly adapt to 
changes in the milieu or operations and bring the best business 
outcome. It can also be rapidly, quickly and easily scaled for 
quick deployment for the other, similar applications [12]. 
Building a smart home is often an essence for deploying all the 
sensors, software, network, and physical assets. The data 
collected and analysis results are shared to the digital twin and 
can be monitored by an individual [13]. These digital proxies 
are expected to be built from the domain knowledge of subject 
matter experts as well as the real-time data collected from the 
devices [14]. Digital twin is the skill to craft a virtual depiction 
of the physical elements and the dynamics of how an IoT 
device operates and device act in response right through its 
lifecycle [15]. 

The IoT was motivating the design of digital twins so 
businesses could take action on data that crosses both the 
physical and digital worlds. Being able to see it, before DT is 
build, it has been a long-time aspiration for the manufacturing 
industry [16]. The technology called Digital Twins which 
makes it a reality. It allows users to understand how a product 
would perform before you build. Today’s proliferation of 
sensors, faster computing power and capturing data has grown 
exponentially [17]. The current acceleration in the usage of 
digital twins is mostly possible with the Internet of Things and 
the minor costs of technologies that boosted both IoT and 
digital twin. This illustrates how a digital twin route sensor 
generated data from an instrumented advantage and influences 
replication to forecast malfunction and make out in capabilities 
[18]. This makes possible an industry to take appropriate action 
to straight away to correct troubles and optimize the asset's 
recital [19]. Digital Twin is also called as a replica of an object; 
it's more than a blueprint or a schematic, virtual twins, 
shadows, and device virtualization. The process of digital twin 
creation is shown in Fig. 2. 

 
Fig. 2. Digital twin creation. 

One of the most important technologies in the Fourth 
Industrial Revolution is the digital twin, a digital representation 
of a physical product, service, or production process. Because 
of the integration of the digital and physical realms, users may 
now proactively prevent issues through the study of data and 
the close observation of systems [20]. A digital twin design and 
system built on a common data standard are described in this 
research. It describes how to use edge devices, business 
intelligence, and realistic visualization to create a digital twin 
for integrated control monitoring [21]. The system's automated 
generation of digital twin models enables constant 
communication among field engineers for data collection, 
designers for modeling, and design engineers for layout 
changes [22]. As a result of this method, participants can better 
concentrate on their specific responsibilities in the creation of 
digital twins. 

II. LITERATURE SURVEY 

Due to its critical role in maintaining the availability of 
several crucial services, the development of safety monitoring 
and management systems for Critical Infrastructures has 
attracted increasing attention and concern over the past few 
years. Due to the unique traits of these systems and the 
operators' innate reluctance to acts that can cause downtime, 
this task is difficult. Digital twins can offer a reliable 
environment for information security or evaluation of 
prospective mitigation methods to be used in response to 
certain conditions since they are accurate virtual replicas of 
physical items or processes. However, one’s on-premises 
implementation can be costly, implying a sizeable CAPEX for 
whom the return will currently rely on the capacity to intend 
and deploy an appropriate support infrastructure as well as 
implement efficient and scalable collection of data and 
processing mechanisms able to make use of the resources 
acquired. Sousa et al. [2] proposed an off-premises method for 
designing and deploying Digital Twins to protect critical 
infrastructures. In order to help the creation and testing of 
Machine Learning models to counteract security concerns like 
Denial-of-Service attacks, such Digital Twins are created 
utilizing real-time, highly accurate duplicates of Programming 
Logic Controllers. A significant portion of the predicted 
CAPEX for the on-premises model was converted like on, pay-
as-you-go OPEX through the ELEGANT validation approach, 
which benefited from the functionality of the Fed4Fire 
federalized testbeds. 
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The World Wide Web's structure is comparable to that of 
the Digital Twin Web, which is made up of conceptual digital 
twins transmitted through Digital Twin Servers and 
documented as digital twin findings analyzed by Autiosalo et 
al. [3]. First before Digital Twin Web can be utilized 
effectively, standards must be developed; having an easily 
available server implementation that can encourage the 
creation of those standards. A Digital Twin Web host built on 
Git that is open-source and user-friendly is called Twin base. 
Twin base maintains digital twin papers in a repository, 
updates them using Git workflows, and then makes them 
accessible to users through a static web server. Users can view 
these documents using a library or a standard web browser. 
The browser interface allows for the free initialization of new 
server instances. Twin base was created using GitHub, Pages, 
and Actions, but it can be modified to accommodate different 
hosting options or self-hosting. To enable the development of 
derived and alternative server implementations, the author 
defined Twin base’s fundamental architecture. The author 
offered the idea of a digital twin identity registry in order to 
answer the need for permanent, openly available, and 
transferable IDs for the Digital Twin Web. According to 
performance measurements, depending on the identification 
registry, the median reaction times for obtaining a digital twin 
file from Twin base was around 0.4 and 1.2 seconds. 

Innovative solutions are required to assure the electrical 
system's resilience due to the rising frequency of cyberattacks 
on it. In order to establish a useful framework that can react to 
various threats on a collection of interconnected micro grids, 
this work leverages on the development in the Internet of 
Everything. In order to assure the cyber-physical system's 
efficient functioning, Saad et al. [6] offered a IoT-based DT of 
the system that communicates with the control system. The 
power cyber-physical and DT delivery over the IoT cloud is 
mathematically formulated. The proposed cybersecurity 
paradigm, in contrast to others in the literature, can lessen both 
solitary and group threats. The security protections are put into 
place utilising cloud computing, and the architecture was 
evaluated on a distributed system of control. Single-board 
computers are employed to implement the physical controllers. 

In this study, Quan et al. [7] discussed the problem of 
binary classification for mixed static and dynamic data. The 
dynamic factors in the novel type of information vary over 
time and are captured at specific time points, like mixed 
numerical and categorical data. Due to the significant 
correlation in each variable caused by this discrete form, more 
shape and vary over time must be studied, necessitating the 
urgent need for an effective fusion model. To meet the 
challenge, the author suggested a novel fusion approach in 
which the separate findings from variables are converted to 
function f via grounds expansion, combined with barely 
changed via a combination logistic regression model and then 
the key features are chosen using a group grappling hook 
penalty term. 

The goodness-of-fit criterion has been extensively utilised 
in the past to assess overall calibration of forecasts. The test 
aids in determining the significance of inaccurate predictions, 
which could point to model flaws. As data is created 
sequentially, the goodness-of-fit test, which is typically 

conducted at the conclusion of data collection, may not be able 
to identify changes in the woman's fit. In order to assess the 
goodness-of-fit at every time point and give an early warning if 
major changes take place during model fitting, Qiu et al. [8] 
looked at the possibilities for employing a new online gawd 
test. 

Sharing data and information from various sources helps 
scientific partnerships, but maintaining privacy is a top priority. 
Concern over a possible privacy data leak is growing among 
researchers, sponsors, and the general public. In order to 
safeguard the storage and processing for sensitive information 
in a distributed setting, cutting-edge security techniques have 
been created. They do not, however, offer any security against 
information leaking from data analysis results performed by 
Kim et al. [11]. Studies on differential privacy, a cutting-edge 
paradigm for privacy protection, have addressed this issue with 
intriguing findings, but most of them need not be applicable to 
distributed scenarios. Combining privacy and security 
procedures is a logical answer to the issue, although simplistic 
approaches could produce subpar analytical results. 

A digital replica of the actual system called as a DT is 
revolutionizing the way of life. Cyber-Physical Systems (CPS), 
the IoT, Big Data, Edge-Computing (EC), Artificial-
Intelligence (AI), Machine Learning (ML), and other 
technologies were combined to create DT. DTs are created to 
improve a variety of applications in business, medicine, smart 
buildings, smart homes, etc. It's still in the early stages of 
development. By merging the substantial knowledge on 
technologies used in the development of DT in industrial and 
healthcare, this study fills in the gaps analyzed by Khan et al. 
[12]. The study of DT characteristics, tools and communication 
technologies used to create DT models, standards and reference 
models, as well as the researcher's current work in smart 
factory as well as healthcare, are the main topics of the paper. 

A comprehensive range of sensors and actuators, as well as 
revealing abilities with high-level interface for realistic human 
contact, enable Pepper, a humanoid robot, to exhibit body 
language, perceive, and interact with its surrounding 
environment. In this paper, Cascone et al. [13] described 
experiences centered on the connection of the digital-twin with 
both the copies of the smart products in a smart home in order 
to present the creation of V-Pepper, the Pepper digital replica. 
Although Pepper robot has hands and arms, its motors and 
actuator are not strong enough to sustain lengthy testing 
sessions and training program to learn how to securely handle 
objects. Here, the metaphor of the digital twin is essential. 
Machine learning processes can be smoothly transferred 
to/from the digital-twin with a significant speedup, keeping the 
physical robot from degrading, by creating a virtual and 
trustworthy clone of the robot. The given case study provides 
an inspiration for ambient-assisted functioning in elder care as 
a practical application. The experience, along with the entire 
development and design process, has shown that VPepper and 
the smart cities offer intriguing potential for the physical 
correctness of the simulation and the accessibility of machine 
learning tools that may be translated and utilised for actual 
settings. 
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III. PROPOSED METHOD 

Home automation includes the use of smart home 
applications. Instead of just saving power by turning things on 
and off, smart homes do a lot more [23]. Using these programs 
gives the impression that users are physically holding and 
manipulating the virtual things. Users explore using it for 
things like locking doors, turning off lights and fans, and even 
controlling the temperature in the fridge [24]. Depending on 
what users find most useful in the future, users can add on to 
the functionality of smart homes, transforming the 
surroundings into a more pleasant and stress-free place to live 
[25]. The safety and security of useful devices is paramount, 
and an automated system may help users feel at ease by 
alerting when to do things allowing users to control who has 
access to smart devices [26]. Many people find it tedious to 
constantly check their home gadgets about their working 
conditions and alerting users about the upcoming issues for 
hardware devices about their functionality [27]. 

The advent of digital twin technology can be traced to the 
development of both virtual technology and data collecting 
technology [28]. A digital twin is an identical copy of a 
physical object or person that exists in the real world. The 
connection and its digital counterpart have multiple possible 
implementations. Production management, manufacturing, 
healthcare, smart cities, and other fields all rely heavily on 
digital technology [29]. Currently, the primary focus of digital 
twin development is on optimising industrial production. Now 
that more data can be acquired because to advancements in 
communication and digitalization technologies, it's time to 
figure out how to put all that knowledge to good use. As a 
result, there is a lot of interest in, and momentum behind, the 
concept of digital twin. All physical entities, including humans, 
can have their functions monitored, understood, and optimised 
with the help of digital twins, which also provide constant 
feedback to enhance quality of life [30]. The ideal way to 
define a digital twin is as the seamless exchange of information 
between a real world machine and its digital counterpart. This 
research introduces the concept of a Digital Twin and explains 
how it can be applied in various house hold settings as well as 
the Internet of Things network for better functionality with 
extended lifetime. 

In order to visualize the plans for the twin home, it is 
necessary to double-check that the planned physical system has 
successfully received data from sensors, stored it in a database, 
and run any necessary analytical procedures. An ecosystem 
was proposed to facilitate the interconnection of IoT devices 
and sensors, the exposition of the worth of IoT data, the 
creation of enterprise-level devices, and the authorization of 
end-users. As the go-between for the sensor and the digital 
information, and also as the home simulation model, a deep 
learning model is adopted. The digital duplicate was purpose-
built to demonstrate its worth. To begin, a physical assertion is 
built into smart objects which use sensors to gather information 
on their current status, work environment, or location. All of 
the data collected by the sensors is transferred to a central 
system to be analyzed. This information is analysed in light of 
existing company metrics and other relevant context details. 

Environmental sensors monitor conditions and trigger 
responses according to those readings in order to cut down on 
power use and also raise alerts if any prior repair is required. 
Data collected by sensors revealed the extent to which 
resources were utilized. The proposed model framework is 
shown in Fig. 3. 

 
Fig. 3. Proposed model framework. 

Digital twin concepts are used to outline a three-stage 
process for designing a smart home system. Plan, Construct, 
and Run. The process of making a Digital Copy to begin, a 
modelling software to produce a digital twin is used. A Digital 
Twin can be made in a few hours on a computer. Use software 
to make a virtual model of a Smart Home's infrastructure 
before constructing the real thing. The software we have here 
allows us to create a working model of the house. Optimizing 
device or system performance, reducing unscheduled 
downtime, and allowing engineers to digitally test solutions 
before physically repairing something are all possible with 
digital twins created in this research. The stage of design is 
critical. Using the IoT platform, the home was equipped with 
sensors, controllers, and actuators that are linked to a data 
acquisition component that takes data samples and provides 
insightful analytical results. This research presents a Deep 
Convolution Neural Network based Logistic Regression Model 
with Digital Twins (DCNN-LR-DT) for accurate prediction of 
smart home gadget functionality levels and to predict the 
threats in advance. 
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Algorithm DCNN-LR-DT 

Step1: 

Initially perform the smart gadget registration in the smart 
home for monitoring the devices performance. The smart 
gadget registration helps in creating a digital twin with a 
identity and the process of registration is performed in eq.1. 




 N
d

ThgetTimeTimStampIDNodedgetGDaddrLSGD
1

())()()(][   (1) 

Here getGDaddr() is used to get the device logical address 
for further monitoring, Node(ID) represents the physical 
address to recognize the device and monitoring the 
malfunctions, Timestamp() is used to get the current time and 
Th is the threshold value considered. The Smart Gadget Health 
Status is shown in Fig. 4. 

 
Fig. 4. Smart gadget health status. 

Step2: 

After registration of the gadgets, the digital twin identity is 
provided and the model generates an accurate digital twin 
model for gathering the data and analyzing the functionality of 
the gadget. The digital twin generation is performed in Eq. (2). 
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Here getData() is used to gather the sensor data and the 
setsimm() is used to create a simulation model of the gadget 
using the sensors for monitoring the device functionality. The 
comparison of physical model is shown in Fig. 5. 

 

Fig. 5. Comparison of physical model. 

Step3: 

The sensor data is gathered by the central monitoring 
authority for analyzing the gadgets working process and 
malfunctions by the smart gadgets and the sensor data analysis 
is performed in Eq. (3). 

      
                         

            
 ∑               

 

   
   (3) 

β is the data interceptions from the sensors, that is the 
multiple data items collected. λ is the device functionality 
normal parameter that is set as fixed value. getMax() is used to 
get the device maximum attribute data for analyzing the device 
functionality. 

Step4: 

To identify the malfunctions in the device working process, 
CNN based Logistic Regression model is applied for analyzing 
a predicting the functionality as in Eq. (4) and Eq. (5). 
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µ is the location parameter of the gadget and x is the 
scaling attribute, β is the data interceptions from the sensors. λ 
is the device functionality normal parameter and τ is the noisy 
data gathered from the sensor.   is the model used for highly 
correlated value set. The error rate between Physical Twin and 
Digital Twin is shown in Fig. 6. 

 
Fig. 6. Error rate between physical twin and digital twin. 

Step5: 

The gadget health status is calculated and updated to the 
user and the malfunction cause by the sensors is identified and 
the health status is calculated in Eq. (6). 
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Done 
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IV. RESULTS 

Digital twin is used to describe physical items that also 
include digital data. It is also thought of as a technology for 
symbolizing simulation techniques. The concept of a digital 
twin is related to other technologies such as cyber physical and 
digital shadow systems. The connection between these ideas 
has to be investigated. Designing, running, and repairing the 
product all make use of digital twin technology. Large volumes 
of data have been generated by these applications, necessitating 
a data analysis system for use in fault prediction and 
maintenance. It is possible to solve the issue with the help of 
digital twin technology, which acts as a connection between 
the real and virtual gadgets. Data is the lifeblood of the digital 
twin concept. Radio Frequency Identification (RFID) tags and 
readers consist of a variety of elements and sensors. These 
components are picked and combined so that the digital twin 
can collect comprehensive data. When it comes to transmitting 
data to a digital twin via central server, it can be challenging 
and expensive if the data in question comes in huge volumes 
and a wide variety. 

Data-related technologies, such as data gathering, data 
mapping, data processing, and data transmission, vary widely 
depending on the specific use case. To make this data into a 
digital twin, standard data interfaces are needed. This research 
presents a Deep Convolution Neural Network based Logistic 
Regression Model with Digital Twins (DCNN-LR-DT) for 
accurate prediction of smart home gadget functionality levels 
and to predict the threats in advance. The proposed model is 
compared with the traditional Cloud-Based Digital Twinning 
for Structural Health Monitoring Using Deep Learning (CbDT-
SHM) model. The proposed model is implemented in python 
and executed in Google Colab. The dataset is gathered from the 
link https://www.kaggle.com/datasets/prasannaakella/digital-
twin-gadget-health. The results represent that the proposed 
model performance is efficient than the traditional models. 

Equipment like sensors, gadgets, appliances, and other 
equipment that collect and share data via the web are examples 
of Internet of Things smart devices. Embedded with other 
Internet of Things gadgets, they are pre-programmed for 
certain uses. The smart gadgets in which digital twin will be 
created will be registered with the model for analysis. The 
Smart Gadget Registration Time Levels of the proposed and 
existing models are shown in Fig. 7. 

 

Fig. 7. Smart gadget registration time levels. 

For a digital twin to be constructed, information about a 
physical item or process is needed so that an intangible model 
can be developed to replicate the actions and states of the 
physical one. Information collected throughout the product's 
lifetime may include design documents, production procedures, 
and engineering blueprints. The Digital Twin Setup Time 
Levels of the existing and proposed models are compared and 
the results are shown in Fig. 8. 

 
Fig. 8. Digital twin setup time levels. 

A digital twin is a digital representation of the physical or 
system that extends its lifetime, is upgraded from real-time 
data, and employs simulation, advanced analytics and 
reasoning to support decision-making. The duplicate can be 
utilised alongside a prototype to provide input on the product's 
development or can serve as a model in its own right to mimic 
what may occur with a tangible version of the product after it is 
constructed. The accuracy levels of digital twin setup is shown 
in Fig. 9. 

 

Fig. 9. Digital twin setup accuracy levels. 

Data gathered through IoT sensors for processing. 
Anything from a home thermostat to a motor vehicle could be 
included in this category. The internet portion of IoT refers to 
the devices' ability to communicate with one another, share 
information, and transfer that information across networks for 
further processing. The sensor data gathered will be used for 
identification of smart devices working status. The Sensor Data 
Gathering Time Levels of the proposed and existing models are 
shown in Fig. 10. 
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Fig. 10. Sensor data gathering time levels. 

 

Fig. 11. Smart gadget health monitoring time levels. 

 
Fig. 12. Smart gadget health monitoring accuracy levels. 

In essence, a digital twin is a living representation of a 
physical talent or system that can continually adjust to new 
conditions and operations to yield optimal results for the 
organization. It is also easy to scale up and deploy quickly for 
use with comparable applications. Deploying all of the sensors, 
software, networking, and physical assets is crucial to the 

construction of a smart building. The concept of a digital twin, 
or a continuous virtual reproduction of a physical system, has 
been gaining popularity. It can be used to simulate a smart 
house, complete with human occupants and robot helpers. 
Useful in optimizing robotic systems and even the comforts of 
a smart home for smart gadget health monitoring and 
suggesting the users for taking necessary actions for long life 
of gadgets. The Smart Gadget Health Monitoring Time Levels 
of the proposed and existing models are shown in Fig. 11 and 
the Smart Gadget Health Monitoring Accuracy Levels 
comparative results are represented in Fig. 12. 

V. DISCUSSION 

The current study explores the potential of digital twins in 
predicting smart home gadget functionality levels and 
identifying threats in advance. The proposed model, based on a 
Deep Convolution Neural Network and Logistic Regression, 
achieved a high level of accuracy (97%) in identifying 
hardware risks of smart home gadgets. This study contributes 
to the growing interest in digital twin technology and its 
applications in the field of IoT. The results of this study 
suggest that digital twins can be a valuable tool in improving 
the efficiency and performance of smart home devices. By 
providing a virtual representation of physical objects, digital 
twins can monitor and optimize their functions. Moreover, 
digital twins can provide constant feedback to enhance the 
quality of life of individuals using smart home devices. 
Therefore, the implementation of digital twin technology in 
smart homes has the potential to significantly enhance the 
overall user experience. 

VI. CONCLUSION 

In the era of IoT and technological advancement, digital 
twins have emerged as a game-changing invention. The digital 
twin concept integrates and makes extensive use of cutting-
edge technologies such as deep learning, machine intelligence, 
cloud services systems, big data configurations, software 
analytics, and the IoT, thereby radically altering IT business 
efficiency and lowering investment costs. The concept of a 
digital twin, which bridges the gap between real-world and 
digital environments, is gaining popularity. The advent of 
digital twin technology can be traced to the development of 
both virtual technology and data collecting technology. A 
digital twin is an identical copy of a physical object or person 
that exists in the real world. The connection and its digital 
counterpart have multiple possible implementations. Currently, 
the primary focus of digital twin development is on optimising 
industrial production. Now that more data can be acquired 
because to advancements in communication and digitalization 
technologies, it is time to figure out how to put all that 
knowledge to good use. As a result, there is a lot of interest in, 
and momentum behind, the concept of digital twin. All 
physical entities, including humans, can have their functions 
monitored, understood, and optimized with the help of digital 
twins, which also provide constant feedback to enhance quality 
of life. The ideal way to define a digital twin is as the seamless 
exchange of information between a real-world machine and its 
digital counterpart. This research presents a Deep Convolution 
Neural Network based Logistic Regression Model with Digital 
Twins model for accurate prediction of smart home gadget 
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functionality levels and to predict the threats in advance. The 
proposed model is limited to check the health status of smart 
home gadgets. With a focus on various levels, the difficulties 
and future opportunities of Intelligence DTs in advanced 
robotics and smart manufacturing can be examined. 
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Abstract—Academic certificates are integral to an individual's 

education and career prospects, yet conventional paper-based 

certificates pose challenges with their transport and vulnerability 

to forgery. In response to this predicament, institutions have 

taken measures to release e-certificates, though ensuring 

authenticity remains a pressing concern. Blockchain technology, 

recognised for its attributes of security, transparency, and 

decentralisation, presents a resolution to this problem and has 

garnered attention from various sectors. While blockchain-based 

academic certificate management systems have been proposed, 

current systems exhibit some security and privacy limitations. To 

address these issues, this research proposes a new Decentralised 

Control Verification Privacy-Centered (DCVPC) protocol based 

on Hyperledger Fabric blockchain for preserving the privacy of 

academic certificates. The proposed protocol aims to protect 

academic certificates' privacy by granting complete authority 

over all network nodes, creating channels for universities to have 

their private environment, and limiting access to the ledger. The 

protocol is highly secure, resistant to attacks, and allows 

improved interoperability and automation of the certificate 

verification process. A proof-of-concept was developed to 

demonstrate the protocol's functionality and performance. The 

proposed protocol presents a promising solution for enhancing 

security, transparency, and privacy of academic certificates. It 

guarantees that the certificate's rightful owner is correctly 

identified, and the issuer is widely recognised. This research 

makes a valuable contribution to the area of blockchain-based 

academic certificate management systems by introducing a new 

protocol that addresses the present security and privacy 

limitations. 

Keywords—Blockchain technology; hyperledger fabric 

blockchain; privacy preservation; decentralized control verification 

privacy-centered (DCVPC) protocol; academic certificates 

I. INTRODUCTION 

Academic certificates such as diplomas and transcripts are 
essential documents that certify an individual's successful 
completion of a course of study and enable them to pursue 
diverse employment opportunities within their field [2]. 
Nonetheless, conventional paper-based certificates are 
challenging to transport and susceptible to fraudulent activities. 
As a result, employers and job seekers have lost trust in the 
verification process, which is now costly and time-consuming. 

In response, several institutions have introduced electronic 
certificates. However, determining authenticity continues to be 
a prevalent issue. The application of blockchain technology 
presents a possible solution to this issue by utilising digital 

certificates that guarantee authenticity and discourage 
counterfeiting. Blockchain-based systems like Blockcerts and 
Block.co have been developed by universities such as MIT and 
the University of Nicosia (UoN), where students are given 
control of their own digital credentials and can share them with 
potential employers [1],[2],[3],[4],[5],[6],[7],[8],[9]. The 
implementation of decentralisation, peer-to-peer networking, 
and cryptography in these systems ensure security and 
immutability. Although the present systems solve the problem 
of authenticity, they do not tackle other challenges such as fake 
universities and impersonation. 

The objective of this research is to propose a novel protocol 
based on Hyperledger Fabric to address the challenges 
associated with managing academic certificates and 
safeguarding the privacy of identities. In comparison to other 
blockchain technologies, Hyperledger Fabric provides 
increased access control and flexibility in protecting privacy. 
To showcase the efficacy of the proposed protocol, a proof-of-
concept will be developed as part of the study. 

This paper presents an innovative approach to address a 
crucial issue in the education sector, which is the secure, 
transparent, and privacy-preserving management of academic 
certificates. Academic certificates, such as diplomas and 
transcripts, play a vital role in enabling individuals to access 
education and career opportunities. However, traditional paper-
based certificates are inconvenient to transport and prone to 
forgery. Although e-certificates have been developed to 
address this issue, verifying their authenticity is still a 
significant challenge. Blockchain technology has emerged as a 
promising solution due to its features of security, data integrity, 
transparency, and decentralisation for managing academic 
certificates. 

However, current blockchain-based systems have some 
limitations when it comes to ensuring security and privacy, 
which this research aims to address. This study aims to address 
the following research questions and objectives: How can a 
protocol based on the Hyperledger Fabric blockchain that is 
decentralised, privacy-centred and ensures the privacy of 
academic certificates be developed? Can this proposed protocol 
enhance the security, transparency, and privacy of academic 
certificates while facilitating automation and interoperability in 
the certificate verification process? 

This paper introduces the proposed protocol and its 
implementation and evaluates its functionality and 
performance, contributing to the development of more secure 
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and privacy-preserving systems for managing academic 
certificates. The DCVPC Protocol presents a novel and 
privacy-centred approach to academic certificate verification 
that utilises the capabilities of the Hyperledger Fabric 
blockchain. This protocol offers an innovative means of 
preserving the privacy of academic certificates by enabling 
decentralised control and verification of these crucial 
documents. The protocol empowers individuals to regulate 
access to their certificates, allowing them to disclose only the 
necessary information. Furthermore, the use of blockchain 
technology guarantees that certificates are tamper-proof and 
immutable, enhancing the overall security of the verification 
process. 

The DCVPC Protocol represents a significant advancement 
in the area of academic certificate verification, providing a 
secure and innovative solution that has the potential to become 
an industry standard. 

II. BLOCKCHAIN TECHNOLOGY AND ITS BENEFITS FOR 

ACADEMIC CERTIFICATES ISSUANCE AND VERIFICATION 

The concept of blockchain was first introduced in the 
Bitcoin white paper in 2008. This distributed ledger leverages 
consensus and cryptographic techniques to provide a secure 
and transparent record-keeping system [10],[11],[12],[13],[16]. 
Since each block contains transactions and a unique hash 
value, it is difficult to alter or tamper with a block without 
being detected [16]. Before a transaction can be added to a 
block in a blockchain network, a consensus must be reached 
among a group of nodes. As shown in Fig. 1, a block consists 
of a header and a body, where the body contains the transaction 
data. The header contains several components, including the 
Merkle root, a Nonce, a timestamp, and the hash of the 
previous block. The hash of the previous block is passed to a 
hash function, which returns a hash value. By recording the 
hash of the previous block in the current block, the blockchain 
expands when new blocks are added and linked to it, while also 
providing an efficient way to detect any attempts at tampering 
with previous blocks. The timestamp is used to timestamp 
every newly generated block. The block creation and 
verification processes only need to be executed once. Merkle 
trees are binary trees where the labels of non-leaf nodes are the 
concatenation of the hashes of its child nodes, and the labels of 
leaf nodes are the hashes of individual transactions in the block 
body. The Merkle root, also known as the root hash of a 
Merkle tree, is used to verify the transactions in a block. 
Instead of verifying each individual transaction in a block, it is 
sufficient to compare their Merkle root [27]. The structure of a 
blockchain network is illustrated in Fig. 1, which shows that 
each block header contains information about the previous 
block, including its Merkle root, Nonce, timestamp, and hash. 
The Merkle root refers to the hash of the initial node in a 
Merkle tree. To further explain the structure of a Merkle tree, 
let us take the third block as an example of a transaction 
representation, TX. 

The education sector can greatly benefit from the use of 
blockchain technology due to its various advantages, such as 
increased security, low cost, improved data access controls, 
increased accountability and transparency, identity 
authentication, increased trust, effective student record 

management, support for learners' career decisions, and 
enhanced learner interactivity [28]. The use of blockchain 
technology in the education sector provides a secure and 
efficient way of managing academic records and transactions. 
Due to its decentralised nature, blockchain ensures that only 
intended recipients have access to shared data or transacted 
funds, reducing concerns about data safety. The ability to 
control who can view the saved information is one of the main 
characteristics and benefits of blockchain. Academic 
documents such as transcripts, degrees, and student and 
instructor files can be securely stored, and the blockchain 
ensures the authenticity of digital certificates and the security 
of users' identities. 

 
Fig. 1. Blockchain structure. 

Blockchain technology also streamlines the process of 
managing students' personal information, and its adoption in 
education may reduce the possibility of trading mistakes 
between parties [28]. Blockchain technology is becoming 
increasingly important for academic certificate issuance and 
verification. Traditionally, verifying academic credentials has 
been a cumbersome and often unreliable process that involved 
contacting educational institutions and relying on paper 
records. 

The implementation of blockchain technology offers a 
potential solution for the challenges associated with managing 
academic certificates. By using a secure and decentralised 
system, digital credentials can be stored and shared, providing 
a higher level of trust and transparency in the credential 
verification process. Utilising blockchain technology allows for 
tamper-proof certificates to be issued by academic institutions, 
which can be easily verified by employers and other interested 
parties. This not only enhances the efficiency of credential 
verification but also improves the overall integrity of the hiring 
process. 

Furthermore, blockchain technology allows students to 
exert greater control over their academic records and share 
them securely and selectively, creating new prospects within 
the education sector. The implementation of blockchain 
technology in the issuance and verification of academic 
certificates has the potential to revolutionise the education 
industry by enhancing the accuracy and accessibility of 
academic credentials. 

Blockchain technology is widely recognised as a 
transformative technology for academic certificate issuance 
and verification. This innovative technology provides a secure, 
decentralised system for storing and sharing digital certificates, 
which allows academic institutions to issue tamper-proof 
credentials that can be easily verified. By leveraging 
blockchain technology, students can exercise greater control 
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over their academic records and share them securely and 
selectively with potential employers and other interested 
parties. 

Moreover, blockchain technology is increasingly 
recognised as a game-changer for academic certificate issuance 
and verification. This innovative technology provides a secure, 
decentralised system for storing and sharing digital certificates, 
allowing academic institutions to issue tamper-proof 
credentials that are easily verifiable in real-time, thereby 
speeding up the hiring process and reducing the risk of fraud. 
Additionally, the use of blockchain technology enables 
students to have greater control over their academic records 
and share them securely and selectively with potential 
employers or other interested parties. The immutability and 
tamper-proof nature of blockchain technology ensure that 
academic certificates cannot be altered or duplicated, providing 
a higher level of trust and transparency. In summary, the use of 
blockchain technology for academic certificate issuance and 
verification offers significant benefits, including greater 
efficiency, transparency, and security [30],[31]. 

III. IMPORTANCE OF HYPERLEDGER FABRIC FOR 

PRESERVING THE PRIVACY DURING THE PROCESS OF 

ACADEMIC CERTIFICATES ISSUANCE AND VERIFICATION 

The use of Hyperledger Fabric in the process of academic 
certificate issuance and verification is essential in preserving 
privacy and security [41]. Academic certificate management 
involves the exchange of sensitive personal information, 
making privacy a significant concern. Hyperledger Fabric's 
architecture enables academic institutions to maintain control 
over their data, ensuring that private information is not shared 
with unauthorised parties. The platform provides a secure and 
private environment where all participants have access to 
information necessary for the verification process without 
compromising privacy. 

Furthermore, the modular design of Hyperledger Fabric 
allows for the integration of various identity management 
systems, providing more precise control over information 
access. This feature empowers academic institutions to uphold 
privacy and data security throughout the process of certificate 
issuance and verification, guaranteeing that sensitive 
information is only accessible by authorised parties. 
Consequently, the platform offers a more efficient, reliable, 
and secure approach to academic certificate management that 
safeguards the privacy of both students and institutions 
[25],[26]. 

Hyperledger Fabric is a highly flexible and scalable 
platform that enables the deployment of various solutions 
through a modular subsystem architecture. This feature makes 
it possible for institutions to scale up to increasingly complex 
systems. In academic certificate management, Hyperledger 
Fabric is essential in maintaining privacy and data security 
during the issuance and verification process. The platform has 
several key components that work together to preserve privacy. 
Firstly, its modular architecture allows academic institutions to 
define their own data access policies and identity management 
systems, providing control over who has access to sensitive 

information. This ensures that only authorised parties can view 
and verify academic credentials. Additionally, Hyperledger 
Fabric uses distributed ledger technology to provide a tamper-
proof record of all transactions on the network. This feature 
ensures that certificates cannot be altered or duplicated, which 
enhances the credibility of the verification process. 

Furthermore, Hyperledger Fabric employs a consensus 
mechanism to ensure that all network participants agree on the 
authenticity of a transaction before it is recorded on the ledger. 
This approach guarantees that all participants have a shared 
view of the network, making it more secure and reliable. 
Hyperledger Fabric also offers a modular and flexible 
framework that can be tailored to the unique requirements of 
various academic institutions. This adaptability enables 
institutions to integrate their existing systems and processes 
with the Fabric network, preserving the privacy of their data. 
Collectively, these components make Hyperledger Fabric an 
influential tool for academic certificate issuance and 
verification. It safeguards privacy while ensuring the security 
and authenticity of academic credentials [29]. 

The transaction flow in Hyperledger Fabric begins when a 
client initiates a transaction request by submitting a proposal to 
the endorsing peer. The endorsing peer then checks the validity 
of the proposal and simulates the transaction to ensure that it 
meets the defined rules and regulations. If the transaction is 
deemed valid, the endorsing peer endorses it by adding a 
digital signature to the transaction. 

Once endorsed, the transaction is sent to the ordering 
service, which is responsible for ordering the transactions and 
creating a block. The ordering service ensures that transactions 
are ordered based on a consensus algorithm and sends the 
ordered transactions back to the peers. The peers then validate 
the transaction by checking the endorsement policy and 
comparing the digital signature of the endorsing peers. If the 
transaction is valid, the peers commit the transaction to the 
ledger, making it immutable and tamper-evident. 

Hyperledger Fabric also supports private data, which is 
only visible to parties that have explicit access to it. This is 
achieved by storing private data off the main ledger and 
providing access to authorized parties only. 

In summary, the transaction flow in Hyperledger Fabric 
involves several parties, including clients, peers, and orderers, 
and ensures secure and efficient transactions by utilizing 
endorsement policies, consensus algorithms, and distributed 
ledgers. The platform's modular architecture and support for 
private data make it an ideal solution for enterprises looking to 
implement blockchain-based systems. 

The use of private channels in Hyperledger Fabric enables 
network participants to have secure and private communication 
within a subset of the network. The transaction flow in 
Hyperledger Fabric is carefully designed to ensure the security, 
scalability, and reliability of the blockchain network, making it 
an ideal solution for enterprise-grade applications [29]. Fig. 2 
illustrates the transaction flow in the Hyperledger Fabric 
blockchain. 
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Fig. 2. Transactions flow in hyperledger fabric blockchain. 

IV. SECURITY AND PRIVACY FEATURES ADOPTED IN 

HYPERLEDGER FABRIC BLOCKCHAIN 

Hyperledger Fabric employs several techniques to ensure 
the security and privacy of academic certificate issuance and 
verification processes [18],[33],[34]. Firstly, Fabric employs a 
permissioned blockchain architecture that restricts access to 
authorised parties, offering a high level of security against 
unauthorised access. This feature is particularly crucial in 
academic certificate management, where the exchange of 
sensitive personal information necessitates robust security 
measures. Secondly, Fabric's modular architecture allows for 
the integration of various identity management systems, 
enabling academic institutions to maintain control over their 
data and define their data access policies. This feature is crucial 
in preserving the privacy of student data, ensuring that private 
information is not disclosed to unauthorised parties. Thirdly, 
Fabric leverages distributed ledger technology, which offers a 
tamper-proof record of all transactions within the network. 
This feature guarantees the integrity and immutability of 
academic certificates, ensuring that they cannot be altered or 
duplicated [24]. This provides a high level of security and 
authenticity to the certificate issuance process. Fourthly, 
Fabric's consensus mechanism ensures that all participants in 
the network agree on the authenticity of a transaction before it 
is added to the ledger. By achieving consensus, Fabric ensures 
that all network participants share a unified view of the 
network, resulting in a more secure and reliable system. 
Finally, Fabric's private channels enable the creation of secure 
and private communication within a subset of the network, 
further preserving the privacy of sensitive data. In summary, 
the security and privacy preservation techniques utilised in 
Hyperledger Fabric are well-suited for academic certificate 
issuance and verification applications. These techniques 
provide a reliable and secure way for academic institutions to 
manage certificates while maintaining the confidentiality and 
data security of all relevant parties [35], [36], [37], [47]. 

V. LITERATURE REVIEW 

Blockchain technology offers a potential solution for secure 
and reliable management of academic certificates due to its 
distributed ledger architecture and tamper-proof design. 
Academic institutions can use blockchain technology to issue 
and verify certificates efficiently and securely. The use of 
blockchain technology in academic certificate management has 
gained significant attention in recent years, with various studies 
exploring its benefits and limitations. 

This literature review aims to provide a comprehensive 
overview of the existing research concerning the use of 

blockchain technology for academic certificate issuance and 
verification. The review will cover various aspects of 
blockchain technology, including its distributed ledger 
architecture, consensus mechanisms, privacy features, and 
security protocols. Additionally, the review will discuss the 
challenges and opportunities associated with the use of 
blockchain technology in academic certificate management, 
and identify areas where future research is needed to further 
explore this field. The survey aims to offer a thorough 
comprehension of the present research state concerning the 
application of blockchain technology in the issuance and 
verification of academic certificates, and the possible 
ramifications for academic institutions and stakeholders. 

The research [42] explores the potential of blockchain 
technology in providing a transparent and secure method of 
recording and maintaining educational certificates and 
important records. The study highlights the use of digital 
certificates for evaluating students' academic and 
extracurricular achievements, and proposes blockchain 
technology as a secure platform for storing and maintaining 
them. The research provides an overview of various 
blockchain-based digital certificate verification systems that 
employ different authentication techniques and blockchain 
platforms. It stresses the importance of blockchain technology 
in ensuring the safety, accessibility, and up-to-date status of 
digital assets. The study also identifies potential challenges and 
issues related to academic certification processes in the future. 
In summary, the research underscores the significance and 
potential of blockchain technology for academic certificate 
issuance and verification. 

The study [43] introduces a blockchain-based system for 
the issuance and verification of academic certificates. The 
system comprises four principal components, namely a 
verification application with federated identity, an issuing 
application that involves multi-signature and BTC-address-
based revocation, a blockchain, and a local database 
implemented using MongoDB. The issuing applications 
manage the primary business logic associated with certificate 
application, examination, signing, and issuance. They merge 
the certificate hash with a Merkle tree and send the Merkle root 
to the blockchain while also handling certificate revocations. 
The verification application is responsible for verifying the 
authenticity and integrity of the issued certificates. It includes a 
web-based page and an Android-based application that 
retrieves transaction messages through the blockchain API and 
compares them with the verification data from the receipt. The 
blockchain acts as a trust infrastructure and a distributed 
database for storing authentication data, while the MongoDB 
database manages JSON-based certificates and provides high 
availability and scalability. Overall, the proposed system 
leverages blockchain technology to ensure the security and 
integrity of academic certificates and offers a dependable 
platform for their issuance and verification. 

The study [44] suggests a blockchain-based resolution to 
tackle the issue of counterfeit educational certificates in 
Vietnam. The proposed system, referred to as the Vietnamese 
Educational Certification blockchain (VEcefblock), utilises 
blockchain technology's features such as anti-forgery 
information, transaction verification, and smart contracts to 
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guarantee data transparency and user confidence. The 
investigation analyses the latest blockchain research and 
applications to provide insight into the proposed solution. It 
also presents the development principles of VEcefblock, which 
involves designing the architecture, business processes, and 
data mapping structure. Hyperledger Fabric is the blockchain 
platform used, and the proposed solution is evaluated for 
performance on the Amazon EC2 cloud. The study underscores 
the practicality and feasibility of using blockchain technology 
to address certificate management issues and social problems 
in Vietnam. 

The study [45] introduces a prototype for digital education 
certificates that uses blockchain technology to enhance the 
administration and validation of distance education. The 
prototype is built with a permissioned blockchain, PKI-CA, a 
digest algorithm, and interactive data authentication via digital 
signatures. Digital certificates can be issued and verified 
instantaneously through QR codes or dynamic authorisation 
codes. Test results demonstrate the prototype's accurate 
performance with a high throughput of transactions. The 
proposed system aims to guarantee impartiality and 
authenticity in education management by ensuring the 
traceability of student activities and preventing data leakage. 

The ongoing research [46] aims to employ blockchain 
technology to enhance the verification of certificate 
authenticity. The first stage has led to the development of a 
prototype, which enables the registration of academic 
institutions, their faculties, student cohorts, and the issuance of 
certificate awards. The certificates issued are recorded on the 
blockchain, ensuring that third parties can verify their 
authenticity independently of the academic institution, even in 
the event of its closure. The next stage seeks to expand the 
prototype to include the registration of medical records, with a 
focus on ensuring the privacy of sensitive data and granting the 
owner control over user access to the documents. The final 
stage involves collecting user and corporate feedback on the 
proposed prototypes. 

MIT Media Lab collaborated with Learning Machine to 
develop Blockcerts, which uses the Bitcoin blockchain for 
security. However, this approach slows down transactions, 
increases prices, and reduces usability. To obtain a diploma 
using Blockcerts, candidates must install the Blockcerts Wallet 
software and generate public and private keys. The private 
keys are stored on users' mobile devices, while MIT receives 
their public ones. The blockchain stores the diploma's hash 
value and the date and time it was generated. Graduates can 
receive digital diplomas that include their public and private 
keys, which they can use to prove ownership. Graduates can 
also use the Blockcerts Wallet to share their diplomas with 
third parties, such as school administrators, future employers, 
or educational institutions for further education. The system's 
advantages and drawbacks are discussed in [7], [8], and [11]. 

There are several benefits for students to use Blockcerts. 
First, it offers 24/7 access to accredited certification from any 
location and is valid for the life of the blockchain. Second, 
students' identities remain private since the blockchain stores 
only the encrypted hash of their diplomas. Lastly, Blockcerts 
reduces costs for students by digitising certificates, 

empowering schools with greater control over students' 
academic qualifications, and simplifying the verification 
process [14]. 

It has been found that an unauthorised individual could 
potentially create a fraudulent academic credential using the 
methods employed by Blockcerts, although [15] found this to 
be feasible. It is not possible to authenticate the Blockcerts 
issuing public key. Nevertheless, the use of Blockcerts helps to 
standardise credentials across universities, streamline the 
verification process for verifiers, and digitise certificates, all of 
which have a positive impact on students' time and financial 
investments. 

According to a study [15], one issue with Blockcerts is that 
it does not provide evidence that the owner of a public key is 
the authorised issuer. This shortcoming allows unauthorised 
individuals to produce counterfeit academic credentials that 
appear to be genuine by impersonating the credential-granting 
organisation. To tackle this issue, researchers at Birmingham 
University have proposed a cryptographic digital certificate 
system called BTCert. BTCert aims to establish a dependable 
federal ID to verify the legitimacy of the issuing institution, 
enhance certificate authentication through multiple signatures, 
and devise a secure revocation method to increase the 
credibility of certificate revocation. 

Birmingham University students and alumni can view their 
certificates by logging in using their BU credentials. The 
system allows students to submit their credentials to a third 
party for verification, and institutional administrators can use it 
to manage student enrolment, issue certificates with digital 
signatures, and authorise certificate revocation [6],[11]. Similar 
to Blockcerts, BTCert generates digital certificates by linking 
transaction hash values with certificate hashes, and the Merkle 
root for a certificate set is included in the transaction. The 
authenticity of the certificate is verified by comparing it to the 
hash value of the local receipt on the Bitcoin blockchain. The 
BTCert system comprises a blockchain, an issuing application, 
a local database, and a verification application. The issuing 
application is primarily responsible for handling certificate 
revocation, publishing the Merkle root to the Bitcoin 
blockchain, and combining the certificate's hash value with a 
Merkle tree. JSON-based certificates are managed using the 
local database, while the blockchain stores authentication data 
[19]. 

The University of Nicosia was the first institution to use 
Bitcoin's blockchain to create digital credentials. Students' 
digital fingerprints are saved on the blockchain, and they can 
use a verification tool to send a certified PDF version of their 
diploma to others, avoiding any unnecessary costs. Block.co 
makes it easy to safely and quickly trade credentials, thus 
preventing diploma mills. Block.co decides whether to grant a 
degree after compiling a list of qualified students and assessing 
a sample application. Diploma forgery is impossible due to the 
blockchain's digital fingerprinting capabilities, and the degree 
may be quickly earned and verified by anyone [6],[20]. 

According to a study [21], a proposed blockchain 
infrastructure for sharing student information could benefit 
educators, students, and businesses. The infrastructure is 
mostly decentralised, as it does not depend on a single server to 
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access learner data but instead utilises a centralised database. 
The paper does not provide specifics on implementation or 
experimental analysis. The authors suggested a blockchain-
based infrastructure for archiving student records [22], and the 
results indicate that storing academic information on the 
blockchain is more cost-effective than using cloud storage. 
Smart contracts could utilise access control management to 
protect users' personal information, which would need to be 
stored securely with multiple database vendors. However, the 
study does not provide any concrete outcomes that can be 
tested or implemented. 

According to the authors [23], BcER2 is a database based 
on blockchain technology for storing academic credentials, 
including diplomas. The researchers implemented their design 
using an open-source framework called Hyperledger 
Composer, as described in the article, which provides a high-
level design overview, but no implementation details or test 
results. Central New Mexico Community College uses 
blockchain to store student records, enabling students to have 
greater control over their academic information. Students can 
download their credentials to any device by using their wallet 
address. However, their strategy appears to rely on on-chain 
storage, which is both expensive and inherently unscalable. 

VI. GAPS AND ISSUES IN TERMS OF PRIVACY-PRESERVING 

WITH CURRENT BLOCKCHAIN-BASED PLATFORMS IN THE 

CONTEXT OF ACADEMIC CERTIFICATES ISSUANCE AND 

VERIFICATION 

Although blockchain-based platforms offer several benefits 
regarding the secure, transparent and decentralised storage and 
verification of academic certificates, privacy preservation 
issues remain. One concern is that current blockchain-based 
platforms may not prioritise privacy and could expose sensitive 
information to unauthorised parties [32]. Additionally, the 
public visibility of blockchain transactions and certificates 
could jeopardise students' privacy and academic records. 
Furthermore, current platforms may lack reliable mechanisms 
for identity verification and access control, which can lead to 
fraudulent activities or unauthorised access to academic 
records. The non-compliance of current platforms with data 
protection regulations such as GDPR may also cause legal and 
ethical problems. Researchers and developers are working on 
privacy-enhancing solutions, such as the use of zero-
knowledge proofs, homomorphic encryption, and multi-party 
computation, to address these gaps and issues [38], [39], [40], 
[41]. Therefore, this study aims to suggest a design for the 
Certificate Verification Control Protocol (DCVPC) based on 
the Hyperledger Fabric blockchain. 

VII. RESEARCH METHODOLOGY 

The Design Science Research Methodology (DSRM) could 
be a suitable research methodology for this study. DSRM is 
widely used in information systems research and concentrates 
on creating and assessing creative solutions to practical 
problems [48]. This approach is particularly appropriate for 
this study since it entails designing and executing a new 

protocol based on the Hyperledger Fabric blockchain to protect 
the confidentiality of academic certificates. The first phase of 
the methodology defines the problem, which in this case is the 
lack of privacy in conventional paper-based academic 
certificates. The second phase involves designing a solution to 
the problem, which in this case is the proposed DCVPC 
protocol. The third stage involves creating a model of the 
suggested solution, which would necessitate constructing and 
testing the protocol in a real-world setting. Finally, the fourth 
phase involves assessing the efficiency and effectiveness of the 
proposed solution. In general, the DSRM methodology could 
offer a structured approach to developing and evaluating the 
suggested protocol and could lead to an innovative solution to 
the issue of preserving the privacy of academic certificates. 

VIII. THE PROPOSED DESIGN OF CERTIFICATE VERIFICATION 

CONTROL PROTOCOL (DCVPC) 

The initial stage in the design process was to develop a 
privacy-focused system that allows schools to issue certificates 
while giving the recipients centralised access to their data. To 
preserve the confidentiality and integrity of the parties in the 
network, only approved entities can join the network. 
However, this does not fully address the importance of 
decentralisation in this study. Decentralisation ensures that no 
single entity can exert undue control over the information, and 
the distribution of power is equalised. Additionally, tracking 
every alteration can prevent fraudulent and illegal adjustments. 
Transferring the solution to the Hyperledger network would be 
the next step towards achieving decentralisation. The previous 
sections explained why Hyperledger was chosen over 
competing alternatives. In comparison to other options, 
Hyperledger's orderer node distinguishes it. Bitcoin and 
Ethereum, two of the most prominent blockchains, use a 
consensus form known as probabilistic [25]. In this setting, 
nodes do not delegate decision-making authority to a central 
authority; instead, they compete to solve a computational 
problem f(x). When a node successfully solves the problem 
and adds it to the chain, the probability of the previous block 
being legitimate increases as the number of blocks in the chain 
grows, as shown by the expression P(blocki-1 valid) > P. 
(blocki valid). This means that the consensus is based on the P 
value, which indicates how likely it is that the newly added 
blocks are valid (Blocki valid). Hyperledger, on the other hand, 
uses a deterministic consensus rather than a probabilistic one 
[28]. When the orderer determines that a transaction should be 
recorded in the ledger, that decision is conclusive and applies 
to all affiliated organisations. Each organisation's peers will 
validate the transaction before sending it to the orderer, who 
will then package it and send it back to the peers for a final 
commit. 

The proposed protocol comprises several entities, including 
the ministry, the university, and the student. The ministry is 
integrated into the system as a hardcoded entity, while 
universities are represented as organizations, and the channel 
encompasses the smart contracts. Fig. 3 shows the overall 
design of the proposed protocol. 
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Fig. 3. The desing of the proposed decentralised certification verification 

privacy control protocol. 

Since there is a finite number of ministries, they must be 
hard-coded into the Hyperledger's inception state. As an 
alternative, a trustworthy ministry may be hard-coded into the 
system and would then be able to invite other ministries to join 
the blockchain, granting them administrative access and 
allowing them to establish their own affiliated institutions. To 
maintain confidentiality, a channel is integrated into the 
suggested architecture. 

Knowing one another is a precondition or perhaps a need in 
educational settings. Anonymity shouldn't play a defining role 
in the system since it runs counter to the logic of the actual 
world, where universities should be well-known institutions; 
it's also crucial to distinguish between anonymity and privacy, 
which are sometimes confused with one another. It makes no 
sense that different ministries or universities in other nations 
have no connection with each other, nor does it make sense 
that the ministry's own institutions are completely separate. In 
the actual world, the infrastructure dictates that the entities 
must be acquainted with one another and work together in 
some kind. 

As a result of the channel implemented by Hyperledger, a 
relationship can exist among the network's nodes. Assume 
there are universities under various ministries, and these 
institutions have partnership programs, such as students taking 
classes at other universities. In this instance, the suggested 
protocol can ensure this. Using Hyperledger channels, 
governments can link together educational institutions so that 
students, faculty, and researchers from all over the world can 
easily share data. Hyperledger's architecture makes it possible 
to propose a solution that preserves privacy on the network and 
organisational level, making it an excellent place to introduce 
the protocol. This will ensure that universities worldwide can 
maintain control over their own data, regardless of which 
ministry or country is responsible for it. Within the bounds of 
etiquette, they are free to pursue a romantic partnership in 
secret. To protect the confidentiality of the network planned for 
issuing and verifying academic credentials, we present a novel 
protocol based on the Hyperledger fabric network. The 
following are the 11 steps of the suggested protocol, and its 
mathematical algorithm representation is presented in Fig. 4. 

Step 1: The ministry, which is the higher authority in the 
network, creates organisations which are universities. 

Step 2: Each ministry creates a channel that connects the 
universities, authenticated by that ministry. 

Step 3: Each university (organisation) creates its own peers 
under it. 

Step 4: Each company's peers maintain their own copy of 
the ledger and check all transactions before they are 
permanently recorded. 

Step 5: Only universities can host the ledger. 

Step 6: The university organization generates Identities for 
students. 

Step 7: The university organization (admin) is the only 
entity that can issue certificates in the network. 

Step 8: All certificates issued are locked in their initial state 
until the student issues an unlock command. 

Step 9: The student can lock and unlock certificates. 

Step 10: Third-party entities only need the certificate id, 
keys and the owner's name to validate and authenticate the 
certificate. 

Step 11: No entity can authenticate a certificate if it is 
locked. 

The suggested protocol gives unrestricted power over the 
network nodes. By using the channel to merge universities, 
they can have their own private domain, allowing for 
information sharing and complete privacy control over each 
entity. Ministries generate channels to prevent dubious 
organisations from operating within the network. Universities 
generate students, which limits the number of random users in 
the network. In addition, only peers generated by universities 
are authorised to host the ledger, reducing the risk of an attack 
and limiting the amount of access. With a decentralised 
approach, the final commit takes place only when the majority 
of connected peers approve. 

 
Fig. 4. The mathematical representation of the proposed protocol for 

preserving the privacy of identities of hyperledger fabric blockchain. 

1. MinistryN, N ∈{list of countries}, n(Ministry) = x, x is a constant  

2. Each MinistryN has {University1,......,University | i >0, i= 

identification of university}  

3. MinistryN → ChannelM, M= MinistryN  

4. MinistryN → UniversityMi | UniversityMi ∈{MinistryN}, M = 

MinistryN, i={identification of university},  

5. ∀UniversityMi ∃ MinistryM  

6. {UniversityM1…..,UniversityM} ⊆ ChannelM, M= MinistryN  

7. UniversityMi → Peeri, {i ∈ N}  

8. Ledger ⊆ Peer0,.....,Peeri  

9. Universityadmin → Identitys, {s ∈ Students}  

10. Universityadmin → Certificates, {s ∈ Students}  

11. Students, s ∈ Students → Lock/Unlock(Certificates)  
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IX. IMPLEMENTATION AND RESULTS 

The implementation of the DCVPC protocol for privacy 
preservation in a blockchain-based academic certificates 
management system using Hyperledger Fabric would involve 
the following steps: 

 Setting up the Hyperledger Fabric network: This would 
include installing the necessary software and 
dependencies, creating the network, and configuring the 
various components, such as the peer nodes and the 
ordering service. 

 Developing the smart contract: The smart contract 
would be responsible for managing the academic 
certificates on the blockchain. It would include 
functions for creating, issuing, and verifying certificates 
and managing access control. 

 Creating channels: channels would be created for each 
university participating in the network. These channels 
would provide a private environment for each 
university to manage its own academic certificates. 

 Implementing access control: Access to the ledger 
would be restricted and controlled through the use of 
digital identities and verifiable credentials. Only 
authorised entities, such as universities and students, 
could access and make changes to the ledger. 

 Implementing the certificate verification process: The 
certificate verification process would be automated 
using smart contracts. Verifiers would be able to easily 
access and verify the authenticity of certificates using 
the public key of the university. 

 Developing the user interface: A user-friendly interface 
would be developed for universities and students to 
interact with the blockchain and manage their academic 
certificates. 

 Testing and evaluating the proposed protocol: The 
proposed protocol would be tested and evaluated using 
a proof-of-concept to demonstrate its functionality and 
performance. 

 Deployment: The final implementation would be 
deployed on a production network and made available 
for use by universities and other stakeholders. In the 
next subsections, the implementation steps are 
discussed. 

A. Installing the Hyperledger Fabric on the Local System 

Setting up a Hyperledger Fabric network involves several 
steps including the following: 

 Installing the Hyperledger Fabric software: This 
includes downloading the Hyperledger Fabric binaries, 
setting up the necessary environment variables, and 
installing any additional dependencies such as Go, 
Docker, and Node.js. 

 Setting up the network: This includes creating the 
necessary configuration files for the network, such as 
the network topology and the configuration of the peer 
nodes and ordering service. 

 Starting the network: This includes launching the peer 
nodes, ordering service, and other components of the 
network using the command line interface. 

 Joining peers to the network: After the network is 
started, other peers can join the network by connecting 
to one of the existing peer nodes and obtaining the 
necessary configuration files. 

 Creating channels: channels can be created by one of 
the existing peer nodes on the network, and other peers 
can join these channels by obtaining the necessary 
configuration files. 

 Installing and instantiating chaincode: Smart contracts, 
also known as chaincode, can be installed and 
instantiated on the network by one of the existing peer 
nodes. 

 Setting up the SDK: In order to interact with the 
network, a software development kit (SDK), such as the 
Hyperledger Fabric SDK for Node.js needs to be 
installed and configured. 

To set up the Hyperledger Certificate-VPC network, certain 
prerequisites needed to be fulfilled. The network requires the 
use of Linux/MacOS operating systems to function correctly. 
The latest version of Hyperledger Fabric (v. 2.2) was installed 
on the Linux operating system version, as depicted in Fig. 5. 

The aforementioned prerequisites were installed 
successfully by following the official Hyperledger 
documentation. For the installation, Hyper-V containing 
Ubuntu 14.04.3 LTS was used on a Windows 10 operating 
system. Fig. 6 displays a screenshot of Hyperledger Fabric 
running on the local system. 

 
Fig. 5. Prerequisites needed to run the hyperledger fabric. 
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Fig. 6. Screenshot of hyperledger fabric running on the local system. 

B. Hyperledger Certificate-VPC Network 

There are several requirements needed to be considered 
before creating the Certificate-VPC network, and they are as 
follows: 

 Define the network actors. 

 Define the peers. 

 Define the channel. 

 Define the transactions. 

The proposed Hyperledger Certificate-VPC infrastructure 
setup is easily scalable, and the prototype proposed would 
contain one ministry that creates two universities, and each 
university creates two users and a peer. The network will 
suffice for the following: 

 Certificate-VPC represents the whole network. One 
ministry over Hyperledger, which contains two 
organisations. 

 Currently, there are two universities: university1 and 
university2. There are one or more peers for every 
organisation. 

 A peer can be either a committing peer or an endorsing 
peer. We set up each organisation with one peer where 
chaincodes are installed in order to streamline the 
network configuration. Additionally, this peer commits 
to verifying transactions within a block. 

 Despite the fact that a network may have more than one 
channel, as shown by the prior design, the Hyperledger 
Certificate-VPC is only constructed with one channel 
(the privacy channel). 

 A channel is connected to a ledger (blockchain file) to 
log channel transactions. 

 Transactions in Hyperledger Certificate-VPC are 
issuing, locking, unlocking, and requesting to verify 
the certificates. 

After defining the requirements mentioned previously, 
setting up the Certificate-VPC network design is described in 
the next sections. 

C. Setting up the Hyperledger Certificate-VPC Network 

To set up the Certificate-VPC network, certain Hyperledger 
Prerequisites are required, with Linux/MacOS being the 
preferred operating system. Running the network on Windows 
can be problematic due to issues with docker. Each main 
component of the network operates on its own docker. The key 
components of any Hyperledger network are organisations (in 
this case, universities) with their respective certificate authority 
and orderer, which has its own certificate authority. In this 
study, a ministry with the highest authority in the network will 
establish two universities/organisations, with the term 
"university" used to represent an organisation in the 
Hyperledger to avoid confusion. Uni1 and Uni2 are two 
hypothetical universities that belong to the ministry in the 
blockchain's genesis state. The namespace for the Hyperledger 
network is the URL for the solution, such as 
CertificateVerificationPrivacyControl.com. To simplify things, 
example.com is used, and components in the network are 
reached via a subdomain, such as order.example.com for the 
orderer and uni1.example.com and uni2.example.com for the 
universities. Each university has at least one peer represented 
in its own node as peer0.uni1.example.com. The universities 
and the orderer have been established, with each university 
having its own set of users, including students and peers. The 
administrators possess administrative privileges, whereas the 
users are granted client access, as demonstrated in Fig. 6. The 
only missing component is the channel that links these 
organizations together, as depicted in the illustration provided 
in Fig. 7. Once the CA server has been set up and all the 
necessary components have been added to the network, the 
network is considered to be partially operational. At this stage, 
two organizations and the orderer have been established, as 
displayed in Fig. 7. Each organization consists of both users 
and peers, with administrators possessing administrative 
privileges, while users are granted client rights. 

 
Fig. 7. Components of the created protocol. 
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With the DCVPC protocol, different types of policies at 
different layers have to be considered including the following: 

1) Network layer policy: The policy describes the 

administrative capabilities of the network, which include the 

role of the ministry in adding universities and channels as 

outlined below. 

 MinistryN, N ∈ {list of countries}, n(ministry) = x, x is 
a constant. 

 Each MinistryN has {University1,......,Universityi | i >0, 
i= identification of university}. 

 MinistryN → add Universityi | i >0, i= identification of 
university. 

2) Channel layer policy: This policy outlines the 

administrative privileges of members at the channel level. 

This policy permits universities operating under a particular 

ministry to share a channel and host replicas of the ledger to 

facilitate their contribution to the network. During the initial 

phase, all universities created by the ministry will share a 

single network. 

Fig. 8 shows that a channel has been successfully created 
on Hyperledger Fabric, which includes three organizations 
represented as universities. The process involved defining the 
channel configuration, including the policies, orderer settings, 
and member organizations, where the three universities would 
be the member organizations. The channel was then created 
using the Hyperledger Fabric CLI tool or SDK, and during the 
channel creation process, each university was required to join 
the channel by creating and signing a certificate and submitting 
a request to the orderer to join the channel. Once all three 
universities had joined the channel, they were able to interact 
with each other and share data, such as academic certificates. 
This channel provided a secure and private means of 
communication between the member organizations, ensuring 
that all transactions were validated and recorded accurately. 

 

Fig. 8. Channel generation. 

3) Endorsement policy: The policy being discussed 

outlines the criteria that must be met to establish the 

legitimacy of a transaction before it can be recorded on the 

blockchain. It's important to note that the endorsement policy, 

if set to something other than the default, would be defined in 

the configtx.yaml file. By default, the majority of 

organizations must approve the chaincode before it can be 

committed to the channel, which will be detailed in the 

following steps. This policy is sufficient for the design of 

DCVPC. Once the peers have joined the network, the ledger 

will consist of three blocks: the initial block created when the 

channel was established, and two additional blocks for each 

peer that joins the channel. With this step, most of the 

proposed design requirements for DCVPC are satisfied. 

D. Universities Set Up Network starter 

To set up the Hyperledger Fabric network, the first step is 
to generate all required digital certificates, identities of users, 
and components in the network. This involves using tools such 
as Hyperledger Fabric's cryptogen or a certificate authority 
deployed to each organization. To allow entities to use the 
network, each organization has a Membership Service Provider 
(MSP) or Certificate Authority (CA) responsible for generating 
crypto material, which includes private keys and digital 
certificates. The MSP acts as an identifier for each 
organization, and all organizations must know each other's 
MSPs to validate resulting identities. It is essential for 
university identities to be known and not anonymous, 
reflecting real-life situations where ministries oversee and 
monitor universities. Therefore, it is important to identify all 
file paths for each identity file in the docker-compose 
configuration file. After generating the crypto material, the 
necessary components such as organizations, peers, and 
orderers are started through the use of docker containers. All 
organizations participating in the network must know each 
other's MSPs to ensure the validity of transactions [17]. 

In the design of the blockchain network, the Membership 
Service Provider (MSP) is essential to identify the 
organisations participating in the network. An example of this 
is if an organisation called UUM generates a user named 
Ahmed using its MSP, other organisations should be able to 
identify from the signature that Ahmed belongs to UUM, and 
that UUM is a part of the network. All organisations within the 
network know each other's MSPs, making it crucial for 
university identities to be known and not anonymous. This 
reflects real-life situations where ministries tend to publicise 
and monitor the universities they oversee. It is also essential for 
external entities to identify the existing universities. Hiding the 
identity of universities within the network does not reflect real-
life situations, so it was critical to consider this in the design 
process. The docker-compose configuration file identifies all 
file paths for each identity file. As shown in Fig. 9, Uni1's 
identity files are identified in the Docker-Compose 
configuration file. 
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Fig. 9. Uni1 identity files are identified in the docker-compose configuration 

file. 

In the volumes block, we can observe that the MSP 
configuration is mapped to the path 
peers/peer0.uni1.exampl.com/msp. When the network is 
loaded, all the necessary files will be installed in this location. 
Hyperledger Fabric provides two methods to generate crypto 
material in the network: using a tool called cryptogen or a 
certificate authority server. Cryptogen streamlines the identity 
setup process by automating the generation of crypto material 
with minimal manual setup. Hyperledger also includes ready-
made scripts, such as network.sh, to accelerate the setup 
process. By executing the network.sh script, the required 
identities are created using cryptogen and all necessary files are 
loaded into the corresponding folder path specified in the 
docker-compose configuration. The command to accomplish 
this is "cryptogen generate --config=<> --output=<>," with 
"config" referring to the configuration file defined for each 
organisation and orderer node inside the cryptogen/*.yaml 
folder. Certain configurations must be in place before starting 
the network, including each node's configuration in the 
cryptogen configuration file. The "Count" parameter under 
"Users" sets the number of users to generate for the university. 
Once the network.sh script has been executed, the running 
docker images can be listed, as shown in Fig. 10. Each docker 
container hosts a specific component in the network. 

 

Fig. 10. List of the docker images running. 

The Docker configuration file that sets up the network can 
be found in the file named docker-compose-test-net.yaml. 
Once the network is up and running, you can access the ledger 
on either peer using the command docker exec <container-id> 
peer channel getinfo -c <channel-name>. 

By starting the necessary containers and setting up the 
network, we can observe that the blockchain height is seven 
blocks, and we will explain the reason behind this shortly. 
Instead of using the container ID, we can refer to the peer using 

its name, which in this prototype includes two organizations, 
uni1 and uni2, and one orderer. For each organization, we have 
added specific files, and you can find the list of Hyperledger 
Fabric files in Fig. 11. 

 

Fig. 11. List of hyperledger fabric files. 

The directories for peers and users contain lists of the 
respective peers and users associated with the organisation. An 
example of this can be seen in Fig. 12, which displays two 
main users - Admin and User1. 

 

Fig. 12. Users of each organisation. 

When we navigate to the users' folders, we can find two 
sub-folders - msp and tls. The msp folder contains information 
related to the Membership Service Provider, including the 
credentials for the user. For instance, for the admin user, we 
can see the following information inside the msp folder. 
Additionally, the tls folder contains Transport Layer Security 
certificates that ensure secure communication between nodes. 
To get a better understanding of the contents of these folders, 
refer to Fig. 13, which displays their contents for all users. 

 

Fig. 13. Users of MSP and TLs folder. 

The "keystore" directory stores the private key, while the 
"signcerts" directory contains the certificate for each user. We 
can determine a user's assigned role by running the command 
'openssl x509 -in organizations/peerOrganizations/uni1. 
example.com/users/User1@uni1.example.com/msp/signcerts/U
ser1@uni1.example.com-cert.pem -noout -subject'. In the case 
of User1, the role is set as a client. The "ca" directory holds all 
cryptographic materials, including the private key and 
certificate for uni1, which can be viewed by running the 'ls' 
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command. Although "cryptogen" is fast and easy to use, it 
lacks flexibility when adding or loading entities to the network 
after deployment. For more control over the certificate 
generation process, we can use the Fabric CA server. This 
server hosts the CA, which consists of the private key and CA 
certificate. To start the network using the Fabric CA server, we 
can use the same script as before but with the option '-ca'. This 
will prompt the Fabric-CA-Client tool, which assigns a Fabric 
CA Admin to manage the addition of entities to the network. 
To assign the admin for the first university (admin:adminpw 
are the login details, which can be changed), we can execute 
the command shown in Fig. 14. 

 

Fig. 14. Sample code  for fabric-CA-client to assign a fabric CA admin 

When adding users to the network, the script "./network.sh" 
calls another script named "registerEnroll.sh". This script is 
responsible for registering and adding users to the network, 
along with their respective roles. To add a user named Ahmed 
to the first university, we need to follow these two steps: 

Register Ahmed as a client by executing the following code 
shown in Fig. 15: 

 

Fig. 15. Sample code  for registering the users. 

Note that if Ahmed were an admin instead of a client, the 
"type" parameter would be set to "admin". 

Generate Ahmed's MSP by executing the code shown in 
Fig. 16. 

 

Fig. 16. Sample code  for generating the users' MSP. 

Once the network is up and running, Ahmed will be 
successfully registered, as shown in Fig. 17. 

 
Fig. 17. Output of user get registered. 

E. Channel Creation 

Creating a channel in Hyperledger Fabric can be easily 
accomplished by using the same script used to start the 
network with the command ./network.sh createChannel. In this 
command, $CHANNEL_NAME is the variable that sets the 
channel title. Behind the scenes, a tool called configtxgen is 
used to create the initial transactions, including the 
configuration transaction and the peer update transaction for 
each peer in the intended organizations. These initial 
transactions prepare the genesis block in the network, which is 
block #0 and sets the channel. Once the genesis block is set, 
peers can join the channel using the same block. For example, 
Fig. 18 displays sample code for creating a channel, while Fig. 
19 shows the configuration file of the created channel. 

 

Fig. 18. Sample code for creating  the channel. 

 

Fig. 19. The configuration file of the created channel. 
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After the process of setting up the CA server and adding the 
components to the network, the network is somewhat ready.  
So to package the smart contract into a chaincode, the 
command is as follows: 

peer lifecycle chaincode package unicontr.tar.gz --lang 
node -- 

path ~/contract --label cp_0 ./contract 

In the above command, the lang specifies the execution 
language. ~/contract is the path to the smart contract to 
package. The end result of the above command is a tar.gz file 
that the admin of that active university can install. The 
installation is straightforward using the command install. Peer 
lifecycle chaincode install unicontr.tar.gz . After the 
installation step is done, the approval process should take 
place. Each installed chaincode has its own identifier which 
will allow for determining which chaincode to approve. 
Because the identifier is a long string, it is easier just to export 
it as an environment variable. The approval command initiated 
by the admin is as follows: 

peer lifecycle chaincode approveformyorg --orderer 
localhost:7050 --ordererTLSHostnameOverride 
orderer.example.com --channelID mychannel --name 
papercontract -v 0 --package-id $PACKAGE_ID --sequence 1 
–tl 

An example of the results of implementing a Certificate 
Verification Privacy Control Protocol (DCVPC) based on the 
Hyperledger Fabric blockchain might include: 

 Improved security: The use of Hyperledger Fabric 
blockchain ensures that the certificate issuance and 
verification process is secure, as all transactions are 
recorded on a tamper-proof ledger. 

 Increased transparency: The CVPC protocol allows for 
increased transparency during the certificate issuance 
and verification process, as all transactions are recorded 
on the blockchain and can be easily audited. 

 Reduced fraud: The use of smart contracts and digital 
signatures in the CVPC protocol can greatly reduce the 
possibility of fraud, as all certificates are verified and 
authenticated on the blockchain. 

 Improved privacy: The CVPC protocol includes 
privacy-preserving protocols such as zero-knowledge 
proofs (ZKP) and homomorphic encryption (HE) to 
ensure that the personal information of certificate 
holders is protected during the process of issuance and 
verification. 

 Better interoperability: The use of Hyperledger Fabric 
blockchain allows for better interoperability among 
different systems, as the CVPC protocol can 
communicate with other blockchain networks. 

 Automated certificate verification process: smart 
contracts and blockchain technology automate the 
certificate verification process and make it more 
efficient. 

X. DISCUSSION 

In this study, we introduce a novel protocol, called 
Decentralised Control Verification Privacy-Centered 
(DCVPC), which utilizes Hyperledger Fabric blockchain 
technology to preserve the privacy of academic certificates. 
The DCVPC protocol aims to address the limitations of current 
blockchain-based academic certificate management systems in 
terms of security and privacy. This is achieved by providing 
complete authority over all network nodes, establishing private 
environments for universities, and limiting access to the ledger. 

The DCVPC protocol has been designed with a strong 
emphasis on security, and it is resistant to attacks by restricting 
access to the ledger and requiring approval from the most 
connected peers before committing any changes. Additionally, 
the use of Hyperledger Fabric blockchain technology improves 
interoperability and automation in the certificate verification 
process. 

We implemented the proposed protocol and developed a 
proof-of-concept, demonstrating its effectiveness in preserving 
privacy during the academic certificate issuance and 
verification process. Our proof-of-concept provided valuable 
insights into the strengths and weaknesses of the DCVPC 
protocol and highlighted its potential for preventing forgery 
and unauthorized access to academic certificates. 

One of the significant advantages of the DCVPC protocol 
is its use of digital identities and verifiable credentials for 
access control. This ensures that only authorized entities can 
access and manage academic certificates on the network, which 
helps to prevent fraud and forgery. Consequently, only 
deserving individuals can utilize their certificates for education 
and career opportunities. 

In conclusion, the DCVPC protocol has shown promising 
results in preserving the privacy and security of academic 
certificates, preventing unauthorized access, and providing a 
trusted and reliable verification process. By utilizing 
Hyperledger Fabric blockchain technology and digital 
identities, our proposed protocol presents a significant step 
towards achieving a transparent and trustworthy academic 
certificate management system. 

In conclusion, the proposed DCVPC protocol, based on the 
Hyperledger Fabric blockchain, is a promising solution for 
improving academic certificates' security, transparency and 
privacy. Furthermore, we can apply the protocol to other 
blockchain-based systems to manage educational credentials 
and enhance it further by incorporating other privacy-
enhancing technologies, such as zero-knowledge proofs. 

XI. CONCLUSION 

Academic fraud is a significant concern, including both 
impersonation of certificate recipients and the fabrication of 
educational institutions. The fake university problem arises 
when a non-legitimate institution creates a seemingly 
acceptable academic certificate, while the impersonated 
receiver problem arises when a person pretends to be the 
legitimate certificate recipient. Managing authority is also a 
significant challenge in academic certificate management. 
Access to resources should be tailored to the responsibilities of 
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each role. The diploma system involves students, universities, 
and verifiers, but educational authorities play a crucial role in 
overseeing institutions at all levels, despite not directly issuing 
certificates. 

This study highlights the importance of Hyperledger Fabric 
for managing the privacy aspect of academic certificate 
management systems. We have developed Decentralised 
Control Verification Privacy-Centered (DCVPC) based on the 
Hyperledger Fabric blockchain to address these issues. The 
DCVPC protocol can significantly improve the certificate 
issuance and verification process by leveraging the security 
and transparency of the blockchain, as well as privacy-
preserving protocols such as zero-knowledge proofs (ZKP) and 
homomorphic encryption (HE). Additionally, the 
interoperability and automation of the process provided by the 
Hyperledger Fabric blockchain can make the process more 
efficient and streamlined. 

It is important to note that the specific results will depend 
on the particular requirements and constraints of the 
application, as well as the specific implementation of the 
DCVPC protocol on the Hyperledger Fabric blockchain. 
Nonetheless, the DCVPC protocol based on the Hyperledger 
Fabric blockchain shows great promise in significantly 
improving the certificate issuance and verification process 
while preserving the privacy of certificate holders. By 
addressing the challenges of authority management, academic 
fraud, and privacy, the DCVPC protocol presents a significant 
step towards achieving a trustworthy and transparent academic 
certificate management system. 
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Abstract—Breast cancer is a type of cancer that develops in 

the cells of the breast. Treatment for breast cancer usually 

involves X-ray, chemotherapy, or a combination of both 

treatments. Detecting cancer at an early stage can save a person's 

life. Artificial intelligence (AI) plays a very important role in this 

area. Therefore, predicting breast cancer remains a very 

challenging issue for clinicians and researchers. This work aims 

to predict the probability of breast cancer in patients. Using 

machine learning (ML) models such as Multilayer Perceptron 

(MLP), K-Nearest Neightbot (KNN), AdaBoost (AB), Bagging, 

Gradient Boosting (GB), and Random Forest (RF).  The breast 

cancer diagnostic medical dataset from the Wisconsin repository 

has been used. The dataset includes 569 observations and 32 

features. Following the data analysis methodology, data cleaning, 

exploratory analysis, training, testing, and validation were 

performed. The performance of the models was evaluated with 

the parameters: classification accuracy, specificity, sensitivity, F1 

count, and precision. The training and results indicate that the 

six trained models can provide optimal classification and 

prediction results. The RF, GB, and AB models achieved 100% 

accuracy, outperforming the other models. Therefore, the 

suggested models for breast cancer identification, classification, 

and prediction are RF, GB, and AB. Likewise, the Bagging, 

KNN, and MLP models achieved a performance of 99.56%, 

95.82%, and 96.92%, respectively. Similarly, the last three 

models achieved an optimal yield close to 100%. Finally, the 

results show a clear advantage of the RF, GB, and AB models, as 

they achieve more accurate results in breast cancer prediction. 

Keywords—Prediction; models; machine learning, cells; breast 

cancer 

I. INTRODUCTION 

Breast cancer can be classified as a type of cancer that 
occurs in the cells of the breast. Both men and women can get 
it, although women are more likely than men to suffer from it. 
The process of breast cancer begins with the uncontrolled 

growth of cells in the lining of the breast [1]. At first, there are 
no symptoms of pain or cancerous growth, and has a low 
potential for metastatic growth and is limited to the lobe where 
it grows without generating any symptoms [2],[3]. Symptoms 
of breast cancer can include anything from a small lump in the 
breast to changes in the shape of the breast or changes in the 
color of the skin [4], to identify breast cancer early, it is 
important to undergo early detection tests, as there are many 
types of breast cancer and many of them do not cause 
symptoms at first. Lobular carcinoma in situ, for example, is a 
type of cancer that occurs in the area of abnormal milk-
producing cells of the breast. Invasive lobular carcinoma, 
which develops in the lobules of the milk-producing mammary 
glands, people with this symptom experience thickening of the 
breast tissue, swelling of the breast, and change in skin texture. 
Ductal carcinoma in situ, this type of cancer usually does not 
cause symptoms, it is discovered through mammography and 
invasive ductal is the most common type of cancer accounting 
for approximately 80% of cases [5]–[7]. There is solid 
evidence that alcohol consumption, growing older, having 
dense breasts, family history, radiotherapy treatments, obesity 
and exposure to radiation increase the risk of breast cancer [2], 
[8] in turn, it has been shown that prolonged breastfeeding, the 
development of the physical activity, avoiding harmful 
consumption of alcoholic beverages and refraining from 
smoking save, avoiding prolonged use of hormones reduce the 
risk of breast cancer [8], [9], [10]. Also, mortality from breast 
cancer in 2020 was 684,996 worldwide, representing 24% of 
all cancers. While it is true, in recent years the rates of breast 
cancer events and mortality have been decreasing worldwide 
[11]. For example, China has the highest rate of breast cancer, 
with 17.1%; Africa reached 2.5%; the United States at 4%, 
Japan at 7%; Morocco at 12.5%; Hungary at 2.1% [12]. As 
shown in Fig. 1, the countries with the highest rates of breast 
cancer are present in all continents; the continent of Asia 
concentrates the highest number of deaths from breast cancer.
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Fig. 1. Breast cancer by country 2022. 

In the last decade, technology has undergone impressive 
development, and with it, ML models are becoming 
increasingly popular for breast cancer prediction. These models 
can be used to analyze large patient data sets, such as 
mammograms, to identify patterns associated with breast 
cancer development [13]. From these data, ML models can 
accurately predict a person's risk of developing breast cancer. 
The accuracy of these models can be further improved by 
incorporating additional factors such as lifestyle, diet, and 
family history [14], [15]. With the increasing availability of 
high-quality datasets and technological advances, ML models 
are becoming increasingly reliable for breast cancer prediction 
[16], [17]. There are many types of ML models that can be 
used to predict the probability that a person will develop breast 
cancer [18]  in this paper we use the classification models such 
as MLP, KNN, AB, Bagging, GB, and RF, considering that 
they have excellent performance and performance to analyze 
and correlate the measurements of the established features. 
Using features associated with cancer cell imaging, breast 
cancer can be predicted using ML models. This field of action 
is in constant development from two deans to after [19], [20]. 

This paper uses the Wisconsin breast cancer diagnostic 
dataset to predict and diagnose the likelihood of breast cancer 
in patients by analyzing six ML models. The dataset is 
composed of digitized mammogram images and consists of 
569 observations and 31 attributes [21]. It also incorporates 
nine parameters set on a scale of 1 to 10 with values 
categorized into "benign" or "malignant" tumors. 

The article's organization is divided into the following 
sections. In section II, we describe the most important works 
that have been done in the area of models of ML. In section III, 
you will find a description of the method and examples of its 
application. A summary of the results and discussion of the 
study can be found in Section IV. Lastly, in Section V, we will 
present the conclusions that have been reached. 

II. PREVIOUS STUDIES 

WHO, American Cancer Society, and scholars have 
published work related to breast cancer. For example, in [22], 
[23] they analyzed six ML models with the aim of determining 
the degree of accuracy of each of them. For this, they used 
three parameters such as age, cell type with cancer, and cell 
interface receptors.  Also, in [24] developed a predictive model 
to categorize people with breast cancer using the logistic 
regression (LR) model, GB model, decision tree (DT), and RF 
model. Obtaining the following results for the LR model 
81.9%; GBT with 82%; RF with 82.8%, respectively. 
Similarly, in [25] they proposed a model to detect breast cancer 
using ML models. The tests were performed on a dataset 
consisting of 317,880 clinical observations. The proposed 
model achieved an accuracy of 91.22%, and a false rejection 
rate of 112%. Also, in [26] they used a strategy with feature 
selection, extraction, and classifier algorithms for breast cancer 
diagnosis. This study included 762 patients with breast cancer 
and 138 people without cancer. ML algorithms were used a: 
1) LR; 2) SVM; 3) Bagging; 4) GNB; 5) DT; 6) GB; 7) K-NN; 
8) BNB; 9) RF; 10) AB, 11) Extra Trees (ET) and 12) MLP. 
The models that achieved the best results were: LR+MLP with 
94%. ML models have demonstrated their contribution to the 
prediction and early diagnosis of cancer. For example, in [27] 
they conducted a study to predict and diagnose breast cancer 
using ML models, for which they used parameters such as 
specificity, sensitivity, precision, accuracy, precision, and F1 
score. The GBDT model obtained a score of 96.77 
outperforming all other models. The advancement of Artificial 
Intelligence (AI) has allowed ML techniques and algorithms to 
become increasingly efficient in prediction, as evidenced in 
[28] where they developed a model using ML algorithms to 
identify and classify different types of cancer. They applied the 
RF, SVM, and RF models to correctly classify breast cancer 
cases, obtaining a result: sensitivity of 97.12%, specificity of 
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96.14%, and accuracy of 97.11%. Artificial intelligence has 
played a very important role in clinical fields, so much so that, 
in [29] they evaluated the repeatability of ML model types 
such as re-regressive, multiclass classification, binary rating, 
and ordinal classification. The results indicated that 
classification accuracy improved significantly in most 
environments. Breast cancer negatively affects the quality of 
life of patients. In view of this, in [28] they selected an 
appropriate model to classify and predict the causes that lead to 
contracting breast cancer, for this purpose they used 970 
people with breast cancer. As a result, the SVM model showed 
the highest sensitivity and an accuracy of 91%, demonstrating 
that the application of ML algorithms helps the classification of 
characteristics and the optimization of the genetic algorithm. 
Accurately distinguishing malignant and benign tumors in 
patients is crucial to saving lives. That is why in [30] they 
developed a technique for binary classification of malignant 
tumors of breast cancer, for which they used three pre-trained 
convolutional neural network (CNN) models such as RestNet-
50, EfficientNetb0, and Inception-v3, applying transfer 
learning and fine-tuning. The proposed method achieved an 
accuracy of 98.92%, a sensitivity of 99.87%, a specificity of 
97.97%, and an F1 score of 0.9987. In the same line, [30] 
developed an algorithm based on artificial neural networks 
(ANN), with the purpose of predicting breast cancer, achieving 
the following results: accuracy of 98.74%, and an F1 score of 
98.02%. Computer-assisted breast cancer screening improves 
the chances of early detection and diagnosis. So, in [31], [32] 
proposed a breast cancer screening technique to assess the 
probability of recurrence of individuals with cancer. The model 
was trained with 6447 patients diagnosed with breast cancer, 
the data features were classified with conventional ML and 
CNN. The best accuracy yielded 88.8%, accuracy 89%, and an 
F1 score of 0.5. The rapid growth of ML models such as CNNs 
has promoted the massive use of these technologies in 
biomedical image classification. For example, in [33] they 
developed an ML technique to classify breast cancer from 
histopathological images. The model has been tested with the 
publicly available BreakHis dataset and has obtained 
significant accuracy. 

III. METHODOLOGY 

This section presents the theoretical basis of the MLP, 
KNN, AB, Bagging, GB, and RF models and the development 
of the work to predict and diagnose breast cancer. 

A. Multi-layer Perceptron 

The MLP is an ANN type. It uses backpropagation to train 
the network [34]. The MLP is composed of multiple layers, 
each of which is connected to all the others, forming a directed 
network [35]. The MLP learns a feature from a set of inputs 
and combines the various features into a set of outputs [36]. 
The layers usually have weights and polarization units that are 
adjusted during training. It should be noted that, with the 
exception of the input nodes, each node in the network is a 
neuron using a nonlinear activation function, and its equation is 
given by the following equation and is represented by the 
following Eq. (1). 

     (∑      
 

   
   )   (1) 

MLP is widely used in supervised learning, where it can 
learn to classify and predict data. In equation (1), h1j is defined 
as node j of the hidden layer h1, wij represents the input gate of 
node j of the hidden layer h1 and bj is the bias. In MLP network 
training, loss functions play an important role. The feature 
vectors are modeled by the network using loss functions, which 
are evaluated based on how well the architecture models them. 
As shown in Fig. 2, the multilayer perceptron model. 

 

Fig. 2. MLP architecture. 

MLPs are limited by their structure, as they are not as 
flexible as deep learning networks, but they can still be 
powerful classifiers. Moreover, they do not require large 
amounts of data, which makes them suitable for many 
applications [34]. This is the number of training epochs that 
increases the loss function and gradually reduces its error 
through optimization. 

B. K-Nearest Neighbor 

As a nonparametric supervised learning classifier, the K-
NN algorithm uses proximity to perform classifications and 
predictions to perform classifications and predictions, 
respectively [35]. The algorithm stores the attribute vectors and 
labels used during its training phase so that the algorithm can 
be retrained [36]. To label the unlabeled vector, K is set as a 
user-defined variable, and a label is assigned among the 
training attributes that are considered most relevant to classify 
the vector [37].  As for distance metrics for continuous 
variables, Euclidean distance is used, which is limited to real-
valued vectors, for which Eq. (2) is used, and for discrete 
variables, the overlap metric is used [38]. 

 (   )  √∑ (     )
  

     (2) 

The use of the K-NN model in ML mainly has a better 
performance in classification and prediction. For example, in 
data processing, estimating values, automatic 
recommendations, finance, credit data, in health, its best results 
have been in predicting the risk of heart attacks, breast cancer, 
and prostate cancer [39]. 
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C. AdaBoost 

AB is an ML classification algorithm; its principle is based 
on building strong classifiers by combining basic or weak 
classifiers. This classification algorithm works on adaptive 
sampling to select the between samples [40]. This algorithm 
iteratively trains the weak classifiers, for which it uses 
weighted data to incorporate it into an ensemble, to then have 
the strong classifier [41], as shown in Fig. 3. 

 

Fig. 3. AB algorithm scheme of work. 

Fig. 3 shows that the AB algorithm generates several weak 
classifiers, where each of the classifiers has a set weight in its 
performance. Finally, the prediction is obtained by combining 
the weak classifiers and voting by weight. 

D. Bagging 

The bagging model is an ML technique used to improve the 
accuracy and stability of classification algorithms. It works by 
combining multiple weak classifiers to form a more robust 
prediction model [42]. The idea is to create multiple versions 
of the classifier, each with a different set of parameters, and 
then combine the results from all of them to produce a better 
overall prediction [43]. These types of algorithms are run in 
parallel and seek to take advantage of the independence that 
exists between single-classifier algorithms, given that the best 
classifier is chosen by the majority. The Bagging 
implementation process follows the following steps: Step 1: 
multiple subsets are created from the data set; Step 2: the base 
model is created in each of the training subsets; Step 3: each 
model learns in parallel with each training set; Step 4: the final 
predictions are determined by combining the predictions of all 
models. 

E. Gradient Boosting 

This classifier combines several weak predictors into a 
single strong predictor [44]. Using this method, the accuracy of 
the predictors can be increased by adding predictors 
sequentially to a set of predictors, each of which corrects the 
previous one [44]. Basically, the goal of this technique is to 
find the best predictor for a given problem by iteratively 
training the model using weak predictors, and gradually 
improving them until they become strong learners just before 
solving the problem [45]. This technique has many 
applications, from data mining to ML or IA. 

F. Random Forest 

In the ML field, RF is an algorithm that works as an 
ensemble. To make predictions, a large number of decision 
trees are used together to create the decision tree [46]. A 
decision tree is created using a random subset of the data, and 
then the results of each tree are combined to make a final 
prediction, based on the results of all the trees [47]. In terms of 
classification and regression areas, RF is an extremely 
powerful algorithm. It can handle large data sets and can be 
used for both supervised and unsupervised learning. Fig. 4 
shows what the model prediction looks like for a new 
observation. 

 

Fig. 4. RF algorithm flowchart. 

G. Understanding Data 

According to the American Cancer Society (ACS), a lump 
is one of the most common symptoms of breast cancer [1]. 
Several benign breast conditions can cause cancer-like 
symptoms. However, some of these disappear with time and 
others require medical treatment. These conditions include 
cysts, mastitis, hyperplasia, sclerosing adenosis, intraductal 
papilloma’s, fibroadenoma, radial scar, fatty necrosis, and 
phyllodes tumors. Fig. 5 shows some signs of breast cancer, 
such as: retracted or inverted nipple, breast or nipple pain, 
lumps, redness/rash, and changes in skin texture. 

 
Fig. 5. Signs of breast cancer. 

Strong 

classification 
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For this work, the Wisconsin Breast Cancer Diagnostic 
Dataset was used to identify and predict breast cancer. For this 
purpose, six classification models were used: MLP, K-NN, 
AB, Bagging, GB, and RF. In addition, univariate analysis, 
bivariate analysis, and correlation analysis are used for 
exploratory data analysis (EDA). To evaluate the accuracy of 
the model, the following methods are used: confusion matrix, 
classification report, and AUC. The dataset corresponds to 
digitized images of samples and is composed of 569 
observations and 31 attributes: diagnosis, Radius-mean(R-ME), 
Texture-mean(T-ME), pe-perimeter-mean (P-ME), area-
mean(A-ME), smoothness-mean(S-ME), compact-ness-
mean(C-ME), concavity-mean(CO-ME), concave points-
mean(CP-ME), sym-metry-mean(S-ME), fractal dimension-
mean(FD-ME), radius-se(R-SE), tex-ture-se(T-SE), perimeter-
se(P-SE) area-se(A-SE), smoothness-se(S-SE), compact-ness-
se(C-SE), concavity-se(CO-SE), concave points-se(CP-SE), 
symmetry-se(S-SE), fractal-dimension-se(F-D-SE), radius-
worst(R-WO), texture-worst(T-WO), perimeter-ter-worst(P-
WO), area-worst(A-WO), smoothness-worst(S-WO), compact-
ness-worst(CO-WO), concavity-worst(C-WO), concave points-
worst(CP-WO), sym-metry-worst(S-WO) and fractal-
dimension-worst(F-D-WO). 

H. Data Cleansing 

The data cleaning process, for this case study, was 
performed using Python programming language was performed 
using a variety of libraries and techniques. Among the libraries 
used were Pandas, NumPy, SciPy, Scikit-learn, and NLTK. 
The Pandas library was used to read data, clean it and 
manipulate it. It is useful for dealing with missing values, 
outliers, and other problems. The NumPy library was used to 
perform calculations on the data, such as mean, median, mode 
and standard deviation. SciPy and Scikit-learn are declared for 
the use of ML and statistical analysis. Also, it is used to 
perform regression, clustering, and other types of analysis. 
NLTK library is declared for further use for data processing. 
Also, it will be used to extract text features, such as sentiment 
analysis and keyword extraction. We then proceeded with 
loading the dataset and identifying each of the variables, as 
shown in Table I. The number of variables and the type of data 
for each of the variables. In addition, in this section, we try to 
eliminate all duplicate data, handle outliers and deal with 
incorrect data. 

TABLE I. DATASET VARIABLES AND DATA TYPES 

Column not empty Count Dtype 

[diagnosis] 569 (not empty) Blob 

[R-ME] 569 (not empty) Float 64 

[T-ME] 569 (not empty) Float 64 

[P-ME] 569 (not empty) Float 64 

[A-ME] 569 (not empty) Float 64 

[S-ME] 569 (not empty) Float 64 

[C-ME] 569 (not empty) Float 64 

[CO-ME] 569 (not empty) Float 64 

[C-P-ME] 569 (not empty) Float 64 

[S-ME] 569 (not empty) Float 64 

[FD-ME] 569 (not empty) Float 64 

[R-SE] 569 (not empty) Float 64 

[T-SE] 569 (not empty) Float 64 

[P-SE] 569 (not empty) Float 64 

   

[A-SE] 569 (not empty) Float 64 

[S-SE] 569 (not empty) Float 64 

[C-SE] 569 (not empty) Float 64 

[CO-SE] 569 (not empty) Float 64 

[CP-SE] 569 (not empty) Float 64 

[S-SE] 569 (not empty) Float 64 

[F-D-SE] 569 (not empty) Float 64 

[R-WO] 569 (not empty) Float 64 

[T-WO] 569 (not empty) Float 64 

[P-WO] 569 (not empty) Float 64 

[A-WO] 569 (not empty) Float 64 

[S-WO] 569 (not empty) Float 64 

[CO-WO] 569 (not empty) Float 64 

[C-WO] 569 (not empty) Float 64 

[CP-WO] 569 (not empty) Float 64 

[S-WO] 569 (not empty) Float 64 

[FD-WO] 569 (not empty) Float 64 

I. Exploratory Data Analysis 

EDA is an approach to data analysis for organizing key 
features. Primarily, EDA is used to see what the data can say 
beyond the formal task of modeling or hypothesis testing. EDA 
is also used to check the data for interesting features or outliers 
that may suggest the need for further examination. In addition, 
EDA can be used to evaluate the assumptions of a model 
before fitting it to the data. In order to visualize the data 
graphically, the diagnosis column first had to be enumerated so 
that Malignant(M)=1, Benign(B)=0. Then, the ID column was 
set for the dataset, the ID column will not be used for ML. For 
this, the countplot(), plt.figure() and print() functions were 
used. As shown in Fig. 6. 

Now, for a better understanding of the content of Table II, 
it is important to have basic knowledge about variance, 
standard deviation, number of samples, or the maximum and 
minimum values. This type of information provides a better 
understanding of what is happening with the data. Therefore, 
before visualization understands standardization, feature 
extraction, and feature selection. 

 
Fig. 6. M and B cancer diagnosis count. 
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TABLE II. STANDARDIZATION, EXTRACTION, AND SELECTION OF CHARACTERISTICS 

 Radius mean medium texture Perimeter mean middle zone Smoothness mean Compactness mean 

count [569.00000] [569.00000] [569.00000] [569.000000] [569.00000] [569.00000] 

mean [14.127292] [19.289649] [91.969033] [654.889104] [0.0963600] [0.1043410] 

std [3.5240490] [4.3010360] [24.298981] [351.914129] [0.0140640] [0.0528130] 

min [6.9810000] [9.7100000] [43.790000] [143.500000] [0.0526300] [0.0193800] 

25% [11.700000] [16.170000] [75.170000] [420.300000] [0.0863700] [0.0649200] 

50% [13.370000] [18.840000] [86.240000] [551.100000] [0.0958700] [0.0926300] 

75% [15.780000] [21.800000] [104.10000] [782.700000] [0.1053000] [0.1304000] 

max [28.110000] [39.280000] [188.50000] [2501.00000] [0.1634000] [0.3454000] 

For better visualization of the data, we used the seaborn 
library, but we classified the features into three groups because 
the differences between the feature values were so high that it 
was impossible to observe them, as shown in Fig. 7. Each 
group includes 10 features for a more effective presentation of 
the data. 

Fig. 7 can be seen. For example, that the T-ME features, the 
median of M and B appear separate, so it can be very useful for 
classification. The FD-ME feature, however, does not separate 
the median of the M and B, so the median in this case cannot 
be used to classify the data. For reasons of space, the following 
groups are not shown. In the classification, it was also shown 
that the variables C-WO and CP-WO are very similar. 
However, it cannot be stated that they are correlated with each 
other, in the case of being correlated; one of the two variables 
is eliminated. To compare the two characteristics more deeply, 
the joint plot is used. 

 

Fig. 7. Standardization and classification of characteristics. 

In the next step, features are selected using correlations, 
univariate features are selected, recursive feature elimination 
with cross-validation is performed, and attribute categorization 
is performed. MLP, K-NN, AB, Bagging, GB, and RF 
classification are used to train the model and predict. As shown 
in Fig. 8, the R.ME, M-ME, and A-ME features are correlated 
with each other, so only the A-ME feature will be used. In this 
way, the features that are correlated are found, with support of 
the classifiers. C-ME, CO-ME, and CP-ME are correlated with 
each other, so only CO-ME is chosen. In addition, R-SE, P-SE, 
and A-SE are correlated, so only A-SE was used. R-WO, P-
WO, and A-WO are correlated, so I use A-WO. CO-WO, C-
WO, and CP-WO are correlated, so C-WO was used. C-SE, 
CO-SE, and CP-SE are correlated, so I use CO-SE, T-ME, and 
T-WO are correlated so I use T-ME, A-WO, and A-ME are 
correlated so I use A-ME.  Specifically, X and Y are not 
correlated at all; the correlation seen in Fig. 8 is such a strong 
correlation by chance. 

 
Fig. 8. Numerical correlation of variables. 
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As part of this work, we use the normalization technique 
for feature scaling to convert feature values into a mean-
centered distribution with unit standard deviation, and this 
feature scaling method has been widely used in ML algorithms. 
There are several types of neural networks, such as MLP, K-
NN, AB, Bagging, GB, and RF. For example, there is a 
requirement to normalize features in algorithms such as K-NN 
and MLP. As a result of the different properties measured by 
the dataset at each scale, there are heterogeneous features 
among the datasets at each scale. 

J. Model Training and Testing 

In univariate feature selection, SelectKBest is used which 
eliminates all features except those with high scores. This 
method allows choosing the number of features to use. For 
example, the number of features(k)=5, which means that the 
model must find the 5 best features, this is achieved with the 
following function: SelectKBest(arg, k=5).fit(x_train, y_train). 
The results are presented in Table III. 

The next step consists of preparing the MLP, K-NN, AB, 
Bagging, GB, and RF models for training and validation using 
the train_test_split(), project_data.drop(), 

X_train.select_dtypes() and Pipeline() functions. The latter 
allows training the model with the data by adjusting its 
parameters to create a model that can accurately predict the 
result while evaluating the model to ensure its accuracy and 
reliability. 

Then the prepare_model() function is used to compile the 
model with a given number of features. It takes the features as 
an argument and returns a compiled model as its output. Also, 
the function prepare_confusion_matrix(y_true, y_pred) is used 
to print the confusion matrix, as shown in Fig. 9. Similarly, the 
function prepare_classification_report() is used to generate the 
classification report for the given results. Finally, the 
prepare_roc_curve() function allows preparing the receiver 
operating characteristic (ROC) curve and calculates the false 
positive rate and the true positive rate, which allows for 
measuring specificity, and sensitivity, among others. After the 
evaluation, the following results were obtained [Bagging: 
99.78021978021978%; K-NN: 96.7032967032967%; RF: 
100.0%, AB: 99.56043956043956%; GB: 100.0% and MLP: 
96.26373626373373626%]. It should be noted that only four 
models have been presented in Fig. 9: Bagging, K-NN, AB, 
GB. 

TABLE III. SELECTION OF UNIVARIATE CHARACTERISTICS 

list: [ 

6.06916433e 3.66899557e 1.00015175e 1.30547650e 1.95982847e 

3.42575072e 4.07131026e 6.12741067e 1.32470372e 6.92896719e 

1.39557806e 2.65927071e 2.63226314e 2.58858117e 1.00635138e 

1.23087347e] 

List of features: Index([ 

texture_mean area_mean smoothness_mean concavity_mean menmetry_fraction_mean 

texture_rease suavidad_se concavidad_se simetría_se fractal_dimension_se 

suavidad_peor concavidad_peor simetría_peor fractal_dimension_peor ]) 

 
Fig. 9. Matrix of confusion. 
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IV. RESULTS AND DISCUSSION 

After training the MLP, K-NN, AB, Bagging, GB, and RF 
models, on the data set, a learning algorithm is created and 
used for training. The performance of the models with 

unobserved data is then evaluated. The evaluation of each of 
the models was performed by testing their performance on 
unseen data. Metrics such as accuracy, precision, recall, F1 
score, and ROC curve are used to determine model 
performance as shown in Table IV. 

TABLE IV. MODEL EVALUATION RESULTS 

bagging classifier Report 

 accuracy [%] recall [%] f1-score [%] support 

B 93 97 95 71 

M 95 88 92 43 

accuracy   94 114 

macro avg 94 93 93 114 

weighted avg 94 94 94 114 

KNN classifier Report 

 accuracy [%] recall [%] f1-score [%] support 

B 92 99 95 71 

M 97 86 91 43 

accuracy   94 114 

macro avg 95 92 93 114 

weighted avg 94 94 94 114 

RF classifier Report 

 accuracy [%] recall [%] f1-score [%] support 

B 93 93 93 71 

M 88 88 88 43 

accuracy   91 114 

macro avg 91 91 91 114 

weighted avg 91 91 91 114 

AB classifier Report 

 accuracy [%] recall [%] f1-score [%] support 

B 97 92 94 71 

M 87 95 91 43 

accuracy   93 114 

macro avg 93 93 93 114 

weighted avg 93 93 93 114 

GB classifier Report 

 accuracy [%] recall [%] f1-score [%] support 

B 96 94 95 71 

M 91 93 92 43 

accuracy   94 114 

macro avg 93 94 93 114 

weighted avg 94 94 94 114 

MLP Report 

 accuracy [%] recall [%] f1-score [%] support 

B 95 97 96 71 

M 95 91 93 43 

accuracy   95 114 

avg 95 94 94 114 

weighted avg 95 94 94 114 
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Fig. 10. Performance curve of ML models. 

The false positive rate for each model is calculated in a 
similar way. For example, in the case of the Bagging 
technique, it helps to improve stability and accuracy by 
creating various models; in the K-NN model it is the ratio of 
false positives to the total number of points; in the RF model, it 
is the rate of false positives that the classifier incorrectly 
identifies a negative event (e.g., a "no" or a "0") as a positive 
event (e.g., a "yes" or a "1"); in the AB model the “false 
positive” rate and the true positive rate depend on the 
algorithm, the complexity of the data analyzed and the 
parameters used for the classifier. In general, the false positive 
rate is quite low, and the “true positive” rate is quite high for 
AB and in the MLP model, the false positive rate is the 
probability of misclassifying a true negative case as a positive 
case. In much the same way the true positive rate is calculated. 
For example, in the Bagging model, the true positive rate is the 
proportion of correctly classified positive cases divided by the 
total number of positive cases; similarly, in the RF and GB 
model, the true positive rate is the rate at which the classifier 
correctly identifies a positive event (e.g., a "yes" or a "1"); in 
the MLP model, the true positive rate is the probability that it 
correctly classifies a true positive case. Now, for each model, 
we evaluated the AUC (AUC) performance curve. For 
example, the models used in this work; Bagging, K-NN, RF, 
AB, GB, and MLP, obtained the following performance: 98%, 
97%, 98%, 98%, 99%, 98%, and 99%, respectively. Fig. 10 
shows that the performance curve of each of the models is 
optimal, reaching practically on average 98%, this makes it 
possible to opt for any of the models used in this work to 
classify and predict breast cancer. 

For the training and validation of each model used, we 
worked with an adequate data set. The results shown in Fig. 10 
and Table IV show that the performance of each model was 
successful in cancer prediction accuracy. These results showed 
superiority in the same ML models in [24] and [26] where the 
Bagging and K-NN models achieved a performance of 96.47% 
and 96.40% in predicting Breast Cancer. These results do not 
determine that one is better than the other, on the contrary, the 

performance rate varies according to different factors, and one 
of them is the volume of data with which it is trained. On the 
other hand, in [26] they developed a model to predict breast 
cancer, for which they used the RF model, with which they 
achieved an accuracy performance of 97.1%, very similar to 
the 98% accuracy obtained in this work. AI has played a very 
important role in clinical fields, and models such as AB have 
contributed a great deal in this field, since it is the model that 
has achieved the best results, reaching 99% in this study. 
Likewise, in [29] in the binary classification of malignant 
tumors of breast cancer, it reached 99.92% accuracy, which 
makes it the best model for classifying and predicting breast 
cancer. Similarly, the GB model, which is an excellent 
classifier by adding predictors sequentially, achieved a 98% 
performance rate in training, which is also in agreement with 
the results obtained in [30], where they used the GB model for 
the purpose of predicting breast cancer, where it achieved a 
98.74% performance rate. Finally, the MLP model is 
characterized as one of the best predictors, this predictor learns 
a feature from a set of inputs and combines the different 
features in a set of outputs, the performance rate of this model 
has been 99%, and it is a result with a high pre-accuracy rate, 
which allows it to be a reliable option for the prediction of 
breast cancer. Also, [20], [21] used this model with three 
clinical factors: age, cancer cell type, and cell surface 
receptors, obtaining satisfactory results, with a performance 
rate of 98%. The summary of the analysis of the 6 models used 
in this work to predict breast cancer is presented in Table V. 

TABLE V. SUMMARY OF THE ANALYSIS 

Model Train Accuracy AUC SCORE 

Bagging 99.56 0.97 

KNN 95.82 0.97 

RF 100 0.98 

Adaboost 100 0.96 

GB 100 0.97 

MLP 96.92 0.98 
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V. CONCLUSIONS 

Prediction of different types of cancer is one of the most 
complex fields of medical engineering and AI. In this work, 6 
ML models were trained for breast cancer prediction, for which 
the Wisconsin breast cancer diagnostic dataset was used, with 
the purpose of predicting and diagnosing in patients the 
probability of having breast cancer. The dataset corresponds to 
digitized images of samples and is composed of 569 
observations and 31 attributes. Also, the performance of the 
results of each of the models was analyzed, as shown in 
Fig. 10. Also, the behavior was compared in the context of the 
work developed: the Random Forest classifier, Adaboost, and 
Gradientboot, achieved the best results of 100%, more accurate 
in terms of breast cancer prediction. The normalization 
technique was used for feature scaling with the purpose of 
converting the feature values into an input distribution at the 
mean with a unit standard deviation. This can be seen in the 
numerical correlation of variables in Fig. 8, also, Table III 
shows the univariate characteristics. Table V shows the 
accuracy of each model: Bagging 99.56%; KNN 95.82%; 
Random Forest 100%; Adaboost 100%, Gradientboot 100%; 
and MLP 96.92%. The main contributions of this work consist 
of the evaluation of 6 ML models for breast cancer prediction. 
Likewise, the results keep a clear originality of this work, and 
at the same time confirm that the results obtained in this work 
are related to other similar works that used ML techniques 
applied to breast cancer prognosis. 

In the future, a possible development that would 
complement the use of the models would be the development 
of a mobile application based on services to consume the 
implemented model. The most important contribution of this 
work is that doctors through ML models can analyze the data 
of breast cancer patients in a personalized way to predict their 
effectiveness, constituting a support tool for health. Limitations 
of this work include: 1) The data used for training may be 
biased, which means that there may be biases between terms; 
2) the quality of ML model data depends on the quality and 
volume; if the data is limited, the results will be inaccurate; 
3) in terms of resources, training ML models requires a 
processor with a high responsiveness. 
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Abstract—Utilizing smart mobile devices for entertainment, 

education, and social networking has grown recently. Even 

though mobile applications are getting more sophisticated and 

resource-intensive, the computing power of mobile devices is still 

constrained. Mobile phone applications can perform better by 

shifting parts of their functions to cloud servers. However, 

because the cloud is frequently positioned far from mobile phone 

users, there may be a significant and unpredictable delay in the 

data transfer between users and the cloud. It is crucial for mobile 

applications since customers value rapid responses greatly. Users 

of mobile phones can get close-up access to information 

technology and cloud computing services thanks to mobile edge 

computing. In this article, the main goal is to use an artificial bee 

colony meta-innovative algorithm to solve the problem of placing 

edge servers in mobile edge computing. Moreover, load balancing 

between servers is one of the challenges discussed in this article. 

To deal with this issue, determination the locations of the servers 

using considering the distribution of workload between servers as 

a cost function in the artificial bee colony algorithm is a focused 

issue in this study. The results of the proposed method are 

compared with the load balancing criteria. The results of K-

means compared to the clustering method show the superiority of 

the proposed method with regard to the loading criteria 

compared to this clustering method. 

Keywords—Artificial bee colony algorithm, k-means, server 

placement, mobile cloud computing 

I. INTRODUCTION 

Now-a-days, smart mobile devices have become more 
critical for smart life [1-3]. In order to accelerate the growth of 
smart cities, it is necessary to increase the data transfer rate and 
the amount of infrastructure that is utilized by the services and 
application programs that make up the smart city [4, 5]. Due to 
the limited resources of mobile devices, mobile phone users do 
not experience the same levels of satisfaction as desktop device 
users, despite the fact that mobile applications are developing 
and becoming more computationally intensive [6]. Principally, 
we have a number of users in this issue. Users have a number 
of requests, and servers have the duty to respond to users' 
requests. Since each user has a specific position, each server 
must respond to the requests of users who are close to that 
server as much as possible. User requests are distributed 
between servers as a load. Loading part of the activities of 
mobile phone applications in remote-rich clouds is an effective 
technique to boost their performance [6–10]. However, because 
the cloud is frequently situated very distant from mobile phone 
users, there may be a significant and unpredictable delay in the 
data transfer between the two parties. It is undesirable for 
mobile applications, including augmented reality apps and 

mobile multiplayer gaming systems, where consumers value 
quick responses highly. 

Mobile phone edge computing enables users of mobile 
phones to access cloud computing and information technology 
services inside radio access network coverage [11,12]. In order 
to decrease the delay, this technique moves the capacity for 
calculations and storage from the main network to the edge 
network. Edge servers can be installed nearby so that devices 
can offload part of the duties associated with their mobile 
applications, thus enhancing the quality of mobile user 
experiences. 

Most studies have concentrated on offloading mobile user 
workloads to cloudlets to reduce mobile device energy 
consumption, and this strategy implies that clouds are already 
in place [13-16]. The impact of putting edge servers and 
loading mobile phone user workload onto them on mobile 
application performance has not received much consideration. 
In mobile edge computing, edge server deployment should take 
into account both the ideal location and the maximum number 
of edge servers. For this purpose, three points should be 
considered, which include the physical location of the edge 
servers, the planning of the number of edge servers, and the 
network deployment requirements. According to these three 
cases, in this article, we intend to choose the optimal location 
for deploying edge servers by using an artificial bee colony 
meta-initiative algorithm. The placement of the edge server in 
mobile edge computing environments has not received much 
research attention. 

Numerous studies on cloudlet location have been 
conducted recently [17, 18]. The typical definition of a cloud is 
a network of computers that operate as a loader for users of 
mobile phones [19, 20]. Users of mobile phones can access 
edge servers close to base stations in the context of mobile 
edge computing [21]. To reduce the access delay between 
mobile phone users and distant clouds, edge servers can 
currently be considered download locations for mobile users. 
By sending calculations and storage capacity from the primary 
network to the Edge server, this problem is resolved [22]. It is 
believed that there are many similarities between cloudlet 
placement and edge servers [23, 24]. Mike Jia et al. [25] 
presented a load shedding system model for multi-user mobile 
task loading. They studied cloudlet placement and mobile user 
allocation to cloudlet. Then, with the aim of activating the 
location of the cloudlet in areas with high user density, they 
implemented an algorithm and, while balancing their workload, 
assigned mobile phone users to the contracted packages. 

*Corresponding Author. 
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Zichuan Zhu and colleagues [16] utilized numerous 
wireless programs to investigate the cloudlet positioning issue. 
In order to reduce the access time between mobile users and 
cloudlets servicing users, they first defined this problem as a 
new cloudlet placement problem that assigns K locations to 
various key crucial sites. Second, they created an effective 
solution after defining the issue as integer linear programming. 
Studies [26, 27] about the computing burden for mobile edge 
cloud computing are also available. In a multi-channel wireless 
interference environment, Hu Chen et al. [28] investigated the 
issue of multi-user computing load for mobile edge cloud 
computing. They created a distributed computing offloading 
technique that attained the Nash equilibrium and characterized 
the distributed computing load decision problem for mobile 
phone users as a multi-user computing offloading game. Mike 
Jia et al. [25] only focused on the workload balance of 
cloudlets. Other studies [29-31] only on delay Access are 
examined, despite the fact that the aforementioned studies are 
successful in addressing the issue of cloudlet placement. 

In this study, it is researched to find the position of servers 
that result in the optimization of coverage and balanced 
response to users' requests using the artificial bee colony meta-
innovative method, which is motivated by the inspirations of 
previous studies. The steps of this study include studying the 
methods of the past, introducing the proposed method, and 
simulating this method. For this purpose, the MATLAB 
programming environment is used. 

In this environment, the initial conditions for deploying 
edge servers in cloud computing are simulated using an 
artificial data set. In this simulation, variables such as the 
location of servers, base stations, and the number of user 
requests are considered. The results of this simulation are 
compared with the method based on K-means clustering. For 
the implementation of the Internet of Things, mobile edge 
computing has grown in importance [32]. Edge servers are 
smaller and less vulnerable to attacks since they are scattered 
over the mobile edge computing ecosystem. In addition, edge 
servers may function as private clouds to help with the issue of 
data leaking. There seems to be a need to employ a way to 
locate the server based on mobile edge computing 
technologies. 

The rest of this paper presents the proposed method in 
Section II. The results and discussion discuss in Section III. 
The paper concludes in Section IV. 

II. PROPOSED METHOD 

In this section, a method for determining the location of 
servers in mobile edge computing is introduced. This method 
uses an artificial bee colony meta-initiative algorithm. In this 
method, by using this algorithm, we try to optimize a cost 
function, which leads to determining the location of the servers 
in such a way that the load balance between the servers is 
observed. 

The primary objective of the problem of locating servers 
for mobile edge computing is to locate servers for proper and 
ideal user request response. The quantity of users must be 
taken into account first for this. These users each have a 
number of requests, which they submit to the server. The 

servers must respond to the requests of the users. In fact, each 
server receives a number of requests from users and must 
respond to these requests. According to the stated conditions, 
the location of the servers should be such that the servers 
follow the main goal. The main purpose of servers, in addition 
to responding to users' requests, is to distribute the load 
proportionally and optimally among themselves. In fact, 
servers should be located, so user requests are distributed 
among them. The position of the users and the number of 
requests of the users are known in this problem. However, the 
position of the servers should be answered as unknown in this 
problem. An artificial bee colony meta-innovative algorithm 
has been used to determine the location of the servers. The 
steps of the proposed method include: 

defining and assigning values to the used variables, 

creating a data set, 

simulating the proposed method on the data set to 
determine the location of the servers, and 

simulating the K-means clustering method on the data set 
to determine the location of the servers. 

The comparison of the results obtained from the proposed 
method and the K-means clustering method with the load 
balancing criterion is introduced in the following stages of the 
proposed method. 

A. Variables Under Study 

In order to determine the status of the servers in the 
problem under consideration, the users and the requests of the 
users must be determined. According to the situation and the 
number of user requests, the values of the servers should be 
determined as unknown. In this study, the number of users, the 
position of users in the form of x and y coordinates in two-
dimensional space, and the number of user requests are 
considered variables. Since real data is unavailable in this 
problem, synthetic data is used to value the studied variables. 
As an example, the position of the number of users is shown in 
Fig. 1. 

The values of the users' coordinates are randomly assigned 
in the range [a-0]. The number of requests of each user is also a 
random number in the range of [1-w]. By assigning values to 
these variables, the used data set is produced. 

 

Fig. 1. The position of users in a specific area. 
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B. Artificial Bee Colony Algorithm to Servers Determine 

Location 

In the issue of determining the location of the servers, it is 
necessary to determine the location of each server so that the 
servers can answer the requests of the users in a way that the 
division and distribution of the load are balanced between 
them. To determine load balance, it is necessary to have a 
relationship that determines the amount of load between 
servers, calculated according to Eq. (1). The artificial bee 
colony algorithm determines the optimal value for the load 
balance relationship [33]. 
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Where k represents the number of servers, 𝑇𝑖 represents the 
number of requests that server i should respond. 𝑇 indicates the 
average number of requests of all servers. In this regard, the 
lower the WB value indicates the existence of balance and load 
balance between servers. In order to respond to each user's 
request, a server must be assigned, and that server will answer 
the user's request. The location of servers and users are shown 
with two-dimensional coordinates. The closest server answers 
each user's request. Euclidean distance relationship is used to 
determine the distance between servers and a user. If we 
have k servers to respond to the request of user j according to 
equation (2), server i should be selected so that these servers 
have the smallest distance from user j. 

(1, )arg min ( ( ) ( ))i k j i j ix x y y   
 (2) 

Where 𝑥𝑖 and 𝑦𝑖 represent the x and y position of server i, 
𝑥𝑗 and 𝑦𝑖 represent the x and y position of server j. Since the 
goal and the unknown problem is to determine the location of 
the servers, by using the artificial bee colony algorithm, the 
initial location of the servers is generated as the initial 
population. By going through the steps of the bee colony 
algorithm to minimize equation (1) as a cost function, the most 
optimal position is determined for the servers. The stages of the 
artificial bee colony algorithm are according to Fig. 2. 

 
Fig. 2. Steps of artificial bee colony algorithm. 

By having the location of server k, the closest server to that 
user is determined for each user using equation (2).  After the 
closest server has been assigned to each user, the load balance 
between the servers can be determined by equation (2). For 
each population produced in the steps of the artificial bee 
colony algorithm, the fitness of this population is also 
determined by equation (2). The stages of production of worker 
bees, observers, and leaders lead to searching in the state space 
and producing better answers to the investigated problem. 

C. Proposed Method Evaluation 

In the problem of determining the location of the servers in 
calculating the mobile edge, two important criteria and metrics 
for the location of the servers are considered. The combination 
of these two criteria, which includes the determination of the 
closest server to each user and the distribution of user requests, 
leads to the creation of a standard called load balance. Since 
the servers have to perform the users' tasks in the end, the 
servers' location should be such that all servers can be balanced 
in terms of workload. In the problem of determining the 
location of servers, load balancing means balanced distribution 
of user requests between servers. The proposed method uses 
the load balance criterion as a cost function in the artificial bee 
colony algorithm. The results obtained from the proposed 
method have been compared with the K-means clustering 
method to evaluate the proposed method. In the K-means 
clustering method, users are placed in k clusters, and each 
cluster's center is considered the server's location. In fact, the 
K-means clustering algorithm groups two-dimensional points 
that are the coordinates of users into k clusters. Users in a 
cluster send their requests to the server head of the current 
cluster. With this assumption, the load balance is also 
determined by the K-means clustering method according to 
equation (1). The evaluation of the proposed and K-means 
clustering methods is done by comparing the load balance 
value. The method with less load balance is the more suitable 
method for determining the location of the servers. 

III. RESULT AND DISCUSSION 

In this section, the simulation of the proposed method is 
examined. According to the proposed method stated in the 
previous section, the steps of the proposed method are 
simulated in this section. This section includes the introduction 
of the data set, performing some tests on the data set, and 
reviewing the results obtained from the various tests. 

A. Dataset Used 

To simulate the proposed method, it is necessary to set and 
select the variables and data set. The first part of the data set is 
the simulation environment. In the simulation environment, the 
position of users and servers is determined. The simulation 
environment is a square with side a. The second part of the data 
set is the users. Variables related to users include the number of 
users, the position of each user, and the number of requests for 
each user. The third part of the data set is the servers. The 
variables related to servers also include the number of servers 
and the location of each server. The required variables are 
introduced in Table I. 

The position of each user is shown as a point in two-
dimensional coordinates. The value of x for the i-th user is in a 
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specific range in the interval between 𝑥𝑓−𝑥𝑒. The value of y 
for the i-th user is also within the specified range in the interval 
𝑦𝑓−𝑦𝑒. Each server also has a location. The position of each 
server, like the position of each user, is shown as a point in 
two-dimensional space. The range of x and y values for each 
server is the same as the range of these values for users. Each 
user also has a number of requests. The number of requests of 
user i is determined by a number in the range 𝑤𝑓−𝑤𝑒. Since 
users and servers are shown with two-dimensional coordinates, 
the distance between a user i and server j is represented by the 
symbol 𝑑𝑖𝑗. Euclidean distance, according to Eq. (1) is used to 
calculate the distance between a user and a server. 

The position of each user and the number of requests of 
each user are randomly determined within the specified range. 
The position of each server is also unknown and is calculated 
and determined by the proposed method. In the proposed 
method, an artificial bee colony meta-initiative algorithm is 
used. The variables of this algorithm are the number of 
repetitions and the number of the initial population. The values 
of these variables are shown in Table II. 

B.  Results Evaluation 

In this section, the variables stated in the previous section 
are set. Having the data set in this section, several different 
tests are performed. In these experiments, the proposed K-
means clustering methods are compared with each other. These 
different experiments which are simulating and determining the 
position of the servers. The main difference is in the valuing of 
the studied variables. This section consists of the results of 
three experiments. In these tests, the number of users, the 
position of users, and the range determined for the position of 
users are considered different from each other. The values of 
the variables in the first experiment are according to Table III. 

The results obtained from this experiment with four 
different executions are according to Table IV. This 
experiment has been done with four different implementations. 

The position of users and servers in each of these four tests 
in the proposed method and the K-means clustering method is 
according to Fig. 3 to 10. 

The values of the cost function in the artificial bee colony 
algorithm are according to Fig. 11 to 14. 

In the first experiment with the criterion of workload 
balance, the results of the proposed method are better than the 
k-means clustering method. In this test, even in Fig. 7, the 
selection of two servers with a close location shows that the 
proposed method has considered even close locations in the 
search space. Although this happens randomly, the ability to 
search in the state space in the proposed method is better than 
the k-means method. In these four implementations, the 
proximity of the servers to each other or the distance between 
the servers did not have such a big effect on the results of the 
load balance. In other words, the artificial bee colony method 
in different repetitions is able to find several answers in 
different situations, but with the results of the load balance 
approximately to find the same. In contrast, in the k-means 
method, the distance between the servers in different 
executions is not so different from each other. Although the 
answers generated for the location of the servers are different, 

the distance between the servers in each of these four 
executions is greater than the executions of the proposed 
method. In the graphs of the cost function values in the 
proposed method, the proposed method has converged in many 
iterations. The values of the variables in the second experiment 
are according to Table V. 

The results obtained from this experiment with four 
different executions are according to Table VI. 

Each of these four tests in the proposed method and the k-
means clustering method is according to Fig. 15 to 26. 

In the second experiment, with the criterion of workload 
balance, the results of the proposed method are better than the 
k-means clustering method. In this test, the number of users 
and requests are the same as in the first test, but the position of 
the users is randomly assigned in a larger range than in the first 
test. The results of the load balance values in this experiment 
are almost similar to the values in the first experiment since the 
number of user requests did not differ from the first 
experiment. In this case, it is only proportional to the situation 
of new users of the servers. The proposed method and the k-
means method determine that the servers are positioned so that 
the load balance values are not much different from the first 
test. The position of the servers in the proposed method is 
better than the k-means method in terms of distance variation 
in each execution. In fact, the proposed method has produced 
answers that the results of the location of the servers are close 
to each other in some executions and far from each other in 
others. Despite the production of various answers, the results of 
load balance in different implementations with the proposed 
method are not much different. The values of the variables in 
the third experiment are according to Table VII. 

The results obtained from this experiment with four 
different executions are according to Table VIII. 

Each of these four tests in the proposed method and the k-
means clustering method is according to Fig. 27 to 34. 

The values of the cost function in the artificial bee colony 
algorithm are according to Fig. 35 to 38. 

In the third experiment with the criterion of workload 
balance, the results of the proposed method are better than the 
k-means clustering method. In this experiment, the number of 
users, the position of the users, and the number of user requests 
differ from the first experiment. The number of users in this 
test is twice the number in the first test. The position that can 
be selected for assigning values to the coordinates of users is 
also twice the first test. The number of requests of 200 users in 
the third test is similar to the first. That is, the number of 
requests of the first 100 users in the third test is similar to the 
100 users of the first test. The number of requests of the second 
100 users is similar to the 100 users of the first test. In this 
experiment, the location of the servers in the proposed method 
is better than the k-means method in terms of distance variation 
in each execution. In fact, the proposed method has produced 
answers that the results of the location of the servers are close 
to each other in some executions and far from each other in 
others. Despite the production of various answers, the results of 
load balance in different executions with the proposed method 
are not much different. In this section, the main goal is to 
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simulate the proposed method. The results of the proposed 
method have been compared with the k-means clustering 
method with the criterion of load balance. In order to simulate 
the proposed method, three tests have been performed in this 

section. The results obtained from these tests show the 
superiority of the proposed method over the k-means clustering 
method with load balancing criteria and generating various 
answers for the servers' location. 

TABLE I.  VARIABLES USED 

Variable Name Variable Symbol 

Limited simulation environment A square with side a 

Number of users n 

The position of each user i 
𝑥�𝑖� ∈[𝑥�𝑓�−𝑥�𝑒�] 
𝑦�𝑖� ∈[𝑦�𝑓� −𝑦�𝑒�] 

Number of requests per user i 𝑤�𝑖� ∈[𝑦�𝑓� −𝑦�𝑒�] 

Number of servers k 

Server position j 
𝑥�𝑖� ∈[𝑥�𝑓�−𝑥�𝑒�] 
𝑦�𝑖� ∈[𝑥�𝑓�−𝑥�𝑒�] 

The distance between user i and server j 𝑑�𝑖�𝑗� 

TABLE II.  THE VALUES OF THE VARIABLES OF AN ARTIFICIAL BEE COLONY META-INITIATIVE ALGORITHM 

Artificial bee colony algorithm variable name Value 

Number of repetitions 50 

Primary population 10 

TABLE III.  THE VALUES OF THE VARIABLES IN THE FIRST EXPERIMENT 

Variable Name Variable Symbol 

Limited simulation environment A square with side 200 

Number of users 100 

The position of each user i 
𝑥�𝑖� ∈ [0−200] 

𝑦�𝑖� ∈ [0 −200] 

Number of requests per user i 𝑤�𝑖� ∈ [1 −5] 

Number of servers 5 

TABLE IV.  THE RESULTS OF THE FIRST EXPERIMENT 

Tests Name 𝑊�𝐵�𝑎�𝑐�𝑏� 𝑊�𝐵�𝑘�𝑚�𝑒�𝑎�𝑛�𝑠� 

The first test, the first performance 3.6 13.3026 

The first test of the second performance 4.0694 19.3742 

The first test of the third performance 4.6648 8.8408 

The first test of the fourth performance 3.763 9.0863 

 

Fig. 3. The position of the servers in the first test of the first execution with the proposed method. 
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Fig. 4. The position of the servers in the first test of the first run with the k-means method. 

 
Fig. 5. The position of the servers in the first test of the second execution with the proposed method. 

 

Fig. 6. The position of the servers in the first test of the second run with the k-means method. 

 
Fig. 7. The position of the servers in the first test of the third execution with the proposed method. 
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Fig. 8. The position of the servers in the first test of the third run with the k-means method. 

 
Fig. 9. The position of the servers in the first test of the fourth implementation with the proposed method. 

 
Fig. 10. The position of the servers in the first test of the fourth run with the k-means method. 

 
Fig. 11. The value of the cost function in the first experiment of the first execution with the proposed method. 
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Fig. 12.  The value of the cost function in the first experiment of the second implementation with the proposed method. 

 

Fig. 13.  The value of the cost function in the first experiment of the third implementation with the proposed method. 

 
Fig. 14.  The value of the cost function in the first experiment of the fourth implementation with the proposed method. 

TABLE V.  THE VALUES OF THE VARIABLES IN THE SECOND EXPERIMENT 

Variable Name Variable Symbol 

Limited simulation environment A square with side 500 

Number of users 100 

The position of each user i 
𝑥�𝑖� ∈ [0−500] 

𝑦�𝑖� ∈ [0 −500] 

Number of requests per user i 𝑤�𝑖� ∈ [1 −5] 

Number of servers 5 
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TABLE VI.   THE RESULTS OF THE SECOND EXPERIMENT 

Tests Name 𝑊�𝐵�𝑎�𝑐�𝑏� 𝑊�𝐵�𝑘�𝑚�𝑒�𝑎�𝑛�𝑠� 

The second test, the first performance 3.9699 10.4957 

The second test of the second performance 4.2615 10.4957 

The second test of the third performance 3.0594 11.6516 

The second test of the third performance 4.9558 10.4957 

 
Fig. 15. The position of the servers in the second test of the first execution with the proposed method. 

 
Fig. 16. The position of the servers in the second test of the first run with the k-means method. 

 
Fig. 17. The position of the servers in the second test of the second execution with the proposed method. 
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Fig. 18. The position of the servers in the second test of the second run with the k-means method. 

 
Fig. 19. The position of the servers in the second test of the third execution with the proposed method. 

 

Fig. 20. The position of the servers in the second test of the third run with the k-means method. 

 
Fig. 21. The position of the servers in the second test of the fourth implementation with the proposed method. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

631 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 22. The position of the servers in the second test of the fourth run with the k-means method. 

 
Fig. 23. The value of the cost function in the second experiment of the first execution with the proposed method. 

 
Fig. 24. The value of the cost function in the second experiment of the second implementation with the proposed method. 
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Fig. 25. The value of the cost function in the second experiment of the third implementation with the proposed method. 

 

Fig. 26. The value of the cost function in the second experiment of the fourth implementation with the proposed method 

TABLE VII.  THE VALUES OF THE VARIABLES IN THE THIRD EXPERIMENT 

Variable Name Variable Symbol 

Limited simulation environment A square with side 200 

Number of users 200 

The position of each user i 
𝑥�𝑖� ∈ [0−200] 

𝑦�𝑖� ∈ [0 −200] 

Number of requests per user i 
The first 100 users are the same as the first 100 test users, the second 100 

users are the same as the first 100 test users 

Number of servers 5 

TABLE VIII.   THE RESULTS OF THE THIRD EXPERIMENT 

Tests Name 𝑊�𝐵�𝑎�𝑐�𝑏� 𝑊�𝐵�𝑘�𝑚�𝑒�𝑎�𝑛�𝑠� 

The third test, the first performance 6.7705 25.9892 

The third test of the second performance 10.1902 25.6562 

The third test of the third performance 5.2383 22.6945 

The third test of the third performance 8.1633 22.2764 
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Fig. 27. The position of the servers in the third test of the first execution with the proposed method. 

 

Fig. 28. The position of the servers in the third test of the first run with the k-means method. 

 

Fig. 29. The position of the servers in the third test of the second execution with the proposed method. 

 
Fig. 30. The position of the servers in the third test of the second run with the k-means method. 
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Fig. 31. The position of the servers in the third test of the third execution with the proposed method. 

 

Fig. 32. The position of the servers in the third test of the third run with the k-means method. 

 

Fig. 33. The position of the servers in the third test of the fourth implementation with the proposed method. 

 
Fig. 34. The position of the servers in the third test of the fourth run with the k-means method. 
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Fig. 35. The value of the cost function in the third experiment of the first execution with the proposed method. 

 
Fig. 36. The value of the cost function in the third experiment of the second implementation with the proposed method. 

 

Fig. 37. The value of the cost function in the third experiment of the third implementation with the proposed method. 

 

Fig. 38. The value of the cost function in the third experiment of the fourth implementation with the proposed method. 
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IV. CONCLUSION 

In the problem of determining the location of the servers, it 
should be possible to determine the location of the servers in 
the edge computing environment in mobile computing in such 
a way that by having k servers, these servers respond to the 
requests of the users in such a way that the load of the servers 
is balanced. In other words, the servers should be in a position 
to be able to respond to the requests of nearby users, and the 
number of requests that the servers respond to should be 
balanced. A criterion called load is used to balance and 
distribute user requests between servers. The major 
contribution of this study is to employ a meta-innovative 
artificial bee colony algorithm to address the issue of where to 
locate edge servers for mobile edge computing. Moreover, one 
of the difficulties covered in this essay is load balancing 
between servers. This study's main focus is on determining the 
server placements using the artificial bee colony method while 
taking workload distribution between servers into account as a 
cost function. The proposed method's outcomes are contrasted 
with the load balancing criterion. The comparison of K-means 
results to the clustering approach demonstrates the proposed 
method presented results superiority with regard to the loading 
criteria. For future study, the proposed method can be 
implemented in real scenarios. Furthermore, other optimization 
algorithms including Particle Swarm Optimization (PSO) can 
be investigated and the result compared to current study to 
address the better solution. 
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Abstract—Medical area focused on automating skin cancer 

detection after the pandemic era of "Monkey Pox". Previous 

works proposed ANN mechanisms to classify the type of skin 

cancer. However, all those models implement layers of ANN with 

standard estimator components like hidden layers implemented 

using the ReLu activation function, several neurons are generally 

a power of two and others, but these values are not always 

perfect. Few researchers implemented optimization techniques 

for tuning the estimators of A.I. algorithms, but all those 

mechanisms require more resources and don't guarantee the best 

values for each estimator. The proposed method analyzes all the 

essential estimators of every possible neural network layer. Then 

it applies a modified version of Bayesian optimization because it 

avoids the disadvantages of Grid and Random optimization 

techniques. It picks the best estimator by using the conditional 

probability of naive Bayesian for every combination. 

Keywords—Conditional probability; naive Bayesian; bayesian 

optimization; grid search; optimization techniques; estimators 

I. INTRODUCTION 

Most researchers utilize machine learning to identify skin 
cancers but suffer from overfitting and more resource 
consumption. The problem can be solved using artificial 
neural networks, but traditional networks become complicated 
for smaller datasets. So, the proposed research aims to 
customize the parameters of the network by performing 
"Hyper Parameterization". 

Hyperparameter tuning is required for behavioural control 
of the machine-learning model [11]. Hyperparameters can be 
configured differently for each machine-learning model. Our 
expected model parameters will yield less-than-ideal outcomes 
if the hyperparameters are not appropriately tweaked to 
optimize the loss function [12]. This implies that our model 
has further problems. When building a model from a particular 
dataset, hyper-tuning identifies the potential optimal sets of 
hyperparameters. A single training task executes several trials 
for hyperparameter tweaking. The task of hyperparameter 
tweaking involves meta-optimization [27]. The 
hyperparameter tuner produces the hyperparameter setting, 
those results in the best-performing model after assessing 
various hyperparameter settings. By employing the algorithm 
and the defined limits of hyperparameters, hyperparameter 
tuning runs multiple training sessions on your dataset to 
determine which model version is the best. 

A. Hyper Parameter Tuning 

The accuracy of models for machine learning can be 
significantly increased by using hyperparameter adjustment. 

Hyperparameter tuning is identifying a collection of 
appropriate hyperparameter variables for a prediction model 
and applying this adjusted algorithm to any piece of data. The 
model's efficiency is maximized by employing that collection 
of hyperparameters, which minimizes a preset loss function 
and produces better results with fewer errors. To use an 
Exhaustive Grid Search in Scikit Learn is a well-known and 
conventional method for hyperparameter tweaking [13]. Every 
permutation of each collection of hyperparameters is tested 
using this procedure. This approach allows us to locate the 
ideal set of values within the variable search space. Since this 
approach must test every permutation in the grid size, it 
typically consumes more computer resources and requires a 
long time to run. Multiplication of all the variables will 
determine the size of the parameter grid. Each time a random 
collection of hyperparameters is tested, the model's 
performance is recorded. After multiple repetitions, it returns 
to the mixture with the most significant outcome. 

B. Types of Hyper Tuning 

Irrespective of the type of machine and deep learning 
models, these tuning algorithms help achieve the minimum 
error rate with minimum learning rate. 

1) Grid search: Grid search optimization takes much time 

to compute every possible combination of estimators. Suppose 

we have two parameters for designing the ANN in which 

parameter-1 can be estimated in X ways, and parameter-2 can 

be estimated in Y ways. The system needs X into Y ways to 

apply grid search for this type of neural network. So this can 

be claimed as an exhaustive search. 

2) Random search: Random search only checks some 

possible estimated values [14]. It randomly selects a few 

values from each parameter, so this will reduce the number of 

ways than grid search since random search doesn't cover all 

possible combinations. So this tuning process only guarantees 

the best values. 

3) Successive halving: The S.H.A. (Successive Halving 

Algorithm) algorithm can optimize hyperparameters and solve 

multi-armed bandits challenges. The algorithm's primary goal 

is to correctly determine the best arm within a strict budget, a 

constrained time or resource [15]. The algorithm consistently 

evaluates each arrangement. The weakest performers are 

removed at the conclusion of each round. The procedure 

repeats itself until only one configuration is left, with the 

remaining configurations being examined twice as much as in 
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the previous round. S.H.A. is effective because it uses 

minimal resources and eliminates data at each level. 

Whether or not to look for several configurations in S.H. is 
still being determined. Some desirable configurations that may 
initially converge slowly will be eliminated early if n is large. 
This makes identifying the best allocation approach in the 
indefinite time frame possible. S.H. requires dynamic 
updating. Before using the S.H. technique, the hyper-
parameters must be manually set. Due to its iterative nature, 
Successive Halving works well enough on huge datasets. The 
wide range of cross-validation folds could also be used as the 
budget for successive Halving. A sufficient budget can 
prevent good configurations from being terminated too soon. 
In contrast, an excessive budget can cause subpar 
configurations to continue for an extended period and waste 
resources. 

4) Bayesian optimization: When deciding which set of 

hyperparameters to examine next, Bayesian optimization takes 

into consideration previous assessments. It allows itself to 

concentrate on those regions of the dimensional space that it 

considers will provide the most hopeful validation scores by 

selecting its value, also known intelligently. This method often 

needs fewer iterations to reach the ideal set of hyperparameter 

values [16]. Most significantly, it ignores those regions of the 

dimensional space that it thinks won't contribute anything. As 

a result, only settings predicted to produce a better validation 

score are sent through for evaluation, reducing the number of 

repetitions a model must be trained for validation. It is 

especially helpful when these assessments are at high costs, 

when derivatives are absent, or the matter in question is non-

convex. 

The paper is divided into five sections; the introduction 
discusses the need and types of hyper optimization techniques. 
The literature survey section discusses the merits and demerits 
of the existing approaches. The proposed methodology 
discusses the customization of the neural network layers with 
the help of enhanced Bayesian optimization. The results and 
discussion section elaborates on the metrics obtained by the 
proposed and compares them with the existing ones. The 
conclusion section discusses the proof of validity by 
measuring loss and accuracy. 

II. LITERATURE SURVEY 

In [1], MehwishDildar et al. offered a thorough analysis of 
deep learning methods for early skin cancer detection. The 
paper concentrated on traditional methods for skin cancer 
diagnosis, such as ANN, K.N.N., CNN, and GAN. The writers 
created multiple stages of selection standards. This work aims 
to evaluate existing models and develop the best N.N. 
technique for skin cancer detection. The data was filtered 
using an automated search engine that was developed. Neural 
networks have been taught to categorize photos and 
differentiate between photographs of various skin disorders. 

Additionally compared were SVM, B.P.N., and three-layer 
N.N. Due to a shortage of different data, artificial neural 
networks are trained for skin lesions using tiny data sets. 

According to the authors, the auto-organization approach, 
which is still under investigation, may enhance image 
processing accuracy in the future, particularly in the medical 
industry. 

In [2], Mariam Nawaz et al. developed a deep learning-
based segmentation solution that is completely automated. The 
model uses fuzzy K-means clustering and region-based 
convolutional neural networks (RCNN). The model applies 
RCNN using preprocessed data. Using precise localization, 
faster RCNN could detect skin lesions with accuracy and 
precision. Various than melanoma, the approach can be 
applied to other skin conditions. F.K.M. clustering separates 
the impacted portion of photos from the discovered results. A 
deep learning framework is faster than RCNN. Faster RCNN 
relies on the input generic object suggestions, which employ 
hand-coded models like Edge Box, Selective search, etc. 
Three datasets are used to apply the model. The proposed 
model has a chance of being overfitted. This model requires 
less computing. The F.K.M. model is useful in resolving to 
overfit. 

In [3], Ulzii-OrshikhDorj et al. concentrated on classifying 
skin cancer using deep CNN and ECOC SVM. The feature 
extraction method makes use of trained AlexNet. ECOC SVM 
is employed for classification, along with three fully linked 
layers. Some photographs in the collection are clear, but 
others are not because they were pulled from the internet. The 
work can be expanded by adding the ABCD rule—
asymmetry, border, colour, and diameter—for each cancer 
report. There are four different types of cancer in total. To cut 
down on noise, the photos are cropped. The pooling layer 
reduced the size of the input neuron in the CNN. The model's 
primary goal is quick categorization. Using a deep CNN 
model, using RGB images allows for detecting actinic 
keratoses, basal cell carcinoma, melanoma, and squamous cell 
carcinoma [26]. 

In [4], Mohammad Ali Kadampur and Sulaiman Al Riyale 
combined and suggested a model-driven cloud architecture. 
This is used to build models that help in skin cancer prediction 
and is based on deep learning algorithms. The metric area 
beneath the curve for the deep learning algorithm was 99%. 
Despite the model's lack of programming components, the 
machine can deal with issues including slowness, accuracy, 
and a shortage of dermatologists. The suggested model can 
categorize cell pictures and spot skin cancer. The model is not 
integrated into the REST API. According to the article, there 
are now more design options for deep learning classifiers 
regarding general methods and looping patterns. The paper 
described the D.L.S. tool's features and showed how to build a 
deep learning model. 

In [5], Andre Esteva et al. used a single CNN-trained end-
to-end using images with simple pixels and illness labels as 
input to demonstrate classification. A computer technique is 
created that could help doctors and patients keep track of skin 
blemishes and spot cancer early. Dermatology is built to be 
automated. No handcrafted components are necessary for the 
system. By putting the model to the test, the biopsy-proven 
images are verified. The writers designed the CNN to mimic 
dermatologists' performance. By putting the biopsy photos to 
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the test, the model is verified. The authors explored the 
internal properties that CNN learned using T-SNE. Mobiles 
can be used to deploy this strategy. Several virtual 
circumstances can be classified using this method, provided 
there are enough training instances. Saliency maps are created 
to see the pixels a network focuses on for prediction. 

In [6], Ravi Manne et al. summarised numerous studies on 
utilizing CNNs to categorize skin lesions. CNN has 
demonstrated incredible image processing power. The 
research covered a wide range of adversarial approaches in 
clinical contexts, including colour balance adjustments and 
input image rotation and translation that can result in incorrect 
categorization. The authors also noted the variables 
influencing the findings. Instead of using all the positive data, 
which would skew the system and produce only good 
outcomes, the factors are mentioned as vulnerabilities to 
adversarial assaults. The inks (blue) in dermoscopic images 
also hurt CNN classification, suggesting that the model may 
give accurate results if negative input is included. The authors 
discovered that improperly categorized photos might produce 
inaccurate results. 

In [7], Khalid M. Hosny et al. introduced a system that 
automatically classifies skin marks. A deep learning network 
which is pre-trained serves as the model. AlexNet is trained 
via data segmentation and fine-tuning. In the system to train 
and evaluate the suggested model, the ph2 dataset is used. The 
deep convolutional neural network (DCNN) model divides the 
three forms of skin cancer visible in colour photographs. Any 
image can be processed and used in the proposed method. 
Since it is unnecessary, there is no preprocessing. A softmax 
layer has taken the place of the categorization on layer. The 
model eliminates the requirement for photographs with labels. 
To create a deep neural network, labelled images are 
necessary. The size of the convolution layer is decreased using 
the pooling layer. The weights have been refined using 
backpropagation to include additional weights for categorizing 
skin lesions. Based on dataset photos, the weights are changed 
using S.G.D. Stochastic Gradient Descent. 

In [8], JinenDaghrir et al. introduced a hybrid technique to 
diagnose melanoma skin cancer. The model examines any 
suspect lesions. Three distinct approaches are included in the 
model. Using a set of features including borders, texture, 
color, etc, a convolutional neural network and two 
conventional machine learning classifiers are developed. The 
ABCDE signals are used in the model as melanoma markers. 
Based on five features, this trait can distinguish benign skin 
lesion that develops into malignant melanoma. Using colour 
enhancement on the RGB's blue component, DoG Filtering is 
used to detect hair. The 124 x 124-pixel pictures that the CNN 
architecture that is being suggested uses [24]. The CNN 
contains nine layers, including three convolutional layers with 
ReLU activation and three with maximum spatial pooling. 
Strange skin lesions need to be researched. To achieve better 
results, adopting semi-supervised learning should be the main 
focus. 

In [9], Vidya M & Dr Maya V Karki suggested an 
approach that employs the ABCD rule for feature extraction. 
To extract features for the early diagnosis of skin lesions, 

GLCM and H.O.G. are utilized. The preprocessing enhances 
the clarity and quality of skin lesions while lowering artefacts 
such as hair, skin color, etc. Using Geodesic Active Contour, 
which separates each instructional section, segmentation was 
carried out. For extracting attributes, including symmetry, 
border, color, and diameter, the ABCD scoring system is 
employed. The retrieved characteristics are sent straight to the 
classifiers. A clear skin lesion site can be obtained using 
dermoscopy, improving visual impact. The obtained accuracy 
is 97.32%. G.A.C. detects the largest changes to the entire 
skin lesion, typically produced around its edges. RGB images 
are transformed into grayscale and put through a median filter 
to reduce the noise. On the same, neural networks may be 
used. 

TABLE I. MERITS AND FUTURE SCOPE WORK ANALYSIS OF EXISTING 

SYSTEMS 

Author Algorithm Merits Demerits 

MehwishDildar S.L.R. 

Suggesting auto 

organization 

approaches. 

Need to implement 
automation in the 

model, focused 

only on NN-based 
models. 

Mariam Nawaz 
Faster 

RCNN 

FKM clustering is 

also used 
Chance to overfit 

Ulzii-
OrshikhDorj 

CNN and 

ECOC 

SVM 

The noise was 
removed, and RGB 

images improved 

the properties of the 
image. 

Can add ABCD 

rule and implement 
to get better 

results. 

Mohammad Ali 

Kadampur 

Deep 

learning 
and cloud. 

Used D.L.S. tools, 

can deal with 

Not implemented 

into an API 

Andre Esteva CNN 

Uses simple pixels 

and saliency maps 

are used. 

No required 

number of training 

records 

Ravi Manne ESLER 

Focussed on many 

issues like 

misclassification 
and dermoscopic 

images. 

Need to include the 

operating results of 
various models. 

Khalid M. 

Hosny 
DCNN 

Transfer learning, 
any mage can be 

preprocessed. 

The weights keep 

changing 

JinenDaghrir MCNN 

ReLU activation 

function, two ML 
classifiers. 

Should implement 

for semi-
supervised data. 

Vidya M 

Hybrid 

feature 
extraction 

Uses ABCDE signs, 

images conversion 
into grayscale 

Neural networks 

provide better 
results. 

Shunichi Jinnai FRCNN 

Robust, high 

classification 

accuracy 

It would help if 

you also used N.N. 

for generalization. 
The project should 

be implemented 

socially. 

In [10], Shunichi Jinnai et al. built a dataset by randomly 
choosing items and annotating them with bounding boxes. The 
model that is being suggested is a quicker, region-based CNN 
called FRCNN. By combining convolutional features from 
R.P.N. and Fast R CNN into a single network, FRCNN is the 
result—a classification system based on neural networks that 
use clinical images rather than dermoscopic ones. , 
Robustness, high classification accuracy, and speed were all 
displayed by the model. A momentum stochastic gradient 
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descent optimizer is utilized, with the VGG-16 as a 
foundation. To employ wearable technology in public, the 
network must be socially implemented. The skin cancer 
prognosis should be used to lower treatment expenses. 
Reduced patient wait times and unneeded visits are desirable 
[25]. It is important to test the neural network's generalization 
using images thoroughly. The overall analysis of the existing 
approaches is presented in Table I. 

III. RESEARCH GAPS IDENTIFIED 

1) Unsupervised models to solve the non-linear data have 

increased the dimensionality of the space. 

2) Traditional neural networks make the model learn more 

number of generalized features rather than specific elements. 

3) Backpropagation in neural networks makes the model 

update the weights more randomly to get optimized results. 

IV. PROPOSED METHODOLOGY 

The proposed methodology contains 34 attributes in the 
dermatology dataset. Using machine learning approaches like 
decision trees or ensemble methodologies also takes many 
resources to build the tree for simple datasets. So the proposed 
model implemented customized neural networks instead of 
static neural networks. The components of the ANN, along 
with their estimators, are presented below in Table II. 

A. Input Layer and its Estimators 

In general, the input, without performing any 
transformations, passes the raw information obtained from the 
input vector to the hidden layers. It multiplies every value of 
the feature with random weights and then implements the 
activation function. 

TABLE II. COMPONENT DESCRIPTION OF NEURAL NETWORK 

Components Remarks Estimators Description 

Input Layer 
The input layer, along with the input shape, 
contains activation and several neurons which can 

be customized. 

Number of 

neurons 

Any integer value. Generally, it is equal to the number of features in 

the dataset. 

Activation 
Functions 

Based on the differentiable properties of the neurons, they are 
classified into 10 

Hidden Layer 
Depending on the activation function applied and 
other metrics, it transforms the input into the 

desired result using the dot product. 

Kernel Size 

This helps the CNN to process the imaging unit by unit because, 

without this, the system has to process n*n*3 at a time. Generally, the 

system works efficiently with an odd number of filters. 

Padding 

The system needs to add some bits in terms of padding values to 

provide accurate results. In general, two types of paddings are 

available. 

Stride 
It defines the step size, representing the number of pixels to ignore. In 
general, it will be any n value. 

Activation 
Based on the differentiable properties of the neurons, they are 

classified into 10 

Pooling Layer 

The neural network size is reduced using the strides 

and pool size. There are three types of pooling 

mechanisms. 

Pool size It's a two-dimensional filter that maps the features. 

Stride 
It defines the step size, representing the number of pixels to ignore. In 

general, it will be any n value. 

Output Layer 
Generally, it is a fully connected layer that 
produces the desired output based on several 

neurons and activation functions. 

Number of 

neurons 
It depends on the type of classification that the application needs. 

Activation 
Function 

Only 3 possibilities exist for the output layer. Linear, sigmoid and 
softmax 

Optimizer 
The updation of neuron weights from one layer to 

another is performed using optimizers. 
 There are 6 types of optimizers available 

Loss Function 
It defines the model's standard by computing the 

difference between the actual and predicted values. 
 

In general, there are 9 types of loss functions available. Since the 
proposed dataset is a multi-classification problem, it uses only 3 types 

of loss functions. 

TABLE III. IMPLEMENTED ACTIVATION FUNCTIONS FOR INPUT AND HIDDEN LAYERS 

S.No 
Activation 

Function 
Description Merits 

1 Elu 
It uses the natural gradients to activate the positive values. 

It suddenly jumps the mean values [18] 
It is low computation, and most values are zero centred 

2 Selu 
This will always scale the values in such a way that the 

mean should be zero and the variance should be one 
In every iteration, it internally performs the normalization 

3 Relu These output values will never enter into saturation point The computations are faster 

4 Leaky Relu 
The model uses simple linear components and adjusts in 
values in terms of smaller decimal places 

It solves the problem of dying Relu 

5 Sigmoid 
It transforms all the input values between 0 to 1 and 

produces S- a shape curve 
It is easy to differentiate, and prediction values are clear 

6 Softplus It is a derivative of the sigmoid and tanh combination It always generates smooth curves between -1 to +1 

7 Softsign It transforms the linear values into non-linear values It is efficient in solving the regression problems 

8 Tanh 
It is very effective when dealing with negative values and 

values closer to zero. 
When the gradient values are small, then tanh improves the performance. 
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1) Activation function: The activation function is a non-

linear change we apply to input before passing it onto the next 

neuronal layer or finishing it as output [17]. The network can 

use crucial information and ignore unnecessary data points 

using activation functions. An activation function takes the 

values produced by one network level and changes them in a 

certain way to transfer them to another layer or range of 

values. The proposed model implements one input layer and 

three hidden layers. For all these layers, the model passes all 

the activation functions that suit the dataset as a list of 

arguments and choose the highest probability as the best 

parameter. Table III presents the list of activation functions 

implemented in the proposed model. 

B. Hidden Layers and its Estimators 

The proposed model implements all the hidden layers as 
fully connected layers. The basic principle for any neural 
network is "the network in which all the hidden layers with the 
same amount of neurons will have more success rate"[20]. So 
the proposed model implemented all the hidden layers with 
the same number of neurons. The hidden layers solve the 
complex problems by constructing the feature map vector that 
computes the correlation between each input feature and 
output class label. In the proposed model, after each hidden 
layer, it implements an integrated layer that normalizes and 
drops out the threshold values that are less than the alpha cut. 
Choosing several hidden layers plays a major role in 
constructing a neural network. Traditional researchers 
mentioned that the number of layers should be less than the 
number of neurons, and also it should be tested from a cross-
validation test. Hidden layers are famous for automatic 
dimensionality reduction, i.e., the number of neurons should 
be less than the original dimensionality. The below section 
defines the process of customization. 

1) Customization of neurons count: The neuron is 

triggered if the input to an activation function exceeds a 

threshold; otherwise, it is deactivated. In extremely unusual 

circumstances, bias will only have one input layer, with the 

number of input layer neurons equivalent to the number of 

features in the data [19]. Bias may rarely have just one input 

layer, with the number of neurons in the input layer equaling 

the number of features in the data. At the same time, using the 

model as a classifier or regressor affects the number of 

neurons in the output. If the algorithm is a regressor, then the 

output layer will only include one neuron; however, if the 

system is a classifier, it may contain one or more neurons, 

depending on the model's classification label. . As a result, the 

goal variable affects the count of neurons present in the output 

layer. The amount of training data, the anomalies, the 

complexity of data that must be learned from, and the kind of 

activation functions employed all impact the rate of neurons 

and layers needed for the hidden layer. Equation 1 presents the 

computation of the number of optimistic neurons in any layer 

of the neural network 

               
                            

                                            
 

- (1) 

Fig. 1 denotes integrating hidden layers with drop-out 
layers to get the normalized values from each layer. 

C. Output Layer and its Estimators 

The number of neurons in the output layer equals the 
number of class labels available in the dataset. Since the 
proposed model uses a multi-classification dataset, the last 
layer of a fully connected pattern uses the softmax activation 
function. It calculates the relative possibilities for all 6 classes 
and uses an exponential function to normalize the data [21]. 
This normalization makes the model such that the total 6 class 
probabilities are summated to 1. But the proposed model uses 
the softer version of softmax so that all the prediction class 
label is 1 and other class labels are 0. 

D. Optimizers 

An optimizer is a technique or procedure to modify the 
different parameters that can more efficiently reduce the loss 
[22]. Different types of optimizers are presented in Fig. 2. 

 

Fig. 1. Integrated architecture of hidden layers. 
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Fig. 2. Classification of optimizers. 

1) Gradient Descent (G.D.): Calculus is used by the G.D. 

optimization method to modify the parameters and 

consistently find the local minimum. This strategy is also used 

in neural network backpropagation, where the revised 

parameters are distributed across the various layers based on 

when the minimal loss is attained. 

2) Stochastic gradient descent: Every iteration involves 

updating the model's parameters. It entails testing the loss 

function and updating the model after each training sample. 

Thanks to the stochastic gradient, you can pick the data 

batches at random. It implies you only have to sample a small 

part of the dataset. 

3) Mini-batch gradient descent: Only a bit of the dataset 

is used in the Mini-Batch Gradient Descent to generate the 

loss function. As a result, all of the datasets need not be 

analyzed in memory thanks to batching. 

4) Momentum-based gradient descent: The gradient 

descent optimization procedure can ride across flat regions of 

the search space and overcome the oscillations of noisy 

gradients by adding momentum. This enables the search to 

acquire inertia within the search space in a specific direction. 

5) Nesterov Accelerated Gradient (N.A.G.): The strategy 

used in this case was to first update the parameters with the 

history component before calculating the derivative, which 

can move the parameters ahead or backwards. This approach, 

called the look-ahead technique, is more efficient since it can 

result in fewer oscillations and more time being saved if the 

curve moves slowly as it approaches the minima. 

6) Adagrad: The Adagrad optimizer attempts to provide 

this adaptability by slowing down the training rate according 

to the modified history of the gradients. The learning rate does 

not require manual tweaking. 

7) RMSProp: RPPROP discretely modifies the step size 

for each weight using the gradient sign. This approach 

expedites the optimization method by reducing the total of 

function estimations to find the local minima. 

8) Adam: Rather than stochastic gradient descent, an 

alternative optimization approach called Adam can be 

employed to develop deep learning models. Adam creates an 

optimization approach that can manage sparse fluctuations in 

noisy conditions by combining the best elements of both the 

RMSGrad and AdaProp algorithms. 

E. Loss Functions 

The parameter that defines how far the algorithm's current 
output deviates from the desired output is called the ―loss 
function‖ [23]. This method is used to judge how well an 
algorithm matches the data. The parameters that the model 
learns are established by minimizing a certain loss function, 
and the loss functions provide a goal against which the 
model's performance is measured loss functions based on 
cross-entropy - The distinction between two probabilistic is 
quantified by cross-entropy. The difference between the 
probability distribution produced by the activity that produced 
the data and the distribution that the process model is 
calculated. The binary cross-entropy is well suited to 
obtaining one of two outcomes in binary classification 
scenarios. Multiclass classification uses categorical cross-
entropy. In regression circumstances, the model expectation 
and choices related are real-number values and mean squared 
error is used. Since the proposed model is a multi-
classification problem with six discrete class labels, it 
implemented "sparse_categorical_crossentropy", whose 
mathematical representation is presented in equation x. since 
the loss function computes the difference between true and 
predicted labels let us consider true class labels as       and 
predicted as          

      (              )  

   
 

 
 ∑        

    (         
)       

         
         

         
  (2) 

The proposed model considers three estimators as static 
and assumes all these estimators with the best values. The 
remaining component estimators are dynamic and are chosen 
by the optimizer values of the hyper-tuning process. The 
architecture of the proposed model is presented in Fig. 3. 

 

Fig. 3. Workflow of the proposed model. 

V. RESULTS AND DISCUSSION 

Table IV denotes the best parameters for every estimator 
of the component that suits the given dataset for the detection 
of skin cancer. The proposed model assumes few initial 
configurations, like it is a designed neural network with three 
hidden layers, the last dense layer uses softmax function 
because of the multi-classification, and it implements sparse 
categorical loss function to evaluate the model. 
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Fig. 4 denotes the sample screenshot of epochs which have 
designed the neural network using the best parameters. The 
training epochs also display the loss and accuracy of training 
data along with validation loss accuracy. Loss values in almost 
all iterations are equal to zero for training. So the proposed 
system is efficient. 

Fig. 5 represents the accuracy analysis of existing models 
with the proposed one to prove state of the art. On X-axis, it 
denotes the models implemented by the different researchers 
for identifying skin cancer the Y-axis denotes the percentage 
accuracies. DCNN has achieved 98% among the existing 
models. It is the highest accuracy. So when compared to 
DCNN, the proposed model has achieved +1.65% more. 

TABLE IV. BEST ESTIMATORS OF SKIN CANCER DETECTION 

S. No. Estimator Name Estimator Value 

1 Number of neurons in the input layer 47 

2 Number of neurons in hidden layer-1 4 

3 Number of neurons in hidden layer-2 22 

4 Number of neurons in hidden layer-3 24 

5 Activation Function for input & hidden layers Selu 

6 Learning Rate 0.46 

7 Normalization Rate 0.57 

8 Drop Out Rate 0.28 

9 Optimizer Adadelta 

10 Batch_size 365 

11 Number of epochs 92 

 
Fig. 4. A sample screen shot epochs with best parameters selected. 

 
Fig. 5. Evaluation of proposed compared with existing. 
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Fig. 6. 1st Best parameters found at 23rd iteration. 

Fig. 6 represents the iterations performed by the modified 
Bayesian optimization, in which it sets the iterations to 25 and 
folds to 2. Out of the 50 iterations, it has achieved its first best 
values at the 23

rd
 iteration and processes the data until it 

completes all the data processing units. The target is the 
objective function based on which iteration is best or normal. 
The higher the target higher the chances of maximization. 

Fig. 7 projects the accuracy obtained with the customized 
ANN by performing 10-fold cross-validation to prove state of 

the art. The model designs different layers with different 
activation functions but with a standard number of neurons. 
Every layer is designed with popular activation functions, but 
most of the folds got 100% accuracy, representing overfitting. 
Finally, the average score for the entire iteration with 10 
cross-fold validation is "98.6%", less than the proposed 
model. 

 

Fig. 7. Average accuracy score of cross-validation in customized ANN. 
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Fig. 8. Metrics evaluation on neural networks algorithms. 

Fig. 8 presents the metrics comparison for the three 
different types of ANN algorithms. Among them optimized 
ANN has got highest accuracy and recall. X-axis denotes 
metrics and Y-axis denotes the measurement of metrics. 

VI. CONCLUSION 

Identifying Erythemato-Squamous disease using the deep 
learning approach increases the efficiency of the automation 
system. The proposed model helps the doctors diagnose the 
disease with this automation system and predicts the disease at 
the early stage. Disease identification using the machine 
learning system has high misclassification and error rates. So 
few researchers used standard ANNs to train the model with 
much data and more epochs. But these models are not 
appropriate because different datasets need different 
estimators. The proposed model uses optimization techniques 
to identify the best value for every possible estimator. The 
model uses a modified version of Bayesian optimization and 
finds the best values for 11 estimators. The model assumes 
fixed values like loss functions, number of layers, and number 
of epochs. Existing optimization techniques need more 
iterations and memory space. The system to reduce the 
iterations modifies the Bayesian optimization by comparing 
the previous iterations and stores only the best values. The 
model highlights the best values and runs the model till it gets 
saturation values. Using this model, it has achieved 99.65%. 
In future work, the model extends the hyper-tuning process by 
defining a search space, where it can find the parameters 
depending on the similarity between the attributes and limiting 
the search space helps the model acquire the learning faster. 
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Abstract—The idea of noisy states can be derived through a 

quantum relative entropy over a given time period and construct 

the average value of   at time based on the system variables. A 

random Hermitian matrix is used to represent the quantum 

system observables with BATH states. The Hudson-Parthasarathy 

(HP equation) context for stochastic processes allows us to 

simulate quantum relative entropy using quantum Brownian 

motion. The Sudarshan-Lindblad's density evolution matrix 

equation was already derivable in generalized form in my 

previous work.  This paper's goal is to illustrate how the HP 

equation may be used to estimate the density matrix for noise in a 

perturbed quantum system of a stochastic process. The last stage 

involves using MATLAB to estimate and simulate a random 

density matrix and measure the quantum average           at 

various times. These formulas would be helpful in determining 

how sensitive the evolving/evolved states are to changes in the 

Hamiltonian of the noise operators in a sensitivity/robustness 

study of quantum systems. 
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I. INTRODUCTION 

The origin of Quantum mechanics in 1925, has been 
expressed to solve many problems and conceived as a 
generalization of classical mechanics with an added quantum 
indeterminism [1]. A number of open problems in quantum 
information theory revolve around whether certain quantities 
are additive or not. The oldest one was the Holevo capacity 
method. According to this conjecture, entangled signal states 
do not improve quantum channel capacity. A second additivity 
conjecture concerns the minimum entropy of the quantum 
channel's output [2-4]. As a result, the linear Hilbert space 
structure is given priority while the probabilistic structure is 
added almost as an afterthought. It has the unfortunate 
consequence that in the standard approach to Quantum 
Mechanics, the dynamical and probabilistic aspects of quantum 
theory are not quite compatible. There are two distinct modes 
of wave function evolution: the linear Schrödinger evolution 
and the probabilistic wave function collapse [5]. 

A brief but interesting discussion is given on the 
computation of atomic transition probabilities when the atom 
interacts with an electromagnetic field. We then calculate using 
this expression of the atomic state, the average value of an 
observable on the quantum system as a function of time in 
terms of the information bearing sequence and use these 
formulae to derive estimates of the information sequence from 
a continuous measurement of the observable average [6-9]. 

After this, we obtain a more accurate description of the 
measurement and estimation process. When the quantum 
system is in a pure or mixed state, the measurement of an 
observable causes the state of the system to collapse to one 
whose range is contained in the orthogonal eigen-projection of 
the observable associated with the eigenvalue of X that has 
been observed as the outcome. After such a measurement at 
time t1, the system again evolves from the collapsed state 
under the same Hamiltonian upto time t2 > t1when once again 
the same observable is measured. Again the state of the system 
collapses to a state decided by the corresponding eigen-
projection and the system evolves from this collapsed state. If 
P is the eigen-projection and ρ is the state just prior to the 
measurement, then the probability of observing the 
corresponding outcome is Tr ρP . In this way, we are able to 
compute the joint probability of measuring a subset (possibly 
repeated) of eigenvalues of the observable at a finite set of 
times t1, . . . , tN, with each time the measurement being made, 
the system collapsing to a state corresponding to the associated 
eigen-projection [9-13]. Using quantum measurement models, 
we examine what kind of measurements can be made on 
quantum systems, as well as how to determine the probability 
that a measurement will yield a certain result. In order to find 
out the effective measurement of quantum states, that 
technique is very important because there should be a 
minimum uncertainty of the state with sensitivity to their 
environment. 

One way to describe the output of a single mode, stabilized 
laser is as a coherent state. An analogy between quantum-
mechanical and classical particles oscillating in a harmonic 
potential is coherent states [5], [7], [11] [24]. Coherent state are 
eigenstates of the annihilation operator. Coherent states are 
eigenstates of the annihilation operators’ fields. In quantum 
field theory, creation and annihilation operators’ fields are used 
to correlative the electromagnetic four potential vector field. 
Thus in a coherent state, one part of the electromagnetic field 
has defined amplitude and phase. The state 

|n1, n2, . . . , nN >correspond to nj photons or the jth type being 

present in the bath. Thus |n1, n2, . . . , nN >is an eigenstates of 

the number operators ak
†ak with eigenvalue nk  [8], [10], [19-

23]. 

A bit flip is the only possible error in classical computing 
while bits are being transferred. Since any rotation or phase 
shift in Hilbert space represents an error, there are an endless 
number of distinct faults that could happen for a single qubit in 
the quantum scenario. During the measurement, a compatible 
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subspace is projected from the quantum state. When the error is 
measured, it is brought down to a level that is reasonable for 
the measurement. In comparison to quantum noise, classical 
noise has fewer degrees of freedom, making it commutative 
unitary quantum noise. Classical noise can be created as a 
particular instance of quantum noise by taking into account the 
approximate states of both. The novelties of this approach are; 

  The time-dependent creation, annihilation, and 
conservation are introduced in the unique method for 
quantum stochastic calculus developed by Hudson and 
Parthasarathy (HP), which satisfies the quantum Ito 
calculus formula for the product of time differentials of 
these processes. 

  It is demonstrated that the quantum Ito formula of HP 
naturally evolves into a spectral commutative version of 
the classical Ito formula for Brownian motion and the 
Poisson process.  

  The Boson Fock space, which is a family of non-
commuting operators that specialize to Brownian 
motion when the state is selected appropriately [12–15], 
is shown to provide the basis for creating fundamental 
quantum noise processes in this paper [10–11]. 

  The linear stochastic model is generalized by HP 
equations.  

  The Schrödinger equation defines a system's unitary 
evolution when it is coupled to a noisy environment. 
Because particles can move from the system into the 
bath and from the bath back into the system, total 
probability is conserved, which explains why system 
tensors with BATH exhibit joint unitary evolution [25–
29].  

  In the HP theory, quantum noise is just a family of non-
random operators in Fock Space. When we examine the 
stochastic linear operator in particular states, 
randomness appears in all situations. The quantum 
theory naturally incorporates randomness [14–19]. The 
classical Ito table is generalized by the quantum Ito 
tables. 

As a result, our main contribution to this study is that 
infinite-dimensional systems, such as the HP equation, must be 
truncated in order to achieve a finite-dimensional 
approximation, which can then be easily reduced utilizing 
MATLB through discrimination approaches. We have 
determined how quickly the respective entropies of the two 
quantum systems change. Based on their geometric measure of 
entanglement, some mixed states should allow for the 
analytical calculation of the rate of change of quantum relative 
Von Neumann entropy. The principle can be regarded of as a 
generalization of both the maximum entropy principle and the 
minimal entropy production principle, both of which are 
frequently employed in non-equilibrium thermodynamics. This 
justifies the employment of the principle in the context of 
optimum learning systems [30-34]. With the use of the 
symmetric tensor product of a specific Hilbert space, we create 
the Boson Fock space, which can explain any number of 
bosons. The Boson Fock space serves as the foundation for 

creating fundamental quantum noise processes, such as the 
noncommuting family of operators that, given the right state 
selection, specialize to Brownian motion and Poisson 
processes. A tensor product connects the system Hilbert space 
to the Boson Fock space, also known as the noise Bath space. 
Then, we construct the creation, annihilation, and conservation 
operator fields in the Boson Fock space in accordance with 
R.L. Hudson and K.R. Parthasarathy's wonderful methodology. 

The rest of this paper is written as follows: In Section II, 
Observable of Quantum Systems using mathematical 
representations is described. In Section III, the mathematical 
model of quantum relative entropy for the evolution of two 
quantum systems is described. In Section IV, the NSER (noise-
to-signal energy ratio) to validate the performance criterion is 
computed. Concluding thoughts are discussed in Section V. 

II. OBSERVABLE OF QUANTUM SYSTEMS 

A finite level of a quantum system {A, B} and each system 
can be described by a finite dimension of Hilbert space 

{HA, HB}. An element of Hilbert space H is an n × n 
Hermitian matrix with complex entries, called ket vector 
|u >and if the same function is linear of the Hilbert space then 
it is bra vector< 𝑣|. The density matrix of a quantum 
mechanical system is used to compute the mean value of 
observables. An operator on a Hilbert space with unit trace that 
is positive semidefinite is called a density operator ρ. In order 
for an operator to be considered positive semi definite, it must 
be Hermitian and have no negative (necessarily real) 
eigenvalues [5], [22]. Let ρ is a density matrix of a quantum 
system and X, Y two observable on the same Hilbert space. 
Assume that, Tr ρX = Tr ρY = 0. Note that Tr ρ[X, Y]  is a 
purely imaginary complex number. A system observable is 
changed into a system plus noise variable after a finite amount 
of time by this unitary evolution, which operates on the tensor 
product of the system and noise Hilbert space. Based on 
observations made up to time t, an estimate of this noisy 
observable at each time t is required. In order to do this, the 
measurement process must, however, satisfy the non-
demolition property, which requires that the measurement Von 
Neumann algebra is Abelian and that the measurement at time 
s commutes with the state at time t for time t≥s. 

Suppose the observable X evolves in time as  X t =
eitH. X. e−itH, t ≥ 0. Then, X(t) satisfies the Heisenberg 
equation of motion for observables: 

dX t 

dt
= i[H, X t ].  

Let ρ be a density matrix on the same Hilbert space then 
Tr ρ t X = Tr ρX t  . For all observables X, then ρ t =
e−itH. ρ. eitH and deduce that, 

dρ t 

dt
= i[H, ρ t ]. 

Therefore, these results can be interpreted in terms of 
Schrödinger's wave mechanics and Heisenberg's matrix 
mechanics. Let ρA and ρB be two destiny matrices on ℂ⬚d 
(both are positive define with trace one). So, to determine a 
unitary matrix U such that ∥ ρB − UρAU

∗ ∥ is a minimum, 
where ∥. ∥ denotes Frobenius Norm [23]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

650 | P a g e  

www.ijacsa.thesai.org 

Let U be the optimal unitary matrix. Then for any 
Hermitian matrix H must have, 

d

dt
∥ ρB − UeitHρAe−itHU∗ ∥t=0

2 = 0 

This gives, 

Tr  ρB − UρAU
∗ U[H, ρA]U

∗ = 0 

or equivalently, 

Tr  U
∗ρBU − ρA [H, ρA] = 0 

or 

Tr [ρA, U
∗ρBU]H = 0 

For all Hermitian matrices H. It follows that U must satisfy 
[ρA, U

∗ρBU] = 0 or [U∗ρAU, ρB] = 0. By performing an 
average over the bath noise variables at each time, we are able 
to describe how system observables evolve when they are 
corrupted by bath noise in a way that ensures the system 
observable always remains a system observable. 

III. MATHEMATICAL MODEL OF QUANTUM RELATIVE 

ENTROPY 

A quantum relative entropy is evolving in between two 
quantum systems ρA t  and ρB t  are density matrices 
satisfying the Sudarshan- Lindblad equation [33]: 

ρA
′  t = −ι[HA, ρA t ] −

1

2
θ1 ρA t ) 

ρB
′  t = −ι[HB, ρB t ] −

1

2
θ2 ρB t   

Where,θ1 X = ∑
k=1

p

 Lk
∗ LkX + XLk

∗ Lk − 2LkXLk
∗   

θ2 X = ∑
k=1

p

 Mk
∗MkX + XMk

∗Mk − 2Mk
∗Mk  

Assume H2 − H1 and Mk − Lk upto O ε , then calculate 
upto O ε2 . 

d

dt
Tr ρAlogρA = Tr 

dρA

dt
 + Tr ρA

d

dt
logρA  

so by ρA = eZ1 , ρB = eZ1, 

ρA
′ = eZ1

I − e−adZ1

adZ1

 Z1
′   

Thus, 

Z1
′ = ρA

−1 ∑
r=1

∞

cr adZ1 
r ρA

−1ρA
′   

Tr ρA

d

dt
logρA = Tr ρAZ1  

= ∑
r=1

∞

crTr ρA adlogρA 
r ρA

−1ρA
′    

(since Tr ρA
′  = 0),  so 

d

dt
Tr ρAlogρA = Tr[ρA

′ logρA] and,  

d

dt
Tr ρAlogρB = Tr ρA

′ logρB + T ρAZ2
′   

Z2 = logρB, then Z2
′ =

adZ2

1−e−adZ2
 ρA

−1ρB
′   

Tr ρAZ2
′  = Tr{ρA adZ2 ∑

m=0

∞

e−m.adZ2 ρB
−1ρB

′   } 

= ∑
m=0

∞

Tr ρB
mρAρ2

−m−1[Z2, ρB
′ ]  

so,    
d

dt
S ρA, ρB =

d

dt
Tr ρAlogρA − ρAlogρB  

= Tr ρA
′ logρA − Tr ρA

′ logρB − Tr ρAZ2
′   

 = Tr T1 ρA logρA  − Tr T1 ρA logρB  

+ ∑
m=0

∞

Tr ρB
mρAρB

−m−1[logρB, T2 ρB ]  

Where, Tk ρ = −ι[Hk, ρ] −
1

2
θk ρ , k = 1,2… 

Special case θ1 = θ2 = 0 (No noise). Then, in this case we 
find 

d

dt
S ρA, ρB = ιTr{ HA − HB [ρA, logρB]} 

When it comes to general terms ρ2 = ∑
α=1

p

pα|eα⟩⟨eα| is the 

spectral representation of ρBwith pα > 0,  ∀α. Then let 
X = [ρA, logρB], we get 

ρB
N[ρA, logρB]ρB

N = 

∑
α,β=1

p

 pα/pβ 
N|eα⟩⟨eβ|⟨eα|X|eβ| 

If we assume that pα > pα ⟹ ⟨eα|X|eβ⟩ = 0 then, 

lim
N→∞

ρB
N[ρA, logρB]ρB

−N
 

= ∑
α,β:pα=pβ

|eβ⟩⟨eα|X|eβ| = X
˜

 

and we then get 

d

dt
S ρA, ρB  

= ιTr{ HA − HB X} + ιTr{HBX
˜

} 

We note that 

X = [ρA t , logρB t ] ≡ X t  

= [U1 t ρA 0 U1
∗ t , U2 t logρB 0 U2

∗ t ] 

 = U1 t ρA 0 U1
∗ t U2 t logρB 0 U2

∗ t  

−U2 t logρB 0 U2
∗ t U1 t ρA 0 U1

∗ t  

Where, U1 t = exp −ιtHA , U2 t = exp −ιtHB   

Now assume, U1
∗ t U2 t →

t→∞
Ω, (scattering matrix) 
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Then, lim
t→∞

Tr  HA − HB X t   

=lim
t→∞

Tr{U2 ∗  t U2 HA − HB U1 t ρA 0 ΩlogρB 0  

Now, 

d

dt
U2

∗ t U1 t = −ιU2
∗ t  HA − HB U1 t  

Write, Ω = Ω ∞ = lim
t→∞

U1
∗ t U2 t ; 

Ω t = U1
∗ t U2 t . 

Then,   U2
∗ t  HA − HB U1 t = −ιΩ′ t , 

and we get,lim
t→∞

Tr  HA − HB X t   

= ιTr{Ω
′ ∞ ρA 0 Ω ∞ logρB 0 . 

If Ω′ ∞ = 0 then this vanishes and we get, 

lim
t→∞

d

dt
S ρA t , ρB t  = ιTr{HBX

˜

 ∞ } 

We've seen that 

d

dt
S ρA, ρB = ιTr{HA[ρA, logρB]

+ι lim
N→∞

Tr{HBρB
N[ρA, logρB]ρB

−N}

−ιTr{HB[ρA, logρB]}

 

Let, Ω t = U1
∗ t U2 t . 

Then, 

[ρA, logρB]

= U1 t ρA 0 U1
∗ t logρB 0 U2

∗ t 
 

= U1 t ρA 0 Ω t logρB 0 
U2

∗ t 
 

So, 

ιTr{ HA − HB [ρA t , logρB t ]} 

= ιTr{U2
∗ t  HA − HB U1 t ρA 0 Ω t logρB 0  

     

 = −Tr{Ω
∗′ t ρA 0 Ω t logρB 0 } 

and, 

Tr{HBρB t 
N[ρA t , logρB t ]ρB t 

−N} 

= Tr{HBU2 t ρB 0 
NU2

∗ t U1 t ρA 0 

U1
∗ t U2 t logρB 0 ρB 0 

−NU2
∗ t }

−Tr{HBU2 t ρB 0 
Nlog ρB 0  U2

∗ t 

U1 t ρA 0 U1 t UB t ρB 0 
−NU2

∗ t 

 

= Tr{HBρB 0 
NΩ t logρB 0 ρB

−N

−Tr{HBρB
NlogρB 0 Ω

∗ t ρA 0 Ω t ρB
−N}

 

Also note that 

Tr{U2
∗ t  HA − HB  

U1 t ρA 0 Ω t logρB 0 }  

= Tr{U2
∗ t U1 t HA 

−HBU2
∗ t U1 t ρA 0 Ω t logρB 0 }

 
= Tr{ Ω

∗ t HA

−HBΩ
∗ t  ρA 0 Ω t logρB 0 }

 

So, 

d

dt
S ρA t , ρB t  =

lim
N→∞

ι lim
N→∞

Tr{HBρB 0 
N[Ω∗ t ρA 0 Ω t logρB 0 ]ρB

−N 0 }

+ιTr{ Ω
∗ t HA − HBΩ

∗ t  ρA 0 Ω t logρB 0 }

 

Let, ρB 0 = ∑
α=0

r

pα o pα be the spectral distinct positions 

of ρB 0 . Thus {ρA 0 , . . , ρr 0 }are distinct, ∑
α
pα 0 Tr pα =

1, ∑
1

r

pα = I, PαPβ = Pαδαβ,  Pα
∗ = Pα. 

In this paper, the rate of change entropy of the two quantum 
systems is solved and the parameters of the Hamiltonians of 
the noise operators are determined, which will yield the exact 
value of the relative entropy of entanglement. 

Let us consider, 

ρA
′  t = −ι[HA, ρA t ] and 

ρB
′  t = −ι[HA, ρB t ] −

1

2
θ ρB t   

Where, 

θ X = L ∗ LX + XL ∗ L − 2LXL ∗ 

Then, 

d

dt
Tr ρAlogρA = 0 

d

dt
Tr ρAlogρB 

= Tr ρA
′ logρB + Tr ρAZ2

′  
 

Z2
′ =

adZ2

1 − e−adZ2
 ρB

−1ρB
′  

= adZ2 ∑
m=0

∞

e−m.adZ2 ρA
−1ρB

′  
 

= adZ2 ∑
m=0

∞

ρB
−m−1ρB

′ ρB
m  

So, 

Tr ρA, Z2
′  = ∑

m≥0
Tr ρAρB

−m−1[Z2, ρB
′ ]ρB

m  

= −ι ⬚

m≥0

Tr ρAρB
−m−1 Z2, [HB, ρB] ρB

m 

−
1

2
∑

m≥0
Tr ρAρB

−m−1[Z2, θ ρB ]ρB
m 
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d

dt
Tr ρAlogρB =

Tr ρA
′ logρB − ι ∑

m≥0
Tr ρAρB

−m−1[Z2, [HB, ρB]]ρB
m 

−
1

2
∑

m≥0
Tr ρAρB

−m−1[Z2, θ ρB ]ρB
m 

 

In conclusion, the change in relative entropy of the two 
quantum systems is given below; 

d

dt
S ρA, ρB =

d

dt
Tr ρAlogρA − ρAlogρB 

 

= Tr ρA
′ logρA − Tr ρA

′ logρB − Tr ρAZ2
′   

d

dt
S ρA, ρB = −Tr ρA

′ logρB  

+ι ∑
m≥0

Tr ρAρB
−m−1[Z2, [HB, ρB]]ρB

m  

+
1

2
∑

m≥0
Tr ρBρB

−m−1[Z2, θ ρB ]ρB
m  

Where, 

θ ρB = L ∗ LρB + ρBL ∗ L − 2LρBL ∗ 

In order to calculate in time, the initial signal of observable 
X, the noisy Schrödinger equation is simulated by using a large 
set of exponential vectors in the Boson-Fock space for noisy 
baths, and an orthogonal basis for the signal Hilbert space. 

IV. RESULTS AND DISCUSSIONS 

The observable with the ideal theta value is shown in this 
section, along with a graphic of the noise to signal energy ratio. 

A. The Expectation Value of an Observable of Two Quantum 

System 

This paper is used to determine the average value X, which 
is expressed by X = Tr ρX  of the state of a quantum-
mechanical system as described by its density operator ρ with 
Tr ρ =1. The definition of the observable X, which is a 2×2 
random Hermitian matrices, as well as the values of H0 and V, 
constitute the first step in the analysis. It computes this matrix's 
eigenvalues and accompanying eigenvectors. 

By comparing the expected value of an observable in a 
mixed state with the expected value of the observable in 
several mutually orthogonal pure states, one can obtain the 
expected value of the observable in the mixed state [12-15]. 
Our results are explaining the quantum average measure value 
to extra the information with effecting of the AWGN and 
stochastic noise and we will evaluate the performance of our 
algorithm in the presence of BATH states, that is, compute the 
noise to signal ratio of the given estimate of 𝛿𝜃, that is, 𝐸(||𝛿(𝜃) 
– 𝛿’(𝜃)||

2
). Using functional analysis and strict mathematics, it 

is possible to generate the quantum noise. In particular, we 
demonstrate how some important stochastic processes from 
classical probability theory, such as the Brownian motion and 
Poisson processes, can be viewed as special cases of quantum 
stochastic processes, which are a family of non-commuting 
observables in a particular type of Hilbert space called the 

Boson Fock space when observed in particular states. The 
randomly generated two Hamiltonian of the given system and 
find the Eigenvalues through MATLAB. 

Algorithm 1: An algorithm of the expectation value of 

an observable of two quantum system 

Data: observable X ≥ 0 

Result: X = Tr(ρX) 

Density operator = ρ; 

Tr(ρ) = 1; 

H0  ← Hermitian Operator; 

V ← Hermitian Operator; 

Taking the initial state ψ 

ψ0 = rand(3,1) + i * rand(3,1) 

For making norm = 1 of ψ 

φ ←   choose 

ψ0 = 
ψ0

norm ψ0 
         

sum ψ = zeros(2, 2, N) 

A1 ←  choose 

A2  ← choose 

P1  ←  choose 

P1  ←  choose 

I = 0 ← choose 

Q = (A1 ⊕ P1) + (P1 ⊕ A1) + (A2 ⊕ P2) + (P2 ⊕ A2) + 

(A3 ⊕ P3) + (P3 ⊕ A3) 

while N ≠ 0 do 

 if N is integer value of qubit then 

  X ← Tr X
∗  × X ← minimum; 

  θ =  0.5 ∗  Tr A ∗ A′ ∗ real f1 ∗ f1
′ ∗

real f1 ∗ f1
′ ∗ Tr A

2   −1 ∗ real f1 ∗ Tr A ∗ Q   
  is Minimum 

 end 

 otherwise: δθ = 
real Tr δP∗Q  

Tr Q∗Q′ 
 ← estimating 

 is Minimum 

end 

Where, 

𝛿P=𝛿𝜃*Q 

And, 

HA = rand (2,2) + j*rand (2,2); 

HA= [ 0.8178.   0.4275 - 0.0756i; 

0.4275 + 0.0756i    0.0225] 

The Hermitian matrix equation of the Hamiltonian of the 
first system is given below; 

HA=(HA+HA’)/2 

HB=rand (2,2) + j*rand (2,2); 

HB=[  0.4229   0.3464 - 0.0307i; 

0.3464 + 0.0307i    0.4709] 
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The Hermitian Matrix equation of the Hamiltonian of the 
second system is given below; 

HB=(HB+HB’)/2; 

First, initialize the states and choose the value of A1, A2, P1 
and P2 for estimating the theta. So, the estimated value of θ is 
0.33 for 2×2 matrices, additionally, if we increase the size of 
the qubit, the estimated values of θ is 0.28 for 3×3. Then 
second, we are designed δX for 2×2 matrices, consider δθ=0.33 
with a random noise generating from random AWGN. 

Since the collapse postulate is taken into account, 
continuous measurement is not covered in this section. A 
single measurement is known to cause the system's state to 
collapse to the eigenstate of the measured observable, which 
corresponds to the observed result. Since the metric above only 
displayed the minimal value of the observable, it is clear that, 
for each time index of T, the value of our error energy function 
approaches zero or its smallest value. 

B. NSER (Noise- to-Signal Energy Ratio) of Entropy 

We can use the NSER as a performance index to calculate 
the impact of this noise on the error energy. This chart, which 
is displayed below, shows how noise to signal energy ratios 
can remain low over an extended length of time, which verifies 
a successful performance. Using the Frobenius norm, we must 
minimize the error function or cost function. 

The error function has to be determined the optimum 

operators L1, L2, S, so that ∫
0

T
∥ ρs t, u − ρd t ∥2 dt is a 

minimum. Assuming the function u t ,0 ≤ t ≤ T and H given. 

NSER  = 
∥𝜌𝑠 𝑡,𝑢 −𝜌𝑑 𝑡 ∥

2

𝜌𝑑 𝑡 2
 = 

𝜁𝑚𝑖𝑛

𝜌𝑑 𝑡 2
 

Algorithm 2: NSER (Noise – to – Signal Energy Ratio) of 

entropy 

Data: Using the Frobenius norm, we must minimize the error 

function or cost function. 

Result: NSER should be remains less than unity. 

initialization; 

while While condition do 

 instructions; 

 if condition then 

  instructions1:    is minimum; 

  instructions1:   is minimum; 

  then 

    ← minimum 

  then 

  instructions3:   ← minimum 

then     =    ,   −     2 /      =    /       

 else 

  instructions4: NSER is minimum; 

Outcome: Rate of the change of Entropy is minimum 

  Final: 

  
     −   

  
=

             −           

  
 

 end 

end 

Where, ζmin is the error energy function value and ρd t  is 
the desired density function. We show through simulation that 
the NSER of entropy stabilizes to a small value, supporting the 
information inequality that states conditionally reducing 
entropy decreases information. A better design, one with a 
lower SER, might theoretically be obtained by first averaging 
over the noise distribution and then minimizing with respect to 
the nonrandom functions (see Fig. 1). 
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 Fig. 1. Noise-to-signal energy ratio plot for quantum system 

Since reducing noise effects and highlighting the signal 
process is the whole purpose of collecting measurements, the 
NSER should gradually decrease with time. 

d

dt
S ρA, ρB =

d

dt
Tr ρAlogρA − ρAlogρB  

We compute NSER, and it remains less than unity. We also 
showed how to use stochastic differential equations to calculate 
the relative entropy of two quantum systems plus bath density, 
i.e. stochastic system density. Through simulations, we are 
justifying that the rate of change of relative entropy stabilizes 
to a value less then θ ρB , which realistically justifies the 
information inequality stating that conditioning reduces 
entropy. The idea will be helpful to research communities in 
applied mathematics, physics, and quantum information theory 
who seek to investigate the variety of applications of classical 
and quantum stochastics to issues of physics and engineering, 
to sum up the conclusion. 

V. CONCLUSIONS 

We have determined the quantum relative entropy rate 
between two mixed states using noisy Schrödinger equations 
with varied Hamiltonians and Lindbland operators. For our 
calculations, we applied the conventional formula for 
calculating the exponential map of matrices. We may compute 
the rate of relative entropy as the asymptotic limit t → ∞ based 
on the scattering matrices connected to the pair of 
Hamiltonians that generate the two states. It is important to 
look into the circumstances in which the asymptotic relative 
entropy rate for the Hamiltonian and Lindbland operators 
continues to be below the specified threshold. The asymptotic 
limit in this scenario would ensure that there is a short gap 
between the two states. Conditioning is known in classical 
information theory to decrease entropy, specifically H(X/Y) ≤ 
H(X). As a result, we anticipate that in the quantum setting, the 
entropy of the filtered state will be reduced using HP equations 
based on detecting the noise process. In further work, we will 
also extend this formalism to Belavkin's quantum filtering 

theory based on the Hudson-Parthasarathy quantum stochastic 
by demonstrating that when this equation for a particle 
travelling in a potential with damping and noise is 
characterized in terms of the Wigner distribution function, then 
it is exactly the same as the Kushner-Kallianpur stochastic 
filter but with quantum correction terms stated as a power 
series in Planck's constant. 
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Abstract—Accurate detection of pedestrian targets can 

effectively improve the performance level of intelligent 

transportation and surveillance projects. In order to effectively 

enhance the accuracy of detecting pedestrian targets on the road, 

this paper first introduced the traditional pedestrian target 

detection algorithm, proposed the faster recurrent convolutional 

neural network (RCNN) algorithm to detect pedestrian targets, 

and improved it to make good use of the convolutional features at 

different scales. Finally, support vector machine (SVM), 

traditional Faster RCNN, and optimized Faster RCNN 

algorithms were compared by simulation experiments. The 

results showed that the optimized Faster RCNN algorithm had 

higher detection accuracy and recall rate, obtained a more 

accurate target localization frame, and detected faster than SVM 

and traditional Faster RCNN algorithms; the traditional Faster 

RCNN algorithm had higher detection accuracy and target frame 

localization accuracy than the SVM algorithm. 

Keywords—Pedestrian detection; recurrent convolutional 

neural network; scale-invariant feature transform; support vector 

machine; characteristic scale; Difference of Gaussians operator 

NOMENCLATURE 

),,( σyxD : The DoG operator. 

DR : The target frame predicted by the algorithm. 

),,( σyxG : The Gaussian filter function. 

),,( σkyxG : The Gaussian filter function. 

GT : The actual target frame in the image. 

IoU : The degree of target frame overlap. 

),( yxI : The original image. 

P : The precision. 

R : The recall rate. 

I. INTRODUCTION 

Economic development continues to improve people’s 
living standards, and the pressure on traffic management 
increases as more and more vehicles are used in travel [1]. The 
progress of computer technology has promoted the emergence 
of intelligent transportation, and the detection of pedestrians is 
an important component of intelligent transportation [2]. 
Accurate detection of pedestrians can effectively improve the 
level of intelligent driving, intelligent monitoring, and other 

technologies. For example, in intelligent driving, more accurate 
pedestrian detection can assist drivers to make safe avoidance 
of pedestrians and reduce the occurrence of traffic accidents; in 
intelligent monitoring, computers replace humans to make 
recognition of pedestrians in monitoring videos, track 
pedestrians, and judge the behavior of pedestrians, thus 
improving the security level. Manual identification is relatively 
accurate and is also more intuitive when identifying 
pedestrians in video images, but human energy is limited and 
cannot maintain focused attention for a long time, so replacing 
humans with machines to automatically detect pedestrians is 
the current trend. Although the detection of pedestrians in 
images by image processing techniques is not intuitive, it is 
relatively more comprehensive in measuring targets with 
smaller scales in images. The traditional pedestrian target 
detection algorithm uses a feature extraction algorithm to 
extract image features before classification by a classification 
algorithm. In the traditional pedestrian target detection 
algorithm, feature extraction and recognition and detection of 
images can be considered relatively independent, and the 
features extracted by the feature extraction algorithm are often 
statistical local features, which are difficult to reflect image 
features comprehensively. As deep learning algorithms and 
computer performance improve, convolutional neural networks 
(CNNs) have been applied to pedestrian detection. Compared 
with the traditional detection method, CNNs combine image 
feature extraction and recognition together and integrated the 
local features extracted using convolutional kernels into global 
features, thus making the detection of pedestrian targets more 
accurately. 

Some relevant literature is reviewed below. Xu et al. [3] 
reconstructed a target detection model called YOLOv3, 
proposed YOLOv3-promote, and introduced an attention 
mechanism. They found that the inference speed of the method 
was faster than the original model and the parameter volume 
was reduced to one-tenth. Xia et al. [4] put forward a 
pedestrian detection algorithm based on multi-scale feature 
extraction and attention feature fusion and found that the 
algorithm had good detection performance. Liu [5] proposed a 
deep residual network-based adaptive scale pedestrian 
detection algorithm and found that the algorithm was 
applicable to pedestrians of different scales. Yang et al. [6] 
designed a pedestrian target detection algorithm based on a 
single shot multibox detector. Subsequent simulation 
experimental results on VOC2007 and data_sub showed that 
the maximum value of mAP was 77% and the maximum 
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accuracy was 96.31%. Zhang et al. [7] designed a pedestrian 
target detection algorithm based on the histogram of oriented 
gradient and support vector machine (SVM). They found that 
the algorithm greatly reduced the computational effort when 
feature extraction was performed only on candidate regions, 
thus improving the detection efficiency. Pei et al. [8] designed 
a multispectral pedestrian target detection algorithm combining 
visual optical images and infrared images based on deep CNNs 
and performed simulation tests on the public multispectral 
benchmark dataset. They found that the log-average miss rate 
of the algorithm reached 27.6%. Shojaei et al. [9] used transfer 
component analysis and maximum independent domain in 
pedestrian target detection. The experimental results on the 
dataset of INRIA showed that the pedestrian target detection 
algorithm with domain adaptation had less classification error. 
Wang et al. [10] designed an algorithm using image fusion and 
deep learning to improve the performance of unmanned aerial 
vehicles for detecting pedestrians on the ground in low-
illumination environments and verified the excellent 
performance of the algorithm through experiments. 

The previous text is a review of some studies related to 
pedestrian target detection, and different researchers have used 
different approaches to identify and detect pedestrian targets. 
In general, the basic principle of these pedestrian target 
recognition and detection methods is to extract pedestrian 
features from images and recognize them based on the 
extracted features. However, the extracted image features 
under different scales were not fully considered in the above-
mentioned studies; therefore, in this paper, the image features 
at different scales were utilized. 

This paper studied intelligent algorithms for pedestrian 
target detection on roads. This paper was written in the 
following structure. The abstract starts with a general statement 
of the full paper. The introduction gives a brief overview of the 
related literature. Then, the pedestrian target detection 
algorithm is described, including the traditional SVM 
algorithm and the improved Faster RCNN algorithm. Then, the 
simulation experiment is described. In the experiment, the 
SVM algorithm, traditional Faster RCNN, and improved Faster 
RCNN algorithms were compared. The final conclusion 
summarizes the results of this paper. The contribution of this 
paper is to optimize the Faster RCNN algorithm for pedestrian 
target detection, so that it can make full use of the 
convolutional feature maps at different scales, providing an 
effective reference for accurate and fast detection of pedestrian 
targets on the road. The limitation of this paper is that the types 
of images used in the training of the algorithm were not 
comprehensive enough, so the richness of the types of images 
required for algorithm training will be increased to improve the 
generalizability of the algorithm in the future. 

II. AUTOMATIC DETECTION ALGORITHM FOR 

PEDESTRIANS 

A. Traditional Pedestrian Target Detection Algorithm 

A video consists of multi-frame images, so the detection of 
pedestrians in the video can be considered as fast detection of 
pedestrians in the image. The traditional pedestrian target 
detection algorithm extracts features from the images in the 
candidate frames, uses a classification algorithm to classify and 

identify the images in the candidate frames according to the 
extracted features, and takes the candidate frames judged to be 
pedestrians as the output. Its specific steps are illustrated in Fig. 
1. 

1) An input image is pre-processed. A plural number of 

candidate boxes are added to the image. The size of the 

candidate boxes is determined according to the actual 

application. 

 
Fig. 1. Traditional pedestrian target detection algorithm. 

2) Scale-invariant feature transform (SIFT) feature 

extraction is performed on the image in the candidate frame. 

The extraction of SIFT features requires the Difference of 

Gaussian (DoG) operator [11] to construct a Gaussian 

difference pyramid. The calculation formula of the DoG 

operator is: 

),()),,(),,((),,( yxIyxGkyxGyxD  
,  (1) 

where ),,( yxD  denotes the DoG operator, whose scale 

factor is  , ),,( σyxG  and ),,( σkyxG
 
are the Gaussian filter 

functions, whose scale factor is   and adjacent to  , 

respectively, and ),( yxI  is the original image. Then, the local 

extreme points of the image in every scale in the Gaussian 
difference pyramid composed of DoG operators are searched. 
The gradient histogram is constructed by choosing the 
appropriate neighborhood range with the extreme point in 
every level of the pyramid as the center [12]. Eventually, the 
histograms corresponding to the main direction of every 
extreme point and the direction greater than 80% of the 
gradient peak of the main direction are merged as the SIFT 
feature. 

3) The SIFT features of the collected image sample are 

separated into a training group and a test group. The training 

group is used to train and fit the SVM to get the classification 

function. After the training, the SVM classification function is 

used to determine whether the image in the candidate frame is 

a pedestrian according to the SIFT features of the image 

sample. 

B. Pedestrian Target Detection Algorithm using 

Convolutional Neural Network 

In the traditional pedestrian detection algorithm described 
in the previous text, the features of the image are firstly 
extracted before recognition by the SVM, which simply means 
that the extraction of the image features and the recognition of 
the image are independent of each other. Moreover, the 
extracted SIFT features are statistical, which are difficult to 
fully reflect the features of the image and will affect the 
detection accuracy of the algorithm. 

A CNN, as a deep learning algorithm [13], can extract local 
features of images by convolutional kernels, and the plural 
features obtained from the plural convolutional kernels can be 
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combined into global features, taking into account the global 
and local. The Faster RCNN algorithm is a CNN algorithm for 
detecting pedestrian targets. It first extracts the convolution 
feature map of the image through the convolutional and 
pooling structures of a conventional CNN and obtains the 
candidate target frame from the map through a regional 
proposal network (RPN) [14]. After the convolutional features 
in the candidate target frame are pooled by region of interest 
(ROI), whether the target frame is a pedestrian is determined in 
the fully connected layer, and regressive calculation is also 
performed on the target frame that is judged as a pedestrian in 
the fully connected layer to get the coordinates of the target 
frame in the original image. 

 
Fig. 2. Pedestrian detection process of the optimized Faster RCNN algorithm. 

The convolutional and pooling structures of the CNN in the 
Faster RCNN algorithm will produce convolutional feature 
maps of different scales. In this paper, in order to make good 
use of the convolutional features of different scales to improve 
pedestrian detection accuracy, some improvements are made to 
the Faster RCNN algorithm. The optimized detection process is 
presented in Fig. 2. 

1) A pre-processed image is input into the input layer. 

2) Convolutional features are extracted in the 

convolutional module. 

3) Whether the convolutional module is the last 

convolutional module in the conventional CNN structure is 

determined. If not, the convolutional features are pooled and 

compressed. The compressed convolutional feature map is 

input into the next convolutional module for the operation in 

step 2; if it is, the convolutional feature map of the last 

convolutional layer obtained in every convolutional module is 

input into the RPN. 

4) The candidate target frame is obtained after calculation 

in RPN: In this structure, the pixel points in the feature map are 

regarded as anchor points, and every anchor point generates 

nine candidate frames with three scales and three length-width 

ratios with itself as the center [15]. The candidate frame score 

is calculated according to the convolution features in the 

candidate frame; the higher the score, the higher the probability 

of the candidate frame being the target frame. Some candidate 

frames with high probability are selected and mapped to the 

original image according to the ratio of the feature map where 

the candidate frame is located to the original image, and the 

candidate frames that are beyond the boundary of the original 

image are deleted. Some candidate frames with high 

probability are chosen from the remaining candidate frames 

again as the output of RPN. 

5) The candidate target frames calculated by RPN are 

mapped to the respective convolutional feature maps to which 

they belong, i.e., the candidate target frames are mapped to the 

feature maps from which they are obtained. 

6) ROI pooling operation [16] is performed on the 

convolutional features in the candidate target frame. The 

convolutional map in the target frame is divided into regions 

according to the required size for ROI pooling, and every 

region is processed by max-pooling. For example, if the feature 

map with a size of 9 × 9 in the target frame needs to be 

compressed into a size of 3 × 3, the feature map in the target 

frame is divided into regions in a size of 3 × 3, every region is 

processed by max-pooling, and the result is taken as the value 

of the corresponding region. 

7) The convolutional features processed by ROI 

compression are input into the fully connected layer to 

determine whether they are pedestrians, and the position of the 

target frame in the original image is calculated [17]. 

The improvement of the optimized Faster RCNN algorithm 
compared to the traditional Faster RCNN algorithm is that 
instead of using only the convolutional feature map given by 
the last convolutional module, convolutional feature maps of 
different scales in the previous convolutional module are used, 
making full use of the convolutional features of different scales. 

III. SIMULATION EXPERIMENTS 

A. Experimental Setup 

The algorithm in Fig. 3 has five convolutional modules. 
Convolutional modules 1 and 2 both have two convolutional 
layers, and there are 32 convolutional kernels in a size of 3 × 3 
in every layer [18]. Convolutional modules 3, 4 and 5 all have 
three convolutional layers, and there are 64 convolutional 
kernels in a size of 3 × 3 in every layer. Convolutional modules 
1~4 have 1 pooling layer after every module, every pooling 
layer uses a pooling frame in a size of 2 × 2, and the mean-
pooling is used in the pooling frame. The RPN module is a 
fully convolutional structure. Convolutional feature maps 
obtained from convolutional layers 2, 4, 7, 10, and 13 are all 
used to calculate the candidate target frames in the RPN. The 
ROI pooling layer compresses the convolutional features in the 
candidate target frames, and the compressed size is 6 × 6. The 
fully connected layer recognizes the category of convolutional 
features after ROI pooling to determine whether the image in 
the target frame is a pedestrian. Moreover, the regressive 
calculation is conducted on the candidate target frame to obtain 
the coordinates of the target frame in the original image. 

The images collected by the author were used as the dataset 
for the simulation experiment. The images came from a variety 
of scenes, not limited to traffic intersections. After preliminary 
removing images with too blurred pedestrians and too dark 
backgrounds, 15,210 images were left, and the scenes included 
traffic intersections, parks, supermarkets, subway stations, 
neighborhoods, etc. Sixty percent of the images were used as 
the training samples, and the remaining 40% as the test 
samples. 
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Fig. 3. Basic structure of the improved faster RCNN algorithm. 

In the simulation experiment, two detection algorithms, the 
SVM algorithm and the traditional Faster RCNN algorithm, 
were also tested to further verify the performance of the 
improved Faster RCNN algorithm. The SVM algorithm 
identified pedestrians in the images with SIFT features, and the 
size of the target frame used for extracting SIFT features was 6 
× 6. The basic structure of the traditional Faster RCNN 
algorithm was similar to that of the optimized Faster RCNN 
algorithm, and their only difference was that the convolutional 
feature maps in convolutional layers 2, 4, 7, and 10 were not 
input into the RPN. 

B. Evaluation Criteria 

Target detection for pedestrians is a binary classification 
problem, i.e., to determine whether the target in an image target 
frame is a pedestrian, so the performance of the detection 
algorithm can be evaluated using a confusion matrix [19], as 

shown in Table I. The detection precision and recall rate are 
calculated using the following equations: 
















FNTP

TP
R

FPTP

TP
P

,                 (2) 

where P  is the precision and R  is the recall rate. In 
addition, the detection speed of the pedestrian target detection 
algorithm is also quite important. Here, frame per second (FPS) 
was used to measure the detection speed of the algorithm, i.e., 
the number of images detected per unit time. 

In addition to the above evaluation criteria, the author also 
used Intersection over Union (IoU) to measure the target frame 
positioning accuracy of the algorithm. The calculation formula 
of IoU is: 

GTDR

GTDR
IoU




=

,           (3) 

where IoU  stands for the degree of target frame overlap, 

DR  denotes the target frame predicted by the algorithm, and 
GT  denotes the actual target frame in the image. 

C. Experimental Results 

The SVM algorithm and traditional Faster RCNN 
algorithm were compared with the optimized Faster RCNN 
algorithm. Due to the limitation of space, only some of the 
detection results are displayed. Fig. 4 shows the pedestrian 
target detection results of three algorithms for the same image. 
It was seen from Fig. 4 that the SVM algorithm marked the 
relatively obvious pedestrians in the image but missed smaller 
pedestrians, and moreover, it identified two pedestrians as one 
pedestrian among the marked pedestrians, so it was not very 
effective in recognizing pedestrian targets overall. In the result 
of the conventional Faster RCNN algorithm, more pedestrians 
were detected than in the SVM algorithm, and the two 
pedestrians that overlap in the picture were also distinguished, 
but it also missed smaller pedestrian targets. The improved 
Faster RCNN algorithm not only detected and distinguished 
relatively significant pedestrians but also detected smaller 
pedestrian’s targets, so its detection performance was the best. 

Fig. 5 shows the precision and recall rate of the SVM, 
traditional Faster RCNN, and optimized Faster RCNN 
algorithm for the test set. The precision of the SVM algorithm 
for pedestrian target detection was 75.3%, and the recall rate 
was 73.8%; the precision of the traditional Faster RCNN 
algorithm for pedestrian target detection was 86.7%, and the 
recall rate was 85.7%; the precision of the improved Faster 
RCNN algorithm had a precision of 96.6% and a recall rate of 
95.4%. 

TABLE I.  CONFUSION MATRIX 

 Pedestrian actually Background actually 

Judged as pedestrian TP  FP  

Judgment as background FN  TN  
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Fig. 4. Partial detection results of three pedestrian target detection algorithms. 

 
Fig. 5. Detection performance of the three algorithms. 

Fig. 6 shows the detection speed of SVM, traditional Faster 
RCNN, and improved Faster RCNN algorithms for the test set. 
The detection speed of the SVM, traditional Faster RCNN, and 
improved Faster RCNN algorithms for pedestrian targets was 
10.36 FPS, 21.33 FPS, and 33.51 FPS, respectively. It was seen 
from Fig. 6 that the SVM algorithm had the lowest detection 
speed, the traditional RCNN algorithm had a detection speed 
higher than the SVM algorithm, and the improved Faster 
RCNN algorithm had a detection speed higher than the 
traditional RCNN algorithm. 

Fig. 7 shows the target frame localization accuracy of the 
three pedestrian target detection algorithms. The IoU of the 
target frame of the SVM, traditional Faster RCNN, and 
improved Faster RCNN algorithms was 67.3%, 79.8%, and 
93.4%, respectively. It was observed in Fig. 7 that the target 
frame obtained by the SVM algorithm in the process of 
pedestrian detection had the lowest degree of overlap with the 
actual target frame, the degree of overlap between the target 
frame obtained by the traditional Faster RCNN and the actual 
target frame was higher than that of the SVM algorithm, and 
the degree of overlap between the target frame calculated by 
the improved algorithm and the actual target frame was higher 
than that of the traditional Faster RCNN algorithm. 

 

Fig. 6. Detection speed of three pedestrian target detection algorithms. 

 
Fig. 7. Target frame localization accuracy of three pedestrian target detection 

algorithms. 

Based on the comparison results of detection accuracy and 
speed among the three pedestrian target detection algorithms, it 
was found that the improved Faster RCNN algorithm had the 
best detection performance, followed by the traditional Faster 
RCNN algorithm, and the SVM algorithm performed the 
poorest. The reasons are shown below. The SVM algorithm 
extracted SIFT features when detecting pedestrian targets, 
which were statistical features that could not fully reflect the 
features in the image, so it was difficult to distinguish 
overlapped pedestrians in the image in the detection process, 
and the fixed size of the target frame also made it inflexible to 
distinguish smaller pedestrian targets. The traditional Faster 
RCNN algorithm used the convolutional structure of a CNN to 
extract the local and global features of the image, so it 
performed better than the SVM algorithm in recognition, but 
only the convolutional features of the last convolutional layer 
were used in the calculation of the candidate target frame. Even 
if the target frames with three length-width ratios were used, it 
was difficult to effectively use the multi-scale features, so the 
traditional algorithm missed the pedestrians. In the improved 
Faster RCNN algorithm, the convolutional features of different 
scales were fully utilized in the calculation of candidate frames, 
so it effectively recognized smaller pedestrian targets in the 
images. Moreover, the SVM algorithm used fixed-size target 
frames for recognition and identified all the target frames, 
leading to a low detection speed and decreased localization 
accuracy of the computed target frames; the traditional Faster 
RCNN algorithm used RPN to pre-compute candidate frames, 
which reduced the repetitiveness of target frame selection, and 
different scales of candidate frames improved the localization 
accuracy of small targets; the improved Faster RCNN 
algorithm used convolutional features of different scales in the 
computation of target candidate frames and further improved 
the localization accuracy of target frames for small pedestrians 
by using target frames of different scales. 

IV. CONCLUSION 

This paper compared the SVM, traditional Faster RCNN, 
and improved Faster RCNN algorithms in simulation 
experiments after improving the traditional Faster RCNN 
algorithm. The experimental results are shown below. (1) The 
detection results of some images showed that the improved 
Faster RCNN algorithm effectively distinguished the 
pedestrians in the image as well as the background and also 
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achieved better detection results when facing small target 
pedestrians in the image compared to the other two algorithms. 
(2) In terms of detection accuracy for pedestrians in images, 
the detection accuracy and recall rate of the improved Faster 
RCNN was 75.3% and 73.8%, respectively; the traditional 
Faster RCNN algorithm was 86.7% and 85.7%, respectively; 
the SVM algorithm was 96.6% and 95.4%, respectively. (3) In 
terms of the detection speed, the detection speed of the SVM 
algorithm was 10.36 FPS, the traditional Faster RCNN 
algorithm was 21.33 FPS, and the improved Faster RCNN 
algorithm was 33.51 FPS. (4) In terms of the localization frame 
accuracy, the IoU of the target frame of the SVM algorithm 
was 67.3%, the IoU of the traditional Faster RCNN algorithm 
was 79.8%, and the IoU of the improved Faster RCNN 
algorithm was 93.4%. 
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Abstract—Data testing is a vital part of the software 

development process, and there are various approaches available 

to improve the exploration of all possible software code paths. 

This study introduces two contributions. Firstly, an improved 

version of the Multi-verse Optimizer called Testing Multi-Verse 

Optimizer (TMVO) is proposed, which takes into account the 

movement of the swarm and the mean of the two best solutions in 

the universe. The particles move towards the optimal solution by 

using a mean-based algorithm model, which guarantees efficient 

exploration and exploitation. Secondly, TMVO is applied to 

automatically develop test cases for structural data testing, 

particularly path testing. Instead of automating the entire testing 

process, the focus is on centralizing automated procedures for 

collecting testing data. Automation for generating testing data is 

becoming increasingly popular due to the high cost of manual 

data generation. To evaluate the effectiveness of TMVO, it was 

tested on various well-known functions as well as five programs 

that presented unique challenges in testing. The test results 

indicated that TMVO performed better than the original MVO 

algorithm on the majority of the tested functions. 

Keywords—MVO; optimization; testing; swarm intelligence; 

multi-verse optimizer 

I. INTRODUCTION 

The term "optimization" describes the process of 
identifying the most optimal search solutions that are likely to 
resolve a particular issue. There is more than one conventional 
and meta-heuristic optimization strategy available. The 
standard techniques are gradient-based and have a faster 
execution time than convergence. On the other hand, these 
methods are not applicable to multimodal functions that are 
neither differentiable nor predictable. Thus, this technique does 
not allow for the discovery of the global optimal solution. Due 
to the fact that they start with only one point, it gets trapped at 
the local optimal value. There are many other search strategies 
that can be used to solve this problem; however, most of them 
require additional assistance that is based on exponential time, 
which makes them more time-consuming [1]. As a result, 
meta-heuristic optimization approaches have become the most 
widely used approach. Meanwhile, intelligent algorithms are 
increasingly used in the development of applications, testing, 
and the making of business decisions in today's world [2][3]. 

The use of meta-heuristics has been increasingly 
widespread over the past two decades. Computer researchers in 
a wide variety of domains are familiar with meta-heuristic 
techniques such as the Genetic Algorithm, multi-verse, and 
Particle Swarm Optimization, amongst others. Because of its 
ease of use, adaptability, and absence of approaches requiring 
derivation, meta-heuristic has garnered a lot of attention in 
recent years [4] [5]. Techniques for testing software include 
both black-box and white box testing. In the black-box method 
of software testing, the tester is only privy to the system's 
architecture. He or she is not privy to any information 
regarding the program's internal design and does not have 
access to the source code. Its purpose is to guarantee that the 
system accepts all of the necessary inputs in the way that was 
described and produces results that are accurate. White box 
testing, also known as structural testing, focuses on 
investigating the internal logic and structure of the source code 
being tested. During the structural test, each possible code path 
will be checked for a predetermined set of test information 
inputs. It is very important to select a diverse control flow way 
to test since there are a large number of paths for test 
succession, and performing the tests in succession can be 
difficult. Finding connections between system components, 
choosing those paths, creating test data for every path, and 
assessing test results are only a few examples of the many 
problem viewing paths involved in software testing [6]. 

The white box test criteria for software testing, such as 
branch coverage, focus on the process of locating a group of 
test cases that increases the likelihood of error discovery. 
Within the context of this approach, an experiment will serve 
as the indication that triggers the calling of the test routines 
with specific input group values. After that, those drivers will 
make a comparison between the output and the one that was 
relied upon. Utilizing known inputs that can be put to use but 
will ultimately prove to be impossible, allowing for an infinite 
supply of them. As a result, the primary focus of automated 
software testing is on the process of naturally locating the 
smallest set of inputs in order to broaden the scope of the test 
criteria [7]. When it comes to the process of developing test 
cases for critical path coverage testing, the concept of linear 
coded sequence is absolutely necessary. It is possible that the 
productivity of the development of all of these important paths 
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can be increased, and at the same time, it will be appropriate to 
create test cases with the assistance of a variety of testing tools 
so that those tested programs can be investigated. This can be 
done through all of the important paths [8]. 

It has been shown by the "No Free Lunch" theorem [9] that 
metaheuristics do not always succeed in solving optimization 
issues. Results show that metaheuristic optimization works 
well for one type of optimization issue but not another. For the 
aforementioned causes, it is important to create a more efficient 
optimization metaheuristic algorithm [10], [11]. 

The primary contribution of this study is the introduction of 
an improved version of the Multi-verse Optimizer, named the 
Testing Multi-Verse Optimizer (TMVO). Instead of focusing 
on a specific region, TMVO takes into account the mobility of 
the swarm and the average of the two best solutions across the 
universe. A mean-based algorithm model is employed to guide 
particle movement towards the optimal solution. TMVO's 
proposed movement equations enable effective space 
exploration and utilization, and also address the issue of poor 
convergence, providing an additional benefit by escaping local 
minima. 

The second contribution of this study involves the 
application of TMVO algorithm, an enhanced swarm 
intelligence metaheuristic, to address the issue of single 
objective optimization in the automated generation of test cases 
for structural data testing, particularly path testing. Rather than 
automating the entire testing process, TMVO focuses on 
centralizing automated procedures for collecting testing data. 
The proposed TMVO achieves this goal by directing the 
swarm based on the past performance of the top three solutions 
discovered by the swarm. The population search history is also 
utilized to provide an alternative answer, which is the mean of 
the three best spots identified so far, thus improving the 
particles' ability to explore the space. This results in more 
opportunities for the swarm particles to be discovered and 
utilized, thereby increasing the likelihood of achieving a global 
optimum while avoiding a local minimum challenge. To 
overcome these challenges, the direction of particle flow is 
switched with each cycle. 

Due to the absence of a universally applicable 
metaheuristic that can be used to address all optimization 
issues, and the fact that no metaheuristic has proven to be 
effective for solving all identified optimization problems, many 
swarm intelligence studies have focused on optimizing specific 
systems. 

Route testing is a methodology for testing software that 
involves a search of the program domain for test cases that, 
when combined with the code, will cause the program to 
follow a specified path. Path testing is an optimization issue 
with no unique solution due to the unlimited number of 
possible pathways in a program. Consequently, it is only 
realistic to pick a fraction of these paths for testing. If the 
pathways to be tested have been clearly described and an 
adequate fitness function has been constructed, then TMVO 
might be used for this purpose. In this work, a test case is 
treated as a representative of a generation, with the chosen 
target route serving as the endpoint toward which the algorithm 
is directed. 

This study aimed to address one of the most well-known 
problems in software testing by proposing an improved swarm 
intelligence metaheuristic method, called TMVO, to resolve 
the route testing problem. The TMVO method was created to 
address the aforementioned issues and proposed a better route 
for the swarm particles to follow, improving the movement 
strategy of a swarm of particles. To evaluate the algorithm's 
efficacy, a battery of benchmark functions was used, and its 
exploitation, exploration, global optimal solution, and best 
path-finding abilities were tested across these three domains. 
The results were compared to those of a popular metaheuristic 
technique, and several indicators, both visual and statistical, 
were used to assess the quality of the output. The proposed 
enhanced technique successfully solved the single-objective 
optimization issue in software testing. 

The following goals have been set for this research; the first 
goal is to propose an improved MVO optimization method by 
averaging the best places in the search space, which is 
informed by the past motion of the particles. The second goal 
is to use the superior movement approach to increase the 
efficacy of swarm movement in path testing and test data 
collection. The third goal is to use the created metaheuristic to 
address the MVO premature, to converge problem and the 
local optima entrapment problem. The fourth goal is to 
compare the proposed enhanced method to existing 
optimization algorithms through empirical testing using 
standard benchmark functions and testing software. 

In this work, the Testing Multi-Verse Optimizer (TMVO) 
is presented as an improved Multi-verse Optimizer. Instead 
than focusing on a single place, TMVO considers the swarm's 
mobility and the mean of the two best options in the universe. 
Using a mean-based algorithm model that has been suggested, 
particles will migrate toward the ideal solution. The 
recommended movement equations of TMVO ensure the 
effectiveness of space exploration and utilization. In addition to 
resolving the issue of poor convergence, it also escapes the 
local minimum. 

This study makes a contribution through enhancing MVO 
in solving the problem of path testing by enhancing the test 
data generation. It also provides a comprehensive analysis of 
the algorithm's movement strategy, equations, pseudo-code, 
and parameters. When it comes to solving software testing 
issues, the algorithm offers a more effective path testing 
method for getting to best tested path. TMVO has been 
evaluated and validated in comparison to a number of well-
established functions. In addition to this, it provides a solution 
for a problem involving a single optimization problem in 
software testing. 

The remaining part of this study is organized as follows. 
The related works are reviewed in more detail in Section II. 
The methodology including different types of software testing, 
and the path coverage test is described in Section III. In Section 
IV, the experimental results and discussion are presented where 
Section V concludes this study. 

II. RELATED WORK 

The Multi-Verse optimizer, often known as the MVO, was 
first suggested to be developed by Mirjalili and colleagues 
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[12]. They came up with an original algorithm that was 
inspired by nature and gave it the name Multi-Verse Optimizer 
(MVO). The white hole, the black hole, and the wormhole are 
the three natural phenomena that serve as the inspiration for 
this algorithm's design. The demand for these models arises 
from the requirement to independently carry out exploration, 
exploitation, and vicinity search. Biswas [13] presented an ant 
colony optimization (ACO)-based method that produces 
groups of ideal pathways and ranks them in order of 
preference. In addition, using these methodologies leads in the 
grouping of test data inside the area so that similarity may be 
used as input for the paths that are constructed. The proposed 
methods ensure comprehensive software coverage with little 
duplication of effort. In [14], the authors employed an 
approach dubbed "propagation error" to analyze the growth of 
defects. Through the development of test cases, we are able to 
activate seed faults and provoke associated potential issues. 
The testing procedure involves triggering and correlating these 
flaws. Clever algorithms are used in this method, with the aim 
of permanently designing test cases to disperse data about seed 
flaws. All faults and related defects that were before invisible 
are now easily discernible thanks to propagation routes. 

Aspect oriented programming (AOP) is recommended by 
Jain et al. [15], [16] as a method for crawling into program 
modules without modifying their source code and component 
in order to investigate regions where faults are suspected to 
exist. AOP execution places an emphasis on making use of 
system cut points. In addition to this, it includes crucial code at 
each execution point for the purpose of testing. To improve the 
effectiveness of conventional random testing and random 
partition testing approaches, some researches suggested using 
Dynamic Random Testing, also known as DRT. The DRT is 
presented as a potential further improvement to the testing's 
viability. In order to decide on those upgrades for a testing 
profile that is more reasonable, it is necessary to have access to 
additional historical testing data along with an estimation of the 
rate at which defects are identified for each subdomain in real 
time, for example. This exemplifies one instance of the 
symbolization that the Java-based DSU system provides. In 
this approach, system tests that were developed for both older 
and newer versions of the program can be updated, and it 
purposefully tests whether or not an incremental upgrade can 
result in a failed test. 

Testing software is widely regarded as an effective strategy 
for ensuring the quality of software in both the academic and 
commercial settings. The quality of the test data has an effect 
on the testing process and is also an essential component in 
determining how well software is tested. As a natural part of 
the software development life cycle, software testing may be 
carried out either automatically or manually as a matter of 
course. Both approaches have their advantages and 
disadvantages. The creation of test data is the initial step in the 
software testing process. In the testing process, there are a few 
various procedures that need to be carried out. These 
procedures include the development of test data, the 
prioritizing of test cases, and the reduction of test cases. The 
initialization of the test data is the method that is the most 
difficult aspect of testing in these methods. According to [17], 

there would be a variety of sub-tasks amongst test cases, test 
appropriateness, and test data [18]. 

Test cases are the conditions that are going to be set, and 
the analyzer is going to use those to determine whether or not 
the specified function fits in suitably. The gathering of test 
cases will ensure that the test is suitable. Test data are a special 
sort of data that is used for evaluating different software 
applications. They can be easily recognized from other types of 
data. In addition, it will serve as the feed for the system's input. 
It is possible that this will serve as the principal test for the data 
or the field validations for any software applications. Creating 
test data for very simple programs is not a tough undertaking. 
On the other hand, producing the data for extensive initiatives 
might be challenging [19]. There is a wide variety of software 
available that can be used to generate test data [20], including 
intelligent test data generators, test data generators that use 
path oriented principles, and test data generators that use goal 
oriented. Creating test data would involve the use of several 
methodologies, such as UML diagrams; nevertheless, the 
development of test data would be dependent on graphical user 
interfaces. The coverage-based testing methodology, which 
consists of a collection of conditions that absolutely need to 
fulfill all of the prerequisites, could be used to generate test 
data [21]. A wide variety of coverage strategies, including 
branch coverage, function coverage, and statement coverage, 
are all viable options. 

However, there is no assurance that the flaws in the test 
data will be uncovered by every converge method. The offered 
strategies leverage objective function for test data creation. The 
test data that are generated as a result of the objective function 
give the best possible possibility for defect detection. The 
space and path disparity functions are the goal functions. In 
order to get the space disparity, we need to first measure the 
distance that separates each of the test suites. Next, we need to 
calculate the path disparity by working backwards from the 
branch condition through the control flow graph [22], [23]. 
Because product testing must take into account both the long 
term and the cost-benefit analysis, extensive testing may not be 
carried out. Since a wide variety of methods and resources are 
used to automate the processes [24], it's possible that the use of 
such mechanizations for testing has become essential as of late. 
Successful testing requires the identification of code routes, the 
creation of a test data suit for those paths, a testing procedure 
on the Software Under Test (SUT) using the data, an 
evaluation of the results, and the production of quality models. 

Successful testing would examine as many test cases as 
possible that are similar to those already performed. As an 
added cost-cutting measure, it is important to prioritize paths 
with the expectation that the majority of errors will be found in 
the preliminary phases of the process, and to identify 
appropriate paths and test data from among the many possible 
options. Path testing is a very useful technique for finding bugs 
in software components [25], [26]. 

III. METHODOLOGY 

In this section, we describe the procedures and techniques 
employed to carry out the study, including data analysis, and 
statistical methods. The research design and settings are also 
discussed in detail. This section provides a detailed account of 
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the methods used to answer the research questions and 
provides a clear understanding of how the research was 
conducted. 

A. Types of Testing 

It is of vital importance to clarify here the main types of 
testing since testing is used in this study to test the research 
hypothesis. The testing of software can be divided into two 
categories: static testing and dynamic testing. 

In static software testing, the reviewer completes code 
reviews by walking through hypothetical inputs to the SUT 
while outwardly accompanying the real program flow. Static 
testing is a type of software testing. This method requires the 
reviewer to invest their time, and the reviewer themselves need 
to be an expert as well as possess the necessary skills to 
evaluate the code. It is possible to specify from these variables 
the paths that might not be executable. This is made possible 
by the enhancements to static testing that let the code be 
symbolically evaluated. This is done by gathering distinct paths 
and variables regarding code execution. This methodology 
could be used to aggregate these variables in order to provide a 
demand solver with the information it needs to decide which 
routes and paths were previously infeasible. 

When performing dynamic testing, the SUT code may 
actually be executed using the test inputs that have been 
provided. The observed behaviors of the SUT are compared to 
its typical behaviors, and the test is either successful or 
unsuccessful depending on whether the observed behaviors 
match the technique that is relied upon to conduct the test. 
There are two different kinds of testing that may be done on 
dynamic systems: black-box testing and white box testing. The 
outcome of an output defect is what is understood to be a 
software defect [27]. 

In black-box testing, the system is evaluated without the 
tester having any prior knowledge of the system's underlying 
architecture. In black-box testing, the individual performing the 
testing does not have access to the program's source code. He 
or she needs knowledge regarding the modeling of the 
framework. In this section, the tester generally connects with 
the software through the user interface by providing inputs and 
testing outputs. However, the tester is not expected to have any 
prior knowledge regarding how to operate input. The accuracy 
of software objectives is checked for throughout the black-box 
testing process. These objectives can be tested using the inputs 
and outputs domain. This demonstrates that the program in 
question has both an input and an output; results from output 
failures are regarded to be software flaws [28]. 

Testing with a black-box can be used to identify problems 
with data structures, error functions, and interfaces. Black-box 
eliminates system techniques. It detects errors that are caused 
by faults in the software in order to find out what the problem 
is with the output. It is possible to use it to identify incorrect 
functions, which produced undesirable output at executed, 
inaccurate conditions. This is due to the fact that incorrect 
functions generate inaccurate outputs anytime they are put into 
action. 

Testing procedures that provide information regarding the 
internal specification and design of the system are referred to 

as white-box testing. It is not unusual for this to be referred to 
as structural testing. It includes testing for anything to do with 
program logic, including testing for loops, testing conditions, 
and testing based on data flow. Even if there is only an 
incomplete software definition, this will assist in the discovery 
of flaws. The goal of white box testing is to ensure that each 
possible path in software has been explored by the test cases. 

White box testers have access to the system's source code 
and are therefore familiar with its architecture. The tester 
begins by analyzing the source code, then uses the knowledge 
from the source code to generate a variety of test cases, and 
finally, particular code routes are utilized in order to achieve a 
desired amount of code coverage [29]. It is guaranteed by the 
test cases that each of the program's independent pathways has 
been followed at least once. Each internal data structure would 
be tested to ensure the system's dependability. Each loop is run 
until it reaches its boundaries while staying within its 
operational constraints. White-box testing is a technique that 
can be utilized by software engineers in the process of 
designing test cases. This technique involves practicing distinct 
paths within a module, practicing legitimate true and false 
decisions, executing loops at their limits and inside their 
operational limits, and practicing inner data structures to 
guarantee that they are correct. It would appear that test cases 
need to be modified whenever implementation is altered. In 
this article, we have simply utilized the black-box testing 
approach to evaluate the functionality of two separate lines 
based on different test cases utilizing BVA and Robustness 
testing. White box testing, on the other hand, covers testing the 
majority of the program's code. Changing the requirements 
under test conditions will help identify typographical problems 
[30]. 

B. Path Coverage Test 

The testing technique known as "coverage basic path 
testing" refers to testing strategies that are designed to cover 
the fundamental path of the software. The test target is the 
fundamental flow of the program when it is executed using this 
method. After gathering test information for the program input 
space, taking those test data into consideration as input, and 
then eventually running the program, it carries out the 
fundamental path by running the program and executing it. The 
participation of the fundamental routes group is required in 
order to carry out the genuine testing technique. The following 
is a list of features that are shared by all fundamental paths: 1) 
Each and every path in the program is completely autonomous; 
2) Each and every edge in the program is accessible; and 3) 
Any paths in the program that do not have a position with the 
path set can potentially be achieved through the use of paths 
linear operation in the fundamental path set. The fault 
propagation path is a way that will show the advancement of 
defects where mistakes originate in software nodes; they may 
gradually propagate on different nodes. This method will be 
referred to as the fault propagation path. During the procedure 
that is used to repair errors that have already been created, past 
errors will be used to determine which paths have the greatest 
potential for error propagation. This will help correct errors 
that have already been made. Inaccurate historical data will be 
used as a source of this knowledge, and it will be used to define 
these routes. 
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The MVO algorithm uses the expansion rate as the 
determining factor for the value of the function for each and 
every search. In addition, every particle in the search zone has 
a similar appearance to an elected solution as well as a variable 
in an elected solution. Greater expansion rates result in greater 
and lower possibilities of the existence of those hypothesized 
white holes and black holes, respectively. These higher 
expansion rates also bring search agents or universes with 
higher rates to transfer items through those white gaps. White 
holes are recommended as a result of reduced inflation rates, 
which also reduce the expansion rates that should be used to 
transport items into black holes. As a result, the probability of 
black holes is increased, and white holes are offered as a result. 
Wormholes, disregard the flatland rates; they would be the 
explanation for the arbitrary sending of the object to the best 
universes. The MVO algorithm contains a wheel choice 
component that can be used for scientific demonstrations of 
white holes and black holes, as well as the return of objects to 
the search area. The search agents are arranged in each 
iteration according to their expansion rates, and once a search 
agent is chosen, it must be assigned a white hole. These various 
characteristics of the universes are supported by MVO. It 
makes use of wormholes in order to transport irregular things 
through the search region, and it does so by exploiting those 
wormholes. These wormholes randomly switch the positions of 
those objects in the search region, preventing them from 
claiming their expansion rates in any scenario. Wormhole 
connections have to be helped along between our reality and 
the finest possible universe. 

C. The proposed Multi-Verse Optimizer (TMVO) 

This sub-section introduces the proposed TMVO, including 
the algorithm steps, pseudo-code, the strategy, TMVO’s 
operations, and its parameters, and theoretical conclusion. 

TMVO is a stochastic swarm optimization algorithm with a 
revolutionary exploration and exploitation movement approach 
for locating optimum solutions to optimization problems. 
TMVO is based on enhancing MVO movement strategy by 
taking the top three solutions in the swarm for the automatic 
development of test cases for structural data testing, 
particularly path testing. Since the original MVO algorithm 
lacked the ability to effectively cover both the exploration and 
exploitation stages of the search process, the TMVO algorithm 
was developed to solve this problem. In addition, TMVO 
addresses the premature convergence issue that arises with 
certain implementations of the MVO algorithm. TMVO 
algorithm advises focusing exploration and exploitation efforts 
on the following points: White holes would be a higher amount 
of time on make in the universes for secondary expansion rates, 
which they transmit items on distant universes. This is because 
white holes consume an inordinate quantity of matter and 
energy. In addition to this, assist them in improving their rates 
of expansion. Black holes would appear in universes with low 
expansion rates, and as a result, they provide a higher 
probability of items being accepted from other universes. This 
is because low expansion rates result in more compact 
universes. This adds another layer to the possibility of claiming 
an increasing inflation rate for universes that have a lower 
expansion rate. White and black hole tunnels have a tendency 
to transport from worlds the objects with rising expansion rates 

to the folks with low expansion rates; in this method, the 
general inflation rate concerning known universes will be 
moved forward across the span from those repetitions. 
Wormholes have a propensity to appear in any universe at 
random, regardless of the expansion pace, or something along 
those lines due to the many properties of. Through all of the 
repetitions, the universe remains preserved. If there is a sudden 
shift, white/black hole tunnels need universes, which will lead 
to an inquiry of the search space. Unanticipated progressions 
are also helpful in determining the ideal local solidity. Random 
wormholes re-expansion of the variables from variables of the 
universes around the finest result gained in this way in those 
course about iterations, thus ensuring that exploitation is 
performed around those the overwhelming majority 
guaranteeing area of the search region. WEP Adaptive values 
expansion will concentrate exploitation by using an 
optimization procedure. This is because the occurrence of 
wormholes in universes is a likelihood. TDR Adaptive values 
reduce the journey variable distance near the best universe. 
This is a method that expands the precision of a local search 
through iterations. The joining of those indicated by the 
algorithm is ensured by checking the exploitation of local 
search comparative of the amount derived from the number of 
iterations. 

The following are the main steps involved in TMVO: 

The first step, which is named initialization, involves 
initially populating the algorithm's parameters with random 
values. Second, the suggested motion equations will be used to 
iteratively improve upon these initial best guess answers. 

The second step: the algorithm's designated equations are 
utilized to progressively enhance the outcomes until a stopping 
criterion is met. 

The third step: The algorithm's optimal solution is 
determined by balancing the values of the goal function and 
comparing the resultant comparisons. 

The pseudo-code for the TMVO algorithm is displayed in 
Fig. 1. 

1. Define the set of all universes, U. 

2. Define the set of all portfolio weights, w. 

3. Define the set of all groups, G. 

4. Initialize the current universe, u, and the current portfolio weights, w. 

5. Evaluate the performance of the current portfolio, P, in the current 
universe, u. 

6. For each group, g, in G:  

a. Select a subset of universes, U', from U that belong to group g.  

b. For each universe, u', in U':  

i. Calculate the portfolio weights, w', that maximize the expected return 
in universe u'.  

ii. Evaluate the performance of the portfolio, P', in universe u' using 
weights w'.  

c. Select the universe, u*, and the corresponding portfolio weights, w*, 
that result in the highest performance in the subset of universes. 

7. Select the group, g*, and the corresponding universe, u**, and portfolio 
weights, w**, that result in the highest overall performance. 

8. Update the current universe and portfolio weights to u** and w**, 
respectively. 

9. Go to step 5 and repeat the process. 

Fig. 1. TMVO pseudocode. 
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An exploration phase and an exploitation phase are 
separated by a population-based method, as we saw in the 
previous section. For MVO space exploration, it has employ 
white hole and black hole ideas. On the other hand, the 
wormholes help MVO make better use of the search spaces. 
We treat every possible answer as if it were its own world, with 
each variable representing a different type of thing that may be 
found in that universe. The value of the fitness function is used 
to determine the inflation rate that is applied to each solution. 
As time is a standard concept in both cosmology and multi-
verse theory, we employ it throughout this study rather than 
iteration. 

However as in MVO, the TMVO universes are optimized 
using the following criteria: If inflation rates are high enough, 
white holes are almost guaranteed to form. Black holes are less 
likely to form with greater inflation rates. Third, items in 
universes with a higher inflation rate are more likely to be 
sucked into white holes. 

The number of items that enter the universe via black holes 
is larger in universes with a lower inflation rate. No matter the 
pace of inflation, things in all worlds may eventually make 
their way through wormholes to the best universe at random. 

TMVO Pseudocode show that the normalized inflation rate 
serves as a roulette wheel for selecting and determining white 
holes. The likelihood of sending things through white hole or 
black hole tunnels increases as the inflation rate decreases. 
When solving the maximizing problems, -NI must be replaced 
with NI. Since the universes must swap things and experience 
sudden changes in order to traverse the search space, the 
exploration can be ensured using this approach. 

The previously mentioned method allows for unabated 
object exchange across worlds. We assume that each universe 
is equipped with wormholes that allow its things to randomly 
travel through space, allowing for the preservation of 
cosmological variety while also allowing for the possibility of 
exploitation. Wormholes are capable of altering the objects of 
universes at random, regardless of their inflation rates. We 
assume that wormhole tunnels are constantly built between a 
universe and the best universe generated so far in order to 
supply local modifications for each universe and have a high 
likelihood of enhancing the inflation rate utilizing wormholes. 

The suggested methods have varying degrees of computing 
complexity, which are determined by the number of iterations, 
the number of universes, the roulette wheel mechanism, and 
the universe sorting mechanism. Every iteration includes the 
process of sorting the universe, and we use the Quicksort 
algorithm, which, in the best case scenario, has a complexity of 
O(n log n), and in the worst case scenario, has a complexity of 
O(n2). The selection from the roulette wheel is carried out for 
each variable in each universe throughout the iterations, and its 
complexity ranges from O(n) to O(log n), depending on the 
implementation. 

The followings are some observations that are concluded in 
order to gain an understanding of how the suggested algorithm 
could, in theory, have the ability to solve optimization 
problems: 

 White holes are more likely to form in universes that 
have high inflation rates since this increases the 
likelihood that they will be able to transmit things to 
other universes and help those universes increase their 
inflation rates. 

 Black holes are more likely to emerge in worlds with 
low inflation rates because these holes have a larger 
likelihood of receiving things from other universes 
since inflation rates are lower. This once more raises the 
possibility of increasing inflation rates for those 
universes that now have low inflation rates. 

 The general or average inflation rate of all universes 
steadily improves over the course of the iteration 
process, as white and black hole tunnels tend to carry 
objects from universes with high inflation rates to those 
with low inflation rates. 

 Because wormholes tend to form at random in any 
world, independent of the inflation rate, the variety of 
universes may be kept intact throughout the course of 
several iterations of the simulation. 

 Wormhole and black hole tunnels need the sudden 
transformation of universes, which ensures the thorough 
investigation of the search space. 

 Sudden shifts are helpful in resolving local optimalities 
that have stagnated. 

 During the iterative process, wormholes randomly 
reposition some of the variables in the universes 
surrounding the best solution gained thus far. This 
facilitates exploitation all over the most promising area 
of the search space. 

 The existence probability of wormholes in universes is 
gradually increased when adaptive WEP settings are 
used. As a result, the process of optimization places a 
strong emphasis on exploitation. 

 To enhance the precision of local search during 
iterations, adaptive TDR values are used to decrease the 
variable's traveling distance around the best universe. 

 By placing a greater emphasis on exploitation and local 
search in relation to the number of iterations, the 
suggested algorithm's convergence is ensured. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Evaluation of TMVO over the Benchmark Functions 

To test the performance of TMVO, experiments had been 
run over well-known benchmark functions that represent 
unimodal and multi-modal functions that have been used by 
many researchers [31][32][33]. 

The cost functions of the benchmark unimodal function 
(F1-F7) are displayed in Table I, and those for the multimodal 
functions (F8-F14) are displayed in Table II. In order to get 
reliable statistical findings, the experiment needs to be carried 
out n times before any meaningful conclusions can be drawn 
about the performance of meta-heuristic algorithms. Each run 
needs to be carried out until m numbers of iterations have been 
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completed, and this is for the purpose of verifying if the 
algorithm is stable. In most cases, the statistical and output 
metrics, such as the average, the standard deviation, as well as 
the minimum and maximum values, of the best solution in the 
most recent iteration are measured and registered for 
comparison studies of the algorithms. For the purposes of 
acquiring, recording, and verifying the outcomes of the TMVO 
algorithm, the exact same process and experimental approach 
have been adhered to throughout. In addition to computing the 
error, it is important to determine how much the findings 
deviate from the ideal value. 

TABLE I. UNIMODAL FUNCTIONS MATHEMATICAL FORMULATION (F1-
F7) 

No. Formula 

F1 𝑓1(𝑥) = ∑ 𝑥𝑖
2

𝑛

𝑖=1
 

F2 𝑓2(𝑥) = ∑ |𝑥𝑖| + ∏ |𝑥𝑖|
𝑛

𝑖=1

𝑛

𝑖=1
 

F3 𝑓3(𝑥) = ∑ (∑ 𝑥𝑗

𝑛

𝑗=1

)

2

𝑛

𝑖=1
 

F4 𝑓4(𝑥) = max 𝑖{|𝑥𝑖|, 1 ≤ 𝑖 ≤ 𝑛} 

F5 𝑓5(𝑥) = ∑ [100(𝑥𝑖+1 − 𝑥𝑖
2)2 + (𝑥𝑖 − 1)2]

𝑛=1

𝑖=1
 

F6 f6(x) = ∑ (xi + 0.5)2
n

i=1
 

F7 f7(x) = ∑ ixi
4 + random(0,1)

n

i=1
 

TABLE II. MULTIMODAL BASIC FUNCTIONS (F8-F14) 

No. Formula 

F8 f8(x) = ∑ −xi sin √|xi|
n
i=1  * ∑ ixi

4 ∗ random(0,1)i=1  * 

F9 f9(x) = ∑ [xi
2 − 10 cos(2πxi) + 10]

n

i=1
 

F10 
f10(x) = −20 exp (−0.2√

1

n
∑ xi

2
n

x=i
) − exp (

1

n
∑ cos(2πxi)

n

i=1

)

+ 20 + e 

F11 
f11(x) =

1

4000
∑ xi

2 − ∏ cos (
xi

√i
) + 1

n

i=1

n

i=1
 

 

12 

𝑓12(𝑥) =
𝜋

𝑛
{10 sin(𝜋𝑦1) + ∑(𝑦𝑖 − 1)2[1 + 10 sin2(𝜋𝑦𝑖+1)]

𝑛=1

𝑖=1

+ (𝑦𝑛 − 1)2} + ∑ 𝑢(𝑥𝑖 , 10,100,4)

𝑛

𝑖=1

 

 

𝑦𝑖 = 1 +
𝑥𝑖 + 1

4
𝑢(𝑥𝑖, 𝑎, 𝑘, 𝑚) = {

𝑘(𝑥𝑖 − 𝑎)𝑚   𝑥𝑖 > 𝑎
0      − 𝑎 <  𝑥𝑖 < 𝑎

𝑘(−𝑥𝑖 − 𝑎)𝑚   𝑥𝑖 < 𝑎
} 

F13 

𝑓13(𝑥) = 0.1 {sin2 + ∑(𝑥𝑖 − 1)2[1 + sin2(3𝜋𝑥𝑖 + 1)]

𝑛

𝑖=1

+ (𝑥𝑛 − 1)2[1 + sin2(2𝜋𝑥𝑛)]}  

+ ∑ 𝑢(𝑥𝑖 , 5,100,4)

𝑛

𝑖=1

 

F14 𝑓14(𝑥) = − ∑ sin(𝑥𝑖). (sin (
𝑖𝑥𝑖

2

𝜋
))

2𝑚
𝑛
𝑖=1 , m=10 

The average, on the other hand, compare the overall 
performance of the method. All of the statistical analyses that 
were carried out allow us to establish beyond a reasonable 
doubt that the results were not the product of random chance. 
In each of the algorithms, the population size was set at fifty, 
and the maximum number of iterations was set at one 
thousand. It is important to keep in mind, however, that the 
maximum number of iterations and the number of particles 
(possible solutions, for example) should be determined by 
experimentation when dealing with situations that occur in real 
life. 

It is necessary to conduct tests a total of n times if one 
wishes to achieve reliable statistical findings from meta-
heuristic algorithms. In addition, for the purpose of validating 
the consistency of the method, each iteration must be carried 
out until the mth time. In order to create TMVO, report on its 
performance, and then validate its efficacy, the identical 
experimental process was carried out. 

The effectiveness of the TMVO algorithm that was 
proposed has been assessed. It has been proved that there is a 
set of statistical measurements that includes the average, the 
standard deviation, the minimum, the maximum, and the error 
measurement. These measurements have been determined 
through the process of experimentation throughout the course 
of the twenty-three benchmark functions shown in the Tables 
(1-2). 

The primary regulating parameters of these algorithms, the 
number of search particles and the maximum iteration, have 
been set to the values of 50 and 1000 respectively so that a fair 
comparison can be made between them. To achieve the highest 
possible level of performance, the settings for the various 
governing parameters of each algorithm are taken from the 
most recent version of the source code. Each of the algorithms 
is executed fifty times on each of the test functions, and the 
outcomes of these simulations are presented later in this study. 
It is important to note that the results of the algorithms are 
standardized in the range [0, 1] by employing the min-max 
normalization so that their performances may be compared 
across a variety of test functions. 

We have evaluated the performance of TMVO on a set of 
well-known benchmark functions utilized by many researchers 
to measure the performance of optimization algorithms. 

The benchmark sets for multimodal hybrid functions are 
categorized from function 15 to function 23 and the 
mathematical formulations for hybrid composition functions 
are shown in Table III. 

The Lower Bound (LB), Upper Bound (UB), dimension 
(Dim), and Fmin of the benchmark-evaluated functions are 
displayed in Table IV. 

TABLE III. MULTIMODAL HYBRID FUNCTIONS (F8-F14) 

Multimodal Functions Formula (F15- F23) 

𝑓15(𝑥) = ∑ [𝑎𝑖 −
𝑥1(𝑏𝑖

2+𝑏𝑖𝑥2)

𝑏𝑖
2+𝑏𝑖𝑥3𝑥4

]

11

𝑖=1

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

669 | P a g e  

www.ijacsa.thesai.org 

𝑓16(𝑥) = 4𝑥1
2 − 2.1𝑥1

4 +
1

3
𝑥1

6 + 𝑥1𝑥2 − 4𝑥2
2 + 4𝑥2

4 

𝐹17(𝑋) = (𝑥2 −
5.1

4𝜋2
𝑥1

2 +
5

𝜋
𝑥1 − 6)

2

+ 10 (1 −
1

8𝜋
) cos 𝑋1 + 10 

𝑓18(𝑥) = [1 + (𝑥1 + 𝑥2 + 1)2(19 − 14𝑥1 + 3𝑥1
2 − 14𝑥2 + 6𝑥1𝑥2

+ 3𝑥2
2)] 𝑥 [30 + (2𝑥1 − 3𝑥2)2𝑥 (18 − 32𝑥1 + 12𝑥1

2

+ 48𝑥2 − 36𝑥1𝑥2 + 27𝑥2
2] 

𝑓19(𝑥) = − ∑ 𝐶𝑖 exp (− ∑ 𝑎𝑖𝑗(𝑥𝑗 − 𝑝𝑖𝑗)
2

3

𝑗=1

)

4

𝑖=1

 

𝑓20(𝑥) = − ∑ 𝐶𝑖 exp (− ∑ 𝑎𝑖𝑗(𝑥𝑗 − 𝑝𝑖𝑗)
2

6

𝑗=1

)

4

𝑖=1

 

𝑓21(𝑥) = − ∑[(𝑋 − 𝑎𝑖)(𝑋 − 𝑎𝑖)𝑇 + 𝐶𝑖]−1

5

𝑖=1

 

𝑓22(𝑥) = − ∑[(𝑋 − 𝑎𝑖)(𝑋 − 𝑎𝑖)𝑇 + 𝐶𝑖]−1

7

𝑖=1

 

𝑓23(𝑥) = − ∑[(𝑋 − 𝑎𝑖)(𝑋 − 𝑎𝑖)𝑇 + 𝐶𝑖]−1

10

𝑖=1

 

TABLE IV. PARAMETERS OF THE EVALUATED FUNCTIONS F1-F23 

Function Dim LB UB Fmin 

F1 30 -100.00 100.00 Zero 

F2 30 -10.00 10.00 Zero 

F3 30 -100.00 100.00 Zero 

F4 30 -100.00 100.00 Zero 

F5 30 -30.00 30.00 Zero 

F6 30 -2400.00 2400.00 Zero 

F7 30 -1.28 1.28 Zero 

F8 30 -500.00 100.00 418.9829x5 

F9 30 -5.12 5.12 Zero 

F10 30 -32.00 32.00 Zero 

F11 30 -600.00 600.00 Zero 

F12 30 -2400.00 2400.00 Zero 

F13 30 -2400.00 2400.00 Zero 

F14 2 -5.00 5.00 1 

F15 4 -5.00 5.00 0.00030 

F16 2 -5.00 5.00 1.0316 

F17 2 [-5,0] [10,15] 0.398 

F18 2 -2.00 2.00 3.00 

F19 3 0.00 1.00 -3.86 

F20 6 -5.00 5.00 -3.32 

F21 4 0.00 10.00 -10.1532 

F22 4 0.00 10.00 -10.4028 

F23 4 0.00 10.00 -10.5363 

TABLE V. COMPARISON BETWEEN THE TMVO AND MVO IN TERMS OF 

MEAN FITNESS VALUE 

F# Mean of TMVO Mean of MVO TMVO vs MVO 

F 1 1.89618 20.8066 Better 

F 2 1.482 5.2544 Better 

F 3 8.9748 234.41 Better 

F 4 1.4287 3.9419 Better 

F 5 67.3715 843.6999 Better 

F 6 6.5543 22.9003 Better 

F 7 0.070841 0.86756 Better 

F 8 -4864.7373 -7388.2747 No 

F 9 25.6411 163.2599 Better 

F 10 2.8175 4.5803 Better 

F 11 0.91005 1.6356 Better 

F 12 2.5573 2.4075 No 

F 13 0.077985 0. 2351 Better 

F 14 0.998 0.998 Equal 

F 15 0.00044931 0.00058644 Better 

F 16 -1.0316 -1.0316 Equal 

F 17 0.3978 0.3978 Equal 

F 18 3 3 Equal 

F 19 -3.8628 -3.8627 Better 

F20 -3.3214 -3.201 Better 

F21 -10.0464 -2.6068 Better 

F22 -10.3418 -9.8605 Better 

F23 -5.1928 -5.1885 Better 

The comparison between the proposed TMVO algorithm 
and the MVO algorithm in terms of mean fitness value is 
tabulated in Table V. Comparing TMVO algorithm with MVO 
over the tested functions F1-F23 showed that TMVO has very 
competitive results. In the unimodal functions (F1-F7) the 
TMVO has shown better results and outperformed MVO over 
all the seven functions. Regarding the multi-modal functions 
(F8-F12), TMVO was also achieved better mean fitness values 
than MVO except F8. Moreover, the proposed algorithm is 
competitive over the expanded multi-modal functions (F13, 
F14). The results have shown that when testing the algorithm 
TMVO over the multi-modal hybrid functions (F15-F23), the 
TMVO outperformed MVO in most cases and achieved the 
same fitness value in three cases. 

The proposed TMVO achieved better fitness values in most 
cases due to the fact that TMVO offers additional exploration 
points inside the search space. TMVO takes the two best 
possible solutions and utilizes them to find a new solution at 
each iteration. It drives closer and closer to the global optimum 
by updating the current particle location to the position that is 
optimal between these two points. 

B. Evaluation of TMVO in Test Data Generation for Path 

Testing 

The experimental results testing is carried out on five 
benchmark programs, which are presented in Table VI. The 
fitness value is a numerical number that represents individual 
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quality in comparison with the existing local solution in order 
to seek for the optimum local solution that has the least amount 
of fitness value possible. The option that results in the lowest 
overall fitness value will be the one that we consider to be the 
most viable solution. The fitness value is computed by 
applying Korel's route distance relation to each variable. The 
fitness path distance is calculated by adding up each variable's 
fitness value at each point along the path. To start, a series of 
random test instances are generated so that the process can 
begin. Utilizing points that were picked at random allows for 
the improvement of the existing solution. Perform a calculation 
to determine the fitness value of each potential solution. Each 
swarm is assigned a fitness value, and then each swarm 
searches for the local minimum value within the search zone to 
see whether a higher value can be found.. If we can, the new 
value is saved, and the old value is replaced with it. Arrange 
candidate solutions in order of increasing fitness, beginning 
with the best. The onlooker phase begins with the most optimal 
solution to fitness. If the termination requirements are deemed 
to be complete, an onlooker local search will be issued; 
otherwise, it will be used to improve candidate solution fitness. 
In case that the phase is completed without satisfying the 
finishing conditions, the phase to replace sources that have 
reached the maximum number of tries will be initiated. 

We utilized the five variables in Program1, which are (x, y, 
z, j, k). First, if j - 80 >= 0, the distance at variable j will be 
zero; if variable k - 70 >= 0, the distance at variable k will be 
zero; if variable x - 60 >= 0, the distance at variable y - 50 = 0; 
this is the Korel branch distance relation. Specific details and 
results including the fitness value are tabulated in Table VII. It 
is of vital importance to correctly interpret the values in Table 
VII.  The letters A, B, C, D, and E represent the Korel's route 
branch distance of the variables j, k, c, y, and z respectively. 

TABLE VI. BENCHMARK PROGRAMS USED AS CASE STUDIES 

Program1 Program2 Program3 

If (j >=80) 

{….. } 

Else if (k >= 70) 

{….. } 

Else If (x >=60) 

{….. } 

Else If (y>=50) 

{….. } 

Else If (z>=25) 

{….. } 

while (j >=75) 

{….. } 

while (k >= 65) 

{….. } 

while (x >=55) 

{….. } 

while (y>=45) 

{….. } 

while (z>=35) 

{….. } 

If (j >=60) 

{….. } 

Else If (k >= 80) 

{….. } 

Else If (x >=55) 

{….. } 

if (y>=25) 

{….. } 

while (z>=45) 

{….. } 

Program4 Program5  

If (j >=57) 

{….. } 

If (k >= 68) 

{….. } 

if (x >=34) 

{….. } 

 

If (j >=45) 

{….. } 

Else If (k >= 30) 

{….. } 

while (x >=40) 

{….. } 

Else If (y>=35) 

{….. } 

 

TABLE VII. KOREL'S ROUTE BRANCH DISTANCES OF THE VARIABLES J, K, 
C, Y, AND Z ALONG WITH THE FITNESS VALUES (PROGRAM 1) 

# j k x y z A B C D E Fit. 

1 91 50 75 100 54 11 0 15 50 29 105 

2 89 64 84 68 66 9 0 24 18 41 92 

3 81 87 71 82 87 1 17 11 32 62 123 

4 62 72 89 52 99 0 2 29 2 74 107 

5 84 56 72 86 79 4 0 12 36 54 106 

6 70 91 84 92 59 0 21 24 42 34 121 

7 77 67 71 72 88 0 0 11 22 63 96 

8 76 97 61 84 65 0 27 1 34 40 102 

9 53 65 72 79 85 0 0 12 29 60 101 

10 90 56 80 80 70 10 0 20 30 45 105 

11 96 66 62 53 75 16 0 2 3 50 71 

12 99 63 61 88 85 19 0 1 38 60 118 

13 55 87 90 55 85 0 17 30 5 60 112 

14 78 95 60 72 93 0 25 0 22 68 115 

15 68 98 63 93 93 0 28 3 43 68 142 

16 76 97 85 69 51 0 27 25 19 26 97 

17 99 57 79 84 68 19 0 19 34 43 115 

18 59 92 85 75 84 0 22 25 25 59 131 

19 100 93 100 59 82 20 23 40 9 57 149 

20 59 67 72 94 76 0 0 12 44 51 107 

21 67 87 62 58 59 0 17 2 8 34 61 

22 100 80 76 90 69 20 10 16 40 44 130 

23 66 78 95 58 82 0 8 35 8 57 108 

24 50 54 54 66 86 0 0 0 16 61 77 

25 63 78 89 98 51 0 8 29 48 26 111 

The following equation is utilized to determine the fitness 
value that is used for the path of Program1. This value, which 
is the sum of the distances that were indicated before, is 
computed as follows: 

𝐹 =  (𝐽 − 80) + (𝐾 − 70) + (𝑋 − 60) + (𝑌 − 50) +
 (𝑍 − 25)   (1) 

In Program2, we utilized the five variables (x, y, z, j, k). If 
the first variable (j) has a distance of zero, then the second 
variable (k) also has a distance of zero. (if (k) - 65>= 0), the 
third variable (x) has a distance of zero. if (x) - 55 >= 0, the 
fourth variable (y) has a distance of zero if (y) - 45 = 0, and the 
fifth variable (z) has a distance of zero if (z) - 35. The Korel's 
route branch distances of the variables in Program2 and the 
fitness values are displayed in Table VIII. 

Eq. (2) has been used to get the fitness value that should be 
utilized for the path of program 2, which is 54. This value 
represents the sum of the distances that were indicated earlier. 

F =  (J − 75) +  (K − 65) + (X − 55) + (Y − 45) +
 (Z − 35)  (2) 
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TABLE VIII. KOREL'S ROUTE BRANCH DISTANCES OF THE VARIABLES J, K, 
X, Y, AND Z ALONG WITH THE FITNESS VALUES (PROGRAM 2) 

# j k x y z A B C D E Fit. 

1 86 84 52 94 78 11 19 0 49 43 122 

2 92 57 59 86 100 17 0 4 41 65 127 

3 74 54 62 63 83 0 0 7 18 48 73 

4 86 57 94 75 71 11 0 39 30 36 116 

5 66 96 83 52 81 0 31 28 7 46 112 

6 70 98 69 58 95 0 33 14 13 60 120 

7 81 88 92 92 80 6 23 37 47 45 158 

8 53 69 86 91 100 0 4 31 46 65 146 

9 53 81 64 74 68 0 16 9 29 33 87 

10 89 79 53 82 94 14 14 0 37 59 124 

11 51 58 88 97 84 0 0 33 52 49 134 

12 78 66 99 54 84 3 1 44 9 49 106 

13 86 61 66 73 89 11 0 11 28 54 104 

14 100 57 98 51 57 25 0 43 6 22 96 

15 77 68 78 63 100 2 3 23 18 65 111 

16 91 80 92 68 57 16 15 37 23 22 113 

17 78 76 82 62 68 3 11 27 17 33 91 

18 86 65 60 67 56 11 0 5 22 21 59 

19 72 73 72 67 72 0 8 17 22 37 84 

20 87 73 100 84 67 12 8 45 39 32 136 

21 61 64 92 61 50 0 0 37 16 15 68 

22 95 50 69 78 68 20 0 14 33 33 100 

23 62 53 52 51 83 0 0 0 6 48 54 

24 52 91 54 60 73 0 26 0 15 38 79 

25 94 96 83 80 100 19 31 28 35 65 178 

In Program3, the five variables (x,y,z,j,k) are also 
employed to evaluate the proposed algorithm. The Korel 
branch distance relation states that if the value of the first 
variable, j, is greater than or equal to 60, then the value of the 
second variable, k, is greater than or equal to 80. If the value of 
the third variable, x, is greater than or equal to 45, the value of 
the fourth variable, y, is less than or equal to 75, and the value 
of the fifth variable, z, is 45. Table IX tabulates the outcomes 
when applying the TMVO over Program3. The symbols (A, B, 
C, D, E) represent Korel's Route Branch Distances of the 
variables (j, k, x, y, z) respectively. 

TABLE IX. KOREL'S ROUTE BRANCH DISTANCES OF THE VARIABLES J, K, 
X, Y, AND Z ALONG WITH THE FITNESS VALUES (PROGRAM 3) 

# j k x y z A B C D E Fit. 

1 58 85 77 72 75 0 5 22 47 30 104 

2 94 70 83 83 91 34 0 28 58 46 166 

3 83 90 88 76 93 23 10 33 51 48 165 

4 70 55 87 96 100 10 0 32 71 55 168 

5 86 94 64 60 93 26 14 9 35 48 132 

6 77 90 60 79 72 17 10 5 54 27 113 

7 73 51 64 73 68 13 0 9 48 23 93 

8 66 50 86 83 64 6 0 31 58 19 114 

9 79 75 53 61 76 19 0 0 36 31 86 

10 97 63 76 54 91 37 0 21 29 46 133 

11 87 86 67 84 93 27 6 12 59 48 152 

12 75 83 65 71 53 15 3 10 46 8 82 

13 80 91 97 64 95 20 11 42 39 50 162 

14 90 72 81 62 63 30 0 26 37 18 111 

15 71 100 54 81 64 11 20 0 56 19 106 

16 79 81 84 66 61 19 1 29 41 16 106 

17 71 55 71 64 93 11 0 16 39 48 114 

18 66 88 78 75 71 6 8 23 50 26 113 

19 52 88 80 63 82 0 8 25 38 37 108 

20 79 76 69 71 68 19 0 14 46 23 102 

21 75 84 61 88 50 15 4 6 63 5 93 

22 56 67 83 95 72 0 0 28 70 27 125 

23 79 98 69 61 60 19 18 14 36 15 102 

24 53 100 53 84 57 0 20 0 59 12 91 

25 58 80 75 65 95 0 0 20 40 50 110 

The fitness value that was used for the path of program3 
was 82, which is the sum of the distances that were indicated 
earlier and is computed using Equation 3 as follows 

𝐹 =  (𝐽 − 60)  +  (𝐾 − 80)  + (𝑋 − 55)  + (𝑌 − 45)  +
 (𝑍 − 25) (3) 

TABLE X. KOREL'S ROUTE BRANCH DISTANCES OF THE VARIABLES X, Y, 
AND Z ALONG WITH THE FITNESS VALUES (PROGRAM4) 

# x y z C D E Fit. 

1 100 52 61 43 0 27 70 

2 64 97 77 7 29 43 79 

3 66 99 66 9 31 32 72 

4 92 85 80 35 17 46 98 

5 89 91 62 32 23 28 83 

6 67 88 65 10 20 31 61 

7 80 50 71 23 0 37 60 

8 93 63 65 36 0 31 67 

9 86 72 53 29 4 19 52 

10 99 98 80 42 30 46 118 

11 56 56 72 0 0 38 38 

12 53 82 54 0 14 20 34 

13 95 82 55 38 14 21 73 

14 56 70 96 0 2 62 64 

15 93 55 76 36 0 42 78 

16 56 80 78 0 12 44 56 

17 55 56 60 0 0 26 26 

18 100 95 51 43 27 17 87 

19 52 80 55 0 12 21 33 

20 53 100 94 0 32 60 92 

21 93 61 64 36 0 30 66 

22 96 58 82 39 0 48 87 

23 90 77 60 33 9 26 68 

24 70 64 75 13 0 41 54 

25 88 84 97 31 16 63 110 
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In Program4, we employed three variables (x, y, z). If j - 60 
>= 0, k - 80 >= 0, and x - 45 >= 0, then the distance between 
the first and third variables is zero, as predicted by the Korel 
branch distance relation. Refer to Table X. The symbols (C, D, 
E) represent Korel's Route Branch Distances of the variables 
(x, y, z) respectively. 

Using Equation 4, we can determine that the fitness value 
for path of program4 is 33, which is the total of the distances 
we determined before. 

F =  (J − 57) +  (K − 68) + (X − 34)    (4) 

Four variables were employed which are j, k, x, and y in 
Program5. In the Korel branch distance relation, if the value of 
the first variable, j, is zero, then the value of the second, k, is 
also zero, and so on. If the value of the third variable, x, is also 
zero, then the value of the fourth one, y, is also zero. Table XI 
tabulates 25 different cases along with their fitness values. 

Path 5 of Program5 uses a fitness value of 39, which is the 
total of the distances discussed before. The fitness value is 
calculated according to Equation5.  

F =  (J − 45)  + (K − 30) + (X − 40) + (Y − 35)   (5) 

TABLE XI. KOREL'S ROUTE BRANCH DISTANCES OF THE VARIABLES J, 
K,X, AND Y ALONG WITH THE FITNESS VALUES (PROGRAM5) 

# j k x y A B C D Fit. 

1 93 95 73 52 36 27 39 0 102 

2 64 64 93 64 7 0 59 0 66 

3 89 50 90 68 32 0 56 0 88 

4 74 73 96 79 17 5 62 10 94 

5 89 53 70 50 32 0 36 0 68 

6 54 76 98 88 0 8 64 19 91 

7 55 97 73 76 0 29 39 7 75 

8 98 61 81 91 41 0 47 22 110 

9 99 84 88 52 42 16 54 0 112 

10 80 73 62 77 23 5 28 8 64 

11 54 64 89 82 0 0 55 13 68 

12 55 69 59 98 0 1 25 29 55 

13 88 52 61 92 31 0 27 23 81 

14 50 59 99 64 0 0 65 0 65 

15 71 58 55 83 14 0 21 14 49 

16 64 100 89 92 7 32 55 23 117 

17 98 56 84 57 41 0 50 0 91 

18 91 74 97 52 34 6 63 0 103 

19 64 75 55 73 7 7 21 4 39 

20 89 83 56 95 32 15 22 26 95 

21 75 85 64 56 18 17 30 0 65 

22 66 75 51 89 9 7 17 20 53 

23 80 52 79 94 23 0 45 25 93 

24 99 70 90 89 42 2 56 20 120 

25 70 86 66 52 13 18 32 0 63 

V. CONCLUSION 

In this study, Testing Multi-Verse Optimizer (TMVO), an 
improved Multi-Verse Optimizer, is presented. However, 
rather than focusing on a single place, TMVO considers the 
swarm's mobility and the mean of the two best solutions in the 
universe. Using a recently suggested mean-based algorithm 
model, particles will progress toward the ideal solution. 
TMVO's recommended movement equations ensure efficient 
space exploration and utilization. In addition, it eliminates the 
problem of low convergence and escapes the local minimum. 
TMVO has been applied for the generation of test data for 
software structural testing, specifically route testing, that takes 
use of the Multi-Verse optimization algorithm. The proposed 
algorithm has been exhaustively tested through the creation of 
test data for the path coverage criteria and its subsequent 
application to a set of test programs. Additionally, five distinct 
programs and codes have been utilized in order to complete 
this evaluation. The results showed that the algorithm was 
successful in finding the best tested path for the test data, 
which led to an improvement in performance. The performance 
of TMVO is tested over several well-known functions. The 
results have shown that TMVO outperform original MVO 
algorithm over most of the tested functions. 

However, this study presented two contributions. Firstly, an 
improved version of the Multi-verse Optimizer called Testing 
Multi-Verse Optimizer (TMVO) was proposed, which 
considered the movement of the swarm and the mean of the 
two best solutions in the universe. The particles moved towards 
the optimal solution by using a mean-based algorithm model, 
which guaranteed efficient exploration and exploitation. 
Secondly, TMVO was applied to develop test cases for 
structural data testing, specifically path testing, in an automated 
manner. Instead of automating the entire testing process, the 
focus was on centralizing automated procedures for collecting 
testing data. Automation for generating testing data was 
becoming increasingly popular due to the high cost of manual 
data generation. To evaluate the effectiveness of TMVO, it was 
tested on various well-known functions as well as five 
programs that presented unique challenges in testing. The test 
results indicated that TMVO outperformed the original MVO 
algorithm on the majority of the tested functions. 

Despite the success of TMVO, there are still several areas 
where the algorithm can be further developed and tested. This 
includes algorithmic parameter tuning where most optimization 
algorithms have several tuning parameters that need to be set 
for optimal performance. Future research can explore 
automated parameter tuning techniques such as machine 
learning algorithms to improve the performance of TMVO. In 
addition to that, testing TMVO on large-scale problems where 
researchers can focus on testing TMVO on large-scale 
optimization problems and analyzing its scalability and 
efficiency. 
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Abstract—Non-insulin-reliant, one of the most serious 

illnesses is diabetes mellitus, often known as type 2 diabetes, and 

it affects a large number of people. Between 2 and 5 million 

individuals worldwide die from diabetes each year. If diabetes is 

identified sooner, it can be managed, and catastrophic dangers 

including nephropathy, heart stroke, and other conditions linked 

to it can be avoided. Therefore, early diabetes diagnosis aids in 

preserving excellent health. Machine learning (ML), which has 

recently made strides, is now being used in a number of medical 

health-related fields. The innovative, nature-inspired Firefly 

algorithm has been shown to be effective at solving a range of 

numerical optimization issues. While using alliterations, the 

traditional firefly method employed a fixed step size models for 

semi-supervised learning (SSL). The firefly is effective for solving 

classification issues involving both a sizable number of unlabelled 

data and a limited number of samples with labels. The fuzzy min-

max (FMM) family of neural networks in this regard provide the 

capability of online learning for tackling both supervised and 

unsupervised situations. Using a special mix of the two proposed 

algorithms, one of which is utilised for optimization and the other 

for making early predictions of type 2 diabetes. The findings for 

the training and testing phases for the parameter’s accuracy, 

precision, sensitivity, specificity, and F-score are reported as 

97.96%, 97.82%, 98.10%, 97.82%, and 97.95% which, when 

compared to current state-of-the-art methods, are finer. 

Keywords—Fire Fly Algorithm (FFA); machine learning (ML); 

Semi-supervised Min-Max (SSMM) 

I. INTRODUCTION 

Diabetes mellitus (DM) is the collective metabolic disorder 
in which people have high blood sugar levels, either because 
their pancreas is incapable of producing enough insulin or 
because their cells are unable to react to the insulin that is 
generated. This leads to a number of medical conditions such 
polydipsia, polyuria, and polyphagia.DM is still a problem for 
public health everywhere in the world. This is increasingly the 
leading cause of death in affluent nations and is now ranked 
fourth or fifth among non-communicable diseases globally. In 
the entire world, 300 million people are predicted to have 
diabetes or be at risk for developing it by 2025. In the past few 
years, developing nations like India have had the highest 
growth in DM. There were 425 million diabetics worldwide as 
of 2017 [1], and research by the International Diabetes 
Federation in 2017 [2] predicted that number will rise to 625 

million by 2045. Diabetes mellitus is a collection of endocrine 
disorders characterized by decreased glucose absorption and 
brought on by absolute or relative insulin deficiency. In 
addition to a chronic history, the disease is characterized by a 
disruption of all forms of metabolism. When our body's blood 
sugar, also known as blood glucose, is too high, we have 
diabetes mellitus (DM). People can develop diabetes at any 
age, and there are three main types: type 1, type 2, and 
gestational diabetes. Many hormonal and other changes that 
take place in the body during pregnancy are thought to be the 
cause of gestational diabetes, whereas other women see an 
increase in insulin resistance. 

Type II diabetes is a chronic metabolic disorder that affects 
millions of people worldwide. It occurs when the body either 
does not produce enough insulin or is unable to use the insulin 
it produces effectively, resulting in high levels of glucose in the 
blood. Early detection of type II diabetes is crucial for effective 
management and prevention of complications. Predictive 
modeling techniques have shown great promise in identifying 
individuals who are at a high risk of developing type II 
diabetes before clinical symptoms appear. By leveraging 
machine learning algorithms and advanced analytics, 
healthcare professionals can identify individuals who are at risk 
of developing type II diabetes and implement preventative 
measures to reduce the likelihood of disease progression. This 
can ultimately lead to improved health outcomes and a 
reduction in healthcare costs associated with managing type II 
diabetes. 

The entire paper is divided into five sections where 
Section I consists of introduction. Section II deals with related 
works, Section III deals with experimental results, Section IV 
deals with results of the work, and Section V deals with 
conclusion of the work. 

II. RELATED WORKS 

Mohebbi et al. demonstrated that it was possible to use 
CGM signals to detect T2D patients in [3], where they offered 
a unique deep learning approach for the identification of type 2 
diabetes. To solve the difficulties of implementing DL 
approaches. The authors of [4] concentrated their talks on 
generalised approaches, reinforcement learning, natural 
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language processing, deep learning in computer vision, and 
healthcare today (Table I). 

TABLE I. VIEWS OF VARIOUS AUTHORS 

Author Contribution Methodology Advantages Limitations 

DPML [5] 
Prediction of 

Type 2 

diabetics 

SVM, 

XGBoost, RF 

, LR 

Early 

prediction 

Works for 

only specific 

datasets not 
for all 

existing 

datasets 

FFCSA 

[6] 

Classification 

of diabetics 

KNN 

Classifier 

Notable 

accuracy of 
considered 

parameters 

Works for 

static 
datasets not 

for existing 

ADNNC 

[7] 

random test 

and trail 
DNN 

High 

accuracy 

Computation 

time 

EDDN [8] 

Prediction 

and 

classification 

DNN 
High 

accuracy 

Works for 

limited size 

of data 

 

EFA: Firefly algorithm 

Begin 
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Fireflies are ranked and current global best   
    

     end 

  end 

 

In population-based optimization techniques, efficient 
global exploration and local exploitation control is essential for 
locating the ideal solution. Therefore, during the initial stages 
of optimization, it is preferable to encourage individuals to 
roam around the whole search space rather than grouping 
around local optima. In order to quickly locate the best 
solution, it is crucial to increase convergence toward the global 
optima during the last stages. 

 

EFA: Firefly algorithm 

Input : UCI diabetic dataset 

Output : Type 2 diabetic classification 
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Current sample encoding using new hyperbox ,      

          

End 

 

 

 

 

The algorithm provided appears to be a variant of the Fuzzy 
ARTMAP algorithm, which is a type of artificial neural 
network that uses fuzzy logic to perform pattern recognition 
and classification. The algorithm takes as input the UCI 
diabetic dataset and aims to perform classification to predict 
whether an individual is likely to have type II diabetes. For 
each sample, the algorithm computes hyper box membership 
using a formula that takes into account the attributes of the 
sample and the weights associated with the hyper boxes. The 
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hyper boxes represent regions in the input space that are 
assigned to a particular class (in this case, type II diabetes or 
not). The criteria for a hyper box to be considered a member of 
a class is that it must satisfy a certain threshold (represented by 
the value ϴ in the algorithm). If a hyper box overlaps with a 
hyper box belonging to a different class, the algorithm 
performs a contraction step to adjust the boundaries of the 
hyper boxes to reduce overlap. If the hyper box is not a 
member of any class, the algorithm creates a new hyper box to 
represent the current sample. This new hyper box is initialized 
with the attributes of the current sample, and the classification 
decision is based on whether the new hyper box satisfies the 
classification criteria. Overall, the algorithm is a type of 
supervised machine learning algorithm that uses fuzzy logic 
and neural networks to perform classification of the input data. 
It is designed to be able to adapt to new input data and adjust 
the hyper boxes accordingly. 

Over the past ten years, machine learning and data 
categorization have paid a lot of attention to semi-supervised 
learning (SSL). Finding the target class (i.e., label) to which a 
data sample belongs is referred to as data classification. To do 
this, a collection of labelled data samples are used for model 
training, and the input samples are then mapped to the 
associated classes using the underlying learning technique. The 
new, unseen test samples are then categorized into the 
appropriate classes using the trained model. A hyper box 
membership function is defined as 

 (   )   {

         
               

         
} 

Each supervised and unsupervised FMM network has a 
different topology made up of a variety of hyper boxes that 
were built up gradually (see Fig. 1). Each hyper box creates a 
feature boundary in a d-dimensional unit cube and is 
represented by a set of minimum and maximum vertices (I

d
). 

The value of [0, 1] determines the hyper box size; a tiny result 
in several hyper boxes, each of which has a small size, and vice 
versa. 

Early prediction of Type 2 Diabetes is a growing area of 
research and many studies have been conducted to explore this 
topic. One unique approach for early prediction of Type 2 
Diabetes is the use of artificial intelligence and machine 
learning algorithms. For example, a recent study by Wang et al. 
[9] (2021) used machine learning algorithms to predict the risk 
of Type 2 Diabetes in a Chinese population based on 
demographic and lifestyle factors. Another study by Noh et al. 
(2021) [10] used artificial intelligence to predict the risk of 
Type 2 Diabetes based on clinical data from electronic health 
records. 

In addition, several studies have explored the use of 
biomarkers for early prediction of Type 2 Diabetes. For 
instance, a study by Senn et al. (2020) [11] investigated the use 
of a blood-based biomarker called plasma branched-chain 
amino acids (BCAAs) to predict the risk of Type 2 Diabetes in 
a cohort of Finnish individuals. Similarly, another study by Li 
et al. (2020) [12] explored the use of urinary metabolites as a 
biomarker for early prediction of Type 2 Diabetes in a Chinese 

population. Furthermore, there has been research into the use 
of genetic information for early prediction of Type 2 Diabetes. 
A study by Wang et al. (2020) [13] investigated the use of 
genetic risk scores to predict the risk of Type 2 Diabetes in a 
Korean population. Another study by Bancks et al. (2021) [14] 
used a genetic risk score and lifestyle factors to predict the risk 
of Type 2 Diabetes in a diverse population in the United States. 
Overall, these studies demonstrate the potential of various 
approaches for early prediction of Type 2 Diabetes, including 
the use of artificial intelligence and machine learning 
algorithms, biomarkers, and genetic information. 

 

 
Fig. 1. (a), (b) Supervised FMM network and a 3D hyperbox. 

III. EXPERIMENTAL SET UP 

Utilizing the Visual Studio IDE, a specific User Interface 
(UI) is created in order to connect to the server and obtain 
performance metrics for both existing and suggested methods. 
The proposed system is implemented in Visual C++ and the 
existing methods are implemented in Common Language 
Runtime (CLR) libraries. The UI is operated on a machine that 
connects to the server using an 8 GB RAM and an Intel Core 
i5-7200 processor operating at 2.7 GHz. Through the I2K2 
cloud server intermediary infrastructure, Amazon Server is 
rented. The server has 100GB of High IOPS Solid State Hard 
Drive (SSD), 2GB of RAM, 2 Virtual CPU Computational 
Cores, and a 99.99% uptime guarantee. For Single Admin 
Windows Operating System and Single User Remote Desktop 
Server (RSD) Client Access License (CAL) included, the 
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software licenses are provided by the I2K2 service. Dataset 
[15] is considered to carry out the results (see Fig. 2). 

 

Fig. 2. UI for running the proposed approach. 

IV. RESULTS 

The model is trained and tested with the dataset with a ratio 
of 60-40. The results are considered in terms of accuracy, 
precision, specificity, sensitivity and F-Score. 

A. Accuracy 

TABLE II. ACCURACY OBTAINED DURING TRAINING  

Data (%) DPMLA FFCSA DNNC EDDN EFASFMM 

7 38.54 33.40 36.54 43.72 45 

14 53.89 47.28 54.93 59.69 61.13 

21 63.10 55.69 65.63 69.43 70.19 

28 69.38 61.38 73.37 76.02 76.99 

35 74.51 66.30 79.06 81.39 82.34 

42 78.64 69.66 83.98 85.49 86.64 

49 81.87 72.99 87.99 88.71 90.01 

56 84.60 75.49 91.50 92.04 93.17 

63 87.53 78.12 94.27 94.96 96.15 

70 89.90 80.31 97.27 97.27 98.75 

 

Fig. 3. Graphs of accuracy obtained during training. 

TABLE III. ACCURACY OBTAINED DURING TESTING 

Data (%) DPMLA FFCSA DNNC EDDN EFASFMM 

7 89.23 79.97 96.83 96.86 98.35 

14 88.79 79.73 96.79 96.8 97.84 

21 89.3 79.34 96.54 96.45 97.88 

28 89.53 79.07 96.55 97.19 97.49 

35 88.75 79.93 96.23 96.44 98.37 

42 89.41 79.45 96.59 96.33 97.77 

49 88.94 79.72 96.55 96.55 98.07 

56 89.46 79.88 96.89 96.63 97.8 

63 89.61 79.70 96.53 96.45 97.94 

70 89.08 79.8 96.48 96.63 98.09 

 
Fig. 4. Graphs of accuracy obtained during testing. 

Accuracy values are referred in the Table II for training and 
Table III for testing. During training the average values of 
accuracy for the existing and proposed approaches such as 
DPMLA, FFCSA, DNNC, EDDN and EFASFMM observed 
are 72.20%, 64.06%, 76.45%, 78.87% and 80.04%. During 
testing the average values of accuracy for the existing and 
proposed approaches are given as 89.21%, 79.66%,96.60%, 
96.63% and 97.96%. Acurracy graphs are shown in Fig. 3 and 
Fig. 4 during training and testing. 

B. Precision 

Precision values are referred in the Table IV for training 
and Table V for testing. The corresponsing graphs for precision 
during training and testing are shown in Fig. 5 and 6, 
correspondingly. 

During training the average values of Precision for the 
existing and proposed approaches such as DPMLA, FFCSA, 
DNNC, EDDN and EFASFMM observed are 73.73%, 63.75%, 
75.59%, 79.03% and 79.72%. During testing the average 
values of precision for the existing and proposed approaches 
are given as 90.68%, 79.63%,95.45%, 96.74% and 97.82%. 
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TABLE IV. PRECISION OBTAINED DURING TRAINING 

Data (%) DPMLA FFCSA DNNC EDDN EFASFMM 

7 40 32.45 36 44 44.45 

14 55.35 46.72 54.24 60.13 60.71 

21 64.87 55.17 65.17 69.65 69.76 

28 70.88 60.98 72.48 76.09 76.51 

35 76.01 66.00 78.30 81.59 82.28 

42 80.04 69.35 82.96 85.42 86.47 

49 83.37 73.01 86.88 88.79 89.81 

56 86.05 75.43 90.63 92.04 92.94 

63 89.21 77.98 93.25 95.12 95.80 

70 91.54 80.36 96 97.54 98.45 

 
Fig. 5. Precision graph obtained during training. 

TABLE V. PRECISION OBTAINED DURING TESTING 

Data (%) DPMLA FFCSA DNNC EDDN EFASFMM 

7 90.45 80.04 95.39 96.58 98.17 

14 90.01 79.21 95.85 96.97 98.17 

21 91.11 79.38 95.71 96.67 98.22 

28 90.89 79.1 95.57 97.22 97.43 

35 90.49 80.01 95.12 96.52 98.04 

42 91.05 79.5 95.04 96.66 97.12 

49 90.42 79.45 95.51 97.08 98.11 

56 90.72 80.12 95.53 96.08 97.48 

63 91.18 79.92 95.3 96.75 97.49 

70 90.54 79.58 95.49 96.94 97.98 

 
Fig. 6. Precision graph obtained during testing. 

C. Sensitivity 

Sensitivity values are referred in the Table VI for training 
and Table VII for testing. The corresponsing graphs for 
precision during training and testing are shown in Fig. 7 and 8, 
correspondingly. 

During training the average values of sensitivty for the 
existing and proposed approaches such as DPMLA, FFCSA, 
DNNC, EDDN and EFASFMM observed are 71.53%, 64.07%, 
76.99%, 78.80% and 80.20%. During testing the average 
values of sensitivity for the existing and proposed approaches 
are given as 88.09%, 79.68%,97.69%, 96.53% and 98.10%. 

TABLE VI. SENSITIVITY OBTAINED DURING TRAINING 

Data (%) DPMLA FFCSA DNNC EDDN EFASFMM 

7 38.86 33.08 36.39 43.76 44.94 

14 53.78 47.25 55.00 59.61 61.23 

21 62.65 55.75 65.78 69.35 70.36 

28 68.82 61.47 73.80 75.99 77.26 

35 73.79 66.40 79.50 81.27 82.37 

42 77.85 69.78 84.69 85.54 86.76 

49 80.94 72.97 88.85 88.65 90.17 

56 83.62 75.51 92.22 92.04 93.37 

63 86.30 78.19 95.20 94.81 96.48 

70 88.64 80.29 98.50 97.01 99.03 
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Fig. 7. Sensitivity graph obtained during training. 

TABLE VII. SENSITIVITY OBTAINED DURING TESTING 

Data (%) DPMLA FFCSA DNNC EDDN EFASFMM 

7 88.30 79.93 98.21 97.12 98.52 

14 87.87 80.04 97.69 96.64 97.53 

21 87.92 79.32 97.33 96.24 97.56 

28 88.48 79.06 97.49 97.17 97.55 

35 87.44 79.88 97.27 96.36 98.69 

42 88.16 79.42 98.08 96.03 98.39 

49 87.82 79.88 97.53 96.06 98.04 

56 88.49 79.74 98.21 97.15 98.10 

63 88.40 79.57 97.71 96.18 98.37 

70 87.97 79.93 97.41 96.34 98.205 

 
Fig. 8. Sensitivity graph obtained during testing. 

D. Specificity 

Specificity values are referred in the Table VIII for training 
and Table IX for testing. The corresponsing graphs for 
precision during training and testing are shown in Fig. 9 and 10 
correspondingly. 

TABLE VIII. SPECIFICITY OBTAINED DURING TRAINING 

Data (%) DPMLA FFCSA DNNC EDDN EFASFMM 

7 38.20 33.71 36.69 43.69 45.05 

14 54.01 47.31 54.87 59.78 61.04 

21 63.58 55.63 65.49 69.51 70.02 

28 69.98 61.29 72.96 76.06 76.73 

35 75.26 66.20 78.62 81.51 82.30 

42 79.47 69.54 83.30 85.44 86.52 

49 82.85 73.00 87.17 88.77 89.85 

56 85.63 75.46 90.79 92.04 92.98 

63 88.83 78.04 93.38 95.10 95.83 

70 91.25 80.34 96.09 97.53 98.46 

During training the average values of specificity for the 
existing and proposed approaches such as DPMLA, FFCSA, 
DNNC, EDDN and EFASFMM observed are 72.91%, 64.05%, 
75.94%, 78.94% and 79.88%. During testing the average 
values of specificity for the existing and proposed approaches 
are given as 90.40%, 79.64%, 95.55%, 96.74% and 97.82%. 

 

Fig. 9. Specificity graph obtained during training. 

TABLE IX. SPECIFICITY OBTAINED DURING TESTING 

Data (%) DPMLA FFCSA DNNC EDDN EFASFMM 

7 90.21 80.01 95.51 96.59 98.17 

14 89.76 79.42 95.92 96.95 98.15 

21 90.77 79.36 95.78 96.65 98.20 

28 90.63 79.08 95.65 97.21 97.43 

35 90.14 79.97 95.22 96.51 98.05 

42 90.74 79.48 95.18 96.63 97.15 

49 90.12 79.56 95.60 97.04 98.10 

56 90.48 80.02 95.64 96.12 97.49 

63 90.89 79.83 95.41 96.73 97.51 

70 90.25 79.66 95.57 96.92 97.98 
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Fig. 10. Specificity graph obtained during testing. 

E. F-Score 

F-Score values are referred in the Table X for training and 
Table XI for testing. The corresponsing graphs for precision 
during training and testing are shown in Fig. 11 and 12 
correspondingly. 

TABLE X. F-SCORE OBTAINED DURING TRAINING 

Data (%) DPMLA FFCSA DNNC EDDN EFASFMM 

7 39.42 32.76 36.19 43.88 44.69 

14 54.55 46.98 54.62 59.87 60.96 

21 63.74 55.46 65.47 69.50 70.06 

28 69.83 61.23 73.13 76.04 76.88 

35 74.88 66.20 78.90 81.43 82.33 

42 78.93 69.56 83.82 85.48 86.62 

49 82.14 72.99 87.85 88.72 89.99 

56 84.82 75.47 91.42 92.04 93.16 

63 87.73 78.09 94.21 94.96 96.14 

70 90.07 80.32 97.23 97.28 98.74 

 

Fig. 11. F-score graph obtained during training. 

TABLE XI. F-SCORE OBTAINED DURING TESTING 

Data (%) DPMLA FFCSA DNNC EDDN EFASFMM 

7 89.36 79.98 96.78 96.85 98.34 

14 88.92 79.62 96.76 96.80 97.85 

21 89.49 79.35 96.51 96.45 97.89 

28 89.67 79.08 96.52 97.19 97.49 

35 88.94 79.94 96.18 96.44 98.36 

42 89.58 79.46 96.53 96.34 97.75 

49 89.10 79.66 96.51 96.56 98.07 

56 89.59 79.93 96.85 96.61 97.79 

63 89.77 79.74 96.49 96.46 97.93 

70 89.23 79.75 96.44 96.64 98.09 

 
Fig. 12. F-score graph obtained during testing. 

During training the average values of specificity for the 
existing and proposed approaches such as DPMLA, FFCSA, 
DNNC, EDDN and EFASFMM observed are 72.61%, 63.91%, 
76.29%, 78.92% and 79.96%. During testing the average 
values of specificity for the existing and proposed approaches 
are given as 89.36%, 79.65%,96.56%, 96.63% and 97.95%. 

V. CONCLUSION 

Finding the best diabetes treatment primarily depends on 
early illness detection. One of the most common diseases in the 
world is diabetes. Whatever the sort of sickness, it is a frequent 
problem for doctors, medical professionals, and scientists to 
forecast the disease in its early stages. The main cause of this is 
a lack of awareness in developing and underdeveloped nations. 
A person's life can be saved by ignoring paradoxical events, 
diagnosing the sickness early, and taking the right medication. 
The upgraded firefly technique and the semi-supervised min-
max approach algorithm are combined in an original way in the 
current paper. Where the min-max strategy is employed for the 
early diagnosis of type 2 diabetes and the firefly algorithm is 
used for optimization. The proposed approach is unique in that 
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it achieves the best results in terms of the metrics taken into 
account, including accuracy, precision, sensitivity, specificity, 
and F-Score. The type 2 diabetes dataset is used in the sense of 
a 60-40%. The results for the factors that were taken into 
consideration during training and testing are presented as 
follows: 80.00%, 79.72%, 80.20%, 79.88%, 79.96%, and 
97.96%, 97.82%, 98.10%, 97.82%, 97.95%. The suggested 
method is beneficial for both training and testing purposes, as 
well as for the early diagnosis of type 2 diabetics while taking 
into account minimal computational time and highly accurate 
findings. The primary problem facing researchers in the current 
situation is identifying the causes of retinopathy in type 2 
diabetes. 
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Abstract—Now-a-days, it is no surprise that mobile devices 

have become a very useful tool in the daily tasks of many people 

worldwide. This is thanks to their various features such as 

portability, connectivity, entertainment, work tool, etc. However, 

due to the bad posture that users have when using them, a 

syndrome called "Text Neck" is produced. This is caused by 

prolonged use of the devices looking down and tilting the head at 

different angles. The degree of inclination of the head causes a 

detrimental effect on the neck joints, so that the greater the 

degree of inclination the effect of the weight of the head on the 

neck increases detrimentally.  However, currently mobile devices 

have sensors that help in monitoring the activities of users, in this 

sense, there is the gyroscope that allows the completion of the 

position and the accelerometer that tells us the amount of 

movement of the device. In this sense, a mobile application has 

been developed that by monitoring the information of the angle 

of inclination of the device and the time it remains in the same, 

allows notifying users to adopt a proper position. The aim is to 

reduce the number of people affected by text neck syndrome. 

Keywords—Accelerometer; android; firebase; gyroscope; 

mobile devices; sensors; text neck 

I. INTRODUCTION 

Today, we find that mobile devices such as cell phones, 
tablets or e-books have become essential attachments in the 
daily lives of millions of people worldwide [1]–[6]. According 
to statistical data collected in 2021, the number of mobile 
device users will exceed 3.8 million, representing 48.53% of 
the world's population [1]. This popularity in the massive use 
of mobile devices is due to the various activities that can be 
performed with them, in this sense, users can exchange 
information, access the Internet, play in mobile applications, 
and other types of activities [5], [7], [8] They also allow for 
fluid communication between users through the use of text 
messages and social networks [1]–[3], [8] 

However, beyond the popularity that mobile devices have 
achieved, due to prolonged use and poor posture of users, 
health-related problems have been identified [1]–[10]. The 
problem is now known as "Text Neck" syndrome, a term 
coined by American chiropractor Dr. Dean L. Fishman [1], [3], 
[6]–[8]. However, this syndrome is produced due to the 
downward inclination of the users' neck and the excessive 
forward bending when using mobile devices [1], [3]–[7], [10]. 
In this sense, the greater the angle of inclination, the greater the 

weight that falls on the neck joints, being 12 kg at an angle of 
15 degrees, 18 kg at an angle of 30 degrees, 22 kg at an angle 
of 45 degrees, and 27 kg at an angle of 60 degrees [1], [2], [5], 
[6], [9], [10].  As a result, the user may experience many 
ailments ranging from neck pain, neck stiffness, reduced 
mobility, headaches, postural disturbances, rounded shoulders 
[1], [6], [7], [10]. 

On the other hand, nowadays cellular devices have a wide 
range of sensors that allow the detection and monitoring of 
many activities [11]–[13]. In this sense, the accelerometer and 
the gyroscope can be found as complementary sensors in the 
measurement of certain activities [11], [14]–[17]. Therefore, 
due to the precision that cell phones possess [13], [18], 
activities such as swaying in the elderly can be monitored [19], 
establish the frequency of the footprint [14], detection of 
abnormal behaviors [11], determine the degree of sedentary 
lifestyle of the users [17] and video stabilization through the 
use of the gyroscope [20]. Now, these sensors can be used to 
detect the time that a person has been using the cell phone and 
the position in which it is used. This information can be 
provided by the accelerometer and gyroscope, then through an 
application developed in Android can be analyzed for the 
purposes of the case [11], [12], [14], [15], [19], [20]. 

Therefore, taking into account the information that can be 
obtained through the sensors of mobile devices, we developed 
a mobile application that allows the monitoring of the position 
in which it is used by users through the gyroscope; the time the 
user uses the device in a specific position taking into account 
the viewing angles. The purpose of our research is the 
development of a mobile application to notify users of the 
excessive use of mobile devices and the position in which it is 
used, with the aim of reducing the rate of people suffering from 
text neck syndrome. 

Next, the activities carried out within the present research 
project are detailed, in this sense, in Section II we specify the 
methodology that has been used to obtain the main objective of 
our project, in Section III we show the results obtained after 
implementing our application, in Section IV we made a 
comparison of the contributions obtained with those of other 
authors, and finally in Section V we show the conclusions that 
we have reached after having carried out the present research 
project. 
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II. METHODOLOGY 

A. Determination of Angle of Inclination 

Text neck syndrome is characterized by the angle of 
inclination generated in the user's neck when tilting the head 
forward to view mobile devices [1], [5], [7], [9], [10], [21] 
Thus, as shown in Table I, as the degree of inclination of the 
user's neck increases, there is a direct effect on the weight 
exerted on the spine [1]. 

TABLE I.  HEAD WEIGHT ACCORDING TO THE ANGLE OF INCLINATION 

Likewise, Fig. 1 shows graphically the angle of inclination 
of the neck forward and the weight effect equivalent to each 
one for the reader's better understanding. 

Taking into account that the sensors are located inside the 
mobile devices, the detection of the information of the users' 
neck inclination angles must be related to the inclination angles 
of the devices where our device is running. Consequently, the 
calculation of the tilt angles taken by the mobile devices in 
relation to the users' neck tilt angles was performed. 

In that sense, the users' neck inclination angles vary in an 
incremental range of 15°. Likewise, the initial angle is 0° and 
the maximum angle of inclination is 60°, where it is possible to 
identify the inclusion of four increments to get from the 
minimum to the maximum angle of inclination. 

Tilt interval range = 15° 

Now, before continuing with the calculations, it was taken 
into account that users seek the best position of the mobile 
device for viewing the various desired contents. Therefore, 
after performing an analysis of the way in which mobile 
devices are held by users, a correlation was found between the 
angle of inclination and the angle at which the mobile device is 
held. 

In effect, the mobile devices when held cover different 
angles of a quadrant. Taking into account the aforementioned, 
the calculation of the range of degree intervals that the devices 
have in the different positions was carried out, resulting in 
22.5°. 

Cell interval range = 22.5 

The angles of inclination that the mobile device can take 
can be seen more clearly in Fig. 2, taking 90° as the starting 
point, which are traveled in intervals of 22.5° until reaching 
180°. On the other hand, Table II shows the equivalence of 
each of the degree intervals in both the inclination of the user's 
neck and the angle at which the mobile device is held. 

 

Fig. 1. Tilt angles of the mobile devices 

 

Fig. 2. Angle of inclination of the neck and the equivalent weight effect on the spine

Angle of inclination of the neck Force exerted on the neck 

0° 4,54 – 5,44 kg 

15° 12,25 kg 

30° 18,14 kg 

45° 22,23 kg 

60° 27,22 kg 
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TABLE II.  EQUIVALENCE OF USER ANGLES AND MOBILE DEVICES 

Angle of inclination of the neck Tilt angle of the mobile device 

 0°  < 15° 4,54 – 5,44 kg 

15° < 30° 12,25 kg 

30° < 45° 18,14 kg 

45° < 60° 22,23 kg 

60° 27,22 kg 

B. Flowchart 

In this section, as can be seen in Fig. 3, the actions that are 
evaluated within the application are detailed, as well as the 
path that must be followed for the evaluated actions. This 
diagram gives a clearer idea of the actions that must be 
programmed within our application, as well as determining the 
evaluation criteria at the time of the application's decision-
making process. In this sense, the application is started when 
the cell phone is unlocked by the user; then the angle of 
inclination of the mobile device is determined by analyzing the 
gyroscope information; then the amount of inertia that the 
device carries in the position carried by the user is determined; 
then the application proceeds to keep track of the time in which 
the device is used in an inappropriate position; and finally the 
device makes a notification for the user to take the necessary 
measures to avoid the use of the device in that position. 

 
Fig. 3. System flow diagram 

C. Prototyping of the Application 

In this section, the respective prototyping of the different 
phases that are part of this application was carried out. In this 
sense, a detailed analysis of the actions that are framed in its 
workflow was carried out, resulting in the necessary modules 

for the correct fulfillment of the objectives of this research 
project. 

Now, our project was developed keeping a user-friendly 
design through the use of colors that allow the understanding 
of the messages. In this sense, the modules were developed: 

1) Welcome and login: As part of the development of this 

module, we took into account the need to keep track of those 

users who make use of our application. Therefore, as can be 

seen in Fig. 4(A) where the Welcome module is shown, the 

application icon has been placed at the beginning; then a 

phrase that allows users to identify the purpose of the 

application; the login button that allows access to the login 

form; and finally a couple of options that ask the user about 

the possession of an account. Also, in Fig. 4(B) login module 

we include as title the name of the application; as in the 

previous model, the icon of the application is shown; then the 

data required to complete this form are shown, which are the 

username and password; likewise, the options to remind the 

user and the login button are shown; finally, the user is given 

the possibility to access our application through the use of 

their social networks such as Facebook, Google, Twitter, and 

Linkedin, since they are the most used social networks today 

[22]. 

 
Fig. 4. A) Welcome module. B) System login module 

2) Main menu: For the development of this module we 

took into account the functions to which the user requires 

access within our application. In this sense, as can be seen in 

Fig. 5 of the main menu, a couple of buttons have been 

implemented, the first one gives the user the possibility to 

access the current tilt status, and the second button allows the 

user to access the statistics of the use of the cell phone. 
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Fig. 5. Módulo de menú principal 

D. Hardware 

As part of the development of our research project, the 
hardware technologies necessary for the project to meet the 
previously stated objective were determined. 

1) Accelerometer: This sensor allows us to obtain 

information on the acceleration of the device during the time it 

is used by the user, which makes it possible to determine the 

amount of inertia and other daily activities[11], [15]–[17] . 

2) Gyroscope: This sensor has the ability to detect the tilt 

angles in which the devices that have it implemented [15], 

[18], [20], this is of utmost importance since it is very much in 

line with the main objective of our research project. 

3) Smartphone: Mobile devices that have a great 

acceptance by the general public, surpassing 80% of North 

American users [13]. Thus, these mobile devices have several 

sensors, among which are included the accelerometer and the 

gyroscope, both being complementary in the detection of 

movement and determination of activities by the users of these 

mobile devices [11], [12], [15], [23], [24]. Taking into account 

the characteristics and the utilization rate of these devices, it 

has been determined as the ideal device for the 

implementation of our research project. 

E. Software 

Within the development of this project, the following 
software technologies were selected due to their characteristics 
and features. 

1) Android: It is an operating system that is used in a large 

number of mobile devices which allows you to run a large 

number of applications according to the needs of users [25]. It 

also allows the implementation of many functions for the 

management of user data [26]. Taking into account these 

characteristics, this operating system was used for the 

deployment of our mobile application. 

2) Android studio: This IDE has a large number of 

features that allow the correct development of mobile 

applications for the solution of the diverse needs that users 

have [25]. In this sense, this IDE allowed us to carry out the 

correct development of the software infrastructure necessary 

to achieve the objective of our research project. 

3) Firebase: This allows us to handle a large amount of 

unstructured data or commonly known by the name of NO-

SQL [26]. This technology allows us to handle a large amount 

of data in real time and other features that are easy to 

implement in Android applications [27]–[29]. Therefore, this 

technology was used for the storage of user account data and 

usage data of their mobile devices. 

III. RESULTS 

Once the development of our mobile application has been 
completed, we will analyze the results obtained after its 
implementation. 

A. Implementation of the Application 

Initially, the application was installed on a mobile device 
with the Android operating system. Fig. 6 shows how the 
application has been deployed by means of an icon that has 
been added to the main screen, through the use of this icon the 
user can access the application system. 

B. Current status of the Device 

After the user has successfully authenticated, the system 
will allow the user to enter the main menu of the system. At 
this point, the application, when used for the first time, will 
require the user's authorization to access certain features and 
data of his mobile device. Then, the user will be able to access 
the main menu of our application where you can see the 
options to which the user has access. 

Now, among the options shown in the main menu is the 
Actual State option. This option collects the gyroscope 
information that is integrated inside the mobile device. Fig. 7 
shows the result of the information obtained from the 
gyroscope sensor by means of which the angle of inclination 
that the device has at that moment and its equivalent angle of 
inclination in the user's neck can be given as a result. 
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Fig. 6. The application shows the angle of inclination and the equivalent 

weight 

 
Fig. 7. Application deployment on a mobile device 

This module allows the user to have immediate access to 
information on the tilt angles of both their device and the 
equivalent angle their neck is taking in relation to the tilt of the 
mobile device. This allows users to correct their neck position 
and change the way they are using their mobile devices by 
adapting better positions that safeguard their health. 

C. Device Usage Statistics 

As part of the options implemented within the application, 
we find the statistics option. As shown in Fig. 8, this module 
presents the statistics options according to the day, week, 
month and year; in each of the above-mentioned cases a 
statistical table is presented where the frequency of incidence 
in the angles of inclination can be appreciated; likewise, in the 
lower part of the module the application shows which is the 
largest angle registered according to the statistical option that 
has been selected by the user. 

This module allows users to keep track of the angles at 
which the mobile device is used, in this sense, in view of the 
data shown by the application, the user has the possibility to 
keep track of the change in their habits in the use of mobile 
devices. Therefore, the application is an extremely important 
tool to keep track of the angles of inclination that users have 
with respect to the use of mobile devices. 

 

Fig. 8. Module for statistics of the device's tilt angles 
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Fig. 9. Notification to the user about excessive use of the cell phone at an 

improper tilt angle 

D. Notification of Tilt Angle 

In this module, after the system detects an inadequate angle 
of inclination of the device and an excessive use of time, a 
notification is made. In Fig. 9 it can be seen that the application 
notifies the user of the excessive use of the device by means of 
a message: "Excessive use of the device with an incorrect angle 
of inclination", by means of this notification the user can 
become aware that he is taking a bad position of the mobile 
device allowing him to change it to safeguard his health. 

IV. DISCUSSIONS 

In this section, we show the differences of our research 
work in the various topics that coincide in those works that 
have been used as a basis for the development of the same. 

In this section, we show the differences of our research 
work in the various topics that coincide in those works that 
have been used as a basis for the development of the same [1], 
[2], [4]–[8].  Indeed, several research studies have collected 
data on the use of various methodologies and recommendations 
to counteract the effects caused by this syndrome on users [1], 
[3], [9], [10]. However, the development of a system that 
allows the user to become aware of the moment in which the 
position adopted when using a mobile device is detrimental to 
their health is not performed. Therefore, this research project 
implements a system that allows the user to become aware of 
these bad postures when using mobile devices. 

At present, mobile devices such as cell phones have 
become very popular, reaching 81% of acceptance by 
Americans [13]. They are also used to monitor the physical 
activities of their users through the use of various sensors [11], 
[12], [14], [19]. Among the sensors most commonly used in 
activity monitoring are the gyroscope and the accelerometer 

because they provide accurate information [11], [14]–[16], 
[18], [20]. In this sense, the information provided by these 
sensors can be used to determine where the device is being 
used, in addition to knowing precisely how long the user is in 
that position. 

V. CONCLUSIONS 

In conclusion, it is possible to use the information of the tilt 
angle of the mobile devices through the use of the gyroscope 
and accelerometer sensors of the mobile devices. This 
information allowed the system to show the user the current tilt 
angle of the device. It is of utmost importance that the user is 
aware of the misuse of the device, since this allows the user to 
change position quickly in order to avoid falling into the text 
neck syndrome. Also, having a record of the activity that has 
taken place over time, greatly helps the user to keep track of 
their progress. Finally, the notifications provided by the system 
allow the user to have a timelier knowledge of their incorrect 
position during the use of the device, allowing it to make an 
immediate change in its position. 
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Abstract—The accurate early warning of intelligent operation 

of power engineering can find the abnormal operation of 

substation equipment in time and ensure the safe operation of 

substation equipment. Thus, an early warning model for 

intelligent operation of power engineering based on Kalman filter 

algorithm is constructed. In this model, the noise elimination 

method of substation equipment inspection image based on 

particle resampling filter algorithm is introduced. After 

removing the noise information of operation situation inspection 

image of substation equipment, the gradient direction histogram 

feature, lab color space feature and edge contour feature in the 

image are extracted by the multi-feature extraction method for 

intelligent operation of power engineering based on multi-feature 

fusion. These features are combined to form the feature 

description set of equipment operation situation. The feature 

description set is used as the identification attribute set of the 

anomaly identification and early warning model for intelligent 

operation of electric power engineering based on Kalman filter 

algorithm to complete the anomaly identification and early 

warning of equipment operation situation. The test shows that 

when the model is used to observe the temperature change trend 

of the top layer of the transformer, the temperature error is very 

small, and the early warning accuracy for the abnormal 

temperature of the top layer of the transformer is very high, so 

the abnormal operation of the substation equipment can be 

found in time. 

Keyword—Kalman filter; power engineering; intelligent 

operation; early warning model; image denoising; feature 

extraction 

I. INTRODUCTION 

With the development of industrial revolution, electric 
power plays an important role in the development of human 
society. Problems in urban power supply system will cause 
serious consequences for people's daily activities and even the 
whole society. Therefore, ensuring the safe and stable 
operation of power system has become an extremely important 
part of the national strategic energy security system. To realize 
the safe and reliable operation of the power grid, it is necessary 
to continuously improve the automation level of the substation, 
so as to achieve the purpose of reasonable allocation of power 
supply equipment and effective supervision and management 
of the substation equipment [1]. 

The development of substation automation is mainly 
affected by the following aspects. First, the construction of 
substation automation system is inseparable from information 
technology. The development of information technology 
makes the information source and amount faced by power 
enterprises continue to grow. Therefore, enterprises also put 

forward relatively high requirements for the work efficiency 
and response speed of the processing system [2]. Secondly, the 
automation level of the substation mainly involves fault 
detection and fault isolation. On the one hand, the wide 
distribution of low-voltage substation has resulted in the large 
number and scattered nodes of low-voltage substation. 
Therefore, the staff must upload patrol inspection data in real 
time, accurately and efficiently. On the other hand, due to the 
long-term exposure of power equipment to the field, it often 
bears the effects of normal mechanical load and power load, as 
well as external forces such as lightning strike, pollution, 
strong wind, earthquake, flood, landslide and bird damage, and 
may even be endangered by the theft of power equipment by 
some criminals. These factors will cause aging, oxidation and 
corrosion of various components in the substation. If they are 
not found and eliminated in time, the existing hidden dangers 
will develop into faults, thus posing a threat to the security and 
stability of the power system [3]. Therefore, in order to 
fundamentally ensure the safe and stable operation of the 
power grid and the safe supply of power, it is necessary to 
carry out regular and irregular inspection of each substation, 
timely find hidden dangers, prevent them before they happen, 
and reduce the failure rate of power equipment to the lowest. 

At present, the traditional manual inspection, video 
monitoring, comprehensive maintenance vehicle and other 
methods are mainly used for substation inspection in China's 
power system. For some enterprises, the cost is too high, the 
operation is difficult to implement, and it is not easy to 
promote. At the same time, it is difficult to eliminate the 
impact of human factors in the inspection work. Therefore, 
how to absorb the modern management experience of foreign 
advanced power enterprises and make full use of advanced 
mobile technology in the construction of intelligent inspection 
system for substation has become very important. 

II. JOURNALS’ REVIEWED 

Xie, S studied the intelligent inspection technology of 
substation electrical equipment based on 5G. Based on 5G 
communication technology, intelligent patrol robots, video 
surveillance, AR glasses, mobile patrol APP and other 
terminals are integrated to realize all-round intelligent patrol of 
the substation, with poor early warning effect [4]. Yang Qiong 
designed an intelligent patrol inspection system for substation, 
which introduced GPS and PDA technology, and was 
characterized by the storage of equipment information in the 
upper management system and all management of equipment, 
defect information, historical data and patrol inspection. Patrol 
inspectors could complete the information collection of 
equipment only by arriving near the corresponding patrol 
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inspection equipment. After the patrol inspection, the 
corresponding equipment information should be transmitted to 
the background database for storage through a certain 
communication mode. The comprehensive cost of this system 
was relatively high [5]. Zhang F. researched the inspection 
method combining PDA and RFID. This inspection method 
was a non-contact automatic identification technology, which 
could read and identify the electronic data stored in the card 
without contact. The reader / writer emitted energy in an area 
to form an electromagnetic field. When the RF tag passed 
through the area, it detected the signal of the reader / writer and 
sends the stored data. The reader / writer received the signal 
sent by the RF tag, decoded and checked the accuracy of the 
data to complete the identification, so as to achieve the purpose 
of patrol inspection [6]. 

Compared with other methods, RFID technology has the 
characteristics of non-contact identification, high-speed 
identification, multi-target simultaneous identification, and 
strong confidentiality. It is widely used in vehicle identification 
and production process control, but the immunity of radio 
frequency technology needs to be optimized. In order to 
discover the abnormal operation of substation equipment in 
time and realize the efficient and intelligent operation early 
warning of power engineering. On the basis of previous 
studies, this paper establishes an intelligent operation early 
warning model of electric power engineering based on Kalman 
filter algorithm, which is mainly used for intelligent patrol 
inspection of electric power engineering, in order to provide 
some help for timely early warning of abnormal conditions 
found in the patrol inspection process. 

III. EARLY WARNING MODEL FOR INTELLIGENT 

OPERATION OF POWER ENGINEERING 

The early warning of intelligent operation of power 
engineering needs to be completed by using intelligent 
technology. At present, the application of intelligent inspection 
robot is no longer strange in the field of power engineering. 
The intelligent inspection robot has replaced the traditional 
manual inspection mode. The early warning model for 
intelligent operation of power engineering based on Kalman 
filter algorithm constructed in this paper belongs to one of the 
core technologies applied to the equipment of intelligent 
inspection robot. Before introducing the specific application 
technology of the model, the structure of the intelligent 
inspection robot is analyzed. The structure diagram of its 
operation mode is shown in Fig. 1. 

The intelligent inspection robot system consists of a base 
station layer and a robot mobile station. The base station layer 
receives and processes patrol inspection data through its 
database, data processing and video monitoring modules, 
which is equivalent to a monitoring background. It also has the 
functions of image processing and pattern recognition, which 
can automatically identify equipment defects and automatically 
warn. The communication layer is divided into two modules: 
the wireless bridge base station and the wireless bridge mobile 
station. It provides data transmission channels for the base 
station and the robot mobile station through the wireless 
network transmission protocol. Wireless communication is 
used between the mobile robot and the monitoring background 

[7]. In addition, when the robot loses power, it can 
automatically return to the charging room for self-charging. 
The model in this paper is mainly installed on the intelligent 
inspection robot equipment to help the robot find the abnormal 
situation of intelligent operation of power engineering in real 
time and give real-time warning. The intelligent operation 
warning problem of power engineering studied in this paper is 
mainly to identify and warn the operation situation of 
substation equipment. 

A. Noise Elimination Method for Inspection Image of 

Substation Equipment based on Particle Resampling Filter 

Algorithm 

When the intelligent inspection robot performs the 
inspection task of operation situation of substation equipment, 
the collected infrared image is affected by external factors, so 
there is inevitably noise information, which directly affects the 
image quality [8]. For this reason, this paper uses the noise 
elimination method of inspection image of substation 
equipment based on particle resampling filter algorithm to 
remove the noise information of inspection image and optimize 
the image quality [9]. 

The particle filter algorithm uses the large number theorem 
to solve the nonlinear non Gaussian estimation problem in 
Bayesian estimation through Nonparametric Monte Carlo, 
which is applicable to any nonlinear non Gaussian random 
problem that can be expressed in state space [10]. The posterior 
probability density of noise particles is estimated through a 
group of observed random noise samples in the state space of 
noise particles in the inspection image, and the mean value of 
noise samples is used to replace the integral operation to obtain 
the minimum variance of noise filtering effect. 

The infrared image state equation and noise observation 
equation of operation situation inspection of substation 
equipment are modeled as follows: 
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Fig. 1. Structure diagram of operation mode of intelligent inspection robot. 
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Where, hu  is the actual noise level during patrol inspection 

image acquisition; hm  is the measurement noise level of patrol 

inspection image;  g   is the transfer function of patrol 

inspection image quality;  k   is the measurement function of 

patrol inspection image quality. hy  is a group of filter state 

values of weighted particle with conditional distribution 

obtained by Monte Carlo simulation sampling at time h . Each 

noise particle uses its gray value at the patrol inspection image 

position as the characteristic value, and 
hl  is the observation 

value of noise particle filter at time h . 

Through the probability density function  1: 1h hq y l 
 of 

the spatial state of the noise particle swarm optimization 

system at time 1h  based on the Chapman-Kolmogorov 

equation, the state of noise information in the patrol inspection 

image of substation equipment’s operation situation at time h  

is observed: 

     1: 1 1 1 1: 1 1=h h h h h h hq y l q y y q y l dy        (2) 

Where, 1: 1hl   is the noise observation value from 1 to 1h

. 

The Bayesian formula is used to derive the prior probability 

 1: 1h hq y l 
 and the posterior probability  1:h hq y l  from 

the noise observation value at time h  According to the law of 

large numbers, when the number of noise particles is very 
large, the particle filter is approximate to the posterior 
probability of the patrol inspection image quality state [11]. 
Namely: 

    ,

1: 1:

1

1 M
j n fj

h h h h h

j

q y l y y
M

 


 
 (3) 

Where M  is the number of noise particles; 
j

h  is the 

weight of noise particle j  at time h ;   is a Dirac function; 

 ,

1:

j n f

hy  is the j -th noise particle gray value located at the 

patrol inspection image  ,n f  of operation situation of 

substation equipment from 1 to h . Generally, the noise 

particle set cannot be directly sampled from the posterior 
probability. The prior density that is easy to realize is selected 
as the importance density function, and the particles with 
uniform distribution are optimized through maximum 
likelihood estimation, so that the optimized particle distribution 
is closer to the posterior probability density. Only a small 
number of noise particles can achieve high estimation 
accuracy, thus reducing the amount of calculation [12]. Then 
the weight is updated to: 

 1:

j

h h h hq y l 
         (4) 

Weight normalization: 

1

ˆ
j

h
h M

j

h

j










         (5) 

The optimal image quality of patrol inspection of substation 
equipment’s operation situation is output: 

1

ˆ ˆ
M

h h h

j

y y



         (6) 

After several iterations of particle algorithm, only a small 
number of effective noise particles have non-zero important 
weights, and most of the important weights of noise particles 
tend to zero. Therefore, the noise cannot be effectively 
eliminated in the process of infrared image denoising. In order 
to prevent the weight degradation of noise particles, resampling 
method is adopted to reduce the impact of noise on the image 
quality of patrol inspection of substation equipment’s operation 
situation to a certain extent [13]. 

The main idea of resampling is to remove the noise 
particles with small weight, retain and copy the noise particles 
with large weight, and sample the particles with large weight 
for many times, so as to increase the chance of noise 
elimination for the particles, and sample less for the particles 
with small weight [14]. Firstly, m  uniformly distributed 

random numbers  ; 1,2,...,mi i   are generated in the 

interval [0, 1], and then the weights of noise particles are 
accumulated: 

1
ˆ

h

h hj
d 




          (7) 

Where, 1,2,...,h m ; hd  is the cumulative value of 

noise particle weight. 

The resampled noise particles only account for a small part 
of the whole particle swarm. Such particles can no longer 
effectively describe the posterior probability distribution of 
patrol inspection image quality status. As each particle is 
sampled independently, the process includes cycle and 
comparison operations, which increases the computational 
complexity of particle filter for patrol inspection image of 
substation equipment’s operation situation [15]. 

Resampling makes the noise particles with higher weight 
be sampled for many times, and the sampling results contain 
many repeated noise particles, thus losing the diversity of 
particles and reducing the filtering performance. In order to 
solve the problem of resampling dilution, the effective particle 
number threshold is used to optimize the filtering effect of 
patrol inspection image of substation equipment’s operation 
situation. 
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Suppose  1 2ˆ ˆ ˆ, ,..., M

h h h    is the set of normalized 

weights of noise particles, and the sample variance of particle 
weights is: 

   
2

1

1
ˆ ˆ ˆ

M

h h h

j

U mean
M

  


  
 

 (8) 

Where  U   is the variance function;  mean   is the 

mean function. 

Effective particle number threshold  ˆ
eff hM   of the 

degradation degree of noise particles is measured: 
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1
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ˆ
eff h N
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               (9) 

In this way, the effective noise particles are classified 
according to the weight value, which effectively reduces the 
complexity of the algorithm, and the random method increases 
the diversity of noise particles. In order to avoid too small 
noise particles in the patrol inspection image of substation 
equipment’s operation situation, the lower limit of noise 

variance is set as 
min , and the maximum noise variance is set 

as max . The attenuation factor   is used to estimate the noise 

reduction rate. When the noise in the patrol inspection image of 
substation equipment’s operation situation is small, a small 
number of particles can be used to describe the noise 
distribution. When the noise is large, the sampling range of 
particles is expanded and the number of particles is increased. 
Sigmoid function is used to express the relationship between 

the number of noise particles 
hM  and uncertainty measure 

ho  at time h . 

 
 min

ˆ2

1 exp

eff h

h

t

M
M

o



  


   
   (10) 

Among them, the uncertainty measures 
x z

h t to   , 
x

t  

and 
z

t  are the actual noise and observation noise in the patrol 

inspection image of substation equipment’s operation situation 
at time h. In this way, the noise particles with smaller weight 
are discarded and replaced by the noise particles with larger 
weight for multiple noise elimination. The noise particles with 
larger weight are erased after the patrol inspection image is 
resampled to complete the noise elimination of the patrol 
inspection image of substation equipment’s operation situation 
[16]. 

B. Multi-Feature Extraction Method for Intelligent Operation 

of Power Engineering based on Multi-Feature Fusion 

In order to identify the abnormal situation in the inspection 
process of substation equipment’s operation situation, it is 

necessary to extract the image features of substation 
equipment’s operation situation inspection after de-noising in 
Section IIIA. The image features of inspection are very 
important in the process of substation equipment’s operation 
situation awareness. Therefore, this paper will 
comprehensively consider the edge, gradient and color features 
in the infrared image during intelligent inspection of substation 
equipment. A multi-feature extraction method for intelligent 
operation of power engineering based on multi-feature fusion 
is proposed. The feature description set of equipment operation 
situation is composed of gradient direction histogram (HOG) 
feature, lab color space and edge contour, which is used as the 
identification attribute set of the anomaly identification and 
early warning model of intelligent operation of power 
engineering based on Kalman filter algorithm. 

1) Gradient feature extraction: The gradient of patrol 

inspection image of substation equipment’s operation situation 

includes image edge contour and texture information, which 

can be used for image analysis and recognition. In the process 

of extracting the image features of substation equipment’s 

operation situation inspection, this paper simplifies the 

calculation process of HOG features, improves the calculation 

efficiency, and can better describe the gradient features of 

substation equipment’s operation situation. In the 5*5 cell, 9 

bin histograms are used to calculate the gradient information of 

these 25 pixels. That is, the 360 ° gradient direction of the cell 

is divided into nine direction intervals, and each pixel in the 

cell is weighted projected in the histogram with the gradient 

direction. The weight is the gradient amplitude, and the 

amplitude of the histogram in each direction forms an 

eigenvector [17]. 

The gradient of all pixels in the patrol inspection image of 
substation equipment’s operation situation after noise removal 
is calculated, and the gradient amplitude is: 

     , , ,x yF x y F x y F x y 
    (11) 

Where,  ,xF x y  and  ,yF x y  are the gradient 

amplitudes in direction x  and y  of each pixel in the 

inspection image of the substation equipment’s operation 
situation after noise removal. 

The gradient direction is: 
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The weighted projection of each pixel in the cell within the 

uniform interval in the gradient direction ,
2 2

  
 
 

 is 

calculated as: 
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Where,  ,kF x y  is the cumulative value of gradient 

amplitude in different gradient directions in the cell; kc  

represents the range of different gradient directions. 

2) Color feature extraction: After de-noising, the 

component L in the lab color space of the inspection image of 

substation equipment’s operation situation expresses the 

human eye's perception of brightness. The output color scales 

of components a and b are more uniform and balanced. 

Compared with RGB and CMYK color models, the lab space 

has a broader color gamut and is independent of physical 

equipment. 

Therefore, in order to preserve the wide color gamut and 
rich colors as much as possible, and better quantify the colors, 
this paper uses the lab color model as the color feature, that is, 
the patrol inspection image of substation equipment’s operation 
situation after noise removal is transformed into the lab color 
space model, and the lab color space is divided into three 
feature vector sets. 

3) Edge profile features: The edge of the inspection image 

of substation equipment’s operation situation after noise 

removal refers to the area where the local gray level of the 

image changes significantly. It is the most basic feature of the 

image and contains useful information for identification. 

Therefore, this paper extracts the direction, first-order and 

second-order differentiation of the image as the edge contour 

feature vector set of the de-noising patrol inspection image of 

substation equipment’s operation situation [18]. Among them, 

the first-order and second-order differential are realized by 

Sobel differential operator. 

To sum up, the extracted feature vectors of inspection 
image of substation equipment’s operation situation after noise 
removal are used to form a feature descriptor. Each feature 
vector is a feature channel, and each feature channel is a matrix 
block with the same size as the image. 

C. Anomaly Identification and Early Warning Model for 

Intelligent Operation of Power Engineering based on 

Kalman Filter Algorithm 

The characteristic information of the patrol inspection 
image of substation equipment’s operation situation extracted 
in Section IIIB is used as the identification attribute set of the 
intelligent operation anomaly identification and early warning 
model of power engineering based on the Kalman filter 
algorithm. The Kalman filter algorithm mainly includes two 
processes: prediction and correction, that is, observation and 
update. The observation process mainly uses the time updating 
equation to establish a prior estimate of the current substation 
equipment’s operation situation, so as to calculate the current 
state variables and error covariance estimates in time, and 
construct a prior estimate for the next time state; In the 
correction process, a posteriori estimate of the current state of 
substation equipment’s operation situation is established based 
on the prior estimate of the prediction process and the current 
measurement variables by using the measurement update 

equation through feedback. This process is called the 
prediction correction process. 

In order to apply the Kalman filter algorithm to the 
intelligent operation early warning of power engineering, it is 
necessary to construct the description equation and 
measurement equation of substation equipment’s operation 
situation based on the Kalman filter algorithm, and then 
establish the real-time optimal estimation model of substation 
equipment’s operation situation [19]. Then the equation 
describing the operation situation of substation equipment is: 

,

, , 1 2 1

oil h

oil h oil h hB V
N


   

 
    

   (14) 

Where, ,oil h  is the operation situation of substation 

equipment at time h ;   is the characteristic information of 

patrol inspection image of substation equipment’s operation 

situation extracted in subsection 2.2; 
2B  is the gain of control 

input of substation equipment; 1hV   is the process excitation 

noise, which is generally considered to obey the normal white 
noise and does not change with time. It represents the 
observation error of substation equipment’s operation situation 

between 1h  and h ; N  is the observation times of 

operation situation of substation equipment; , 1oil h   is the 

operation situation of substation equipment at time 1h . 

The observation equation of the operation situation of 

substation equipment at time h  can be expressed as: 

,K k oil h KL H W  
  (15) 

Where, 
kH  is the gain of actual variable ,oil h  of 

substation equipment’s operation situation to the observation 

variable KL  of substation equipment’s operation situation; 

KW  is the change range of operation situation of substation 

equipment. 

After determining the state equation and observation 
equation of the operation situation of the substation equipment, 
the Kalman filter algorithm estimates the operation situation of 
the substation equipment, which can carry out the two main 
processes of the Kalman filter: "time update (observation)" and 
"state update (correction)". Through repeated update and 
correction, the most accurate results can be obtained to realize 
the observation of the operation situation of the substation 
equipment. Firstly, it should establish the time update equation 
for the operation of substation equipment: 

amb,

, , 1 2
ˆ ˆ h

oil h oil h B
N
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Where, "-" stands for a priori and "+" stands for a 

posteriori. ,
ˆ

oil h 
 is the prior state estimation of step h  when 

the operation situation of the substation equipment before step 

h  is known, that is, the prior state estimation of time h  using 

time 1h . , 1
ˆ

oil h 

  is a posteriori state estimation when the 

measurement variable KL  is known in the operation situation 

of substation equipment, and it is also the optimal estimation 

result of the state at 1h . KQ
 is the covariance of the error 

of prior estimation, and P  is the process error of substation 
equipment’s operation situation estimation. In the updating 
process, the state estimation is optimized by using the prior 
estimates and observations of the current state, which is called 

a posteriori state estimation. KQ
 is the covariance of the 

error of the calculated posterior estimate. 

The verification equation for the estimation results of 
substation equipment’s operation situation is: 

 , , ,
ˆ ˆ ˆ

oil h oil h h K k oil hF L H       
 (18) 

K
h

K

Q
F

Q S







       (19) 

 1K K hQ Q F  
      (20) 

In Eq. (18) to (20), S  is the variance of the operation 

situation estimation error of the measured substation 

equipment. A posteriori estimate ,
ˆ

oil h 
 is composed of a linear 

combination between a priori estimate ,
ˆ

oil h 
 and the 

observation variable KL  of substation equipment’s operation 

situation; hF  is the Kalman gain, whose function is to 

minimize the posterior estimation error covariance KQ
 to 

ensure that the recursion can be carried out continuously. The 
magnitude of the residual value reflects the inconsistency 
between the observed value and the actual value. The greater 
the residual value is, the greater the inconsistency is. 
Otherwise, it is true. Eq. (17) to (20) constitute the five 
processes required for Kalman filter iterative observation. In 
the iterative process, equations (18) and (20) need to feed back 
the obtained posterior results to equations (17) and (18) in 
order to update the information of each step. In this way, the 
model can realize the real-time estimation of the operation 
situation of substation equipment and the real-time early 
warning of intelligent operation of power engineering. 

The early warning program is mainly completed by the 
alarm device. The circuit of the alarm device is composed of 
high decibel active alarm. Because the driving ability of the 
single chip microcomputer is not enough, this circuit uses NPN 
triode to drive the alarm. The LED display circuit consists of 
two decoders 74l138, eight row drivers 4953 (each chip 

controls two rows), eight column drivers (each chip controls 
eight columns), and sixteen 1588 common anode diode lattice 
modules. Therefore, the LED display is a 1664 dot matrix. 
Four Chinese characters can be displayed at the same time. In 
normal state, the screen displays yellow "normal operation" 
and red "fault operation" in case of fault, accompanied by 
alarm sound [20]. The alarm flow of this device is shown in 
Fig. 2. 
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Fig. 2. Alarm process. 

As shown in Fig. 2, the alarm device will first judge 
whether its Ethernet communication is normal. If the normal 
communication represents that the device can operate 
normally, it will judge whether there is any abnormal 
information touch device; if yes, it will display "fault 
operation" and sound light alarm. If there is no abnormality, it 
will display "normal operation" and reset manually. 

IV. RESULTS 

The model is installed on an intelligent substation 
inspection robot to test the application effect of the model. The 
test content is mainly divided into the processing effect, 
situation recognition and early warning effect of intelligent 
inspection image of substation equipment’s operation 
situation,. 

A. Analysis on Processing Effect of Intelligent Patrol 

Inspection Image of Substation Equipment’s Operation 

Situation 

As shown in Fig. 3(a) and Fig. 4(a), when the model in this 
paper inspects the operation situation of transformers and 
insulators in substations, there are different degrees of noise 
information in the captured intelligent inspection image of 
operation situation. The effect pictures of this model after noise 
removal are shown in Fig. 3(b) and Fig. 4(b). 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

695 | P a g e  

www.ijacsa.thesai.org 

（a）Before treatment （b）After treatment
 

Fig. 3. Intelligent inspection image of transformer operation situation. 

（a）Before treatment （b）After treatment
 

Fig. 4. Intelligent inspection image of insulator operation situation. 

From the analysis of Fig. 3 and Fig. 4, it can be seen that 
the model in this paper has a good denoising effect on the 
transformer and insulator images of the patrol substation when 
inspecting the operation situation of the transformer and 
insulator in the substation. From the visual point of view, the 
image definition after denoising is improved and the image 
details are more significant. 

B. Abnormal Situation Identification and Early Warning 

Effect 

The model in this paper is used to monitor the top 
temperature of the transformer shown in Fig. 3 in real time. 
The actual value of the top temperature of the transformer is 
shown in Fig. 5, and the ambient temperature is shown in Fig. 
6. 

The Kalman filter algorithm in the model of this paper can 
use the new patrol information to continuously observe and 
modify the new state estimates, so it can observe the top 
temperature in real time. The initial noise state of the state 
equation can be obtained from the statistical value of the 
variance function, and the variance of the observation error can 
be obtained from the statistical value of the temperature sensor 
error. The system state equation is used to optimally estimate 
the state variable, that is, the top temperature. The recognition 
results are shown in Fig. 7. 

As shown in Fig. 7, the difference between the 
identification result of the transformer’s top temperature and 

the actual value of the model in this paper is very small, which 
can well reflect the dynamic change of temperature. As long as 
the given system’s initial value does not deviate too far from 
the real initial value, the Kalman filter algorithm can converge 
to the final value. 
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Fig. 5. Actual value of transformer top temperature. 
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Fig. 6. Ambient temperature for intelligent operation of electric power 

engineering. 
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Fig. 7. The identification results of transformer top temperature by this 

model. 
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Fig. 8. The error variation of transformer top temperature identification 

results before and after the model is used in this paper. 

Before and after the intelligent inspection robot uses the 
model in this paper, the error of the top temperature 
identification result of the transformer is shown in Fig. 8. 

As shown in Fig. 8, when the model in this paper uses 
Kalman filter algorithm to observe the top temperature of 

transformer, the temperature error is less than 0.5°. When the 
model in this paper is not used, the observation error of 
intelligent inspection robot on the top temperature of 
transformer is more than 2°. This shows that the model in this 
paper has high observation accuracy on the top temperature of 
transformer. The reason is that the Kalman filter algorithm can 
continuously predict and correct the top temperature of 
transformer, and the observation error is minimized. Therefore, 
this model can be well applied to the abnormal identification of 
transformer top temperature. 

The abnormal early warning effect of the model in this 
paper after identifying the top temperature of transformer is 
test, and the results are shown in Table I. 

By analyzing the data in Table I, it can be seen that after 
the model identifies the top-level temperature of the 
transformer, there is only a 1-minute delay in the early warning 
time for the abnormal state of the top-level temperature of the 
transformer on February 2, 2022, but the number of early 
warnings is consistent with the number of abnormal 
occurrences. The model in this paper has verified the early 
warning effect of intelligent operation of power engineering 
and can accurately give early warning. 

TABLE I ABNORMAL EARLY WARNING EFFECT OF TOP LAYER TEMPERATURE OF MODEL TRANSFORMER 

Abnormal occurrence date Abnormal occurrence time Warning time Number of exceptions Warning times 

2022/1/23 10:58 10:58 5 5 

2022/2/2 9:20 9:21 1 1 

2022/3/25 8:01 8:01 2 2 

2022/4/14 12:36 12:36 3 3 

2022/5/8 20:25 20:25 5 5 

2022/5/13 2:36 2:36 4 4 

2022/6/1 17:25 17:25 1 1 

2022/6/3 13:33 13:33 1 1 

2022/6/4 12:45 12:45 1 1 

 

V. DISCUSSION 

Based on the research content of this paper, at present, the 
intelligent inspection robot is mainly used in the intelligent 
operation inspection of power engineering. However, the 
intelligent inspection robot is not perfect, and it also has 
shortcomings in practical application: 

1) Meter data reading: Patrol inspection robots are 

equipped with high-definition cameras that can be zoomed. 

According to the design idea, their advantages in reading meter 

data are far greater than the visual inspection of operation and 

maintenance personnel during manual patrol inspection. In the 

station, the installation position of some meters and meters is 

too high for manual vision to see the pointer, number and other 

contents in the meters and meters. In this case, the traditional 

inspection is conducted with the help of a telescope. The zoom 

camera of the intelligent inspection robot can not only shorten 

the meter interface several times the distance, save time and 

effort, but also save the meter interface as a picture for later 

analysis. However, in practical application, it is found that this 

advantage cannot be fully exerted, which is mainly manifested 

in that when the surface of the high-voltage meter in the station 

or the camera of the inspection robot becomes dirty due to the 

accumulation of pollutants and impurities in the air, the camera 

simply cannot obtain a clear meter image. In addition, the 

camera also fails to focus. For the problem that the camera 

surface of the inspection robot is polluted, a self-cleaning 

device similar to the automobile wiper can be added in the 

subsequent improvement to properly solve it. As for the 

phenomenon of surface pollution, the problem of non-

inspection robot itself can only be solved by manual cleaning 

during each power outage and maintenance of power grid 

equipment. Focusing failure is caused by the camera algorithm 

or the auto focusing technology adopted. It is recommended to 

configure the camera with active auto focusing mode, which 
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can greatly reduce the occurrence of focusing failure by 

combining the advantages of infrared ranging and ultrasonic 

ranging focusing methods and focusing mode based on image 

processing. At present, there are many researches and 

explorations on the research, development and application of 

inspection robot in the intelligent inspection system and the 

diversification of inspection functions, but the more advanced 

cutting-edge technologies are neglected in the hardware. High 

performance hardware equipment is more conducive to the 

advanced functions of the inspection robot. 

2) Infrared thermometry: In the process of infrared 

temperature measurement, the layout of equipment in the 

station is complex and staggered, and the inspection robot is 

restricted by the fixed inspection path, positioning point and 

the traveling channel in the actual site designed in the system. 

It is unable to compare the maximum temperature and hot spot 

of the equipment from 360 ° directions flexibly like manual 

inspection, and there is inaccurate alignment. Therefore, the 

temperature information obtained is too large deviation from 

the actual situation, or even wrong. The problem of alignment 

and misalignment can be solved by optimizing the system and 

adding a distance monitoring unit. The function of the distance 

monitoring unit is to determine the reasonable distance 

between the tested equipment and the inspection robot. Only 

the equipment within a reasonable distance set in the system 

can be selected by the infrared camera, so as to effectively 

avoid the wrong selection of objects within the abnormal range 

such as the sum for temperature measurement in similar cases. 

However, in order to realize the full angle comparative 

temperature measurement like manual inspection, it is 

obviously impossible to realize it at the software level of the 

robot inspection monitoring system due to the factors such as 

the distribution of roads in the substation, the height of the 

inspection robot, the battery life and so on. Therefore, the 

infrared temperature measurement function cannot replace the 

accurate temperature measurement in the existing technical 

stage, and can only be used as a way of universal temperature 

measurement in a large area. 

Therefore, the above two problems should be paid more 
attention in practical application. 

VI. CONCLUSION 

With the rapid development of China's economy, higher 
requirements are put forward for the safe operation of power 
transmission network, power plant facilities and other 
infrastructure. Major power companies have invested a lot of 
manpower and material resources in the inspection and 
maintenance of lines and facilities. However, due to the 
limitations of technical conditions, there are many deficiencies 
in the power inspection link, such as low inspection efficiency 
and difficult management. At the same time, the original 
manual records and reports also greatly limit the modernization 
of power operation management. Intelligent inspection of 
substation equipment is applicable to the power supply 
facilities management department of the power supply 
company. It helps to reduce the workload of inspection 

personnel and facilities management personnel and improve 
work efficiency. The research content of this paper is the early 
warning of intelligent operation of power engineering, which is 
simply the abnormal identification and early warning of 
substation equipment’s operation situation. In order to 
accurately identify and early warning the abnormal state of 
intelligent operation of power engineering, this paper 
constructs an early warning model of intelligent operation of 
power engineering based on Kalman filter algorithm, and 
verifies its application value in experiments. However, in the 
experiment, the model in this paper has a one minute delay in 
identifying the abnormal operation situation of substation 
equipment. In the future research work, the application effect 
of the model will be gradually optimized to provide effective 
assistance for power equipment monitoring. 
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Abstract—Tiny air sacs in one or both lungs become inflamed 

as a result of the lung infection known as pneumonia. In order to 

provide the best possible treatment plan, pneumonia must be 

accurately and quickly diagnosed at initial stages. Nowadays, a 

chest X-ray is regarded as the most effective imaging technique 

for detecting pneumonia. However, performing chest X-ray 

analysis may be quite difficult and laborious. For this purpose, in 

this study we propose deep convolutional neural network (CNN) 

with 24 hidden layers to identify pneumonia using chest X-ray 

images. In order to get high accuracy of the proposed deep CNN 

we applied an image processing method as well as rescaling and 

data augmentation methods as shear_range, rotation, zooming, 

CLAHE, and vertical_flip. The proposed approach has been 

evaluated using different evaluation criteria and has demonstrat-

ed 97.2%, 97.1%, 97.43%, 96%, 98.8% performance in terms of 

accuracy, precision, recall, F-score, and AUC-ROC curve. Thus, 

the applied deep CNN obtain a high level of performance in 

pneumonia detection. In general, the provided approach is 

intended to aid radiologists in making an accurate pneumonia 

diagnosis. Additionally, our suggested models could be helpful in 

the early detection of other chest-related illnesses such as 

COVID-19. 

Keywords—Pneumonia; deep learning; CNN; chest X-rays; 

radiology 

I. INTRODUCTION 

Pneumonia is an infection of the lungs that can be caused 
by viruses, bacteria, or fungus. In principle, the condition is 
brought on by a wide range of bacteria, including fungal 
environmental pollutants, or even physical harm to the lungs 
caused by smoking or other forms of pollution [1]. Being a 
common disease, it also has the potential to be fatal [2]. 
Regarding modern solutions for pneumonia detection, it is 
hardly surprising that computer vision is an important field of 
study for artificial intelligence (AI), primarily since it provides 
answers to a wide range of issues that nowadays people 
encounter. Biomedical image analysis using artificial 
intelligence is one of the computer vision areas that has 
repeatedly shown to be beneficial. 

Recent years have seen a rise in the use of deep models, 
particularly CNN models, as the dominant method for the 

categorization of clinical imaging. This is due to the fact that 
selecting which features to retrieve in conventional approaches 
to computational intelligence is a time-consuming process that 
also varies depending on its object [3-5]. These studies have 
made use of CNNs with a variety of architectural styles and 
methodological approaches, which were conducted using X-ray 
images. In order to get more favorable outcomes, CNN-based 
models require a substantial number of training samples [6]. It 
is quite problematic to gather medical imaging due to the 
process of collecting and identifying healthcare data which is 
complicated by time-consuming privacy rules and the 
explanations of medical professionals. According to 
researchers [7], transformation-based data augmentation has 
been proved to be a suitable method for classifying images. 
Image enhancement methods may help prevent overfitting 
during the training phase, which ultimately results in a more 
accurate model being created. 

The majority of the strategies discussed here use transfer 
learning, which means the deep learning methods were initially 
trained on the data unrelated to pneumonia diagnosis. The 
usage of convolutional neural networks created from scratch in 
a number of image processing algorithms [8] shown that a 
simpler structure might achieve a higher precision than 
numerous pre-trained older models used in transfer learning. 
Throughout this work, we propose creating a cutting-edge deep 
convolutional neural network as a precise solution for the 
pneumonia detection issue. The primary innovation in the 
proposed network is the use of dropout in the convolutional 
portion of the model, as compared to a large number of other 
models, which only employ dropout in the fully connected 
portion of the neural network, which is where the bulk of the 
attributes are learned. This study establishes the suggested 
network's ability to perform correct classification even with a 
small number of training features, providing accompanying 
illustrations as to how this characteristic might increase 
predictive performance. 

The remainder of this study is as follows: next section 
reviews the related works in the area of pneumonia detection. 
Section III describes the data used in this study and the division 
of the data into training, test and validation sets. Section IV 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

700 | P a g e  

www.ijacsa.thesai.org 

describes materials and methods including the proposed deep 
CNN for automated pneumonia detection. Section V 
demonstrates the obtained results and compares them with the 
state-of-the-art studies. Section VI discusses the proposed 
model referencing advantages, challenges and future 
perspectives. Finally, we conclude the study referencing the 
main results. 

II. RELATED WORKS 

In the past few years, the subject of artificial intelligence 
known as "deep learning" has had an incredible amount of 
growth, quickly becoming an integral feature for computational 
intelligence in a variety of domains, including text processing, 
speech analysis, image analysis, audio and video processing, 
and etc. CNNs, have shown themselves to be useful tools for a 
broad variety of applied problems. The common driving factors 
of this phenomenon are considered to be an appearance of 
massive datasets as well as increasingly powerful computing 
systems. To bridge the gap from high-level representation and 
low-level attributes, CNNs take as input source data, such as 
photos, and then execute a series of convolutional operations to 
gain knowledge rich information about the images. This 
ensures that the inputs are accurately mapped to the original 
values. Impressively, it has been recently discovered that 
CNNs can correspond or even surpass human quality in visual 
problems such as the classification of image features. 

Pneumonia is a leading cause of mortality, accounting for 
more than four million deaths annually [9]. In terms of timely 
detection methods, chest X-rays is a prominent diagnostic tool 
for pneumonia. As for its advantages, chest X-rays are less ex-
pensive and can be performed anywhere in the world. Since the 
indications of pneumonia in X-ray data are not always coherent 
or readable to the human eye, the software may assist the 
medical expert in making a diagnosis of pneumonia owing to 
its fast rate and objective repeatable judgment, not least 
because of the computer has a high degree of objectivity. 
Besides, there are a few different decision making systems 
available, which may be used for the diagnosis and 
classification of pneumonia. It should be noted that the 
COVID-19 pandemic was the impetus for a fresh wave of 
research towards the creation of such diagnostic techniques. In 
due course, deep learning techniques will provide the backbone 
of the majority of the innovative approaches. In order to 
diagnose viral pneumonia [10] used VGG-16 architecture, 
Resnet-50 convolutional neural network, and Inception-V3 
image recognition model, as well as transfer learning, and 
obtained from 71% to 88% accuracy on around 600 test photos. 

Brunese et al. [11] developed a multiclass pneumonia 
identification system that was based on VGG16 structure and 
visual debugging method. Using this framework, they were 
able to obtain an accuracy of 96.2% on a collection of 6500 
CXR pictures. When Panwar et al. [12] paired the VGG-19 
network and GradCAM strategy, they managed to attain an 
overall accuracy of 95.6% within the context of a three-class 
pneumonia classification. In a similar manner, Ibrahim et al. 
[13] provided a method for the diagnosis of three classes of 
pneumonia by using VGG and Res-Net152V2 networks. Based 

on their own collection of X-ray pictures, they got recall values 
ranging from 93–97%. 

A surprising 98.62% efficiency was achieved using a three-
stage hybrid model that was suggested by Jin et al. [14] and 
consisted of a feature representation, a feature selection, and a 
SVM classification stage. Karthik et al. [15] used the Channel-
Shuffled Dual-Branched convolutional neural network to 
differentiate between several forms of pneumonia using a 
variety of datasets that were made accessible to the public. The 
researchers achieved scores ranging from 94% to 98%. When 
Quan et al. [16] applied combination of the DenseNet and 
CapsNet architectures, they obtained a recall of 96% on a 
COVID-19 dataset with a limited sample size, but with an 
accuracy of 90.7% on a bigger collection of pneumonia X-ray 
data. Alhudhaif et al. [17] applied a convolutional neural 
network that is 201 layers deep and obtained 90% and 95% 
accuracy and recall values on 6000 X-ray images, using the 
dataset provided by Kaggle. The design known as Mask R-
CNN was used by Jaiswal et al. [18] in order to identify 
specific areas of the lung that were affected by pneumonia. The 
so-called CovXNet approach was developed by Mahmud et al. 
[19], a convolutional neural network that extracts a wide range 
of attributes from X-ray images by using depthwise 
convolution with varying dilation convolution rates. Based on 
4697 X-ray pictures, Wang et al. [20] trained a visual geometry 
group architecture using what is likely the most extensive CXR 
picture dataset that is currently available. This dataset was 
released by the RSNA Pneumonia Detection Challenge and 
contains more than 120,000 individual images. When it came 
to the diagnosis of pneumonia, they had a success rate of 
94.62%. The reader is encouraged to consult more recent 
review studies, such as [21-23], for further information about 
the current state of the art. 

III. DATA 

The dataset consists of 5863 chest X-ray images collected 
in 2018 from the Women’s and Children’s Medical Center and 
the Laboratory of Regenerative Medicine and Healthcare in 
Guangzhou City [24]. Chest X-ray scans were taken as part of 
standard clinical examination, and the study objectives didn’t 
include collecting data for this task. The data has been divided 
into Training, Test, and Validation sets, each of them 
containing subfolders for the image category as normal and 
pneumonia. X-ray images have a size of more than 1000 pixels 
per measurement and occupy more than 1.2 GB of memory. 

Table I demonstrates train/test split of the applied dataset. 
Normal is a label for an X-ray of the healthy chest image, 
without signs of infectious and inflammatory lung diseases. 
Pneumonia label is a sign that characterizes a sick patient who 
has been diagnosed with pneumonia (Fig. 1). Before 
publication, all chest images were initially checked by 
removing low-quality unreadable images, as well as by 
muffling noise in the images. Diagnoses were determined by 
two highly qualified doctors. In order to prevent human error, 
all images were retested by a third expert before the machine 
learning model was trained. All these tests provide confidence 
in the authenticity and data integrity. 
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TABLE I.  DATASET DESCRIPTION 

Dataset Normal Pneumonia Percentage Dataset 

Training 1341 3875 89.68% Training 

Test 234 390 6.7% Test 

Validation 8 8 0.28% Validation 

 
Fig. 1. Chest X-rays of patients 

IV. MATERIALS AND METHODS 

A. Block Diagram 

A block diagram was built to show in detail what steps you 
need to go through and how to implement the model. A 
graphical representation of the entire process using diagrams 
and blocks is the best way to demonstrate the work process to 
audience. In its turn, our project has similar development 
stages, like in another image classification tasks. Each block 

shows one development step. Sub blocks may occur within the 
blocks. They indicate a particular stage for the methods or 
functions that will be used. Arrows describes the right 
sequence of working process in our project. In total, creating an 
algorithm for classifying chest images takes 7 development 
stages. The process of solving the classification of X-ray 
images can be represented as a sequence of steps shown in Fig. 
2. 

 

Fig. 2. The proposed framework architecture 
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The scheme begins with data input, this is the initial part 
where images are selected for further processing and 
submission to the model input. The first step of the algorithm is 
scaling, a constant that will multiply the data before any other 
processing. Since our source images consist of an RGB color 
model in the range 0-255, these values are very difficult to 
calculate. Therefore, we focus on values between 0 and 1, 
scaling by a factor of 1/255, which is followed by data 
augmentation. Initially, the data has an imbalance of classes, 
and data augmentation is a powerful tool that in almost every 
case helps to increase the efficiency and reliability of the 
model. Afterwards, the clean data is used to build a CNN 
architecture. The algorithm takes an input data, assigns 
importance to various areas/objects in the image, and tries to 
distinguish one from the other. All parameters are optimized by 
minimizing the error on the training set by the backpropagation 
method. 

B. Image Preprocessing 

As mentioned earlier, our data has 1000 pixels per chest 
image and a size of more than 1.2 GB, which means that we 
would not have enough memory space to simultaneously 
process such many images. To solve this problem, we needed 
to find a more efficient way to submit and process data. 

To prevent memory loss, a data generator was created using 
the Python Keras library, which can be employed on top of the 
GPU installation. It generates our dataset on multiple cores in 
real-time and immediately transfers to our deep learning 
model. Separately, the image generator was also built for 
training, testing, and validation data. For training, we used data 
augmentation to prevent an imbalance within classes. The 
rescale argument is defined with the parameter 1.0 / 255.0. 
After processing the image, we can see the outcome in Fig. 3. 

C. Data Augmentation 

In case of class imbalance, Data Augmentation is the main 
part of image processing, which increases the number of 
objects of a smaller class as well as the accuracy of the model 
and creates variability in the data. The general scheme of data 
augmentation is illustrated in Fig. 4. 

As shown in the figure, first the chest images pass through 
the transformation functions, which are initially determined by 
a medical specialist. Although there are numerous methods of 
image processing, such as rotation, shift, brightness, shift inten-

sity, horizontal flip, etc. each individual case employs their 
own augmentation methods. In our position, the training and 
test data splitted 80% to 20%. It can be noticed that the classes 
in the training data are noticeably different, so, in order to 
solve this problem, we used the following data processing 
techniques. 

A data magnification is a method which generates new 
images by shifting elements in the image. The methodology is 
based on a shift or a slice of the image from both the X and Y 
axes. The measure of the shift or the probability of direction is 
set by the user as the shear_range argument for the 
ImageDataGenerator function. We used a small coefficient so 
that the change in the shape of the chest is insignificant 
(shear_range = 0.2). Example in Fig. 5. 

The technique can change the angles at which our object is 
located. In the latest updates, images can be changed not only 
along the horizontal axis, but also to tilt in any direction. 
Moreover, the rotation method can improve the model and 
make it more stable on new data. In general, this method is 
beneficial for overtraining. If all images are served in a fixed 
position, it can improve the variety of images and increase the 
variation, which prevents the model from retraining. We used 
the rotation_range = 10 argument of the Image Data Generator 
function (see Fig. 6). 

 
Fig. 3. Image before and after rescaling 

 
Fig. 4. The scheme of data augmentation (TF - transformation functions) 
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Fig. 5. Image after tuning share intensity 

 
Fig. 6. Rotated image 

The method simply increases the scale of the input image 
and can also add additional pixels around the image. It can take 
an integer, a floating-point number, and a tuple with numerical 
values as an argument. There are some restrictions, if the sup-
plied number is less than 1.0, then it enlarges the image, if less 
than 1.0 it reduces. In our example, a coefficient equal to 0.3 is 
used. 

A processing method that changes the contrast of an image; 
it is a modified AHE method, it prevents excessive noise 
amplification in the image, limiting contrast enhancement by 
setting a threshold that cuts off the histogram before 
calculating the cumulative distribution function. To use it in 
our data processing, a function was created, and was passed as 
an argument to the preprocessing_function method Im-
ageDataGenerator. 

D. Proposed Model 

Today convolutional neural networks are extensively used 
for classification, image segmentation and object detection 
projects. The principle of the algorithm is as follows, it assigns 
importance to each area of the image, and based on the 
weights, learn to distinguish one from the other. The 
architecture of a convolutional neural network is illustrated in 
Fig. 7. 

As shown in the picture, the training steps can be divided 
into several stages: input layer, convolution layer, pooling 
layer, fully connected layer and output layer. 

The first step of the algorithm is to prepare the image in the 
correct format to pass the model. In order to achieve this goal, 
we translated the images into a matrix view. If the input images 
have a black-and-white appearance, then in matrix form they 
will be of size n = m, which means the matrix will be in two-
dimensional. Nevertheless, most often in the real world, the 
data will be colored, and due to this they will need to be stored 
in a three-dimensional matrix. In addition to width and height, 
the data includes a third channel, which is called chromatic. As 
soon as the images are ready, we move to the convolution 
layer. 

Convolutional layer is considered as the main CNN layer. 
At this stage, the matrix form of our image takes a filter (core). 
The number of filters is determined arbitrarily with a size of 3 
× 3 or 5 × 5. This filter passes through the image and extract 
activation cards. During the pass, the filter is multiplied by the 
pixels in the image and summed by the formula: 
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Here, 
l

jx is a feature map I (output of l layer), )(xf is an 

activation function, “*” is a convolution operation of input x of 

the map, layer l, 
l

jb  is the coefficient of the layer l for the 

feature map j. 

Pooling layer – the main goal in a CNN is to collect and 
reduce the dimension of the activation map. Regardless of what 
kind of unifying layer you use, it will always reduce the 
amount of computing effort of the network. The main two 
functions that are most often used in practice are: 

 Average Pooling: Calculates the average value for its 
plot. 

 Max Pooling: Selects the maximum value of the field 
in the activation map. 

 
Fig. 7. Convolutional neural network architecture 
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A fully connected layer is the most recent and basic layer of 
a convolutional neural network. It provides our ready and 
processed data to identify the answer. A fully connected layer 
combines all the previous layers, smoothest and transforms into 
a vector view. 

In the last fully connected layer, various activation 
functions are used. As an activation layer, we take rectified 
linear unit (ReLU). 

Our developed model consists of six convolutional neural 
networks. For the first layer, preliminarily processed images 
are submitted in a matrix format with a size of 224×224×8. 
After each layer, max pooling is applied to lower the activation 
card. In the last block, convolution alignment is applied and 
sent as an input layer for the fully connected layer. The last 
output of the fully connected layer is two nodes that show 
whether a person is sick or not. To determine it, the softmax 
activation function is used. Adam was chosen as the 
optimization algorithm for the convolutional neural network. 
Thanks to this method, weights and learning rates are selected 
and changed, as well as model losses are reduced. 

In order to characterize the correctness of our solutions, the 
loss function categorical cross entropy is used. The loss 
function has the following general form: 

   

i

l

j

l

j

l

i

l

j bkxfx *1


Here: iŷ is the i-th response of the model; 

iy  is the corresponding true value; 

sizeoutput  is the number of scalar values in the output 

of the model; 

This loss describes our model very well and shows how 
two discrete probability distributions are distinguishable from 
each other. Architecture of the entire convolutional neural 
network is illustrated in Fig. 8. 

E. Normalization 

Normalization is one of the main methods of preprocessing. 
It is used to standardize data, in short, converts data into the 
same range to reduce the computational time of the algorithm. 
The lack of normalization can lead to the complexity of the 
net-work and reduce the learning rate. In addition to 
standardization, it also helps to regularize the CNN model, 
which is one of its unintended advantages. 

Specifically for our model, we used batch normalization. It 
is important not to get confused, since batch normalization is 
not used for source data, and it is activated between network 
layers. The data is divided into small chunks with an average 
value of 0 and a standard deviation of 1. After processing, each 
element of the original data simulates a standard normal 
distribution. Here you can see the batch normalization formula. 
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Where: 𝑠𝑧 – standard deviation of output data (neurons); 

𝑚𝑧 − average value of output data (neurons); 

𝑧 – input value for normalization; 

F. Evaluation Metrics 

Evaluation criteria include Accuracy, Precision, Recall, and 
AUC-ROC curve. In this section, we explain each of the 
evaluation parameters that applied in current research. 

Confusion Matrix: With the help of the confusion matrix, 
we can see in more detail how our model behaves in various 
situations (see Fig. 9). It not only shows the model's response 
errors, but also their types. Thus, such breakdown of the 
response helps to prevent limitations related to accuracy. 

 

 

 

 
Fig. 8. Architecture of the proposed CNN model 
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Accuracy: This is the ratio of the proportion of correct 
answers of the model to all its variables. For binary 
classification, the precision formula is defined as 

FNFPTNTP

TNTP
Accuracy










Precision: This is the ratio of the model's true-positive 
responses to the total number of positive predictions. For 
example, if the precision value turned out to be 0.6, it means 
that if the model predicts that the patient has pneumonia, then it 
is correct for 60% of cases. Precision formula: 

FPTP

TP
ecision


Pr 

Recall: The recall characterizes the ability of the model to 
identify correctly positive samples. This means that for a good 
classification model, the recall should be closer to one. For 
example, if recall = 0.8, it means that the model determines 
80% of pneumonia diseases. The formula for recall: 

FNTP

TP
call


Re

 



AUC-ROC: The Receiver Operator Characteristic (ROC) is 
a probability curve that shows the ratio of TPR and FPR. They, 
in turn, separate the “signal” from the "noise". The Area under 
the Curve (AUC) is the area under this curve. The wider and 
larger it is, the better the classification model works. 

V. EXPERIMENTAL RESULTS 

The accuracy of the model for training data has reached up 
to 91%, which indicates that the model classifies chest images 
adequately. However, it would be unpractical to reckon only 
one metric, in the light of an imbalance of classes. Therefore, 

we compared other metrics as well, and Precision and recall are 
kept around 90 percent, and the quality of validation data has 
decreased. This happens because on the validation data we 
have only 16 new images that the model has not seen before, so 
the system operated correctly on 13, only 3 images have an 
erroneous result, which is a very good indicator. 

More detailed statistics can be seen in Fig. 10, where the 
model's responses are recorded point-by-point for each case. 
Our neural network correctly found 372 patients with 
pneumonia and identified 194 healthy patients, while in some 
images the system mistakenly classified patients. In most 
cases, there is an ambiguity in the pictures, or the low quality 
of the pictures. 

Fig. 11 demonstrates the AUC-ROC curves obtained by the 
proposed deep CNN on all the five folds of cross-validation. 
The obtained results show that, the proposed deep CNN gives 
high accuracy between 0.979 to 0.988 AUC-ROC value in 
pneumonia detection problem. 

 

Fig. 9. Confusion matrix. 

 
Fig. 10. Training and validation accuracy 
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Fig. 11. AUC-ROC curve of the obtained results. 

Fig. 12 demonstrates several examples of the obtained 
results using the proposed deep convolutional neural network, 
while Fig. 12(a) illustrates the case that the proposed model 
found no trace of pneumonia when ground truth coincides with 
that decision. Fig. 12(b) demonstrates that there is a pneumonia 
when the ground truth is pneumonia. Fig. 12(c) shows the case 
that the model found as a pneumonia, when there is no 
pneumonia that coincides the false positive case. 

Table II compares the proposed deep convolutional neural 
network with the state-of-the art studies that dedicated to deep 
learning based pneumonia detection. The results show that the 
proposed deep convolutional neural network shows high 
performance in terms of different evaluation parameters 
including accuracy (97.2%), precision (97.1%), recall 
(97.43%), F-score (96%), and AUC (98.8%). 

   
a) Predicted class is false, ground truth is false    b) Predicted class is true, ground truth is true    c) Predicted class is true, ground truth is false 

Fig. 12. Experimental results. 

TABLE II.  DATASET DESCRIPTION 

Approach Dataset Number of images Results 

Proposed model Kaggle CXR dataset [24] 5863 

97.2% accuracy, 97.1% precision, 

97.43% recall, 96% F-score, 98.8% 

AUC 

EfficientNet B3 Model [25] Dataset of X-ray images 13569 93.9% accuracy, 96.8% recall 

COVID-net model [26] COVIDx dataset 13975 92.4% accuracy, 88.6% recall 

COVID-ResNet model [27] 
Kaggle’s COVID19 Global 

Forecasting dataset [28] 
13945 96.23% accuracy, 96.92% recall 

Customized CNN [29] Chest X-Ray dataset [30] 5856 93.6% accuracy 

CNN [31] Chest X-Ray dataset [30] 5840 94.40% accuracy 

VGG 16 [32] Chest X-Ray dataset [30] 5856 84.5% accuracy 

DenseNet-121 [33] PadChest dataset [34] 5232 92.8% accuracy 

VI. DISCUSSION AND FUTURE RESEARCH 

The experiments’ results show that the proposed model, 
which is a lightweight CNN, not only performs a smaller 
number of calculations compared to the majority of deep 
learning models, but it also performs better in terms of 
important evaluation parameters as accuracy and recall. This 
can be observed when the number of variables is almost equal 
to an order of magnitude. Therefore, utilizing the depthwise 
separable convolution is beneficial in this situation. In light of 
the advent of deep learning, the majority of image processing 

models now includes a huge number of attributes and need a 
significant amount of computation, making them unsuitable for 
implementation in embedded devices. When it comes to 
diagnosing pneumonia, which is a fairly frequent condition, 
there is also necessity to consider how to complete it in a 
timely and accurate manner in locations where medical 
equipment and medical professionals are unavailable. One of 
the reasons why we suggest utilizing the proposed deep CNN 
for pneumonia diagnosis is because of this particular benefit. 
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Recently some studies [15, 16] tried to develop a model 
from scratch or to adapt an existing model for the aim of 
identifying pneumonia. Next researches [13,14,17] 
concentrated on applying transfer learning and pretrained 
models. Meanwhile, Mahmud et al. [19] utilized a dataset from 
Kaggle [34], while Wang et al. [20] used training data from 
Mendeley, while the majority of studies [29-32] applied the 
Chest X-ray dataset [30]. In contrast to this work, a few other 
scholars [13, 15] did not employ any kind of data augmentation 
technique in their work. 

Table II demonstrates that the proposed model has a recall 
of 97.43%, which makes sensitivity the most essential 
parameter in medical applications since it reveals the 
proportion of positive diagnoses that are accurate. When 
compared to the approach that has been proposed, all of the 
prior work [25-27, 29, 31-36] has been shown to produce a 
lower accuracy, sensitivity, precision, and F1 score than the 
way that has been recommended. In addition to this, the size of 
the dataset that they employed is far lower than the one that 
was used in this work. The structure of the suggested model is 
straightforward, which indicates that it converges quickly and 
does not call for a significant amount of processing resources. 
On the other hand, the generalization power of the 
recommended model is not on par with that of pretrained 
models. Only 5852 CXR images were utilized for the training 
of the suggested architecture, in contrast to the millions of 
photos that were used for the training of the pretrained models. 
The picture dataset that was employed for this research is 
insufficient to develop a credible CNN model with a high level 
of accuracy and to include all of the intrinsic image 
characteristics associated with pneumonia. In conclusion, the 
researchers who carried out the earlier studies did not provide 
sufficient information to carry out an exhaustive analysis; 
furthermore, they did not divulge the methodology that they 
applied in order to validate their data, and it is unclear whether 
or not they made use of cross validation like the current 
investigation did. 

The fact that this study came up with almost faultless 
outcomes lends credibility and dependability to the applied 
methodology [37-40]. Lastly, the recommended model will 
have an influence on medicine. With the help of the proposed 
models, medical professionals working in rural regions will be 
able to diagnose pediatric pneumonia in a timely manner that is 
both cost-effective and accurate. In terms of older patients and 
younger children in particular, prompt and precise diagnosis of 
pneumonia may lessen the likelihood of deadly consequences 
from the disease. The interpretation variability and subjectivity 
issue that might arise while reading a chest X-ray radiograph 
can be helped by the suggested model. It may also be used to 
help inexperienced radiologists in distant places that lack 
professional radiologists to make a proper choice about a 
patient's treatment. The last phase is to create a mobile app that 
can differentiate between pneumonia and chest X-ray images, 
which will be used by airport personnel. 

VII. CONCLUSION 

Our final task is to carry out this project in medical 
institutions, since AI helps hospitals, especially those with 
limited resources, quickly to examine suspected patients for 

further diagnosis and treatment. In a few seconds after taking 
chest-X ray, the radiologist receives a notification about 
whether the patient needs to be assigned a high priority and 
enter a protocol for the treatment of pneumonia or not. More 
traditional methods may take longer to process due to an 
increase in the number of infected. Thus, AI has three valuable 
features during a serious outbreak: 

1) Patients with symptoms are admitted to hospitals in 

large numbers, while AI can help to prioritize patients quickly. 

2) AI serves as a supplement to the diagnosis of 

pneumonia, since the capabilities of the laboratory, even in 

cities with good equipment, are insufficient to work at a pace 

with the increase in the number of suspected cases. AI is an 

important supple-ment in an outbreak of a disease with high 

infectivity. 

3) AI can easily compare changes and events in the lungs 

with different examinations of the same patient, which can be 

tedious and difficult for doctors, especially in the context of an 

epidemic situation. 

All things considered, we firmly believe that that our 
project helps doctors for diagnosing pneumonia, provide 
immediate help to sick people and save time for doctors as well 
as patients. 
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Abstract—Infertility is a disease which scientists around the 

world are concerned with. The disease of infertility also is a 

worldwide health concern of many people in the community. The 

andrologists are continually searching for further developed 

techniques for any related problems. The intracytoplasmic sperm 

injection (ICSI) method is a widely recognized strategy for 

accomplishing pregnancy and considered as one of the best 

methods for infertility treatment worldwide. Choosing the best 

sperms are done using the vision through the specimen which is 

reliant on the abilities and the cleverness of the embryologists 

and as such inclined to human errors. Subsequently, a system 

that detects the normal sperms automatically is required for 

speedy and more precise outcomes. Deep learning approaches 

are usually effective for classification and detection purposes. 

This paper uses the Residential Energy Services Network 

(ResNet-50) deep learning architecture to recognize human 

sperms after classification of human sperm heads. The ResNet-50 

proposed model achieved an accuracy of 96.66%. This proposed 

model demonstrated its efficiency at the detection of healthy 

sperms. The healthy sperms are used for the injection into eggs 

by the andrologists who always look for easier and more 

advanced methods in order to increase the success rate of ICSI 

process. 

Keywords—Healthy sperms; sperm heads; infertility; 

classification; convolution; ResNet-50 

I. INTRODUCTION 

Infertility is the failure of couples to accomplish pregnancy 
after twelve months despite having sex regularly [1]. The issue 
of the most couples around all countries is the infertility, 
around 30-40% of them associated with irregularities of male 
parameters as reported by WHO [2]. The main mission in the 
ICSI technique is the determination of the optimum sperms 
which can be used for fertilization of eggs. Embryologists 
select healthy sperms relying on the sperm shape by visual 
evaluation. This operation is difficult, tiring and prone to 
human errors. So, many researchers tend to AI approaches for 
finding better solutions for the detection of healthy sperms 
automatically. 

The motivation of the paper comes from the need of 
laboratory technicians for automatic program to perform 
selection for healthy sperms that can be injected into oocytes. 
There are many precautions and conditions for the 
examination of sperm cells. The oversight processes about 
principles of quality, observation, testing, handling, protection, 
and storing of sperms are usually based on WHO guidelines 
[2]. Additionally, conditions in the space of assessment, 
capturing and the specifications of an equipment that influence 

the vision of semen sample by the laboratory technician for the 
assessment. There is an extra factor influencing the precision 
in visual assessment which is the cleverness of the 
andrologists regarding other parameters that affect the sperm 
selection. To decrease the time of examination of sperms, 
computer vision and the processing of images have been 
utilized. Some previous studies did not prove their efficiency 
because of staining factors, fundamentally it is useful for the 
research purposes with neural network architectures that are 
designed using reinforcement learning [18], [19]. Also, there 
are many algorithms that are used for this purpose and will be 
discussed in detail next in the literature review section. 

The examination of semen sample mostly performed 
according to the morphology [24]. Some consultations from 
the andrologists are needed when the examination of 
morphology is completed successfully. Subsequently, the right 
decision is taken about the healthy sperms that are suitable for 
injection process. According to the morphology also, 
computer-aided sperm analysis is done using the artificial 
intelligence [20]. 

The morphology of sperms is the most important 
parameter for the assessment of the sperm which defines the 
range of integrity of the shape and size of sperms. There are 
many factors that affect the quality of human semen [23]. The 
morphology of sperms is assessed under microscope after the 
general test of semen which also indicate the percent of 
morphology abnormalities [21], [22]. 

 New advancements in optics and robotized microscopy 
have made experts ready to view and record huge number of 
images. The WHO guidelines are important for the selection 
of sperms and for the male infertility recognition. It is 
essentially to inspect the sperms for checking their validity for 
the injection [25]. The analysis of sperms is usually done 
according to the morphology and the motility of sperms. 

The assisted reproductive technology (ART) is needed for 
the recognition of the best ways for the finding the healthy 
sperms for raising the rates of fertilization, and live birth. This 
system proved its advantages for getting good results with 
better accuracy for obtaining the normal sperms, which are 
referring to the normal sperm heads, which can be utilized in 
ICSI process after the detection using this system. The healthy 
sperms are used for the injection into eggs by the andrologists 
and then the fertilized egg is transferred into the uterus. One of 
the advantages of this study is its ability to deal with non-
stained images that is similar to the captured images from 
microscope. The studies that deal with stained images are not 
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applicable because the stain is harmful for the human sperms 
and make them not suitable for the injection process. 

Examination of images from in-vitro tests are normally 
restricted for andrologists at labs and andrology centers where 
they are responsible for the sperm processing with special 
tools. Besides, their perceptions follow particular precautions 
and rules and the semen microbiome has an impact on the 
infertility and affect the function of sperms [3]. Currently, the 
manual selection for healthy sperms can cause problems and it 
cannot be as accurate as automatic systems for sperm 
selection. On the other side, the automatic systems are labour 
saver, and it is not necessary for laboratories to provide skilled 
technicians for sperm selection in the intracytoplasmic sperm 
injection process. These reasons motivate us to propose a 
method which provides automated detection for the best 
sperms that can be used for increasing the success rate of ICSI 
process and for getting higher pregnancy success rate. 

The main parts of the paper are arranged as follows: 
Section II explains the literature review for this paper. Section 
III explains the material and methods, showing the dataset, and 
describes the stages of preprocessing used in this paper. 
Section IV describes the proposed model for healthy sperm 
detection. Section V shows the results of this model. Section 
VI presents the conclusions of this research and refers to the 
fields of future work. 

II. LITERATURE REVIEW 

Many studies about the analysis of sperms automatically 
using deep learning and machine learning that is important for 
the process of the intracytoplasmic sperm injection. Jason et 
al. presented a model for sperm classification of sperms by 
VGG16 architecture with high accuracy [4]. Soroush et al. 
introduced a model for the assessment of sperms with three 
parts [5]. Abolghasem et al. presented a method for sperm 
recognition with tail and neck with accuracy of 93.2% [6]. 
Miahi et al. improved an architecture for vacuole abnormality 
recognition with an accuracy of 91.66% [7]. Prabaharan et al. 
presented a CNN network for the detection of abnormal 
sperms with abnormal dimensions with 98.99% of accuracy 
and approved the efficiency of the program [8]. P., Zuhdi et al. 
[9] introduced DeepSperm, a profound brain network that 
utilizes a particular discovery layer to identify little items. The 
creators expanded the info goal of the organization, utilized a 
dropout layer and played out an information increase 
procedure in view of immersion and openness changes. The 
acquired outcomes beat the cutting-edge regarding accuracy, 
speed and computational calculations. S. Hicks et al. proved 
the importance of deep learning in the processing of videos of 
movable sperms. They used three videos in which labelled 
manually by the andrologists, the labels were bounding boxes 
for the egg, catheter and sperm. YOLOv5 model was used for 
tracking and detection of sperms. The three used videos were 
separated as two videos for training and one video for 
validation. The accuracy of eggs‘ tracking reaches 92% and 
for ICSI pipette reaches 94%. The author concludes the 
importance of deep learning for the detection of sperms for 
performing successful intracytoplasmic sperm injection 
process [10]. 

Ruth Marín et al. proposed the deep learning for and 
studied the effectiveness of transfer learning for the 
segmentation of sperms. They used public dataset (SCIAN-
SpermSegGS) in which evaluated using Mask RCNN and U-
net. The U-net model reaches 95% of segmentation for sperm 
head which consider a promising result for using the computer 
assisted systems for this purpose [11]. Lee et al. developed an 
algorithm for the detection of the human sperms with machine 
learning using microsurgical testicular sperm extraction 
utilizing bright-field microscopy in which the sperms were 
collected from healthy men. The algorithm used the CNN 
based on the U-Net architecture. In this study, the algorithm 
achieved 91% PPV and this make the rare sperms can be 
detected with biopsy samples using machine learning [12]. 

Raffael Golomingi et al. presented automated deep 
convolutional network the deep learning VGG19 was used for 
the implementation with accuracy reaches 93%. This method 
used labelling with bounding boxes for the detection of 
sperms. This study shows its success on images acquired by 
the optical microscope [13]. Aristoteles et al. used deep 
learning approaches for healthy sperms detection using video 
tracking using deep learning with result 90.31% average 
precision sperms and the system detects the non-sperm parts 
automatically rather than the manual methods that require 
more time and high costs [14]. Ahmad Mashaal et al. proposed 
a system for the recognition of healthy sperms using VGG16 
deep learning model and used Otsu‘s thresholding method for 
the segmentation of sperm head and other methods for the 
enhancement of images with accuracy reached 97.92% [17]. 

III. MATERIAL AND METHODS 

This section is divided into two parts, description of sperm 
head dataset, preprocessing methods of sperm head images 
with showing the impact of these methods on images. In the 
first part, all information about the dataset. In the second part, 
the main preprocessing methods for images will be explained. 

 

A. Dataset 

The Dataset is free for using, used by McCallum et al [15]. 
The dataset was processed before using, and then classified 
into normal and abnormal sperm heads with the aid of 
andrologists. Dataset is divided into test dataset, validation 
dataset and training dataset. The dataset contains 1200 images 
which divided into 240 images for testing, 240 images for 
validation, and 720 images for training, the dataset divided 
into 2 classes as healthy and unhealthy sperm as represented in 
Fig. 1. 

 
Fig. 1. Number of Normal and Abnormal Sperm Head Dataset. 
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B. Preprocessing 

Image preprocessing through this research is explained as 
the following: 

1) Image denoising: In this step, the median filter is used 

for removing the salt and pepper noise for all images for 

making the images more suitable for the proposed method. 

2) Image normalization: This method is used for changing 

the range for values of pixel intensity in image for getting a 

better contrast image, this process is used for adjusting the 

contrast of sperm head images as shown in the image Fig. 2. 

The linear normalization of an image is represented as the 

following formula: 

  
         

     
                              (1) 

where O is the output channel and it is the output value 
which is calculated, I is the input channel, n is the lowest value 
for pixel intensity and m is the highest value for pixel 
intensity. 

     
(A)   (B) 

Fig. 2. Pre-processing of images. (A) Image before normalization. (B) 

Image after normalization. 

3) Image augmentation: Data augmentation is a method 

used usually for changing the shape of images and make them 

little different using versatile parameters that modify the 

images for increasing the number of training images. Data 

augmentation of images is done while the training of sperm 

images. This is performed by ImageDataGenerator class of 

deep learning Keras library with using different augmentation 

parameters. The data augmentation is so important for 

increasing the accuracy of validation and training curves and 

for decreasing the loss of validation and training curves while 

training through epochs. The data augmentation contribute to 

minimize the overfitting. 

IV. THE PROPOSED RESNET-50 MODEL 

The architecture ResNet-50 is one of the powerful deep 
neural networks which is used for classification tasks [16]. 
The ResNet-50 is used in this paper for classification of 
sperm heads for the best sperm detection that can be utilized 
in the injection into oocytes during performing the ICSI 
process. The convolution process is the method in which the 
two arrays of same or different sizes are multiplied to be 
merged giving third result, but it is necessary that the two 
arrays have the same dimensions. The mask or the matrix of 
convolution used may be called ‗Kernel‘ and it is used to 
move over the convolution getting the required information 
with fewer dimensions and help in the convolution operation. 

We can manage the image using this operation and get results 
with many processing operations for images including image 
sharpening, image blurring, controlling the contrast of the 
image and decreasing and increasing the brightness of the 
image. 

The resulted image of this process is resulted from the 
rolling of the mask over all pixels of image and the final result 
of the multiplications are combined together and a particular 
calculation operation is applied resulting new pixel value that 
takes place in the new image and these steps are repeated for 
all pixels. 

In this study, the better sperms can be identified utilizing 
ResNet50. In the beginning, the images were collected, some 
operation methods are important before accessing by ResNet-
50. The proposed ResNet-50 model was effective in this 
process and it is composed of layers of convolution followed 
by some layers as shown in Fig. 3. The salt and pepper noise 
was eliminated by median filter and the training and 
evaluation of model should be done. Therefore, any unknown 
image will go through preprocessing steps after insertion for 
the detection. The preprocessing stages contribute to 
increasing the rate of success of this model then the success of 
the detection method with high rates. The convolution 
algorithm is necessary to be implemented using the 
convolution equation as the following: 

                                         (2) 

where C is the convolution kernel of size x, O is the feature 
map of the output, F is the feature map of the input and       
is the size of image. 

Convolution steps can be described as: 

 Multiplying the filter with the input image using the 
convolution equation. 

 Multiplying each element with the element in the 
position then the results will be summed producing one 
output value. 

 These steps will be reiterated by sliding the filter over 
the image for obtaining the output. 

Average pooling in this proposed model is used for down 
sampling feature maps by computing the average value in each 
patch of a feature map. Fully connected is a layer which has 
multiple neurons. Dropout layer and batch normalization used 
for avoiding the overfitting problems. The sigmoid function is 
the output function and it is used for sperm head detection. 
The sigmoid function can represented as the following, 

      
 

                                     (3) 

where      is the sigmoid function of a variable x 

The rectified linear unit (ReLU) is an activation function 
that makes the output like the input directly if it is positive, 
otherwise, makes the output zero. The ReLU activation 
function can be given as the following: 

                                    (4) 

where      is the ReLU activation function of a variable x. 
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Fig. 3. The proposed resnet-50 model for healthy sperm detection. 

V. RESULTS AND DISCUSSION 

The results of this proposed model demonstrated their 
effectiveness for the detection of normal sperms that can be 
utilized for the ICSI process with high accuracy. The proposed 
ResNet-50 model is an efficient deep learning model for 
classification of images and proved that in this study. In this 
paper, we got 165 TP value, 5 FN value, 3 FP value and 67 
TN value as shown in the confusion matrix in Table I. The 
proposed model proved its efficiency with high accuracy 
reaches 96.66%, sensitivity equals 97.06%, precision equals 
98.21%, Specificity equals 95.71% and F1 Score equals 

97.63% as shown in Table II according to the formulas [5]–
[9]. The accuracy considered as the fraction of total results that 
is predicted correctly to the overall number of samples. The 
precision is known as the proportion of values of true positive 
to overall predicted positive values, the sensitivity is the 
proportion of true positive values to total actual positive 
values, and the specificity is the proportion of values of true 
negative to the overall negative values. The detection results of 
this model are Normal or Abnormal as shown in Fig. 4 for the 
inserted unknown images. The performance of the proposed 
model is shown in Fig. 5 with training and validation accuracy 
respectively reached 97.82% and 98.41% after training with 
120 epochs. The training and validation loss respectively 
reached 1.4026 and 1.5254. The ResNet-50 proposed model in 
this study is more suitable for sperm detection than other 
models with simpler preprocessing stages. The advantage of 
this proposed model is the possibility of getting accurate 
results quickly for making the ICSI process much easier for 
the andrologists. 

       
(A)   (B) 

Fig. 4. Results of unknown images. (A) Normal sperm result. (B) Abnormal 

sperm result. 

          
     

           
          

             
  

     
                        

           
  

     
                          

             
  

     
                        

          
                          

                       
  

TABLE I.  THE CONFUSION MATRIX OF PROPOSED RESNET-50 MODEL 

 
Predicted 

Healthy Unhealthy 

Actual 
Healthy TP = 165 FN = 5 

Unhealthy FP = 3 TN = 67 

TABLE II.  EVALUATION PARAMETERS FOR THE PROPOSED RESNET-50 

MODEL 

Classifier Accuracy Sensitivity Precision Specificity 
F1 

Score 

Proposed 

Method 

 

96.66% 
 

97.06% 
 

98.21% 
 

95.71% 
 

97.63% 
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(A)    (B) 

Fig. 5. Performance of the proposed resnet-50 model. (A) Training and 

validation accuracy curves. (B) Training and validation loss curves. 

VI. CONCLUSION AND FUTURE WORK 

In this proposed model, the normal human sperms needed 
for the intracytoplasmic sperm injection process are 
recognized automatically.  Andrologists are interested in easier 
tools for the optimum selection of healthy sperms for injection 
process into eggs. This study proved a technique using 
ResNet-50 and its outputs have been accepted and approved 
by the embryologists. In this paper, ResNet-50 proved the 
efficiency of the recognition of normal sperm and that is better 
than machine learning. The proposed deep learning model 
ResNet-50 resulting in high accuracy of 96.66% and this is 
one of the advantages of this study rather than the other model 
results in relative studies part. The ResNet-50 model has given 
its advantages for the detection of healthy sperms with 
automatic system in a quick and accurate way. The technology 
in methods of sperm selection is needed for the recognition of 
the best sperms that are required for raising success rate of 
ICSI operations. This system proved its distinction for 
obtaining good results with better accuracy for obtaining the 
normal sperms which referring to the normal sperm heads that 
can be utilized through ICSI process. One of the advantages of 
this study is its ability to deal with non-stained images that is 
similar to the captured images from microscope. Most of 
studies deal with stained images that are not applicable 
because the stain is harmful for the human sperms and make 
them not suitable for the injection process. 

In the future, various models of deep learning can be 
utilized for achieving more accurate results. Developing 
algorithms for the detection of sperms using videos which can 
be built in microscope for real time detection of live sperms. 
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Abstract—Image technology is widely used in security, traffic, 

monitoring, and other social activities. However, these images 

carrying detailed information will have feature distortion due to 

various external physical factors in social ingestion, transmission, 

and storage, resulting in poor image quality and clarity. 

Resolution determines the definition of an image. Super-

resolution reconstruction is the process of transforming a low-

resolution picture into a high-resolution image. To enhance the 

image clarity, this experiment introduces the advantages and 

disadvantages of the Super Resolution Convolutional Network 

(SRCNN) and Fast Super Resolution Convolutional Neural 

Network (FSRCNN) model and then constructs an image super 

resolution method based on DSRCNN. The algorithm consists of 

two sub-network blocks, an enhancement block and a 

purification block. The model first uses two Convolutional 

Neural Networks (CNN) to obtain complementary low-frequency 

information that improves the model's learning ability; next, it 

employs an enhancement block to fuse the image features of two 

paths via residual operation and sub-pixel convolution to prevent 

the loss of low-resolution image information; finally, it employs a 

feature purification block to refine high-frequency information 

that more accurately represents the predicted high-quality 

image. It is found that the PSNR and SSIM of the DSRCNN 

model can reach 33.43dB and 0.9157dB, respectively.  

Keywords—Super resolution convolutional network; fast super 

resolution convolutional neural network; dual super-resolution 

convolutional network；deep learning; image definition; super 

resolution; image enhancement 

I. INTRODUCTION 

Pictures captured in social life are often affected by the 
light, shelter, poor shooting equipment, and other factors. Such 
shootings have poor visibility, low contrast, high noise, and 
other shortcomings [1]. These shortcomings make the image 
definition fail to reach the ideal state, which affects the regular 
operation of some links to social activities. Picture sharpness is 
directly related to the image resolution. High-resolution images 
have more detail and are of superior quality [2]. Processing a 
series of low-resolution images to obtain high-resolution 
images is called super-resolution reconstruction. Traditional 
image super-resolution reconstruction is mainly based on 
interpolation, machine learning, and multiple images. 
Researchers value the super-resolution reconstruction 
technology based on deep learning algorithms because of the 
ongoing changes in computing technology [3]. The deep 
learning algorithm mainly learns the high-level semantic 
features of data through the transformation of multi-level 
nonlinear structure. It can achieve reasonable and effective 
prediction and analysis of data [4]. Classical depth learning 
algorithms include SRCNN, FSRCNN, VDSR, etc. These 

super-resolution reconstruction technologies can improve 
image clarity, but there are still some limitations in operation 
efficiency and visual effects [5]. Therefore, this experiment 
suggests an image definition improvement technique based on 
deep learning algorithms to improve the picture quality with 
inadequate definition, aiming to add reference value to image 
applications in social activities such as security, traffic, 
monitoring, etc. 

II. RELATED WORK 

At present, the application of depth learning is very broad, 
and it has been dabbled in various research fields. Wang S et 
al. used depth learning algorithm to recognize tumor images, 
and introduced the whole process of depth learning algorithm 
in pathological image segmentation in detail. The research 
shows that the deep learning algorithm has obvious advantages 
in recognition accuracy, overall computational efficiency and 
generalization performance. In addition, integrating in-depth 
learning into the field of pathological image analysis is a far-
reaching experiment in medicine [6]. Huang and other 
researchers found that traditional machine learning methods 
had limited prediction ability for landslide prone environmental 
factors, so they proposed a FC-SAE algorithm based on deep 
learning. To predict categorization, the system employs both 
high-level and low-level information about environmental 
elements. The simulation results show that the prediction rate 
and accuracy rate of FC-SAE can reach 85.4% and 85.2%, 
higher than other algorithms of the same type, so it has a good 
application prospect [7]. Sharma and other scholars explored 
deep neural networks based on machine learning. For the goal 
of conducting research on the use of machine learning and 
deep learning in different sectors, they examined and improved 
the current machine learning and deep learning algorithms. The 
final survey results show that the accuracy of deep learning 
algorithms has been significantly improved [8]. Zhang and 
other researchers conducted research on deep learning 
algorithms in the field of geological engineering. This paper 
mainly studies the application of FNN, RNN, CNN and GAN 
depth learning algorithms in geotechnical engineering, 
compiles a detailed summary containing literature, cases and 
depth learning algorithms, and prospects the application of 
depth learning algorithms in geotechnical engineering [9]. 
Aslan and others found that malware is constantly developing 
and seriously endangering the network security environment. 
Based on this malignant situation, they propose to use deep 
learning algorithm to detect malicious software. The suggested 
deep learning algorithm is a novel hybrid architecture that 
combines two comprehensive pre-training network models, 
which makes it different from conventional approaches. The 
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experimental findings demonstrate that the model can classify 
malware with an accuracy of 97.78% [10]. Bamisile and other 
scholars used machine learning algorithm and depth learning 
algorithm to predict solar radiation. SVR, RF, and their 
learning models as well as ANN, CNN, and RNN deep 
learning models are each utilized in the experiment to forecast 
solar radiation, and the outcomes of these predictions are 
compared. The final results show that the deep learning model 
has better accuracy and takes less time than the machine 
learning model in solar radiation prediction [11]. 

For the research of image enhancement technology, most 
researchers have made contributions to it. An underwater 
image enhancement approach based on MLLE was suggested 
by Zhang and other researchers to address the issues of poor 
color and low visibility of underwater photos. The method first 
adjusts the color and detail of the image by the principle of 
minimum color loss, then uses the integral graph to calculate 
the mean and variance of the image block, and finally 
introduces a color balance strategy to balance the color 
difference of the image. The outcomes of the experiment 
demonstrate that this technique is very applicable to picture 
enhancement [12]. Ike C and other researchers proposed a 
single image super-resolution method based on wavelet. The 
experiment combines wavelet transform with local 
regularization anchored domain regression model and applies it 
to image restoration. Experimental results show that the 
proposed method is effective and superior in denoising, 
deblurring and super-resolution reconstruction tasks [13]. 
Zhang and other scholars proposed a method that can enhance 
the image contrast while improving the embedded data, namely 
the improved RDH-CE model. The model offers an adaptive 
pixel modification technique and extracts several 
characteristics to aid K-means clustering. According to the 
final testing findings, this technique has a greater accuracy 
level for complicated assessment [14]. Liu and other 
researchers used MSRCR algorithm and guided filtering 
method to de fog the image. To provide a better visual impact, 
this approach may successfully address the issues of poor 
picture lighting, color distortion, and edge loss while 
preserving the color saturation of the image [15]. A band 
restricted biphasic technique was suggested by Su et al. to 
enhance the quality of the reconstructed picture. By using this 
technique, the precise spatial frequency components impacted 

by the spatial offset of DPHs may be removed, preventing the 
picture quality from being compromised. According to the 
outcomes of the simulation experiment, the strategy enhances 
the definition of the rebuilt picture by 36.84% [16]. To solve 
the serious distortion problem of underwater images, Liu et al. 
proposed an image enhancement method based on object 
guided dual confrontation contrast learning, which uses 
contrast prompts in the training phase. The experiment 
demonstrates that the suggested strategy enhances the image's 
visual quality and increases the detector's precision [17]. 

Deep learning algorithm is favored by researchers in 
various fields for its convenient and powerful performance, and 
its application is also more extensive. In recent years, the 
research on image enhancement technology has never stopped, 
and many scholars have used different algorithms to explore it. 
In conclusion, deep learning algorithm and image enhancement 
technology have made considerable progress. It is an 
innovative attempt to apply the depth learning algorithm to the 
image definition enhancement technology, so this experiment 
starts to study this topic. 

III. CONSTRUCTION OF IMAGE DEFINITION ENHANCEMENT 

MODEL BASED ON DEPTH LEARNING ALGORITHM 

A. Research on Image Super-resolution Model based on 

Depth Learning 

The resolution of an image determines its definition, and 
super resolution is the resolution of an image that has been 
enhanced using a variety of efficient techniques. Super 
Resolution refers to the technique of processing a number of 
low-resolution photographs to produce high resolution images 
(SP), which mainly includes the reconstruction of a single 
image and the reconstruction of multiple images [18-19]. Super 
Resolution Convolutional Network (SRCNN) is a milestone 
for depth learning algorithm to achieve super-resolution image 
reconstruction [20]. SRCNN uses a three-layer convolutional 
neural network to achieve image reconstruction, that is, to 
preprocess the low-resolution image through cubic 
interpolation. Fig. 1 illustrates the three components that make 
up the SRCNN model, namely block precipitation and 
representation, nonlinear mapping and reconstruction. The 
three modules correspond to three convolution operations in 
the network. 

︸
f3×f3

1×1

︸ ︸

f1×f1

Block precipitation 

and indication
Nonlinear  

mapping
Reconstruction 

Low resolution

 image (input)

High resolution 

images (output)

n2 feature mapping of 

high resolution images

n1 feature mapping of 

low resolution images

 
Fig. 1. Network structure of SRCNN. 
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B  represents low resolution image; A represent real high-

resolution images; the mapping function of the network is 
 f 

.Consequently, the equation for block precipitation and module 
expression in SRCNN is as follows: 

   1 1 1max 0, *  f B W B
 (1) 

In Formula (1), 
1W  represents the weight of the 

convolution core of the block precipitation module; 
1  

indicates the offset of the convolution core of the block 

precipitation module. max represents the corresponding 

ReLU activation function;  1f B  represents block 

precipitation. The nonlinear mapping of the network is called 
“convolution+activation”, and its functional expression is: 

    2 2 1 2max 0, *  f B W f B
 (2) 

In Formula (2),
2W  represents the weight of the nonlinear 

mapping module's convolution kernel, 
2B  represents the offset 

of the convolution kernel of the nonlinear mapping module; 

 2f B  represents a nonlinear mapping. The network 

reconstruction process is the third convolution operation. 
Unlike the two modules mentioned above, the activation 
function is no longer used in this process. Its function 
expression is: 

   3 2 3*  f B W f B
  (3) 

In Formula (3),
3W  represents the weight of the convolution 

core of the reconstruction module,
3 represents the offset of 

the convolution core of the reconstruction module, and  f B

represents the reconstruction. The advantage of SRCNN model 
is that it contains fewer parameters than other deep convolution 
neural networks. As a result, by using fewer learning 
parameters, it may significantly minimize the number of 
calculations required by the model, thus improving the overall 
model operation efficiency. The loss function of SRCNN is the 

mean variance between the super resolution image  f B  and 

the original real high resolution image A  . The specific 
calculation formula is as follows: 

   
2

1

1
; 


 

n

i ii
L f B A

n  (4) 

In Formula (4), n represents the number of samples in the 

training set,  ,if B represents the minimum reconstructed 

image, and 
iA represents the high-resolution image. The loss of 

mean variance represents the loss mean of a batch, which is an 
evaluation index of commonly used image high-resolution 
algorithms. Although the classic SRCNN network has been 
able to repair low resolution images with different coefficients, 
the SRCNN network still has limitations that cannot meet the 
real-time requirements. Thus, FSRCNN network came into 
being. FSRCNN network consists of five parts: feature 
extraction, compression, mapping, expansion and transpose 

convolution [21-22]. The FSRCNN network is used to extract 
and compress the image features, and then the activation 
function pair is used for nonlinear mapping. The activation 
function of FSRCNN may activate the gradient of the negative 
half axis in addition to the SRCNN's activation function. The 
precise formula may be written as follows: 

     max ,0 *min 0, i i i ig x x a x
     (5) 

In Formula (5), 
ix  represents the input signal of the 

activation function in the i -th channel; 
ia  represents the 

coefficient of the negative part. The activation function has 
more stable performance. The calculation complexity of 
FSRCNN model can be expressed as: 

     2 225 9 81 9 2 106      LR LRO d sd ms ds d S O ms sd d S

(6) 

In Formula (6), d  represents the characteristic layer before 

compression; s  represents the compressed feature layer; And 

both meet s d . m  indicates the number of layers of the 

volume. It can be seen from Formula (6) that the computational 
complexity of FSRCNN model is in linear proportion to LR 
image, and its computational complexity is also less than 
SRCNN. The loss function calculation formula of FSRCNN 
can be expressed as: 

 
2

1 2

1
;min







n i i

si
f B A

n        (7) 

In Formula (7), 
iA  represents the i -th high-definition 

image in the data set; 
i

sB  represents the i -th resolution image 

in the dataset.  ;i

sf B represents the output of the model. 

Compared with SRCNN network, FSRCNN network is mainly 
improved in three aspects, namely, the change of feature 
dimension, the replacement of convolution core with more 
mapping layers and the sharing of mapping layers. Although 
SRCNN and FSRCNN both improve the quality of super 
resolution images, they are generally slow and not suitable for 
real application scenarios. The research on the application of 
depth learning algorithm to the improvement of super-
resolution image quality needs to be further deepened. 

B. Improvement of Image Definition Enhancement Model 

based on Fusion of Depth Learning Algorithm 

In this experiment, a dual super resolution CNN 
(DSRCNN) is designed based on SRCNN and FSRCNN 
models. The network consists of two sub network modules, 
enhancement blocks and feature purification blocks. Two sub 
network blocks enhance the super resolution performance of 
the network by extracting complementary low-frequency 
features; the enhancement block gathers several high-
frequency characteristics via residual operation and sub-pixel 
convolution; the feature purification block uses multiple 
stacked convolutions to refine high-frequency features [23-24]. 
The process of extracting complementary low-frequency 
features from two sub network blocks of DSRCNN model is as 
follows: 
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1 2

, TSEB TSEB LR TSEB TSEB
O f I Cat O O

  (8) 

In Formula (8), 
1TSEBO  and

2TSEBO  represent the output of 

two subnetworks, and Cat Crepresents the connection 

operation. In the second stage, the two subnetworks select the 
combination of reusing residual operation and convolution to 
enhance the effect of local level information. The formula can 
be expressed as: 

 1 2 5 7     
kTSEB L L L L LiO R O O O O O

  (9) 

In Formula (9),  kTSEB
O represents the output of k  sub 

network,
LiO  represents the output of the i -th convolution 

layer, and R  represents ReLU function. The purpose of the 
model's enhancement block is to combine the original picture 
data and gain deeper data. This module first obtains the 
original image and deeper information, and obtains the 
characteristics of the first layer in the sub network: 

    

   

1



s

d

LEB

TSEBEB

O Subp R O

O Subp O
  (10) 

In Formula (10),  sEB
O stands for the shallow layer's high-

frequency properties, and  dEB
O  for the deep layer's high-

frequency features. Subp  represents sub-pixel convolution 

technology. Then, the second level features are obtained from 
the features in the residual operation fusion formula (10), and 
its functional expression is: 

        
s d

EB EB TSEB EB EB
O f O R O O

   (11) 

In Formula (11),  EB
O represents the output of the 

enhancement block, serves as the purification block of the 

feature,  represents a residual operation, and
EBf represents 

the function of the enhancement block. The feature purification 
block equation can be expressed as: 

         (    
 

SR FLB EB EBI f O C R C R C R C R C O
(12) 

Formula (12) constructs a five layer feature purification 
block, which contains four convolution operations and 
activation functions, and can be used to build high-quality 
predicted images. In Formula (12), C represents the 

convolution operation, and 
SRI represents the predicted SR 

image. The DSRCNN's execution procedure may be stated as 
follows: 

      SR EB TSEB LR DSRCNN LRI f f f I f I
   (13) 

In Formula (13),
TSEBf  represents the function of two 

subnets,
EBf represents the function of enhancement block,

FLBf  represents the function of feature purification block, and

LRI  represents the given LR image. DSRCNN mainly obtains 

complementary low-frequency information through dual CNN 
to improve the learning ability of the model. Then, to prevent 
the loss of low resolution picture information, the enhancement 
block merges the image characteristics of two separate image 
routes using residual operation and sub-pixel convolution. In 
order to properly reflect the anticipated high-quality picture, 
high-frequency information is refined using the feature 
purification block [25].The above process is described in detail 
in Fig. 2. 
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Fig. 2. Network architecture of DSRCNN. 

The difference between the actual high-quality picture and 
the anticipated SR image serves as the mean square error, 
which is how the loss function of DSRCNN is still stated. The 
specific function expression is: 

   
 

2

1

1

2 

 
N

k k

DSRCNN LR HR

k

l p f I I
N

   (14) 

In Formula (14),
k

LRI  represents a given low resolution 

image,
k

HRI  represents a given high resolution image, N  

represents the total number of training samples, and p

represents the parameter set for training a DSRCNN. The value 

of  l p is calculated from the training pair  ,k k

LR HRI I  . PSNR 

and SSIM can be selected as quantitative and objective 
evaluation indicators for model evaluation. Suppose the length 
and width of a noise image are M and N respectively, K
represents the noise image, I represents the clean image, and 
their mean variance formula is: 

   
1 1

2

0 0

1
, ,

 

 

   
m n

i j

MSE I i j K i j
mn

  (15) 

In Formula (15), i  represents the feature in the i -th column 

of the picture, j represents the feature in the j -th column of 

the picture, and the formula of PSNR can be expressed as: 
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2

1010 log
 

   
 

IMAX
PSNR

MSE
           (16) 

PSNR is measured in dBs. The less the value is, the less the 
picture will be warped. The PSNR index, which bases its 
judgment of picture quality on the associated pixel error, 
ignores the visual properties of the human eye. Because the 
human eye has a high visual sensitivity to space, brightness, 
color, etc., the evaluation results of PSNR are often 
inconsistent with the subjective feelings of the human eye. 
Structural similarity requires difference processing for target 

images X and Y  . X
and Y

respectively stand for the mean 

values of images X  and Y  , X
andY

respectively stand for 

the variances of images X and Y  , and  XY
stands for the 

covariance of images X andY . The formula is as follows: 
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  (17) 

SSIM assesses how similar pictures are in terms of 
structure, contrast, and brightness. The contrast formula is as 
follows: 
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  (18) 

In Formula (18),
1c ,

2c  and
3c are three constants, and there 

is no coefficient of any variable between them, but they cannot 
be removed. The formula of SSIM can be expressed as: 

 
  

  
1 2

2 2 2 2

1 2

2 2
,

  

   

 


   

x y xy

x y x y

c c
SSIM x y

c c
   (19) 

SSIM has a value range of 0 to 1. The picture distortion 
decreases with increasing value, and image quality and clarity 
increase. In the calculation process, it is also necessary to cut 
the global pixels of the image, and the structural similarity 
obtained is the global structural similarity. 

IV. PERFORMANCE VERIFICATION OF IMAGE DEFINITION 

ENHANCEMENT MODEL BASED ON DSRCNN 

To more accurately verify the image super-resolution 
reconstruction performance of the model, four data sets, Set5, 
Set14, BSD100 and Urban100, were selected for the 
experiment, and the contrast experiments were carried out 
under the conditions that the image magnification coefficient 

was 2 times, 3 times and 4 times. Set5 consists of five images: 
children, birds, butterflies, flowers and women. 14 photos 
make up the data set known as “Set14,” which is often used to 
evaluate the effectiveness of image super-resolution models. 
The BSD100 dataset contains 100 daily life events, which are 
often used for image denoising and super-resolution testing. 
Urban100 is an image data set with the theme of street view, in 
which the images show complex color characteristics, and their 
objects have clear shapes and corners. The conditions under 
which Set5 and Set14's photos were taken are the same. 
BSD100 and Urban100 both provide 100 photos in natural 
color. The experimental training set and test set each include 
100 natural photos, and the image data in the data set DIV2K is 
chosen. Table I shows the settings of other experimental 
parameters. 

TABLE I. EXPERIMENTAL PARAMETER SETTING TABLE 

Experimental 

parameters 

Set 

value 

Experimental 

parameters 
Set value 

Batch size 64.000 Training step 600000 

Parameters Beta1 0.900 Epsilon 100000000 

Parameters Beta2 0.999 
Learning rate of model 

training 1 
0.0004 

Initial learning rate 0.001 
Learning rate of model 
training 2 

0.00005 

Fig. 3 shows the visual test results of SRCNN model, 
FSRCNN model and DSRCNN model on visual graphics. To 
create these visual graphics, select a specific area of the 
anticipated super-resolution image as the observation area. The 
data in the figure shows that the PSNR and SSIM values of 
SRCNN model are 27.002 and 0.928; PSNR and SSIM values 
of FSRCNN model are 30.783 and 0.8666; The PSNR and 
SSIM values of the DSRCNN model are 33.783 and 0.9688. It 
can be observed from the above data that in the three models, 
since DSRCNN's PSNR and SSIM values are the greatest, its 
images exhibit the least amount of distortion. This 
demonstrates that the DSRCNN model performs superior to the 
other two models. 

(a) SRCNN

(27.002/0.928)

(b) FSRCNN  

(30.783/0.8666)

(c) DSRCNN  

(33.175/0.9688)

Image 

(PSNR/SSIM)

 
Fig. 3. Visual diagram of three models. 

Table II shows the comparison of PSNR and SSIM values 
of different modules of DSRCNN in Urban100 dataset with 
twice the image magnification factor. The results in the table 
demonstrate that local residual learning is efficient for the 
development of model performance as the PSNR and SSIM 
values of the DSRCNN network are better than those of the 
DSRCNN model with residual learning method. It is observed 
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that the DSRCNN model is superior to the DSRCNN with only 
one subnet, and the two subnets in the table model contribute 
to the performance improvement of the model. The PSNR 
value of DSRCNN with enhancement block is 0.454dB higher 
than that of DSRCNN without enhancement block, which 
verifies the improvement of network performance by 
enhancement block. The PSNR and SSIM values of the 
DSRCNN model with feature purification block are 0.16dB 
and 0.011dB higher than those of the DSRCNN model without 
feature purification block, respectively, which proves that the 
feature purification block can improve the network 
performance. As a result, the three modules in the DSRCNN 
model proposed in the experiment all have different 
contributions to their own performance improvement, and this 
model can improve the image quality. 

To better compare the performance of the DSRCNN model 
proposed in this paper, in addition to the comparison with the 
SRCNN model, the experiment also selects six other popular 
depth learning models, a total of 10 models, to conduct 
experiments to compare and analyze their performance. The 
popular models selected are Bicubic model, CNF model, 
MenNet model, CARN-M model, WaveRestNet model and 
LESRCNN-S model. Fig. 4 displays the variations in PSNR 
and SSIM values for the chosen model on the Set5 dataset at 2, 
3, and 4 times the original picture size. When the image is 
magnified twice, the DSRCNN model can have the next 
highest PSNR value, 37.74dB. When the image magnification 
is 3 times, the DSRCNN model has the highest PSNR value, 
34.17dB. When the image magnification is 4 times, the 
DSRCNN model achieves the highest SSIM value of 08907. 
On the whole. The DSRCNN model shows relatively stable 
performance on the Set5 dataset. 

Fig. 5 displays the changes in PSNR and SSIM values for 
several models using the Set14 dataset with picture 
magnifications of 2, 3, and 4. When the image is magnified 
twice, the PSNR value of the DSRCNN model is 33.43, which 
is the highest among all models. At the same time, its SSIM 

value is 0.9157, which is the highest among all models. When 
the magnification of the image is 3 times, the PSNR of the 
DSRCNN model is still the highest among all models, 30.24, 
and its SSIM value is 0.8402, which also keeps the highest 
record. When the image magnification is 4 times, the PSNR 
value of the DSRCNN model is 28.46, and the SSIM value is 
0.7796. Although it has decreased, it still maintains the highest 
value of all models. On the Set14 dataset, it is clear that the 
DSRCNN model performs well. 

Fig. 6 displays the variations in PSNR and SSIM values for 
several models on the BSD100 dataset at 2, 3, and 4 times the 
original picture size.When the image magnification is 2 times, 
the PSNR value of the DSRCNN model is 32.05 and the SSIM 
value is 0.8978. When the image magnification is 3 times, the 
PSNR value of the DSRCNN model is 29.01 and the SSIM 
value is 0.8029, ranking first among all models. When the 
image magnification is 4 times, the PSNR value of the 
DSRCNN model is 27.50, and the SSIM value is 0.7341, 
which is also in the first place. This shows that on the BSD100 
dataset, the DSRCNN model still has better performance than 
other models. 

TABLE II. COMPARISON OF PSNR VALUE AND SSIM VALUE OF 

DIFFERENT MODULES IN DSRCNN ON URBAN100 DATASET WITH TWICE 

IMAGE MAGNIFICATION FACTOR 

Methods 
Urban100 

PSNR/SSIM 

DSRCNN with one sub-network ,without RLO 31.675/0.9236 

DSRCNN with one sub-network and EB_S, without 

RLO, 
31.221/0.9181 

DSRCNN with one sub-network EB_S 

andRO,without RLO 
31.061/0.9170 

DSRCNN with EB_S , without RLO 31.648/0.9237 

DSRCNN without RLO 31.700/0.9237 

DSRCNN 31.834/0.9253 
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Fig. 4. Changes of PSNR and SSIM values of different models on Set5. 
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Fig. 5. Changes of PSNR and SSIM values of different models on Set14. 
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Fig. 6. Changes of PSNR and SSIM values of different models on BSD100. 

Fig. 7 displays the variations in PSNR and SSIM values 
between models using the Urban100 dataset with picture 
magnifications of 2, 3, and 4. When the image magnification is 
2 times, the PSNR value of the DSRCNN model is 31.83, and 
the SSIM value is 0.9252, which is the highest among all 
models. When the image magnification is 3 times, the PSNR 
value of the DSRCNN model is 27.76, and the SSIM value is 
0.8483, ranking the highest among all models. When the image 
magnification is 4 times, the PSNR value of the DSRCNN 
model is 25.94, and the SSIM value is 0.7815, which is always 
the first of all models. This shows that the DSRCNN model 
also has good performance on the Urban100 dataset. 

Fig. 8 shows that on the dataset Urban100, when the 
magnification factor is 4 times the visual effect of different 
models, the data in the figure shows that the PSNR and SSIM 
values are highest for the DSRCNN model. To test the 
effectiveness of the DSRCNN model based on the deep 
learning algorithm, four distinct datasets are chosen. The 

results showed that the PSNR and SSIM values of DSRCNN 
model fluctuated in different data sets for different models, but 
among the 10 chosen models, image processing performance as 
a whole was best. This shows that the DSRCNN model can 
handle the image processing, making the final image less 
distorted, improving its separation rate, and thus enhancing the 
image clarity. 

Table III shows the network complexity analysis results of 
DSRCNN and the four models selected in the experiment. It 
can be seen from the table that the number of parameters of 
DSRCNN model is much smaller than that of the other models 
on the Urban100 dataset with 2, 3 and 4 times of image 
magnification. In addition, its number of operations (Flpos) is 
also less than other models. The comparison results further 
reflect the superior data processing ability and performance of 
DSRCNN. At the same time, it also verifies the innovation of 
DSRCNN for image data processing methods. 
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Fig. 7. Changes of PSNR and SSIM values of different models on Urban100. 
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Fig. 8. Visual effects of different models. 

TABLE III. COMPARISON OF MODEL PARAMETERS 

Methods 
Scale×2 Scale×4 Scale×6 

Parameter quantity(K) Flops(G) Parameter quantity(K) Flops(G) Parameter quantity(K) Flops(G) 

WaveRe Net 664 10.90 675 11.23 789 12.35 

LESRCNN-s 557 9.12 603 10.12 667 11.24 

SRCNN 879 29.06 978 30.14 1023 31.23 

FSRCNN 789 11.09 856 12.03 964 12.99 

DSRCNN 550 5.56 563 6.23 574 7.02 

V. CONCLUSION 

Image technology is widely used in security, traffic, 
monitoring, and other social activities because it can carry 
detailed information. To improve the distortion in the process 
of image acquisition, transmission and storage, the DSRCNN 
model for image super-resolution reconstruction is established 
from the perspective of image super-resolution reconstruction 
and depth learning technology. This experiment aims to 
improve the image definition. In social ingestion, transmission, 
and storage, image features will be distorted due to various 
external factors, resulting in poor image quality and clarity. In 
this experiment, a DSRCNN model is built for image super-
resolution reconstruction from the viewpoint of image super-
resolution reconstruction and depth learning techniques to 

improve the definition of the picture. At first, the performance 
of the DSRCNN model, SRCNN model, and FSRCNN is 
compared. The PSNR and SSIM values of the SRCNN model 
are 27.002 and 0.928. The FSRCNN model is 30.783 and 
0.8666, the DSRCNN model is 33.783 and 0.9688, and so on, 
which verifies that the DSRCNN model has superior 
performance. To further explore the DSRCNN model, four 
different data sets are selected to verify the model performance. 
Under various picture magnifications, the PSNR and SSIM 
values of DSRCNN models in various data sets likewise 
change. In the data set Set14, when the magnification is 2, the 
DSRCNN model has the highest PSNR and SSIM values, 
33.43 and 0.9157, respectively. Therefore, the DSRCNN 
model can effectively process the image, reduce image 
distortion, and improve its resolution, enhancing image clarity. 
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This experiment basically achieved the purpose of the 
experiment. In the future, we can consider putting forward 
effective solutions to the visual shape differentiation in the 
DSRCNN model. 
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Abstract—The detection of falls has emerged as an important 

topic for the public to discuss because of the prevalence and 

severity of unintentional falls, particularly among the elderly. A 

Fall Detection System, known as an FDS, is a system that gathers 

data from wearable Internet-of-Things (IoT) device and classifies 

the outcomes to distinguish falls from other activities and call for 

prompt medical aid in the event of a fall. In this paper, we 

determine either fall or not fall using machine learning prior to 

our collected fall dataset from accelerometer sensor. From the 

acceleration data, the input features are extracted and deployed 

to supervised machine learning (ML) algorithms namely, 

Support Vector Machine (SVM), Decision Tree, and Naive Bayes. 

The results show that the accuracy of fall detection reaches 95%, 

97 % and 91% without any false alarms for the SVM, Decision 

Tree, and Naïve Bayes, respectively. 

Keywords—Fall detection; machine learning; acceleration 

data; SVM; decision tree; Naïve Bayes; IoT 

I. INTRODUCTION 

Human falling is feared because it may have both physical 
and psychological consequences. Compared to younger 
individuals, elderly have a higher chance of fall [1]. According 
to the World Health Organization (WHO), elderly represent 20 
percent of the world's population [2]. By 2030, the global 
population aged 60 and more is estimated to reach 1.4 billion, 
and by 2050, it is estimated to increase from 962 million to 2.1 
billion, compared to 2017 [1]. Falls has perturbing influence on 
the elderly, which may shorten their life expectancy. People 
older than 65 years often experience a fall every year at a rate 
of around one-third of the population. In addition to ageing, 
falling incidents also caused by a few other variables, including 
environment, level of physical activity, and cardiovascular 
problems. This can cause bodily harm, and the treatment for 
these injuries often requires a long stay in medical healthcare 
centers. The fear of falling, which limits older individuals' 
ability to engage in their Activities of Daily Life (ADL), is the 
major physiological problem they face. This concern leads to 
activity limitation, which may lead to insufficient gait balance 
and reduced muscle, both of which hinder an older adult's 
mobility and independence. Therefore, remote wearable 
technologies are necessary to monitor, detect, and avoid falls to 
enhance the quality of life in general (QoL). As a result of this, 
a knowledge of falls may be split into two categories: fall 
prevention and fall detection. It is possible to consider fall 
detection to be the process of detecting a fall via the use of 
sensors or cameras to contact medical personnel. For the 

purpose of detecting and preventing falls, several systems that 
make use of a variety of sensors and algorithms have been 
created [2]. Referring to the dataset source [3], we learn that 
there is no machine learning applied, and SisFall dataset [4] are 
bias to western body structure, contras to this work preference 
that aims for Asian-based ADLs. For this reason, we have 
applied different machine learning algorithms to classify our 
previous collected data. 

In this paper, we used the ASEAN experiments by own 
database, where do not depends on the other database and this 
is what distinguishes the work of this paper. Fig. 1 shows the 
overview of the system procedure. 

Section II discusses the literature review. Section III 
overviews the machine learning algorithms employed in this 
work. The research methodology including data collection is 
explained in Section IV. Section V discusses the results. 
Section VI concludes this work. 

 

Fig. 1. The overview of system procedure. 

II. LITERATURE REVIEW 

Ali et al. [5] compared the classification accuracy and 
execution speed of the J48 and to AdaBoost classifiers for fall 
detection. The proposed fall prototype was built by varying 
many distinguishing parameters, including velocity, geometric 
orientation, and geometric location. The results showed that 
99.03 % fall detection accuracy. The execution time of the J48 
classifier was 0.01 milliseconds, whereas the execution time of 
the AdaBoost classifier was 0.025 milliseconds. 

Nevertheless, the effectiveness of these classifiers 
simplifies complex subjects, such as people wearing identical 
clothing or having the same backdrop colour. Min et al. [6] 
studied the area under the ROC curve (Receiver operating 
characteristic), they analysed the performance of faster 
recurrent neural network (RCNN). The proposed system 
identified falls by analyzing the situation. Based on deep 
learning and activity characteristics, they proposed a unique 
technique for recognizing human falls on furniture. Include 
other human characteristics, such as speed of motion, centroid, 
and aspect ratio. The outcome was an AUC of 0.941% and a 
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precision of 93%. Zhang et al. [7] developed a fall detector 
using the Support Vector Machine (SVM) algorithm. The 
detector was equipped with a single accelerometer worn at the 
waist. Accelerations in both directions, variations in 
acceleration, and other factors were among the features for 
machine learning. Their method successfully detected falls 
approximately 96.7% of overall cases. The suggested approach 
included the incorporation of an accelerometer into a mobile 
phone for the purpose of determining the occurrence of falls. 
The body-fixed sensor made detection more difficult, putting 
the mobile phone in a pocket or wearing it around the neck 
made it more difficult. About 93.3% of occurrences, the 
mobile phone system properly triggered the warning. 

Using five wireless accelerometers and a wireless heart rate 
monitor, Tapia et al. [8] developed a real-time method for 
automated detection not only of physical activities, but also in 
certain situations, by utilizing a wireless heart rate monitor and 
five separate triaxial accelerometers.. The shoulder, the wrist, 
the hip, the thigh, and the ankle were attached to the 
accelerometers. A predefined window size was used to recover 
the characteristics from the time and frequency domains of the 
signal. Some of these characteristics are the Fast Fourier 
Transform (FFT) peaks, variance, energy, and correlation 
coefficients. Classifiers, such as C4.5 and Naive Bayes were 
used in order to separate activity into the following three 
categories: postures (such as standing and sitting), activities 
(such as walking and cycling), and other activities (running, 
using stairs, etc.). When subject-dependent training was used, 
the recognition accuracy for these three classes was 94.6%, 
but subject-independent training resulted in just 56.3% of 
accuracy. 

Xiong [9] also introduced a skeleton-based 3D consecutive- 
low-pooling neural network (S3D-CNN). Compared to existing 
methodologies, the proposed method fared the best on publicly 
available and user-collected datasets. Wang et al. [10] 
proposed a fall detection system comprised of many sensors. 
They used Multisource CNN Ensemble (MCNNE) 
architecture to enhance the accuracy of detection. They 
discovered that MCNNE outperforms both a single CNN 
structure and a multitude of ensembled bi-model structures. 
Hnoohom et al. [11] used sensor data from accelerometers and 
gyroscopes to compare the performance of conventional 
ensemble learning. Whether the sensor is placed on the arm or 
the waist, the study's results imply that strategies based on 
ensemble learning may improve detection accuracy. 

Considering all the above aspects in the proposed system 
there is no analysis for the current data-set which used in this 
study. It shows the obtained results of comparison by using 
different machine learning algorithms to detect elderly fall. 

III. MACHINE LEARNING ALGORITHMS 

ML gives the system the ability to learn from the dataset 
and the patterns in the data by using them as inputs. During the 
data gathering procedure, sensors offer information of several 
fall parameters. Then, machine learning techniques are 
employed to categorize or detect fall behaviour depending on 
the application requirements. The following is kinds of the 
machine learning (ML) algorithms that are commonly utilized 
for fall detection and prevention, and used in this work as 

well [2]. 

A. Support Vector Machine 

The support vector machine (SVM), which is a kind of 
supervised machine learning model, may be used to determine 
the location of a hyperplane in a space that has n dimensions 
(where N is the number of features that distinctly divide the 
data). Although the support vector machine, also known as an 
SVM, may be used for both, classification and regression 
analysis, the former is where its principal application resides. 
Linear and non-linear support vector machines (SVM) are the 
two different types of this kind of machine. The linear 
classifier works on the assumption that all of the data points 
may be linearly divided into groups. As a consequence of this, 
it differentiates between the two classes by picking the 
hyperplane that maximizes the margin in the best possible way. 
Before determining a discriminant function, the non-linear 
classifier that is most usually employed maps the data using a 
kernel. This step is followed by the determination of the 
function. This discriminant function is linked to the hyperplane 
in the space that has been transformed. In addition to this, the 
kernel is used for pattern analysis in a number of other machine 
learning techniques [2]. Support Vector Machine (SVM) has 
one of the highest fall classification accuracies among the 
machine learning methods examined [12]. Where, the findings 
revealed that the linear SVM was one of the optimal classifiers 
for this cross-dataset validation strategy, as it accurately 
discriminated a fall event from typical day-to-day activities 
with a great accuracy rate and comparably high sensitivity and 
specificity [13]. 

 

Fig. 2. Support vector machine. 

Fig. 2 shows the classification of two distinct categories 
utilizing a decision boundary or hyperplane, which is this 
best decision boundary. Where, the aim of the SVM 
method is to generate the optimal line or decision boundary 
that divides n-dimensional space into classes, so that 
subsequent data points may be readily classified. 

B. Decision Tree 

A decision tree is a classifier that recursively splits the 
instance space. The decision tree consists of nodes that connect 
to form a rooted tree. This shows that the decision tree is a 
directed tree with a "root" node that lacks incoming edges. 
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Each internal node of a decision tree partitions the instance 
space into two or more sub-spaces according to a discrete 
function of the input attribute values. In the most common and 
straightforward example, each test examines a single attribute, 
splitting the instance space depending on the attribute's value. 
For quantitative attributes, the condition provides a range [3]. 

 

Fig. 3. Decision tree machine learning. 

Fig. 3 illustrates different fall detection methods that 
make use of accelerometers, gyroscopes, or maybe both of 
them. 

C. Naive Bayes 

The Naive Bayes algorithm is another supervised learning 
technique based on the Bayes Theorem. It is one of the 
simplest and most extensively used classification algorithms 
that may provide accurate predictions quickly. The Bayes 
theorem is used to generate classifications based on probability. 
On the basis of classes, uneven gait and falls may be 
immediately and readily identified [2]. It is a probabilistic 
classifier, which means that it makes its predictions based on 
the likelihood that an item would be found. 

In Fig. 4 that has been shown below, it is an example that 
illustrates how Naive Bayes classifier has distinguished 
between the data points that have a fine border. The Gaussian 
curve in its original form has been applied here. 

 

 

Fig. 4. Naive Bayes machine learning. 

The preceding algorithms are generally used in fall 

detection and prevention applications. Additionally, there are 
other algorithms such as Logistic Regression and Dynamic 
Time Wrapping, exist for similar applications (DTW). Another 
method for recognizing falls is to see them as an anomaly 
detection issue. Auto-encoders are utilized to detect falls in 
such systems. Auto-encoder learns features via ADL model 
training. Based on the reconstruction inaccuracy, fall actions 
are thus classified as an abnormality. It includes an encoder, a 
decoder, and a code layer. An encoder learns and compresses 
the input's essential characteristics. The code layer is the 
intermediate layer that includes important and compressed data 
information. In contrast, the decoder converts the data back 
into the original input. This approach may aid in reducing the 
complexity of data, obtaining required gait characteristics, and 
detecting unobserved falls [2]. 

IV. METHODS 

A. Hardware Device Setup 

The hardware involves a wearable device known as 
transmitter (FDS-Tx), which consist of the main controller 
(Arduino Pro mini), the wireless transmission module (XBee 
Pro) and the main component, a sensor (ADXL335 
accelerometer). Before start the data collection, FDS-Tx will 
be attached to the volunteers’ garment, specifically slightly 
above the right chest area. The device working system is, upon 
start, the user/volunteers’ movements data will be recorded by 
accelerometer and sent to the receiver (FDS-Rx) via wireless 
transmission medium to the workstation. There, the 
computation take place to get the results of the volunteer’s 
conditions (Fall or Normal). Details of the hardware 
description can be referred to work in [14]. Fig. 5 illustrates the 
setting of sensor on the user 0. 

 

Fig. 5. Location of FDS-Tx on the user [26]. 

B. Data Acquisition 

ADXL335 three-axis accelerometer provides analogue 
voltage readings for X, Y, and Z acceleration (Fig. 6). An 
accelerometer can determine the tilt angle touching the earth by 
detecting the acceleration due to gravity. By measuring the 
dynamic acceleration, the accelerometer can determine the 
device's speed and direction of movement. Accelerometer with 
an analogue interface show accelerations by a range of voltage 
levels. In general, these values oscillate between the ground 
and the supply voltage. The micro-controller's ADC may then 

x 

z 

y 
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be used to read this value. For detecting a fall using 
accelerometer, presently, there are two sorts of detection 
approaches: analytical methods and machine learning methods 
[15]. The X and Y axes have a bandwidth selection range of 
0.5 Hz to 1600 Hz, while the Z axis has a bandwidth selection 
range of 0.5 Hz to 550 Hz. In general, accelerometer is low- 
power devices. Typically, the needed current is between a 
micro to milli amp [16]. 

The data acquisition is based on the Activity list as in the 
Table I. Three (3) activities are performed for 3 times each 
for better analysis process which will be discussed in the next 
section [3]. 

TABLE I. TEST SCRIPT 

Code Activity Trial s Duration (s) 

F01 
Fall forward while walking caused 

by a trip 
3 15 

F02 
Fall to the right while walking 

caused by a trip 
3 15 

F03 
Fall to the left while walking caused 

by a trip 
3 15 

Equipment setup are consisting of the FDS-Tx and FDS-Rx 
hardware, and safety mats in a closed venue with adequate 
sizes for 10 to15 seconds of straight walk. 10 volunteers are 
involved in this session with the detail of age, height, weight 
and gender are recorded for further analysis reference. During 
data acquisition, volunteers will walk straight on the normal 
carpeted composite structure, and then falls on a safety 
mats to reduce the forces during fall impact. Fig. 6 
demonstrates the volunteer performing one of the activities. 

 

Fig. 6. A volunteer performing F03 activity under researcher supervision 

[15]. 

In this part, we present an overview of the framework used 
to identify ADLs and falls occurrences, as well as an 
explanation of the activity recognition technique (Fig. 7). 

C. Data Processing 

Data implementation: Google Colab product used for 
machine learning applications was used to process the 
available data [12]. After the data was collected and the needed 
libraries and packages were obtained and imported, the process 
of implementing the coding started. As a precaution, a unique 
ID of the data-set was specified within the drive to allow a 
seamless download. The data on the status activities of the 

elderly consists of four input features (X-axis, Y-axis, Z-axis 
accelerations, and total MAG) and 1 output feature (STATUS), 
which are viewed through the panda’s package. 

 

Fig. 7. Illustration of the activity recognition framework. 

The data was distributed into Normal and Fall activities. 
Among 2245 activity, 1788 was Normal, and 457 was for 
Falling. Using Google Colab software, a categorical feature 
encoding was used. This feature converts non-numeric features 
to numbers for ease of machine learning. The STATUS of the 
Normal activity is precisely encoded as 1, while Fall activity is 
encoded as 0. 

D. Data Set 

Collected Data-set: The real datasets should be created, as 
current datasets including samples from 10 people that are 
physically different and with 3 different activities. Where 
number of trials for each activity is 3, and the total number of 
data is 84. Two (A01 and A02) out of ten participants only 
perform 2 activities because of personal health problem. To be 
clarified, the data set has been arranged as shown below in 
Fig. 8: 

 

Fig. 8. Arranging of data set. 

Accuracy measurement: To validate the accuracy of the 
results, the SVM machine learning algorithm was used and 
compared with the Decision Tree and Naive Bayes machine 
learning algorithms. The data is divided into 80-20% training- 
testing set splits where 1796 and 449 samples are used for 
training and testing, respectively. 
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Fig. 9. Accelerometer input features. 

 

Fig. 10. Accelerometer input features of x-, y-, z- axes accelerations, and 

total MAG. 

V. RESULTS AND DISCUSSION 

A. Input Features Distribution 

The data distribution of the X, Y, Z, and total MAG was 
assessed before applying the machine learning algorithms and 
found that the data was skewed and abnormally distributed 
(Fig. 9). A separate axial distribution of each axis was 
plotted and presented abnormal distribution (Fig. 10A, B, 
and C). However, the total mag feature exhibits a normal 
distribution (Fig. 10D). These results suggest that the dataset 
used in this study composes a suitable confusion matrix, 
which can be used to understand the classification model and 
correctly predict the possible errors. 

B. Machine Learning Accuracy Measurement 

The training and testing accuracy of the proposed machine 
learning algorithms (SVM, Decision Tree, and Naive Bayes) 
was measured. However, the testing accuracy was used to rank 

the algorithms as it offers consistent and more reliable results. 
Surprisingly, the Decision Tree algorithm provided the best 
accuracy (97%). SVM algorithm showed a relatively high 
accuracy of 95% as well (Fig. 11). Taken together, current 
measurements suggest that the best algorithm for fall detection 
is the Decision Tree machine learning algorithm. Indeed, 
employing Decision Tree will result in 100 % accuracy since a 
portion of training data is utilised for testing. The decision tree 
learns about the data during training, and if the same data is 
used to forecast today, it will provide the same outcome. 

Therefore, a decision tree outperforms other machine 
learning algorithms. 

 

Fig. 11. Comparison of algorithms accuracy. 

Fig. 12 shows the confusion matrix of the predicted 
results for Naive Bayes, SVM and decision tree algorithms. 
Where, DT carried out best performance comparative the other 
classification methods by getting 97% accuracy, whereas 
Naive Bayes shows the least performance by attaining 91% 
accuracy. 

 

Fig. 12. Classification results using confusion matrix. 

VI. CONCLUSION 

The purpose of this research is to compare some ML-based 
fall detection system as offline. It examines the systems based 
on a variety of characteristics including data-sets, confusion 
matrix and accuracy. The performance accuracy of the SVM, 
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Decision Tree, and Naive Bayes classification algorithms was 
tested using real-world acceleration data gathered from public 
databases. Using the training data, the internal parameters of 
these algorithms have been enhanced. Thereafter, the 
performance of the trained algorithms has been evaluated using 
the test data. The findings exposed that the SVM, Decision 
Tree, and Naive Bayes algorithms achieve an overall accuracy 
of 95%, 97%, and 91%, respectively. As next steps, it can be 
work on data generated by a combination of different types of 
sensors and vital signs sensors which may be worn by elderly 
people staying in old-age care homes or even their own homes. 
Also, the system may have another machine learning 
algorithms to support the end-to-end functionality. 
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Abstract—In the context of the internationalization of 
education nowadays, courses in innovation and entrepreneurship 
have been strongly promoted, and the content and number of 
topics, etc. of this type of courses are rapidly climbing. In order 
to enable target users to quickly select courses that they may be 
interested in, one changed collaborative filtering algorithm based 
on a multi-feature ranking model is used to extract and rank the 
features of online courses based on several factors, and then 
combine the collaborative filtering algorithm to recommend them 
to users. The  results of experiment show that the numerical 
valuation of accuracy rate and recall rate of the improved 
algorithm are more than those of the other algorithm with 
different conditions, and in most cases higher than those of the 
LDA algorithm, and the user’s evaluation of the recommendation 
effect also has the highest rating value of the improved 
algorithm, with the ratings of 4.3, 4.7 and 4.4 in the three groups, 
and the overall average score is 4.47, indicating that the 
improved algorithm has significant optimization performance 
and is suitable for teaching innovation and entrepreneurship in 
online courses.  

Keywords—Online course; Collaborative filtering algorithm; 
Ranking model 

I INTRODUCTION 
Traditional teaching suffers from single teaching mode, 

unbalanced teaching resources and low teaching efficiency. As 
the process of education informatization accelerates, more and 
more information technology and intelligent algorithms are 
applied to the education field and improve the existing 
teaching quality from them. With the increase of people's 
reliance on online teaching, educational resources have started 
to grow explosively in recent years, and many domestic and 
foreign experts have started to research on personalization of 
educational resources. The application of recommendation 
models to online teaching can not only improve the learning 
efficiency of learners and save their time in finding materials, 
but also improve the existing teaching models and educational 
resources. Based on this, recommendation models have 
become a hot research topic in the field of education. In recent 
years, innovation and entrepreneurship courses have been of 
high interest and attention, and in the context of the current 
internationalization of education, the content required for 
innovation and entrepreneurship courses has been increasing, 
which has led to an increasing demand for online courses in 
related directions [1]. The industry of teaching online courses 
has become increasingly mature, and course recommendations 
are often made in online courses to shorten the time of user 

selection or to give suggestions for them [2]. For teaching 
recommendations in online courses, the core of the 
recommendation system is the recommendation algorithm 
used, and the performance of the recommendation algorithm 
directly affects the final recommendation results [3]. There are 
several recommendation methods, among which the most 
commonly used are different types of collaborative filtering 
algorithms. Collaborative filtering algorithms have the 
advantages of fast computational rate and high accuracy, but 
also have drawbacks such as cold start problem [4]. Therefore, 
in order to make the collaborative filtering algorithm fully 
applicable to the teaching recommendation of courses, the 
traditional collaborative filtering algorithm must be improved 
and achieve the desired effect. Currently, collaborative 
filtering is one of the most mature techniques in recommender 
systems, which uses the similarity of interests or features to 
find the nearest neighbors and then recommend the target 
users. Although this algorithm has high recommendation 
quality, it still faces the problem of data sparsity, where users 
generate more evaluations for mature domains and fewer 
evaluations for unfamiliar or new domains, thus causing the 
cold start phenomenon. If we can learn users' preferences or 
features from mature domains and use them in the 
recommendation of new domains, it will greatly alleviate the 
problem of data sparsity in new domains. 

II RELATED WORK 
For the research and improvement of collaborative 

filtering algorithm, many experiments have been successfully 
conducted by scholars at home and abroad. Liu came up to a 
changed clustering-based collaborative filtering algorithm for 
reference by introducing a function of decay time and item 
attribute vector and characterizing items and user interest 
vector to describe users, and projecting recommendation 
candidate sets in clusters, and the result of experiment showed 
that the algorithm can solve the data sparsity and problem of 
new items [5]. Xu et al. established object meta-classification 
by introducing a new dependency function based on Gaussian 
kernel and extended classification method for information of 
input statistics data, and recommended results by computing 
the dependency between the features of classification set and 
the features set of target objects. The results of experiment 
show that, compared with conventional algorithms, the new 
hybrid has higher speed and better performance [6]. Chen’s 
team calculates the similarity between users by combining the 
collaborative filtering algorithm with other algorithms, and 
computes users’ calligraphy words in addition to the main 
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recommended calligraphy words based on the preliminary 
recommendation results to get the final recommendation 
results [7]. Panda team designed a collaborative filtering 
recommender based on normal filter for recommender systems 
to recommend personalized objects to strict users. The 
algorithm determines the average user rating for each object, 
computes the number of users who bought corresponding 
objects. Then uses min-max normalized way to find the 
number of users who have been normalized for each object in 
a specific range to scale the average user rating, and finally 
tested and found to predict user ratings more accurately [8]. 
Yu et al. came up to a cross-domain algorithm based on 
feature collaborative filtering construction and locally 
weighted linear regression by constructing features in different 
domains and using these features to represent different 
auxiliary domains. Also, they used a locally weighted linear 
regression model to solve the regression problem. Results of 
experiment show that this regression algorithm effectively 
solves the data sparsity problem by transferring useful data of 
knowledge from the auxiliary features domains [9]. 

Jiang’s team proposed a slope-one algorithm to calculate 
the similarity between users by selecting trusted data and 
adding this similarity to the weighting factor of the changed 
algorithm to obtain the final recommendation equation. The 
base of new algorithm is the fusion of trusted data. User 
similarity under collaborative filtering algorithm acts more 
accurately than traditional algorithms [10]. Osval 
Montesinos-López et al. developed a project-based 
collaborative filtering package for multi-trait and 
multi-environment data and used it to study the prediction 
accuracy of precious data under phenotypic and genomic 
selection. The results of simulation experiment showed that 
package was more accurate for studying genomic prediction 
and data predictions are more accurately [11]. Zhang et al. 
designed a coverage-based collaborative filtering algorithm to 
provide brilliant recommendations for new users, improved 
previous collaborative filtering by reconstructing a decision 
class with detailed analysis of new user characteristics, and 
used a coverage-based the results showed that the improved 
algorithm significantly outperformed the existing working 
algorithm [12]. Li et al. in view of the increasingly serious 
problem of information overload and the fact that the 
traditional recommendation algorithm does not take the social 
relationship of users as the basis of recommendation, a 
combination algorithm with social information and dynamic 
time window is proposed. Through dynamic time window 
comparison, the time function is introduced to determine the 
corresponding time weight of user interest at different times. 
Finally, the practicability and effectiveness of the proposed 
method are verified. The experimental results show that the 
performance of the proposed algorithm is better than that of 
the traditional collaborative filter synthesis algorithm [13]. 
Yildirim studied the relevance between users through online 
social networks and used a multi-type improved collaborative 
filtering algorithm used for shopping recommendations, and 
the experimental results showed that the numerical valuation 
of accuracy rate under the changed algorithm 
recommendations is higher [14]. Han et al. based on the 
improved k-means clustering of small batches, an improved 
time weighted collaborative algorithm based on small batch 

K-means is proposed. The algorithm combines Pearson 
correlation coefficient with k-means algorithm, uses the 
improved k-means clustering algorithm of small batch to 
cluster the sparse scoring matrix, and introduces Newton 
cooling time weighting to improve user similarity. The 
experimental results are obviously superior to the traditional 
algorithm in all aspects [15]. 

From the above research results, it can be found that there 
are a large number of studies related to the personalization 
technology of collaborative filtering algorithm, and a 
considerable number of studies in different fields are used to 
improve the traditional collaborative filtering algorithm, but 
there are relatively few studies on the personalized teaching 
technology based on algorithm about collaborative filtering, so 
the research is based on the personalization technology of 
algorithm about collaborative filtering to design an innovative 
entrepreneurial network for each target user. Therefore, the 
research is based on the personalization technology of 
algorithm about collaborative filtering to design an innovative 
entrepreneurship web course for each target user to enhance 
the learning interest and learning ability of target users in the 
context of internationalization of education. 

III IMPROVED COLLABORATIVE FILTERING ALGORITHMS 
BASED ON MULTI-FEATURE EXTRACTION RANKING MODEL 

AND ITS APPLICATION 

A. Application of Collaborative Filtering Algorithm and 
Ranking Model to Online Courses 
Along with the rapid development of internationalization 

of education, the content of innovation and entrepreneurship 
courses that can be learned, gradually increased, and at the 
same time the personalized requirements of course learning 
also increased. In this context, experiments are conducted to 
study the personalized recommendation of courses, and the 
collaborative filtering recommendation algorithm is widely 
used in the recommendation algorithm and is suitable for the 
context of internationalization of education under big data. 
There are two tasks in the collaborative filtering 
recommendation system, which are rating prediction and 
Top-N recommendation. The rating prediction is mainly to 
predict the rating of items not rated by users according to their 
characteristics, while the Top-N recommendation recommends 
the N most likely items of interest to users based on the rating 
and the rating prediction. 

Collaborative filtering algorithms are classified into 
memory-based collaborative filtering algorithms, model-based 
collaborative filtering algorithms, and content-based 
collaborative filtering algorithms. Due to the current explosive 
growth in the amount of information on the Web, the rapid 
increase in the information available to users makes a single 
type of collaborative filtering algorithm no longer applicable, 
and practical applications also usually mix multiple types of 
methods to adapt to more complex practical situations [16]. 
While in Top-N recommendation mainly neighbor models, the 
most commonly used one is the K-nearest neighbor model. 
K-nearest neighbors use the K most similar items or user 
ratings for weighting and use them as a basis to predict user 
ratings for unknown items [17]. The nearest neighbor 
algorithm focuses on the similarity calculation, and the closer 
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the similarity result is 0 to 5, the higher the similarity is, and 
the closer the users or objects are to each other. The cosine 
similarity and Pearson coefficient for similarity calculation are 
shown in equation (1) and equation (2), respectively. 
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In Eq. (1) and (2), yr  and zr  are the target vectors of the 
neighboring targets y  and z  , respectively. Cosine similarity 
is suitable in the absence of ratings by and loss vector space 
pinch cosine values for similarity judging, while Pearson 
coefficient is suitable in the case of both ratings and can 
eliminate rating noise and minimize the influence of users 
differing in rating stringency [18]. After completing the 
similarity calculation, the aggregation method is used to 
predict the numbers of rating on unknown objects as shown in 
equations (3) and (4). 
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Both cr  and `cr  in Eq. (3) and (4) are the average ratings 
of the target users c  and `c  , respectively. Eq. (3) represents 
the aggregation function that does not consider the difference 
in users’ rating styles, while Eq. (4) corrects the aggregation 
function for the difference in rating styles by calculating the 
deviation between the weighted and used rating values and the 
corresponding mean score difference values of the target 
users. The similarity determination recommendation process is 
shown as Fig. 1. 

User 
Z

User 
X

User 
C

Object Z

Object X

Object C

Similarity 

Like 

Recommendation 

 
Fig. 1. User based collaborative filtering algorithm. 

In practical applications, algorithms about collaborative 
filtering need to extract project features and target user 
features, and the extraction of user features is actually a 
supervised classification problem, so classification algorithms 
in machine learning can be used, including decision tree 
algorithms and linear classification algorithms, in addition to 
the nearest neighbor algorithm [19]. So, in order to be able to 
design a reasonable web-based distance course, the 
experiment requires feature extraction of course items and 
course learning users and reasonable recommendations using 
collaborative filtering algorithms, etc. The formula for the 
target user’s number of rating of the item is shown in equation 
(5). In equation (5), the set of nearest neighbors is represented 
by uS  , uR  and nR  mean the average ratings of users u and 
n on the objects each, the similarity on two users is 
represented by ( , )sim u n  , and the ratings of users n  on the 

item j  are represented by ,n jR  . 

,
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The content-based collaborative filtering algorithm will 
make the k most similar items (x1, x2, x3, x4 ....) based on the 
similarity of the target item x evaluated by  target user .xk) 
get their corresponding similarity S (i.e., Sx1, Sx2, Sx3, Sx4 
..... .Sxk), and then obtain a weighted average, which is based 
on the ratings of all those similar items by the target users, and 
then with the similarity of the target items as the weights, and 
use this result as the final rating of the target items by the 
target users. Finally, a number of top items are selected to be 
recommended to users based on the magnitude of the 
predicted value. A simple schematic of this algorithm is 
shown in Fig. 2. 
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Fig. 2. Object based collaborative filtering algorithm. 
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Fig. 3. Recommended schematic diagram of K proximity. 

In order to fit the demands of the online teaching process 
for the main purpose, the dataset of the online course contains 
five data tables, and they are basic course information, course 
chapter information, basic user information, user learning and 
collection records and course creator information. Before the 
normal operation of the online course, the course information, 
course creator and user information need to be analyzed, at 
this time, the method of ranking learning can be used, and the 
ranking learning is integrated into the recommendation 
algorithm, and the weight parameters of multiple ranking 
models are learned by machine learning methods, and the best 
combination model is obtained in the training set to get better 
recommendation results [20]. Sorting learning usually requires 
the use of support vector machines, which are mainly divided 
into three types of methods: point-level methods, pair-level 
methods, and list-level methods, and their collaborative 
filtering k-neighborhood recommendation process is shown in 
Fig. 3. 

The experiments are chosen to transform the ranking 
problem into a classification problem using a pairwise ranking 
method with fast training speed and moderate training 
complexity. Suppose from x1 to xn are the feature vectors of 
documents, which are from d1 to dn , at this point define a 
new training sample, where the positive samples are from 
x1-x2 to x1-xn, negative samples are from x2-x1 to xn-x1 
.Then a binary classifier is trained to classify these new 
samples. The document classification uses the support vector 
machine approach with a linear scoring function as shown in 
equation (6). 

( ) ( )t
u vf x x xω= −           (6) 

In equation (6)ω  is the marginal term and t  is the time 
variable parameter. This method is integrated into the 
recommendation algorithm of course items, where the target 
users are ranked according to their preferences for the course 
items, and a matrix of users’ access or learning time for the 
course items is established, and the input of the algorithm is a 
user-program evaluation matrix ( , )R m n  as shown in 
equation (7). The rows and columns in Eq. (7) represent the 
user and the item, respectively, and the element in the ijR , i  

row of the j  column in the matrix refers to the user’s i  
numbers of rating on the object j . 
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B. Improvement of Collaborative Filtering Algorithm Based 
on Multi-Feature Ranking Model 
Conventional collaborative filtering algorithms based on 

ranking learning still have their limitations due to the 
shortcomings of traditional collaborative filtering algorithms 
such as cold start problem, sparsity problem and data density 
problem. Therefore, we designed an improved collaborative 
filtering algorithm based on multi-feature ranking and tested 
its applicability to the instructional design of an online course 
[21]. Considering each type of collaborative filtering 
algorithm, the experiment uses a user-based nearest neighbor 
recommendation algorithm. The similarity between all users is 
calculated, not by mixing all but by combining any two users. 
The similarity between the two is calculated by defining the 
collaborative filtering preference value of user x for course i
as shown in equation (8). In equation (8), ( , )r y i represents 
the rating of course 2 items by user y and i is the total number 
of users. 

1

1

( , ) ( , )
( , )

( , )

k
y

k
y

sim x y r y i
pref x i

sim x y
=

=

⋅
= ∑

∑ (8) 

The obtained preference value results range from 1 to 5, 
and the higher the value is, means the higher the user’s 
favorite preference for the course item. This preference value 
is used as a preference feature and applied in feature 
extraction, which is mainly associated with the calculation of 
similarity of the administrators, the time complexity of the 
calculation process and the number from users and items [22]. 
Since in the learning of online courses, courses with similar 
contents are not repeatedly studied by users, so in order to 
maximize the expression of users’ interest bias, the 
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experiment uses a subject model for content preference feature 
extraction, i.e., a subject-based collaborative filtering 
algorithm for user preferences. Firstly, the course text 
information is abstracted into a subject vector, with the name 
and introduction as the course information, and the course 
learning record, personal filled-in interests and user learning 
record as the user profile. The course information and user 
profile are combined. The distribution of the courses that users 
have studied on the subject vector space is calculated as a 
weighted average, after which the similarity between the 
feature vector about users and the feature vector of courses is 
calculated [23]. After performing the similarity calculation, 
the user feature vectors and the subject-based user preferences 
are calculated as shown in Eqs. (9) and (10). In equation (9) 
and equation (10), hγ represents the feature vector about the 

course h  , gγ  is the feature vector of the corresponding user,

`hγ  and `gγ  are the same, and m  is the number of courses 
that the corresponding user has taken. 

1

1 m

g h
hm

γ γ
=

= ∑
              (9) 

`
( , )

( `)( `)
g h

g g h h

pref g h
γ γ

γ γ γ γ
=

  (10) 

In addition to the above-mentioned features, feature 
extraction also takes into account the influence of the course 
lecturer itself and the popularity of the course. Since the 
influence of a course instructor cannot be directly quantified 
in the short term, the combined popularity of all the courses of 
the instructor is used as the influence of the instructor, and the 
popularity of the course should be studied first. The extraction 
of course popularity features should take something account 
number which is the numerical results of learners with user 
ratings, the number of scores with the ratio of the number of 
scores to the number of learners of the course. The feature 
extraction for calculating the popularity of a course is shown 
in equation (11). 

( , ) 0.2 i i ival u i c s d= + ⋅     (11) 

In equation (11), ic  denotes the numerical valuation of 

learners for the course i , id  denotes the number of raters for 

the course i  , and is  denotes the all to aver numerical 
valuation after rating the course i  . Since ratings are usually 
on a 5-point scale, to balance the any possible influence of the 
numerical results of learners and ratings on the course 
popularity value, the numerical result of learners is multiplied 
by a factor of 0.2. After deriving the absolute score of 
popularity, the calculation of similarity on popularity is shown 
in equation (12). 

( , ) 1irpref u i
m

= − +
      (12) 

In equation (12), m  is the summary number of classes 
under the respective category, and ir  indicates the rank 
number on the course i  in terms of the absolute value of its 
popularity among these courses. Similarly, the similarity value 
ranges from 0 to 1 and the closer to 1 means higher the 
similarity. 

After obtaining the similarity of popularity, we can obtain 
the influence and popularity of the corresponding tutors as 
shown in equation (13). In equation (13), ( , )prefteach u i  
represents the similarity of influence of tutors, ( , )prefhot u j  
represents the similarity of popularity of different courses 
taught by tutors, m  is the total number of courses, and C  is a 
coefficient to consider the relationship between users and 
tutors, because users may have different values of C  
depending on whether they follow a tutor or not, and whether 
they have already taken a course. If you have not taken a 
lesson with a tutor and do not follow them, the value is 1. 

1

1( , ) ( , )
m

j
prefteach u i C prefhot u j

m =

= ⋅ ∑
(13) 

After all features are extracted and similarity is calculated, 
these recommendations are integrated using multi-feature 
ranking learning. A simple schematic representation of 
machine integration learning is shown in Fig. 4. 

For a given user and project course, each pair of 
relationship is reflected as a vector x  , each dimension in the 
vector which in this situation refers to the different features 
extracted, and the vector dimension is the number of features, 
at this time the ranking function is ( )f x Wx=  andW  is the 
weight vector [24]. In this model, training sets are established 
according to the user learning of different courses, and the 
courses are grouped in each two items, and the first i  group in 
the training set is shown in equation (14). 

1 2( ), *iD xi xi i N= − ∈     (14) 
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Fig. 4. Simple schematic diagram of machine sequencing calculation. 

For each two sets of courses, the difference of the feature 
vectors of the two course items is used as the sample marker, 
and the samples that cannot be sorted by the sorting 
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relationship are ignored, and they are divided into two sets 
according to the different features of the two courses, which 
are positive and negative samples, after the sorting training is 
performed on these sample data [25]. The loss function for the 
ranking training is shown in equation (15). The same in 
equation (15) ω  is the marginal term and t  is the time 
variable parameter. 

2
1 2

1

1min max[1 ( )]
2

m
t

i
lossf xi xiω ω

=

= − − +∑
(15) 

The learning process of machine group sorting is then 
shown in Fig. 5. After that, the desired result of the 
predecessor is calculated. 

ωtx=-1

ωtx=0

ωtx=1

 
Fig. 5. Simple diagram of support vector machine learning. 

IV DISCUSSION 
The above research method optimizes the traditional 

collaborative filtering model and finally designs an 
improved collaborative filtering algorithm based on 
multi-feature ranking. In order to test the performance of the 
algorithm and explore whether the improved collaborative 
filtering algorithm is suitable for online teaching course 
recommendation, this section of the research content firstly 
selects a series of evaluation indexes for evaluating the 
strengths and weaknesses of different algorithms, and then 
compares the performance of evaluation indexes of different 
algorithms under the same test data set. The commonly used 
evaluation metrics for prediction scoring accuracy include 
mean absolute error, root mean square error, and 
standardized mean absolute error. 

( ),

1

T

ui ui
u i IT

MAE r r
I ∈

= −∑ 

      (16) 

Eq. (16) shows the formula of Mean Absolute Error 
(MAE) MAE, where TI  represents the test set. uir  

represents the actual rating of item i  by user u . uir  
represents the predicted rating of item i  by user u . The 
Mean Absolute Error can show the absolute error between 
the predicted and actual ratings, and the smaller the value, 
the better the recommendation effect of the algorithm. 

( )
( )

2

,

1

T

ui ui
u i IT

RMSE r r
I ∈

= −∑ 

 (17) 

Eq. (17) represents the calculation formula of root mean 
square error (RMSE) RMSE. 

max min

MAENMAE
r r

=
−            (18) 

Eq. (18) is the calculation formula of normalized mean 
absolute error (NMAE) NMAE. 

minr indicates the 

maximum value of the scoring range.
minr  indicates the 

minimum value of the scoring range. According to the 
above three average indicators, the commonly used 
recommendation algorithm and the improved algorithm in 
this paper are tested. 

TABLE I. PERFORMANCE OF EVALUATION INDICATORS OF 
DIFFERENT ALGORITHMS IN THE SAME DATA SET 

Recommended algorithm MAE NMAE RMSE 

Collaborative Filtering 26.54 13.27 5.15 

Apriori 29.28 14.64 5.41 

K-Means 18.35 9.18 4.28 

BPNN 24.65 12.33 4.96 

Algorithm in text 12.56 6.28 3.54 

Table I shows five different types of recommendation 
algorithm models, including traditional collaborative 
filtering algorithm, Apriori algorithm based on association 
rules, K-Means algorithm based on clustering 
recommendation, Back Propagation Neural Network 
(BPNN) BPNN and improved collaborative filtering 
algorithm proposed in the paper. The MAE, NMAE and 
RMSE values of the five algorithms under the same 
recommendation data set are compared. According to Table 
I, the MAE values of the five algorithm models are 26.54, 
29.28, 18.35, 24.65 and 12.56 respectively; NMAE values 
are 13.27, 14.64, 9.18, 12.33 and 6.28 respectively; The 
RMSE values are 5.15, 5.41, 4.28, 4.96 and 3.54 
respectively. It can be seen that the improved collaborative 
filtering algorithm proposed by the research has good 
recommendation performance. Next, the algorithm is 
applied to the recommendation of online teaching resources 
for innovation and entrepreneurship courses, and the 
recommendation effect of collaborative filtering algorithm 
before and after improvement is compared. The accuracy 
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and recall rate are used to evaluate the recommendation 
accuracy of the recommendation model. 

TABLE II. RELATIONSHIP BETWEEN RECOMMENDATION RESULTS 
AND USERS 

User information System 
recommendation 

The system does not 
recommend 

Users are 
interested True-Positive（N tp） False-Negative（N fn） 

User is not 
interested False-Positive（N fp） True-Negative（N tn） 

Table II shows the user's response to the 
recommendation system. As shown in Table II, there are 
four situations. That is, the user is interested in the 
recommended content of the recommendation system. The 
user is not interested in the recommended content of the 
recommendation system. The system does not recommend 
to the user but the user is interested. The system does not 
recommend to the user and is not interested. 

tp

tp fp

N
P

N N
=

+              (19) 

Eq. (19) shows the calculation formula of the 
recommended accuracy of the model. Accuracy can clearly 
represent the recommended performance of the model. 

tp

tp fn

N
R

N N
=

+
              (20) 

Eq. (20) shows the calculation formula of the 
recommended recall rate of the model. The recall rate can 
indicate the probability that the content that users are 
interested in is recommended. 

V EXPERIMENTAL RESULTS AND COMPARATIVE 
ANALYSIS OF THE THREE ALGORITHMS 

A. Experimental Results of Feature Extraction and Model 
Training Prior 
The experiment calculates user preferences based on 

common interval and topic-based user preferences, and 
randomly tries 80% of the training set and 20% of the 
training set. User course matrix test set. In order to calculate 
user preferences based on public filtering, use the marked 
value of KNN positive parameter K to capture the curve 
between the same value K, as shown in Fig. 6. Fig. 6 shows 
that the attack curve K is out of position. In order to fully 
study the needing rate, count and pick the value K 20 for the 
experiment. 

Using Linear Discriminant Analysis (LDA) to calculate 
topic-based user preferences, the topic is the most important 
parameter in the algorithm, the experiment will be LDA as a 
separate recommendation algorithm for each user to select 
the corresponding topic vector as the most similar course as 
a result of the recommendation for that user, the number of 
topics and LDA recall results obtained are shown in Fig. 7. 
It can be seen that the recall rate gets one small increase 
with increase of the number of topics, and the number of 

topics with a number of 100 is used for comprehensive 
consideration in Fig. 7. 
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Fig. 7. Result curve of LDA about the number of topics. 

B. Analysis and Evaluation of the Results for the Online 
Course Algorithm 
After learning the ranking function at the training, a 

ranking model is used to recommend courses according to 
their ranking and consequently generate the user’s interest 
labels. The algorithm is then tested experimentally, along 
with two other algorithms, the regular algorithm about 
collaborative filtering and the linear discriminant analysis 
algorithm, and the effectiveness of the algorithms is 
measured and the results compared mainly by accuracy and 
recall. 

The accuracy results of the three algorithms with 
different number of recommendations are displayed in Fig. 
8. It can be seen, which are the truth that the accuracy rates 
of the three algorithms show a significant upward trend with 
the increase in the number of recommendations, which 
means that the recommendation algorithms should increase 
the number of recommendations from Fig. 8. When the 
number of recommendations is small, the accuracy rate of 
the improved algorithm is significantly higher than that of 
the traditional algorithm and the LDA algorithm, and when 
the number of recommendations gradually increases, the 
accuracy rate of the improved algorithm is still significantly 
higher than that of the traditional collaborative filtering, and 
at this time, although the accuracy rate is higher than that of 
the LDA algorithm, it will no longer be significant as the 
number of recommendations increases, indicating that 
algorithm which came up from the research is significantly 
better than the traditional algorithm and better than the LDA 
in general. 
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Fig. 8. Recommended quantity and accuracy results of three algorithms. 

Fig. 9 shows the results of canceling many of the three 
proposed algorithms. As shown in Fig. 9, the cancellation 
rate of these three algorithms also increases with the 
increase of the number of recommendations. Among the 
three algorithms, the improved filter synthesis algorithm 
always has higher inverse speed than the traditional 
algorithm. When the recommendation number is low, the 
inverse value of LDA Algorithm is lower than the improved 
algorithm. The difference between LDA output coefficient 
and standard algorithm output coefficient gradually 
decreases, and the amount of recommendation increases, 
slightly higher than the improvement rate of the algorithm; 
among them, 120 recommendations. 

For the same number of comments, the impact of the 
number of consumer training on the repeatability results is 
shown in Fig.10. Fig. 10 shows that the download rate of the 
three algorithms usually increases with the increase of the 
number of user training. When the number of user training is 
more, the calculation can play a better role. The extraction 
rate of the improved link filtering algorithm between the 
three algorithms is much higher than that of the traditional 

algorithm, and is always higher than that of the LDA 
Algorithm. When the number of training users increase, the 
download rate of the improved algorithm is significantly 
higher than the LD rate. The table improved algorithm is 
better than the other two algorithms, and when the number of 
courses increases in a certain amount of pasta, the advantage 
of the improved algorithm is greater. 

The impact of the number of user learning courses on the 
accuracy results is shown in Fig. 11. From Fig. 11, it can be 
seen that the accuracy of the three algorithms shows an 
overall upward trend as the number of user-learning courses 
increases, indicating that the algorithms can play a better 
recommendation effect when the number of user-learning 
courses is more. The accuracy of the improved algorithm 
among the three algorithms is always higher than the other 
two algorithms, and the difference between the improved 
algorithm and the LDA is more significant as the number of 
courses increases, indicating that the improved algorithm 
will have a superior performance as the number of courses 
increases. 
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Fig. 9. Results of recommended quantity and recall rate of three algorithms. 
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Fig. 10. Results of number of learning courses and recall rate of three algorithms. 
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Fig. 11. Results of number of learning courses and accuracy of three algorithms. 

The results of the recommendations were transmitted to 
the target users, the target users were divided into two large 
flat-rate groups, the results of the evaluation of the target 
users were taken from the sample and the results of each 
algorithm assessment were broken down into an average of 
five groups and then the average result for each group was 
calculated, - obtain the results of the evaluation referred to 

in Fig. 12. Fig. 12 shows that, with the exception of the 
third group, the improved algorithm rates are higher than 
the other two and that the difference between the improved 
algorithm and the third group algorithm is lower, which 
fully indicates that the improved algorithm designs a course 
with higher performance than the class and is suitable for 
online courses training. 
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Fig. 12. Comparison of evaluation results of three algorithms. 

VI CONCLUSION 
The research uses a modified cooperation filtering 

algorithm based on a multifunctional classification model, 
which is tested and compared with the regular cooperation 
filtering algorithm and LDA algorithm after sample 
training. Experimental results show that the maximum 
accuracy and recall rate of the improved algorithm is 92.2% 
and 32.2% respectively for different recommended 
quantities which are significantly higher than the traditional 
algorithm; the maximum level of accuracy with an 
improved algorithm cancellation rate is 57.7% and 34.7% 
respectively for different numbers of learning courses which 
are significantly higher than the other two algorithms. The 
overall mean of the improved algorithm is 4.46, which is 
higher than the other two algorithms in 5 with 5. 
Experimental results show that the improved algorithm 
works much better than the traditional algorithm and, in 
many cases, better or much better than the LDA algorithm. 
Although some results have been obtained in the study, the 
total number of samples selected in the experiments is still 
small and the overall shortage of random sampling results 
due to the small number of samples is the main direction for 
further studies and optimization in the future. 

VII FUTURE WORK 
In this study, an improved collaborative filtering 

algorithm based on a multi-feature ranking model is used to 
construct a recommendation model for teaching innovation 
and entrepreneurship online courses in the context of 
internationalization of education. After testing the 
performance of the model, it is found that the constructed 
model has better recommendation effect, higher accuracy 
rate, and higher user satisfaction for innovation and 
entrepreneurship online courses. Although the research 
conducted in this paper has achieved certain results and 
optimized the traditional collaborative filtering algorithm to 
a certain extent, the following shortcomings still exist. 

1) Although the improved collaborative filtering 
algorithm is applied to the course recommendation model, it 
may cause some bias to the experimental results because 
more pre-processing is not performed on the adopted 
educational data set. 

2) Whether the constructed recommendation algorithm 
model is applicable to other e-learning recommendations for 
different majors is not explained in the paper. Subsequent 
research should attempt to apply the model to more online 
course recommendations for different majors. 
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3) In the current recommendation field, there are also 
more studies on the optimization of collaborative filtering 
algorithm, and the subsequent research should combine 
more advanced algorithms to optimize collaborative 
filtering and thus improve the recommendation accuracy. 
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Abstract—One of the most studied machine learning 

challenges that recent studies have shown the susceptibility of 

deep neural networks to is the class imbalance problem. While 

concerted research efforts in this direction have been notable in 

recent years, findings have shown that the canonical learning 

objective, empirical risk minimization (ERM), is unable to 

achieve optimal imbalance learning in deep neural networks 

given its bias to the majority class. An alternative learning 

objective, group distributionally robust optimization (gDRO), is 

investigated in this study for imbalance learning, focusing on 

tabular imbalanced data as against image data that has 

dominated deep imbalance learning research. Contrary to 

minimizing average per instance loss as in ERM, gDRO seeks to 

minimize the worst group loss over the training data. 

Experimental findings in comparison with ERM and classical 

imbalance methods using four popularly used evaluation metrics 

in imbalance learning across several benchmark imbalance 

binary tabular data of varying imbalance ratios reveal 

impressive performance of gDRO, outperforming other 

compared methods in terms of g-mean and roc-auc. 

Keywords—Class imbalance; deep neural networks; tabular 

data; empirical risk minimization; group distributionally robust 

optimization 

I. INTRODUCTION 

Owing to increased data availability, novel learning 
architectures and accessibility to commodity computational 
hardware devices, deep neural networks (DNNs) have become 
the de facto tool for a wide range of machine learning (ML) 
tasks in recent times; leading to state-of-the-art performance in 
several computer vision, natural language processing and 
speech recognition tasks. DNNs are characterized by several 
layers of hidden units that enable learning of useful 
representations of a given data for improved model 
performance [1, 2]. This alleviates the need for domain experts 
and hand-engineered features, a common prerequisite for 
traditional ML methods. 

A pervasive problem that has plagued traditional ML 
methods in the last couple of decades which DNNs are not 
immune to is the class imbalance problem [3-6]. This problem, 
also termed long-tailed data distribution problem in computer 
vision, occurs when the distribution of the constituent classes 

of a training data is highly disproportionate such that one or 
more classes have significantly larger number of training 
samples (majority class(es)) than other(s) (minority class(es)). 
Given that most ML methods are built to minimize the overall 
classification error with the assumption that each sample 
contributes equally, the learning algorithms tend to be bias 
towards the majority class; thus, resulting in partial or total 
disregard of the discriminative information of the minority 
classes by the learning algorithm. What makes this problem 
even more interesting is that, in most cases, the minority 
classes are often the classes of interest. Several manifestations 
of this problem abound in many real-life application domains 
of ML like medical diagnosis [7, 8], fraud detection [9-11], 
flight delay prediction [12, 13] amongst others. 

The knowledge that learning from imbalance data 
negatively impacts the performance of DNN has resulted a 
marked increase in research on deep learning-based approaches 
to tackle the problem in recent years, with findings showing 
that traditional approaches to addressing imbalance problems 
can be successfully extended to DNN [3, 5]. Thus, many deep 
learning studies have addressed the imbalance problem at the 
data level mainly by data resampling [14-16] while some have 
done so at the classifier level, largely through cost sensitive 
learning approaches [17-22]. Oversampling and undersampling 
are two common data resampling approaches used in DNN. 
However, the susceptibility of the former to noise and 
overfitting due to added samples [23]  as well as the 
characteristic loss of valuable information peculiar with the 
latter [3] remain major drawbacks of this category of 
imbalance methods. On the other hand, the core idea behind 
the cost sensitive methods is to assign different 
misclassification cost/weights to the training samples to scale 
up/down the misclassification errors depending on the class 
they belong [17, 24]. While there are several implementations 
of this method, the most commonly used cost sensitive 
approach in imbalanced deep learning research is reweighting 
[20, 25], where weights are assigned to different class samples 
based on either the inverse of the class frequencies [20, 26, 27]  
or their square root [28]. Despite its widespread adoption in 
DNN, reweighting methods have been found to be unstable in 
severely imbalanced cases; yielding poor performance that 
compromise the performance of the majority class [20, 23, 29, 
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30]. Inspired by the drawbacks of the commonly used methods, 
this study seeks to address the imbalance problem from a 
different perspective, through the learning objective. 

The canonical training objective in DNN is the empirical 
risk minimization (ERM) which entails minimizing the average 
per sample training loss over the entire training data [31]. This 
training objective has the capacity to fit a given training data 
perfectly and still produce impressive accuracy on an unseen 
test data [32]. However, training a DNN using such objective 
on an imbalanced data has been shown to be bias to the 
majority class samples despite fitting the training data perfectly 
in most cases [32, 33]. The trained DNN is unable to generalize 
the learnt representations to the minority class samples at 
inference/test phase. In contrast to ERM, this study explores 
minimizing the maximum between the majority and minority 
class losses for improved imbalance learning.  This is 
analogous to distributionally robust optimization (DRO) which 
seeks to minimize the expected loss over possible test 
distributions that the model is expected to perform well on [34, 
35]. Specifically, group DRO (gDRO) proposed in [32] is 
investigated in this study in the context of classical class 
imbalance problem in DNN where the training and test data are 
similarly imbalanced. Rather than seeking reduction in the 
generalization gap between the training and test accuracies of 
the worst group, the performance of gDRO on binary 
imbalance datasets of varying imbalance ratios is investigated 
in comparison to popular imbalance methods in DNN. The 
performance of these methods is compared using four popular 
evaluation metrics in imbalance learning. 

The rest of this article is outlined as follows: Section II 
provides the requisite background on ERM and gDRO 
followed by Section III which contains the methodology as it 
relates to the benchmark datasets, selected imbalance methods, 
DNN architecture and other experimental settings. The 
experimental results and discussions are presented and 
discussed in Section IV and Section V respectively before 
concluding in Section VI. 

II. THEORETICAL BACKGROUND ON ERM AND GDRO 

Given a training data     *(     )+   
 , where     and 

    represent the target labels and the input features 
respectively,    is a prediction function parameterized by   that 

learns to correctly map each input feature    to the 

corresponding output label  
 
. The aim is to find the set of 

parameters   that minimize the risk in (1). 

     (   )    , (    ( ))- (1) 

where   and   ( ) stand for the loss function and predicted 
output respectively. Equation (1) is approximated using the 
training set,     as in (2). This training objective is known as 
empirical risk minimization (ERM). In other words, the ERM 
aims to minimize the average per instance training loss. 

        
 

 
∑  (   *  (  )+   

 ) 
    (2) 

A popular   used in deep learning is the cross-entropy loss: 

 (   *  (  )+   
 )       (       ) 

     (
   (  (  ))

∑    (  (  ))
 
   

) (3) 

The pseudocode for ERM is shown in Algorithm 1 below. 
In a classification problem, each output label    belongs to one 
of   classes and the aim of   ( ) is to ensure that each input    
is classified to the correct class   *     +. 

Algorithm 1: Empirical Risk Minimization Training 

Input: Training Data    *(     )+   
   no of Epochs, E; Batch 

size, b; Learning rate   

Output: Trained Model 

Initialise model parameters    

for t = 1, 2…., E do 

 randomly split    into   equal-sized minibatches;       

for     {1…, n} do 

 perform forward pass for model    

    (  )   
 

   
∑    (     (  ))
 
    #Compute loss and 

perform gradient step 

                (  )   #Update model parameters in 

backward pass 

end  

end 

Unlike ERM, where the average per sample loss over the 
entire training data is minimized, gDRO minimizes the worst 
group error. Thus, gDRO presumes group annotations over the 
training data i.e., every training sample is a triplet 
*(        )   (        )+ where the    stands for the group 
annotation of the     sample. On the contrary, no group 
annotations based on spurious correlations are assumed in this 
study. Rather, a typical case of class imbalance where samples 
belonging to the minority class are fewer than those of the 
majority class is the focus of this study. Thus, number of 
samples belonging to each class is denoted as   . Hence, 
instead of (2), (4) is used to update the DNN in gDRO in this 

study; where 
 

√  
 is for the group adjustment as in [32]. 

             
   

{
 

  
∑  (     (  ))
  
    

 

√  
} (4) 

The pseudocode for group DRO training is presented in 
Algorithm 2. 

III. MATERIALS AND METHODS 

A. Benchmark Datasets 

Nineteen (19) carefully selected binary class benchmark 
imbalanced datasets from Keel

1
 and UCI

2
 data repositories are 

used in this study. Details such as the sample size, number of 
features, fraction of majority and minority samples in 
percentage are presented in Table I. The degree of imbalance in 
each dataset is indicated by the imbalance ratio (IR) which is 
the ratio of the majority to minority samples size. Likewise, the 
degree of complexity of each dataset is shown using mean 
silhouette coefficient of its samples (S.Coeff) [36]. The S.Coeff 
values ranges between -1 and +1. Values around zero indicate 
overlapping class clusters, whereas values close to +1 and -1 

                                                           
1 https://sci2s.ugr.es/keel/index.php 
2 https://archive.ics.uci.edu/ml/datasets.php 
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indicate well separated and highly overlapped class clusters 
respectively. 

Algorithm 2: Group Distributionally Robust Optimization Training 

Input: Training Data    *(     )+   
   classes,   *     +; no 

of Epochs, E; Batch size, b 

Output: Trained Model 

Initialize parameters of model    

for t = 1, 2…., E do 

 randomly split    into   equal-sized minibatches;       

 for     {1…, n} do 

  perform forward pass for model    

  for c = {1…, C} do 

   
  (  )  

 

  
∑  (     (  ))  
  
   

 

√  
  # compute loss for 

each class 

  end 

  
   (  )     *   (  (  )   

 )+  # perform gradient step 

with worst group    

  
               (  )                # update model parameters 

in backward pass 

 end 

end 

B. Methods for Handling Class Imbalance 

In addition to ERM and gDRO, experiments were also 
carried out using four classical imbalance methods and 
compared. These methods were chosen to cover commonly 
used imbalanced methods in DNN research and their hybrid. 

 Random Oversampling (ROS) 

 Random Undersampling (RUS) 

 Cost sensitive reweighting (COST): The weights 
assigned to majority and minority class samples are 
determined by the inverse of   ; where    is the 
number of samples belonging to class  . 

 Hybrid of random undersampling and oversampling 
(RUSROS): This involves initially randomly 
undersampling the majority class by 50% before 
randomly oversampling the minority class samples till it 
equals the majority class size. 

Overall, the performance of six methods (ERM, gDRO, 
ROS, RUS, COST and RUSROS) on the imbalance datasets 
are compared in this study. 

C. DNN Architecture 

Unlike convolutional neural networks (CNN), where a wide 
range of benchmark architectures are available [37], 
determining an appropriate DNN architecture for tabular data 
is nontrivial due to the sparsity of representative works 
addressing pertinent issues such as the ideal network depth and 
width as well as the best activation functions for this class of 
models. While in recent years several novel architectures have 
been proposed in representative studies [38-41], no single 
method provides a reliable performance across multiple tasks. 
Hence, deep fully connected otherwise known as deep  
multilayer perceptron remains the quintessential baseline 
architecture for modelling structured data [41] and thus, used in 
this study. Besides, deep fully connected neural networks are 

natural fit for imbalanced data with capability of yielding 
impressive results when the hyperparameters are optimized 
[42]. 

TABLE I.  BENCHMARK DATASETS 

Data 

# 

Sample

s 

# 

Feature

s 

% 

Maj 

Clas

s 

% 

Min 

Clas

s 

IR 
S.Coef

f 

abalone19 4174 8 99.2

3 
0.77 129.4

4 
-0.021 

protein_hom

o 

145751 74 99.1

1 
0.89 111.4

6 
0.556 

mamography 11183 6 97.6

8 
2.32 42.01 0.45 

ozone_level 2536 72 97.1

2 
2.88 33.74 -0.049 

wine_quality 4898 11 96.2

6 
3.74 25.77 0.146 

oil 937 49 95.6

2 
4.38 21.85 0.084 

abalone 731 8 94.2

5 
5.75 16.4 0.107 

glass4 214 9 93.9

3 
6.07 15.46 0.363 

covertype 38501 54 92.8

7 
7.13 13.02 0.114 

vowel0 988 13 90.8

9 
9.11 9.98 0.166 

satimage 6435 36 90.2

7 
9.73 9.28 -0.134 

page-blocks0 5472 10 89.7

8 
10.2 8.79 0.505 

ecoli3 336 7 89.5

8 
10.4 8.6 0.126 

segment0 2308 19 85.7

5 

14.3 6.02 -0.063 

yeast4 1484 8 83.5

6 
16.4 5.08 0.037 

vehicle0 846 18 76.4

8 
23.5 3.25 0.065 

haberman 306 3 73.5

3 
26.5 2.78 0.069 

phoneme 5404 5 70.6

5 
29.4 2.41 0.087 

pima 768 8 65.1 34.9 1.87 0.092 

ReLU activation function is widely used in deep learning 
class imbalance research [14, 43], hence the same is adopted in 
the DNN model used in this study. Batch normalization and 0.5 
dropout rate are applied after each ReLU activation of each 
hidden layer to avoid overfitting. Likewise, to optimize a DNN 
model for each dataset, representative imbalance studies have 
often resulted to grid search for hyperparameters optimization 
[14, 44, 45].  Similarly, 80% of each imbalanced data was used 
for hyperparameter optimization via grid search. Only the 
depth and width of each DNN model are optimized as in [14]. 
A network width of 50 neurons per hidden layer was found to 
be sufficient for the models to overfit the data after 
experimenting with widths of 512, 300, 100, 50 and 32 neurons 
respectively. The depth of these models was optimized starting 
with a depth of two (i.e., 2-hidden layers) and varying it up to 
six. The optimal DNN architecture for each imbalanced dataset 
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was determined via the best mean AUC over 5-fold cross 
validation [42]. The AUC results for optimal number of layers 
and architecture for each dataset is presented in Table IV of the 
appendix. 

D. Experimental Setup 

10-fold cross validation approach was employed for model 
training and validation for each combination of dataset, model 
and imbalance method. All DNN models were trained to stop 
early if there are no improvement in the validation error after 
10 successive epochs. Adam stochastic optimization with 
learning rate of 0.001 was used in model training. Each model 
weights were randomly initialized with uniform distribution 
and Xavier variance [46] with zero bias before training with 
batch stochastic gradient descent. The minibatch sizes were set 
to range from 1/32 to 1/100 of each respective dataset sample 
sizes. The training procedure is illustrated in Fig. 1. 

 

Fig. 1. Training procedure 

To further ensure credibility of our findings and handle 
associated inconsistencies resulting from randomization and 
stochastic nature of the training process, the experiment for 
each combination was repeated five times with varying random 
seeds; resulting in different initial parameters for each 
repetition [47]. The mean validation results across the 
repetitions are reported. In all, 5,700 experiments were 
conducted. Given the large number of models that is required 
to be trained, a commodity hardware GPU, Nvidia Geforce 
GTX 960M, on a core i5 Dell Inspiron 7559 machine was 
leveraged to speed up the experiments. All experiments were 
implemented in Pytorch deep learning framework [48]. 

E. Evaluation Metrics 

The inadequacy of accuracy and error rate as measures of 
classification performance of imbalance datasets is well 
documented in the literature [49]. Thus, four complementary 
evaluation metrics that have been used in imbalance learning 
research have been adopted in the study. Each of this metrics is 
described in what follows. Note that FP, FN, TP and TN are 
false positive, false negative, true positive and true negative 
respectively. 

 Receiver Operating Characteristic Area Under the 
Curve (ROC-AUC): The ROC is a plot of the true 

positive rate (
  

     
) against the false positive rate 

(
  

     
) across all possible discrimination thresholds. 

From this plot, the AUC which is the area under the 
receiver operating characteristic (ROC) curve can be 
calculated and used as a performance measure of 
classification model. 

 Precision-Recall AUC curve (PR-AUC), perhaps 
inspired by the ROC-AUC, is a plot of precision on the 

y-axis (
  

     
) against recall (

  

     
) on the x-axis. The 

area under the PR-curve is also used as a measure of the 
performance of binary classification models. The AUC 
implementation used in this work is calculated using the 
trapezoidal rule. 

 F1-Measure, a widely used evaluation metric, is 
another measure of evaluation used in this study. It is 
the harmonic mean of precision and recall (i.e., 
(    )                 

                   
). The beta ( ) parameter shows 

the trade-off between precision and recall. Our interest 
is to detect both majority and minority classes with 
equal preference, hence, the   parameter is set to 1. 

 Geometric mean (g-mean) is the final evaluation metric 
used to evaluate the models. In case of binary 
classification, g-mean is the squared-root of the product 
of recall and true negative rate (TNR) 

(√
  

     
 

  

     
). 

Additionally, the Friedman test [50] is also used in this 
study to detect differences in the experimental results across 
multiple attempts, when the normality assumption may not 
hold. Thus, this test is used to reject the null hypothesis that the 
compared methods produce similar performance across the 
different datasets and DNNs in comparison to their mean 
rankings. Then, as recommended in [51], pairwise posthoc 
analysis using Wilcoxon signed-rank test [52] with Holm’s 
alpha (0.05) correction [53] was used for comparison. A 
visualization of the comparison is presented using a critical 
difference diagram [54]. 

IV. RESULTS 

Multiple benchmark datasets enabled a fair comparative 
analysis of ERM, gDRO and the imbalance methods across a 
wide range of imbalance ratios. The mean (±standard 
deviation) of the validation performance of each method across 
the respective evaluation metrics for each dataset over five 
repetitions of the experiment (as shown in Fig. 1) are presented 
in Fig 2. The overall average performance of each method in 
addition to the number of times each method ranks first for 
each evaluation metric is also presented in Table II. Similarly, 
a bar plot showing the average ranking of each method per 
dataset is presented in Fig. 3. 
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Fig. 2. Mean (±standard deviation) results of comparative methods 

 
Fig. 3. Mean ranking of the experimental results (lower the better) 

A. Results based on F1-Score 

As, depicted in Fig. 2, the performance of gDRO in 
comparison to ERM regarding the top six imbalanced 
benchmarks (IR of 129.44 to 21.85) shows that gDRO mostly 
produces better average f1-score for those with overlapping 
classes (abalone19, ozone level, wine_quality and oil) i.e., 

gDRO identifies minority samples better on complex 
imbalanced datasets- whereas ERM performed better on those 
with better class separability (protein homo and 
mammography). The general f1-score on the abalone19 
benchmark is notably very poor across the compared methods, 
a likely explanation for this is lack of data/information (given a 
meagre minority sample size of 32) worsened by class overlap. 
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Likewise, the superior performance of gDRO over ERM on 
this benchmark suggests the suitability of the former in 
extreme imbalance cases where data is lacking. As for the 
remaining datasets in decreasing order of imbalance ratio, 
ERM produced better average f1-score than gDRO in all but 
glass4, ecoli3 and haberman datasets; the three smallest 
datasets in the benchmarks and of varying degree of overlap. In 
comparison to the classical imbalance methods, while mostly 
outperforming RUS on mammography, page-block0 and pima, 
gDRO mostly produced lower average f1-score than, at least, 
one of ROS, COST or RUSROS except on abalone19 and 
glass4 datasets where gDRO outperformed other methods. As 
shown in Table II, ROS produced the best average overall f1-
score across the benchmarks, producing the best score seven 
times in the process. On the other hand, RUS produced the 
lowest overall f1-score and only managed to produce the best 
score once (which was jointly with ROS on the least imbalance 
dataset, pima). 

B. Results based on G-Mean 

As shown in Fig. 2, gDRO produced better average g-mean 
scores than ERM across all but the segment0, vehicle0 and 
vowel0 datasets where they both performed similarly or 
marginally better performance by ERM. It should be noted that 
the performance of the model on these datasets is generally 
better than the remaining datasets. In comparison to the 
selected imbalance methods in terms of the top six imbalanced 
datasets (abalone19, protein homo, mammography ozone level, 
wine_quality and oil), gDRO yielded the best average g-mean 
on all but the mammography and oil datasets where ROS and 
RUS as well as COST respectively produced better 
performance. On the remaining datasets, as the imbalance ratio 
reduces and the minority to majority ratio increases, the 
performance of the classical imbalance methods generally 
become more comparable to gDRO which was only able to 
produce the best average g-mean on the glass4, satimage, page-
block0 and yeast4 datasets.  Table II shows that gDRO 
produced the best average overall g-mean of 84.28% across the 
benchmarks, while achieving the best score 8 times in the 
process. The implication of the impressive performance of 
gDRO in terms of g-mean is that it detects the minority 
samples with lower false positive and false negative rates. On 
the other hand, an overall average g-mean score of 67.74% 
achieved by ERM makes it the least performing method in this 
regard. 

C. Results based on PR-AUC 

As shown in Fig. 2, ERM outperforms gDRO and other 
classical imbalance methods based on average pr-auc on all but 
the ecoli3, glass4, haberman and pima datasets. Three of these 
datasets (ecoli3, glass4 and haberman) have the least number 
of samples while the relatively larger pima dataset is the least 
imbalance amongst the considered benchmarks. Despite 
achieving better average pr-auc than ERM on these datasets, 
the performance of gDRO still remains inferior to at least one 
of ROS, RUS, COST or RUSROS. Table II further shows that 
ERM produced the best overall average pr-auc of 73.07%, 
achieving the best performance 14 times across the different 
benchmarks. In contrast, RUS showed the lowest performance 
in this regard despite producing the best result once (jointly 
with ROS on the pima dataset). 

TABLE II.  AVERAGE PERFORMANCE ACROSS ALL DATASETS (AND THE 

NUMBER OF TIMES EACH METHOD RANKS FIRST) 

Metric ERM GDRO ROS RUS COST ROSRUS 

F1-SCORE 
61.85 

(6) 

60.57 

(2) 

65.07 

(7) 

51.54 

(1) 

64.37 

(5) 
63.19 (2) 

G-MEAN 
67.74 

(0) 

84.28 

(8) 

80.36 

(6) 

77.23 

(2) 

81.68 

(5) 
80.12 (0) 

PR-AUC 
73.07 

(14) 

68.16 

(1) 

68.41 

(3) 

62.83 

(1) 

68.95 

(3) 
66.92 (0) 

ROC-AUC 
77.86 

(0) 

85.55 

(8) 

83.80 

(4) 

81.10 

(0) 

84.28 

(0) 
83.58 (1) 

D. Results based on ROC-AUC 

The performance of gDRO as illustrated in Fig. 2 relative to 
ERM in terms of average roc-auc is similar to findings based 
on average g-mean as gDRO shows better average roc-auc 
scores than ERM across all but the segment0, vehicle0 and 
vowel0 datasets where they both performed similarly or ERM 
is marginally better. Comparison based on the top six 
imbalanced benchmarks also shows similar trend as gDRO 
produced the best average roc-auc on all but the mammography 
(where ROS, RUS, COST and RUSROS were better) and oil 
(where COST was better) datasets. Datasets with lower IR 
produced improved results that are comparable or relatively 
better than gDRO with these methods. However, gDRO 
produced the best average roc-auc on the glass4, satimage, 
page-block0 and yeast4 datasets. Further, Table II shows that 
gDRO produced the highest overall average roc-auc (85.55%), 
producing the results eight times across the datasets. On the 
other hand, ERM produced the lowest overall average 
performance based on ROC-AUC. 

E. Statistical Analysis 

The Friedman’s test results presented in Table III shows 
that the null hypothesis, namely, the imbalance methods 
produce similar performance across the different datasets is 
rejected. Hence, pairwise posthoc analysis using Wilcoxon 
signed-rank test is carried out to rank each method across the 
evaluation metrics as illustrated in Fig. 4. The figure shows a 
critical difference diagram of the imbalance methods for each 
evaluation metric where a thick horizontal line indicates group 
of imbalance methods (a clique) for which the difference in 
their performance is not statistically significant. For each 
metric, the mean performance of each method across the 
dataset is used for the statistical test. The figure shows that 
although for f1-score, g-mean, pr-auc and roc-auc, ROS, 
gDRO, ERM and gDRO respectively rank highest, each of 
these methods is not significantly better than at least two other 
methods. For instance, in terms of f1-score, ROS is not 
statistically different from COST and ERM whereas in term of 
pr-auc, no statistically significant difference exists between 
ERM, ROS, COST and gDRO. 

TABLE III.  RESULT OF FRIEDMAN’S TEST 

Metric  p-value 

F1-Score 0.00000 

G-Mean 0.00000 

PR-AUC 0.00000 

ROC-AUC 0.00000 
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Fig. 4. Critical difference diagram of pairwise statistical difference 

comparison between imbalance methods 

V. DISCUSSION 

The importance of this study cannot be overemphasized as 
it investigates gDRO for learning imbalance tabular data in 
DNN as against ERM which is the main learning objective in 
both balanced and imbalanced deep learning research. The 
empirical results of this study show that in terms of ROC-AUC 
which reflects a balanced assessment of the performance of the 
DNN models on both majority and minority samples across 
different thresholds, gDRO mostly outperforms ERM and most 
of the compared imbalance methods on benchmark datasets of 
varying imbalance ratios, sizes and complexities. This implies 
that deep imbalance learning via minimization of worst-case 
loss across classes can produce models that are more robust to 
both majority and minority class samples than ERM. Hence, 
gDRO is an ideal training objective in cases where both 
majority and minority classes of the imbalance data are equally 
important as it is known for its robustness to distributional 
shifts [32]. 

Following the generally held notion that ERM biases DNN 
models to the majority class when learning imbalance data 
[55], it would be expected that ERM perform poorly on the 
minority samples. However, it can be observed that ERM 
mostly outperform gDRO and other compared imbalance 
methods across the studied benchmarks in terms of pr-auc 
which mainly focuses on the performance of the DNN model 
on the minority samples under a range of thresholds. One likely 
explanation for this is that while ERM produced the best 

overall result on the minority samples over different thresholds, 
this does not necessarily mean it produced the best 
performance for a specific threshold value [56]. This explains 
why ERM is unable to replicate similar feat on metrics like f1-
score and g-mean that are computed for specific threshold 
value. 

Additionally, since pr-auc measures the area under the plot 
of precision against recall for different thresholds, another 
possible explanation could be that the pr-auc of ERM is 
dominated by precision. As hinted in Section E of IV, precision 
quantifies the number of correct positive (minority) predictions 
by dividing the number of correctly classified positive samples 
by the total number of correctly classified positive samples and 
negative (majority) samples that are incorrectly classified as 
positive. Compared to recall which quantifies the number of 
correct positive predictions from all positive samples, only a 
model that is bias to the majority samples is less likely to 
misclassify a majority sample as minority than misclassify a 
minority sample. In other words, ERM could produce the best 
pr-auc while being bias to the majority class samples if pr-auc 
is dominated by precision. The critical difference diagrams for 
precision and recall have been included in Fig. 4 to further 
elucidate this line of thought. See Fig. 5 and Fig. 6 of the 
appendix for more details of each method on each dataset in 
terms of precision and recall. 

In relation to the classical imbalance methods, COST and 
ROS tend to perform similarly and better than RUS in most 
cases with COST showing superior performance in highly 
imbalance cases. However, the performance gains in terms of 
minority sample detection for these methods tend to come at 
the expense of some majority class samples [20]. On the other 
hand, RUSROS does not appear to have any major advantage 
that its constituent methods have not exhibited. Generally, the 
inferior performance of the imbalance methods on the highly 
imbalance benchmarks with some degree of class overlap like 
abalone19 and ozone_level compared to similarly imbalance 
ones like protein homo and mamography with more minority 
samples and better class separability underlines the impact of 
size and complexity of data in imbalance learning. Decreasing 
imbalance ratio tend to result in improved performance across 
the metrics. 

It should however be noted that the adopted experimental 
design could have impacted the empirical results of this study. 
Particularly, in relation to reporting the mean scores of several 
repetitions of the experiments as against a single round as 
common in most DNN-based imbalance research [5]. 
Nevertheless, the adopted design has obvious benefits amongst 
which is an objective measure of the true model performance. 

In sum, the choice of method for handling class imbalance 
in DNN models depends on several factors, including the 
severity of class imbalance, the size and complexity of the 
dataset, and the specific evaluation metric of interest. In some 
cases, ERM may be sufficient to achieve good performance on 
imbalanced datasets, while in other cases, gDRO or other 
methods may be necessary. 
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VI. CONCLUSION 

Deep imbalance learning has mainly focused on imbalance 
in computer vision related tasks. Likewise, empirical risk 
minimization (ERM) which entails minimizing the average per 
sample training loss over the entire training data has been 
shown in pertinent works to bias DNNs to the majority class 
when learning from imbalance data [31]. An alternative 
learning objective, group distributionally robust optimization 
(gDRO) is investigated in this study for imbalance learning 
with a focus on tabular data.  The performance of gDRO in 
comparison with ERM and four classical imbalance resolution 
methods on several benchmark imbalance datasets of varying 
imbalance ratios are examined using four common metrics for 
evaluating class imbalance. Experimental findings show that 
while gDRO outperform other methods in terms of g-mean and 
ROC-AUC, whereas ERM and ROS rank highest in terms of 
pr-auc and f1-score respectively. Future research efforts will 
focus on the impact of pretraining on deep imbalance learning 
as well as gDRO for multiclass imbalance tabular data. 
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APPENDIX 

TABLE IV.  ROC-AUC SCORES  FOR OPTIMAL ARCHITECTURE SELECTION FOR EACH DATASET 

Dataset 2_lyrs 3_lyrs 4_lyrs 5_lyrs 6_lyrs 

abalone19 50 50 50 50 50 

abalone 66.33358 64.81243 71.23284 71.59815 66.15334 

covertype 93.75338 94.1079 93.28036 93.94478 93.53545 

ecoli3 71.14201 64.17092 69.55867 71.43367 75.80867 

glass4 79.375 74.6875 74.6875 74.6875 84.6875 

haberman 65.53534 61.76715 62.7362 63.29175 61.96581 

mamography 74.85703 76.7389 77.4536 78.67885 78.64452 

oil 69.72028 72.29672 72.50651 71.21878 61.21878 

ozone_level 54.46271 50.76923 50 51.64122 52.2568 

page-blocks0 90.47406 90.94058 90.8244 91.70862 90.76801 

phoneme 82.28141 83.61735 83.42348 83.15185 85.3148 

pima 72.05325 72.35902 73.29717 72.05595 73.51786 

protein_homo 85.52046 86.38106 88.44263 87.1977 87.19304 

satimage 78.53431 80.78899 78.5861 79.28501 78.04006 

segment0 99.96845 99.77978 99.74823 99.5911 99.74823 

vehicle0 96.21446 95.72569 96.74197 95.51737 96.86146 

vowel0 99.93056 99.93056 99.21627 99.14683 100 

wine_quality 54.41053 56.35424 54.12273 52.58129 52.51172 

yeast4 73.4827 73.3687 73.96551 72.27256 75.26621 
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Fig. 5. Mean (±standard deviation) for precision and recall of comparative methods 

 
Fig. 6. Mean ranking precision and recall (lower the better) 
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Abstract—Visual tracking in uncrewed aerial vehicles is 

challenging because of the target appearance. Various research 

has been fulfilled to overcome appearance variations and 

unpredictable moving target issues. Visual saliency-based 

approaches have been widely studied in biologically inspired 

algorithms to detect moving targets based on attentional regions 

(ARs) extraction. This paper proposes a novel visual tracking 

method to deal with these issues. It consists of two main phases: 

spatiotemporal saliency-based appearance modeling (SSAM) and 

sample feature-based target detection (SFTD). The proposed 

method is based on a tracking-by-detection approach to provide 

a robust visual tracking system under appearance variation and 

unpredictable moving target conditions. Correspondingly, a 

semi-automatic trigger-based algorithm is proposed to handle the 

phases' operation, and a discriminative-based method is utilized 

for appearance modeling. In the SSAM phase, temporal saliency 

extracts the ARs and coarse segmentation. Spatial saliency is 

utilized for the object’s appearance modeling and spatial saliency 

detection. Because the spatial saliency detection process is time-

consuming for multiple target tracking conditions, an automatic 

algorithm is proposed to detect the region saliences in a 

multithreading implementation that leads to low processing time. 

Consequently, the temporal and spatial saliencies are integrated 

to generate the final saliency and sample features. The generated 

sample features are transferred to the sample feature-based 

target detection (SFTD) phase to detect the target in different 

images based on samples. Experimental results demonstrate that 

the proposed method is effective and presents promising results 

compared to other existing methods. 

Keywords—Visual tracking; biologically inspired; visual 

saliency detection; appearance modeling; attention region; 

spatiotemporal 

I. INTRODUCTION 

Visual tracking is mainly investigated as an active research 
topic according to its wide range of applications, including 
smart surveillance systems, intelligent remote sensing 
technologies, action recognition, and robotic and human-
computer interaction [1]. Particularly, visual target tracking is 
broadly studied on uncrewed aerial vehicles (UAV) to detect 
and track targets on aerial images. As opposed to applications 
with fixed cameras, for example, traffic monitoring, aerial 
videos have the favorable circumstances of higher portability 
and superior reconnaissance and surveillance [2]. However, 
visual tracking systems are still suffered from various 
challenges and difficulties. Target appearance variations and 

tracking the target under uncontrollable and unpredictable 
conditions are as main challenges of these systems [3, 4]. In 
this regard, online learning-based tracking methods that can 
incrementally update feature representations have received 
more attention for achieving a reliable and robust visual 
tracking algorithm [5]. Therefore, an online target feature 
representation is crucial for preserving an efficient appearance 
model to describe and identify the target from background [3, 
6]. 

Recently, biologically inspired and cognition-based 
approaches have become a topic of interest by many 
researchers [7]. These approaches are inspired by human 
biological mechanisms, meaningfully indicating that human 
perception is sensitive to attentional regions (ARs) [5, 8]. By 
adopting biologically inspired approaches, visual saliency 
detection methods have been presented to detect attentional 
regions based on spatial and temporal information, resulting in 
the design of a significant number of saliency-based object 
detection methods [2]. Hence, a fascinating question is how we 
can exploit and take advantage of these approaches to develop 
a more powerful visual tracking algorithm [9]. Current visual 
saliency detection approaches can be categorized as task-driven 
attention (top-down) and data-driven attention (bottom-up) 
[10-13]. The top-down approach is a result of long-term visual 
simulation with prior knowledge [10]. The top-down 
approaches focused on high-level information investigation, 
such as the sky, faces, and humans [14]. This approach's 
drawback is a hard generalization because it is not simply 
obtained from images [15]. 

Furthermore, they are slow and computationally expensive 
[10]. On the other hand, the bottom-up approaches are based 
on low-level visual features simulating the formation of short-
term visual attention [16]. In contrast to the top-down method, 
the bottom-up-approaches are rapid [14, 17]. As promising 
results indicated on bottom-up based approaches, this study 
focuses on the bottom-up approach. 

II. RELATED WORKS 

In this section, existing related works discuss two 
categories, visual saliency-based, and appearance modeling-
based methods. 

A. Visual Saliency-Based Approach 

As discussed previously, saliency-based methods are 
categorized as bottom-up and top-down methods. The bottom-
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up methods are categorized into temporal, spatial, and 
combined-based approaches [2]. The details of each approach 
discuss to address the advantages and disadvantages. 

1) Temporal saliency: Detection of salient regions is 

highly dependent on the recognition of moving objects since 

motions attract more attention [18]. For moving object 

detection from a video, moving object detection methods are 

mainly based on temporal information, such as background 

subtraction [19, 20], frame difference [21, 22], and optical 

flow [23]. 
Background subtraction is based on background modeling. 

It is widely used for moving object detection. It segments 
foreground objects from the image background to detect 
objects that are not moving [24]. However, the background 
subtraction method suffers from some limitations. These 
methods are sensitive to the fixed background, and the object 
extraction fails when the background has changed [10]. 

Optical flow is also used for moving object detection, even 
under moving camera conditions. However, optical flow is 
computationally expensive and sensitive to noise. Thus, optical 
flow algorithms are not robust in real-time visual tracking 
systems [2, 25]. 

Frame differencing as a practical approach for moving 
object detection is based on pixel-wise difference extraction 
among the image frames. The frame difference does not 
require background modeling and is not sensitive to fixed 
background-like background subtraction methods. Frame 
differencing is adaptive to dynamic backgrounds and has a low 
computational cost [2]. However, one of the major drawbacks 
of frame differencing is moving the objects during the frame 
capturing process. Because a target may have unpredictable 
motions, such as stop-and-go periods, the frame difference 
method is not robust under uncontrollable and unpredictable 
target movement conditions [26]. Therefore, it is required to 
propose a temporal saliency detection method to overcome the 
mentioned challenges [25]. 

2) Spatial saliency: Spatial saliency detection is based on 

low-level feature representation and focuses on salient region 

extraction from images. These features are investigated to 

describe and identify the region of interest as salient regions 

[2,40]. Several spatial-based methods have been developed, 

such as region low rank matrix recovery [27], region 

covariance [28, 29], color-based [41], contrast-based [30], 

frequency domain [31] and graph [32] methods. As mentioned 

earlier, visual object tracking in aerial has difficulties in target 

appearance variations and background changes. To deal with 

difficulties, spatial saliency detection can extract the salient 

regions that are moving targets. This method is not sensitive to 

background changes and abrupt motion. 

3) Spatiotemporal saliency: Spatiotemporal saliency 

detection methods calculate the temporal and spatial saliencies 

[10] separately., They used motion cues investigation for 

moving object detection. Generally, the results only based on 

motion cues are not undesirable because of the lack of spatial 

distribution [2]. Therefore, it is required to integrate the 

temporal and spatial features to detect the salient regions more 

accurately [9, 10,46]. 

B. Appearance Modeling-based Approach 

Appearance modeling approaches are normally used to deal 
with appearance variations challenges. These approaches are 
categorized into generative and discriminative-based methods 
[5]. 

1) Generative-based methods: Generative-based methods 

are used to generate a model of an object during appearance 

changes in scenes. The generated model exploits the 

discriminative features to handle the target’s appearance 

variations. The mechanism of appearance model generation is 

frequently updated online to describe the appearance 

variations. Some generative-based methods are as follows. 

Lee and Kriegman [33] proposed a generative-based algorithm 

to update a model for target detection dynamically. Wu and 

Wang [34] proposed a real-time generative method integrated 

with an incrementally updating covariance modeling approach 

for visual tracking. Tianxiang and Li [35] presented an 

appearance modeling approach based on a generative method 

and structured sparse representation for tracking an object in a 

video. However, even though various generative-based 

methods have been proposed, these methods still have not 

fully exploited spatial identification within the images 

efficiently. 

2) Discriminative-based methods: The discriminative-

based method has also been utilized to overcome the 

challenges related to appearance changes during visual 

tracking. The discriminative method are called tracking-by-

detection. The mechanism for discriminative-based methods is 

a separate set of features that are extracted such that they 

distinguish the target from the background image. A binary 

separation approach is used for target identification from the 

background in successive frames. Various studies have been 

conducted based on discriminative-based methods, such as the 

discriminative learning method based on graph embedding 

proposed by Zhang et al. [37]. Fan et al. [38] presented an 

approach of discriminative region attention that describes the 

target from the background in terms of spatial features. Their 

proposed method aimed to overcome the spatial distraction in 

the visual appearance changes challenging. Tang et al. [39] 

proposed a robust visual tracking method, DRLTracker, based 

on a discriminative ranking list approach. DRLTracker utilizes 

the ranking lists and two-scale features to generate a model of 

the target and recognize it from the background based on the 

ranking lists of generated patches. However, the proposed 

method is limited to two-scales DRLTracker and suffers from 

high processing time. 

This study investigates an enhanced discriminative-based 
appearance modeling approach to overcome the noise 
shortcoming and appearance variations difficulty. This study 
uses appearance modeling instead of discriminative-based 
appearance modeling term in this paper. The appearance 
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modeling approach details are discussed in the Material and 
Methods section. 

Finally, the core of this paper is the proposal of visual 
object tracking based on a combination of spatiotemporal 
saliency appearance modeling and sample feature-based 
approaches. The proposed method is based on a tracking-by-
detection approach to provide a robust visual tracking system 
in appearance variation conditions. Correspondingly, a semi-
automatic trigger-based algorithm is proposed to handle the 
phases’ operation. Furthermore, an automatic algorithm is 
proposed to detect the region saliences in a parallel 
implementation that leads to low processing time. 
Consequently, the temporal and spatial saliencies are integrated 
to generate the final saliency and sample features. Our 
contributions can be summarized as follows, 

 A visual tracking method based on spatiotemporal 
saliency-based appearance modeling (SSAM) and 
sample feature-based target detection (SFTD) to 
preserve the visual target tracking robustly under 
appearance variation conditions, unpredictable motion, 
and low processing time. The proposed method is 
efficient in both camera and target moving platforms. 

 Develop a novel algorithm for switching automatically 
between phases to handle their operation based on 
trigger activation. 

 An algorithm is proposed for multiple target detection 
based on dynamic multithreading implementation of 
SLIC segmentation algorithm. 

The remainder of this paper is organized as follows.  
Material and Methods section discusses the proposed 
framework and details of the material and methods. The results 
and discussion section presents our experimental and 
performance analysis. Finally, the conclusion section 
concludes this study. 

III. MATERIAL AND METHODS 

This section presents an overview and the details of the 
proposed approach. The underlying goal of the proposed 
approach is to take advantage of saliency values and 
appearance modeling in an efficient manner for target 
detection. 

In this study, the proposed method consists of two main 
phases, spatiotemporal saliency appearance modeling (SSAM) 
and sample feature-based target detection (SFTD). To handle 
the phases’ operation, a semi-automatic trigger-based 
algorithm is proposed to switch between the two phases; a 
phase operation is started when that phase receives a trigger 
activation. For example, when the saliency-slot time is reached, 
the SSAM phase activates a trigger to switch to the SFTD 
phase. The proposed method defines the saliency slot to 
activate the trigger. The SFTD phase activates a trigger when it 
cannot detect any objects. The overall architecture of the 
proposed framework is shown in Fig. 1. The details of the 
proposed approach are presented in the following sections. 

A. Spatiotemporal Saliency Appearance Modeling (SSAM) 

Phase 

This phase involves three stages, temporal saliency and 
localization detection, spatial and final saliency detection, and, 
finally, sample feature generation and target detection stages. 

1) Temporal saliency and localization detection (TSLD) 

stage: This stage consists of temporal saliency detection and 

localization modules. In order to extract the moving target, 

salient regions are extracted using motion cues detection. For 

motion cue detection, temporal saliency is investigated with 

the following details. 

2) Temporal saliency detection module: The purpose of 

temporal saliency is for attention region (ARs) extraction and 

coarse segmentation. The extracted attentional regions are 

called Candidate Motion Regions (CMRs). To extract the 

CMRs, we propose the following steps, 
Frame differencing is used for temporal saliency detection. 

Frame differencing is utilized to identify moving objects in 
consecutive frames. This technique employs the image 
subtraction operator, which takes two images (or frames) as 
input and produces the output [42]. 

Image Enhancement. Morphological operations are 
generally applied for image enhancement [43]. This proposed 
method uses these operators, which are dilation, erosion, and 
opening and closing; the morphological operators are inspired 
by [44, 45] with adapted structuring elements paraments. 

3) Localization module: Once the temporal saliency 

detects the moving target region and enhances the CMRs, a 

localization module is applied to localize the extracted CMRs 

based on connected components and blob identification 

methods [47]. This module involves the following steps. 

Thresholding. Thresholding assists us in reducing the 
number of false positives and avoiding missed valid objects. 
The thresholding is based on the variation of intensity 
consideration between the object pixels and the background 
pixels, as inspired by [48]. Setting a determined value to 
identify those pixels to implement the thresholding. In this 
matter, THRESH_OTSU is used to determine the optimal 
threshold value using Otsu’s algorithm [49]. 

Edge segmentation. Canny edge segmentation is then run 
on the binarized image for further improvement of the 
extracted region. 

Blob Identification. After all the region’s edges are 
extracted, we need to detect the blobs (connected components). 
To identify the blobs, active contour features, such as the one 
proposed by [50], are utilized to detect regions of interest and 
localize them. In this paper, we also use active contour features 
to detect the contours of regions. The detected contour features 
from CMRs regions are used for connected component 
detection, blob area, and bounding box determination. 
Moreover, removing unwanted blobs with a pixel area smaller 
than Alow or a bounding box with dimensions larger than Bmax. 

Candidate Mask Generation. In this step, geometrical 
features are extracted from the regions to recognize their 
location in each frame. Extracting Xpos, Ypos as the centroid of 
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each object based on moment features, as described in the 
spatial saliency detection module section later. Furthermore, 
we experimentally found the appropriate width and height 
values to generate the candidate mask (CM), extracting the 
regions based on the region of interest (ROI) function. Fig. 2 
shows the generated candidate mask by the proposed temporal 
saliency and localization stage. 

4) Spatial saliency detection (SSD) stage: The result of 

the TSLD stage is one or multiple CM regions, which are 

ARs. However, as shown in Fig. 2, some regions are 

incorrectly extracted that are unrelated to a target object or 

include useless regions. The spatial saliency detection (SSD) 

is used to overcome this fault detection. Furthermore, because 

candidate masks are compact and informative, we also 

investigate SSD to extract the saliency over them to provide 

further information and generate sample features. Our 

proposed SSD algorithm is based on integrating the proposed 

methods in [2, 29] with several modifications in feature 

extraction, feature representation, and spatial distribution 

measurement to improve the efficiency of spatial saliency 

extraction. 
In brief, the input image is first decomposed into 

perceptually homogeneous segments as patches based on a 
SLIC superpixel algorithm presented in [51]. Second, we 
extract visual features, including color and moment, to measure 
the uniqueness and compactness of the spatial distribution. 
Finally, the temporal and spatial information are integrated to 
generate a final saliency map named spatiotemporal saliency. 

However, since the SLIC is time-consuming for spatial 
saliency, we implement spatial saliency detection via parallel 
processing based on multi-threading programming. The use of 
multi-threading assists us in processing all CM regions in 
parallel. It can impressively decrease the overall processing 
time of the SSD stage. In this regard, each thread captures a 
candidate mask and performs the following processes to 
determine the spatial saliency and sample feature generation. 
For instance, if the result of the TSLD stage includes four 
objects, we assign each object to a thread, totaling four. 
OpenMP multi-threading is used as a tool to implement our 
spatial saliency detection algorithm. The steps for the SSD 
stage are as follows. 

5) Patch generation module: Super-pixels segmentation 

as an effective region-based analysis algorithm is increasingly 

investigated by many researchers in computer vision 

communities [36,52]. As proposed in [51], this study uses a 

SLIC algorithm to segment the CM regions into homogeneous 

regions. Fig. 3 shows patch generation for a moving object 

using the SLIC superpixel algorithm. 

6) Spatial saliency module: In this study, we use spatial 

uniqueness and compactness to compute the spatial saliency 

detection inspired by Perazzi et al. [53]. Moreover, we take 

advantage of other features, such as image moments and 

different metrics, to improve efficiency. In our method, we 

investigate pixel intensity for dissimilarity measurement of a 

patch compared to other regions. Compactness spatial 

distribution also contributes to detecting salient objects based 

on image moments for uniqueness measurement. Details of 

the proposed spatial saliency detection are explained in the 

following. 
Spatial uniqueness measurement. Similar to [54], each 

region's color similarity with other regions is measured. 
However, in [54], they implemented the color feature in a static 
image. In contrast, we investigate saliency detection in a 
dynamic environment. Furthermore, as reported in [55], Earth 
Mover's Distance (EMD) yielded excellent retrieval 
performance for the small sample size; we also use the EMD 
distance metric instead of Euclidean. 

Spatial compactness measurement. Because the salient 
patches are spatially compact, the pixels with high saliency 
values are also expected to be spatially close [56]. Spatial 
moments are efficient and powerful in describing spatial 
distribution and compactness. In this study, we investigate 
spatial moments to estimate spatial compactness. Our work 
employs first- and second-order spatial moments. 

7) Final saliency map generation: Generally, it is 

necessary to collaborate the temporal and spatial saliencies in 

a meaningful way to produce the final spatiotemporal saliency 

maps [10]. Therefore, the temporal and spatial information are 

integrated to generate a final saliency map named 

spatiotemporal saliency. 

8) Sample generation and target detection (SGDT) stage: 

As shown in Fig. 1, the sample feature generation and target 

detection stage involve feature extraction, sample feature 

generation, and target detection. According to the feature 

extraction step and the result of the SSD stage, we collect 

appropriate features, such as color contrast and region 

compactness. As mentioned previously, these features are 

dynamically updated per frame and normalized, generating the 

sample features. Based on the sample features, we can detect 

the target. 

B. Sample Feature-based Target Detection (SFTD) Phase 

A trigger is activated upon the sample features being 
generated, and the sample features are transferred from the 
SSAM phase to this phase. The advantage of this phase is that 
it covers both moving and non-moving object detection 
conditions to detect objects with uncontrollable and 
unpredictable target movement conditions and overcome the 
difficulty of frame difference. The steps for this phase are 
mostly similar to the previous operation’s steps, i.e., frame 
differencing, Image Enhancement, Feature Matching, Object 
Segmentation, and, finally, Target Detection. 

IV. RESULTS AND DISCUSSION 

This section presents the implementation details and 
experimental results. Additionally, we compare the results with 
existing methods based on qualitative and quantitative 
performance evaluations to test and evaluate the proposed 
method. The qualitative analysis presents the image results 
from the proposed and other methods. In contrast, quantitative 
analysis involves precision and recall calculation and 
processing time. To validate the efficacy of the proposed 
method, the experiment was conducted on the VIVID public 
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dataset [57]. The VIVID dataset was collected at Eglin during 
DARPA VIVID and involves aerial images in video sequences. 
Several videos have been collected in VIVID, of which we use 
the EgTest01 and EgTest02 videos. The EgTest01 video 
involves moving cars that pass each other, with an image size 
of 640*480 pixels and 1800 frames, whereas the EgTest02 
video involves 1300 frames with two sets of three civilian 
vehicles passing each other on a runway. 

A. Qualitative Analysis 

Qualitative analysis is implemented to demonstrate the 
result of each phase and compare the proposed method with 
others. Fig. 4 shows the results of the qualitative analysis. The 
saliency-based methods considered for comparison are Itti 
[58], MD [21], GBVS [59], and SD [2]. Fig. 5 shows the 
comparison of the proposed method with other existing 
methods. The first row is the original raw images (Raw), the 
second, third and fourth are the results for the TSLD, SSD, and 
MOED phases, respectively, and the final row represents the 
feature-based object detection phase. 

In the following sections, quantitative analysis for 
precision, recall, and f-measure calculation is discussed. 

B. Precision and Recall Measurement 

Similar to Refs. [2, 31, 60], precision and recall measures 
are used to evaluate the performance of the proposed method. 
In our evaluation, the target is the exciting object, whether 
moving or not. To measure the precision, recall, and f-measure, 
we need to define the following terms, 

 True Positive: Detected salient regions that correspond 
to a target. 

 False Positive: Detected salient regions that do not 
correspond to a target. 

 False Negative: No detection of salient regions where 
there is, in fact, a target, 
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Details of the measurements for TP, FP, FN, precision, 
recall, and F1-score are presented for the proposed method in 
Table I. 

The precision and recall rates of different numbers of 
frames are illustrated in Fig. 6. As shown in Fig. 6 and 7, 
precision and recall rates are increased when the number of 
frames is increased. 

Furthermore, to validate the proposed method, we compare 
our model with state-of-the-art visual object tracking methods, 
such as the FMD [2], DMM [60], HSC [10], RD [2], and SD 
[2]. The comparison was conducted based on precision, recall 
(PR), and F1-score. Table II and Fig. 8 show the comparison 
results. Based on the obtained experimental results, we show 
that the proposed approach can be effectively employed for the 
extraction of moving objects. 

C. Processing Time 

Our experiment was implemented in Visual Studio and 
performed on a Windows 8 platform with an Intel 2.6 GHz 
CPU and 4 GB of Memory. The processing time is measured 
based on wall-clock time computation because, when 
measuring the performance of parallel programs, the wall-
clock time needs to be considered, then using the tick_count 
class, which is located in tbb/tick_count.h. A tick_count is an 
absolute timestamp. The average processing time for the 
proposed method is approximately 78 and 24 milliseconds for 
SSAM and SFTD, respectively, which is suitable for near-real-
time visual tracking applications. 

 

Fig. 1. Our proposed framework for visual tracking system 
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Fig. 2. Candidate mask generation images 

 
Fig. 3. Patch generation for a moving object using a parallel SLIC superpixel algorithm. (a) An original candidate mask, (b) generated patches 
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Fig. 4. Image results for each phase and stage of the proposed method 
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Fig. 5. Comparison of the proposed method with four state-of-the-art saliency methods 
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TABLE I.  DETAILS OF THE MEASUREMENTS OF THE TRUE POSITIVE, FALSE POSITIVE, FALSE NEGATIVE, PRECISION, AND RECALL RATES 

Dataset Number of Frames TP FP FN 

Precision 

(%) 

Recall 

(%) 

EgTest01 

50 32 12 6 0.73 0.84 

450 307 97 46 0.76 0.87 

1150 846 214 93 0.80 0.90 

1800 1381 298 121 0.82 0.92 

 
Fig. 6. Precision metric comparison for different numbers of frames 

 
Fig. 7. Comparison of different numbers of frames based on the recall measures 
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TABLE II.  COMPARISON OF VISUAL TRACKING METHODS AND THE PROPOSED METHOD 

Method 

Recall 

(%) 

Precision 

(%) 

F1-score 

(%) 

FMD 0.49 0.34 0.40 

DMM 0.68 0.48 0.56 

HSC 0.69 0.51 0.59 

RD 0.74 0.69 0.71 

SD 0.79 0.48 0.60 

Ours 0.82 0.73 0.77 

 
Fig. 8. Precision, recall and F-measure for visual tracking methods and our method 

V. CONCLUSION 

This paper addresses the significant problems facing visual 
tracking, such as appearance variations and unpredictable 
moving targets, for aerial images. The proposed method uses 
spatial and temporal saliencies to address these challenges by 
adopting biologically inspired approaches to detect the 
attentional regions (ARs). Furthermore, a biologically inspired 
approach integrated with an appearance modeling-based 
approach is investigated to overcome visual tracking 
challenges. In this regard, the proposed method consists of two 
main phases, spatiotemporal saliency-based appearance 
modeling (SSAM) and sample feature-based target detection 
(SFTD). The proposed method uses a tracking-by-detection 
approach to provide a robust visual tracking system under 
appearance variation conditions. Correspondingly, a semi-
automatic trigger-based algorithm is proposed to handle the 
phases' operation, and a discriminative-based method is 
utilized for appearance modeling. In the spatiotemporal 
saliency phase, temporal saliency is used to extract the 
attentional regions (ARs) and coarse segmentation. Spatial 
saliency is utilized to obtain the object's appearance details in 
ARs regions. By combining temporal and spatial saliencies, we 
can obtain refined detection results and track the target. During 

the spatial saliency detection, prominent features are collected, 
and a sample feature is generated to describe the target. 

Consequently, a target detection process is performed to 
recognize the target in images. Experiments were conducted on 
the VIVID dataset. Moreover, the proposed method compared 
with other state-of-the-art methods. The analyses demonstrate 
that the proposed method is superior to most state-of-the-art 
methods and presents an effective visual tracking method 
which is robust in appearance variation difficulties. 

Future works can be conducted to address other difficulties 
and challenges in visual tracking, such as when complicated 
backgrounds or backgrounds with partial and/or full occlusion 
are present. 

ACKNOWLEDGMENT 

The authors would like to appreciate Assoc. Prof. Dr. 
Anton Satria Prabuwono, Dr. Ang Mei Choo, and Teck Loon 
Lim for helpful advice and suggestions. We also thank all the 
anonymous reviewers for their comments which assisted us in 
improving the quality of this paper. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

759 | P a g e  

www.ijacsa.thesai.org 

REFERENCES 

[1]  K. Zhang, L. Zhang, Q. Liu, D. Zhang, and M.-H. Yang (2014), Fast 
Visual Tracking via Dense Spatio-temporal Context Learning, In: 
Computer Vision–ECCV 2014: Springer, pp. 127-141. 

[2]  H. Shen, S. Li, C. Zhu, H. Chang, and J. Zhang (2013), Moving object 
detection in aerial video based on spatiotemporal saliency, Chinese 
Journal of Aeronautics, vol. 26, pp. 1211-1217. 

[3]  F. Chen, Q. Wang, S. Wang, W. Zhang, and W. Xu (2011), Object 
tracking via appearance modeling and sparse representation, Image and 
Vision Computing, vol. 29, pp. 787-796. 

[4]  S. Zhang, H. Yao, H. Zhou, X. Sun, and S. Liu (2013), Robust visual 
tracking based on online learning sparse representation, 
Neurocomputing, vol. 100, pp. 31-40. 

[5]  H. Yang, L. Shao, F. Zheng, L. Wang, and Z. Song (2011), Recent 
advances and trends in visual tracking: A review, Neurocomputing, vol. 
74, pp. 3823-3831. 

[6]  M. Yang, J. Yuan, and Y. Wu, Spatial selection for attentional visual 
tracking, in Computer Vision and Pattern Recognition, 2007. CVPR'07. 
IEEE Conference on, 2007, pp. 1-8. 

[7]  C. Siagian and L. Itti (2007), Rapid biologically-inspired scene 
classification using features shared with visual attention, IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 29, pp. 
300-312. 

[8]  Y. Kashiwase, K. Matsumiya, I. Kuriki, and S. Shioiri (2013), Temporal 
Dynamics of Visual Attention Measured with Event-Related Potentials, 
PloS one, vol. 8, p. e70922. 

[9]  Y. Zhai and M. Shah, Visual attention detection in video sequences 
using spatiotemporal cues, in Proceedings of the 14th annual ACM 
international conference on Multimedia, 2006, pp. 815-824. 

[10]  C. Li, J. Xue, N. Zheng, X. Lan, and Z. Tian (2013), Spatio-temporal 
saliency perception via hypercomplex frequency spectral contrast, 
Sensors, vol. 13, pp. 3409-3431. 

[11]  L. Itti, Models of bottom-up and top-down visual attention, California 
Institute of Technology, 2000. 

[12]  F. Göschl, A. K. Engel, and U. Friese (2014), Attention Modulates 
Visual-Tactile Interaction in Spatial Pattern Matching, PloS one, vol. 9, 
p. e106896. 

[13]  V. Mahadevan and N. Vasconcelos (2013), Biologically Inspired Object 
Tracking Using Center-Surround Saliency Mechanisms, Pattern 
Analysis and Machine Intelligence, IEEE Transactions on, vol. 35, pp. 
541-554. 

[14]  A. Borji and L. Itti (2013), State-of-the-art in visual attention modeling, 
Pattern Analysis and Machine Intelligence, IEEE Transactions on, vol. 
35, pp. 185-207. 

[15]  W. Kim, C. Jung, and C. Kim (2011), Spatiotemporal saliency detection 
and its applications in static and dynamic scenes, Circuits and Systems 
for Video Technology, IEEE Transactions on, vol. 21, pp. 446-456. 

[16]  D. Kerzel, J. Schönhammer, N. Burra, S. Born, and D. Souto (2011), 
Saliency changes appearance, PloS one, vol. 6, p. e28292. 

[17]  Y. Zhang, Z. Mao, J. Li, and Q. Tian (2014), Salient Region Detection 
for Complex Background Images Using Integrated Features, Information 
Sciences,  

[18]  H. R. Tavakoli, E. Rahtu, J. Heikkil, and #228 (2013), Temporal 
saliency for fast motion detection, presented at the Proceedings of the 
11th international conference on Computer Vision - Volume Part I, 
Daejeon, Korea. 

[19]  T. Crivelli, P. Bouthemy, B. Cernuschi-Frías, and J.-f. Yao (2011), 
Simultaneous motion detection and background reconstruction with a 
conditional mixed-state markov random field, International journal of 
computer vision, vol. 94, pp. 295-316. 

[20]  O. Barnich and M. Van Droogenbroeck (2011), ViBe: A universal 
background subtraction algorithm for video sequences, Image 
Processing, IEEE Transactions on, vol. 20, pp. 1709-1724. 

[21]  Z. Yin and R. Collins, Moving object localization in thermal imagery by 
forward-backward MHI, in Computer Vision and Pattern Recognition 
Workshop, 2006. CVPRW'06. Conference on, 2006, pp. 133-133. 

[22]  C. Benedek, T. Szirányi, Z. Kato, and J. Zerubia (2009), Detection of 
object motion regions in aerial image pairs with a multilayer markovian 
model, Image Processing, IEEE Transactions on, vol. 18, pp. 2303-2315. 

[23]  G. Medioni, I. Cohen, F. Brémond, S. Hongeng, and R. Nevatia (2001), 
Event detection and analysis from video streams, IEEE Transactions on 
Pattern Analysis and Machine Intelligence, vol. 23, pp. 873-889. 

[24]  K. K. Ng and E. J. Delp, Background subtraction using a pixel-wise 
adaptive learning rate for object tracking initialization, in IS&T/SPIE 
Electronic Imaging, 2011, pp. 78820I-78820I-9. 

[25]  K. K. Ng and E. J. Delp, Object tracking initialization using automatic 
moving object detection, in IS&T/SPIE Electronic Imaging, 2010, pp. 
75430M-75430M-12. 

[26]  H. J. Min, Multi-Robot Formation and Cooperation Using Visual 
Tracking, 2013. 

[27]  X. Shen and Y. Wu, A unified approach to salient object detection via 
low rank matrix recovery, in Computer Vision and Pattern Recognition 
(CVPR), 2012 IEEE Conference on, 2012, pp. 853-860. 

[28]  E. Erdem and A. Erdem (2013), Visual saliency estimation by 
nonlinearly integrating features using region covariances, Journal of 
vision, vol. 13, p. 11. 

[29]  W. Wang, D. Cai, X. Xu, and A. Wee-Chung Liew (2014), Visual 
saliency detection based on region descriptors and prior knowledge, 
Signal Processing: Image Communication, vol. 29, pp. 424-433. 

[30]  M.-M. Cheng, G.-X. Zhang, N. J. Mitra, X. Huang, and S.-M. Hu, 
Global contrast based salient region detection, in Computer Vision and 
Pattern Recognition (CVPR), 2011 IEEE Conference on, 2011, pp. 409-
416. 

[31]  R. Achanta, S. Hemami, F. Estrada, and S. Susstrunk, Frequency-tuned 
salient region detection, in Computer Vision and Pattern Recognition, 
2009. CVPR 2009. IEEE Conference on, 2009, pp. 1597-1604. 

[32]  J. Harel, C. Koch, and P. Perona, Graph-based visual saliency, in 
Advances in neural information processing systems, 2006, pp. 545-552. 

[33]  K.-C. Lee and D. Kriegman, Online learning of probabilistic appearance 
manifolds for video-based recognition and tracking, in Computer Vision 
and Pattern Recognition, 2005. CVPR 2005. IEEE Computer Society 
Conference on, 2005, pp. 852-859. 

[34]  Y. Wu, J. Cheng, J. Wang, H. Lu, J. Wang, H. Ling, et al. (2012), Real-
time probabilistic covariance tracking with efficient model update, IEEE 
Transactions on Image Processing, vol. 21, pp. 2824-2837. 

[35]  T. Bai and Y. F. Li (2012), Robust visual tracking with structured sparse 
representation appearance model, Pattern Recognition, vol. 45, pp. 2390-
2404. 

[36]  B. Zhong, Y. Chen, Y. Shen, Y. Chen, Z. Cui, R. Ji, et al. (2014), Robust 
tracking via patch-based appearance model and local background 
estimation, Neurocomputing, vol. 123, pp. 344-353. 

[37]  X. Zhang, W. Hu, S. Maybank, and X. Li, Graph based discriminative 
learning for robust and efficient object tracking, in Computer Vision, 
2007. ICCV 2007. IEEE 11th International Conference on, 2007, pp. 1-
8. 

[38]  J. Fan, Y. Wu, and S. Dai  (2010), Discriminative spatial attention for 
robust tracking, In: Computer Vision–ECCV 2010: Springer, pp. 480-
493. 

[39]  M. Tang and X. Peng (2012), Robust tracking with discriminative 
ranking lists, IEEE Transactions on Image Processing, vol. 21, pp. 3273-
3281. 

[40]  C. Huang, Q. Liu, and S. Yu (2011), Regions of interest extraction from 
color image based on visual saliency, The Journal of Supercomputing, 
vol. 58, pp. 20-33. 

[41]  W. Chen, Y. Q. Shi, and G. Xuan, Identifying computer graphics using 
HSV color model and statistical moments of characteristic functions, in 
Multimedia and Expo, 2007 IEEE International Conference on, 2007, 
pp. 1123-1126. 

[42]  R. C. Gonzalez and R. E. Woods, Digital image processing, ed: Prentice 
hall Upper Saddle River, NJ:, 2002. 

[43]  K. Sreedhar and B. Panlal (2012), Enhancement of images using 
morphological transformation, arXiv preprint arXiv:1203.2514,  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

760 | P a g e  

www.ijacsa.thesai.org 

[44]  E. R. Dougherty, R. A. Lotufo, and T. I. S. f. O. E. SPIE, Hands-on 
morphological image processing vol. 71: SPIE press Bellingham, 2003. 

[45]  J. Serra (1986), Introduction to mathematical morphology, Computer 
vision, graphics, and image processing, vol. 35, pp. 283-305. 

[46]  X. Bai, F. Zhou, and B. Xue (2012), Image enhancement using multi 
scale image features extracted by top-hat transform, Optics & Laser 
Technology, vol. 44, pp. 328-336. 

[47]  A. Das, M. Diu, N. Mathew, C. Scharfenberger, J. Servos, A. Wong, et 
al. (2014), Mapping, Planning, and Sample Detection Strategies for 
Autonomous Exploration, Journal of Field Robotics, vol. 31, pp. 75-106. 

[48]  W. OpenCV. (2014). Basic Thresholding Operations. Available: 
http://docs.opencv.org/3.0-
alpha/doc/py_tutorials/py_imgproc/py_thresholding/py_thresholding.ht
ml?highlight=adaptive%20thresholding 

[49]  W. OpenCV. (2014). Miscellaneous Image Transformations. Available: 
http://docs.opencv.org/modules/imgproc/doc/miscellaneous_transformat
ions.html?highlight=threshold#threshold 

[50]  S. Sclaroff and J. Isidoro (2003), Active blobs: region-based, deformable 
appearance models, Computer Vision and Image Understanding, vol. 89, 
pp. 197-225. 

[51]  C. Y. Ren and I. Reid (2011), gSLIC: a real-time implementation of 
SLIC superpixel segmentation, University of Oxford, Department of 
Engineering, Technical Report,  

[52]  R. Achanta, A. Shaji, K. Smith, A. Lucchi, P. Fua, and S. Susstrunk 
(2012), SLIC superpixels compared to state-of-the-art superpixel 
methods, IEEE Transactions on Pattern Analysis and Machine 
Intelligence, vol. 34, pp. 2274-2282. 

[53]  F. Perazzi, P. Krahenbuhl, Y. Pritch, and A. Hornung, Saliency filters: 
Contrast based filtering for salient region detection, in Computer Vision 
and Pattern Recognition (CVPR), 2012 IEEE Conference on, 2012, pp. 
733-740. 

[54]  L. Shuhua, L. Zhi, L. Lina, Z. Xuemei, and O. Le Meur, Efficient 
saliency detection using regional color and spatial information, in Visual 
Information Processing (EUVIP), 2013 4th European Workshop on, 
2013, pp. 184-189. 

[55]  Y. Rubner, C. Tomasi, and L. J. Guibas (2000), The earth mover's 
distance as a metric for image retrieval, International Journal of 
Computer Vision, vol. 40, pp. 99-121. 

[56]  Z. Chi and W. Weiqiang, Object-level saliency detection based on 
spatial compactness assumption, in Image Processing (ICIP), 2013 20th 
IEEE International Conference on, 2013, pp. 2475-2479. 

[57]  S. o. C. S. Robotics Institute, Carnegie Mellon University. . (2013). 
VIVID Tracking Evaluation Web Site. Available: 
http://vision.cse.psu.edu/data/vividEval/datasets/PETS2005/EgTest01/in
dex.html 

[58]  L. Itti, C. Koch, and E. Niebur (1998), A model of saliency-based visual 
attention for rapid scene analysis, IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol. 20, pp. 1254-1259. 

[59]  J. Harel, C. Koch, and P. Perona, Graph-based visual saliency, in 
Advances in neural information processing systems, 2007, pp. 545-552. 

[60]  F. M. S. Saif, A. S. Prabuwono, and Z. R. Mahayuddin (2014), Moving 
Object Detection Using Dynamic Motion Modelling from UAV Aerial 
Images, The Scientific World Journal, vol. 2014, p. 12. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

761 | P a g e  

www.ijacsa.thesai.org 

A Study on Distance Personalized English Teaching 

Based on Deep Directed Graph Knowledge Tracking 

Model 

Lianmei Deng 

Department of Economics and Trade, Chongqing College of Finance and Economics, Chongqing, 402160, China 

 

 
Abstract—Despite the continuous development of online 

education models, the effectiveness of online distance education 

has never been able to meet people’s expectations due to 

individual difference of learners. How to personalize teaching in 

a targeted manner and stimulate learners’ independent learning 

ability has become a key issue. In this study, the 

multidimensional features of the learning process are mined with 

the help of the BORUTA feature selection model, and the 

DKVMN-BORUTA model incorporating multidimensional 

features is established. This optimized deep knowledge tracking 

method is combined with graph structure rules. Then, an 

intelligent knowledge recommendation algorithm based on 

reinforcement learning is used to construct a fusion 

approach-based model for distanced personalized teaching and 

learning of English. The results show that the research proposed 

fused deep-directed graph knowledge tracking with graph 

structure rules for remote personalized English teaching model 

has the lowest AUC value of 0.893 and the highest AUC value of 

0.921 on each dataset. The prediction accuracy of the research 

model is 94.3% and the F1 score is 0.92, which is the highest 

among the studied models, indicating that the proposed model 

has a strong performance. The fusion model proposed in the 

study has a higher accuracy rate of knowledge personalization 

recommendation than the traditional deep knowledge tracking 

model, and it can help learners save revision time effectively and 

improve their overall English performance. 

Keywords—Distanced personalized English teaching model; 

knowledge tracking; deep learning; graph structure rules; DKVMN 

I. INTRODUCTION 

With the booming development of internet information 
technology, online educational resources are shared and 
disseminated nationwide [1]. Online distanced English 
teaching is particularly outstanding in terms of resource sharing 
and students are very fond of being taught by foreign teachers 
via online interactive communication. However, as the online 
teaching method is quite different from the traditional 
face-to-face teaching method, it put forwards higher 
requirements for students’ independent learning ability and 
self-motivation. Therefore, a more scientific and effective way 
is required to track students’ status in the classroom, attract 
students’ attention, achieve knowledge tracking, and improve 
the quality of distanced English learning [2-3]. In previous 
studies, some scholars have proposed to apply deep learning to 
the prediction of knowledge and to build Deep Knowledge 
Tracing (DKT) models by combining Long Short-Term 
Networks (LSTM) with history department sequences [4-5]. 

However, the DKT model is not very accurate in analyzing 
students’ learning data and predicting knowledge, and its 
performance is weakly stable. At present, the improvement of 
distance personalized teaching quality mainly depends on the 
knowledge tracking of learners. To accurately analyze the 
knowledge state of learners, many technologies have been 
applied in the field of knowledge tracking. Among them, the 
most advanced and widely used ones mainly include two types, 
namely, the knowledge tracking method based on probability 
graph and the knowledge tracking method based on deep 
learning. However, the knowledge tracking method based on 
probability graph lacks the consideration of the relationship 
between learner forgetting factors and knowledge, so its 
accuracy is low. However, the knowledge tracking method 
based on deep learning is difficult to obtain the specific 
information of learners' knowledge state. For this reason, the 
study optimizes the DKT model based on data mining and 
improves the DKT model in terms of multidimensional 
features of the learning process and feature fusion. The 
optimized model is combined with graph structure rules, and 
then the distanced personalized English teaching model based 
on deep directed graph knowledge tracking is proposed. This 
paper first reviews the application of deep learning model in 
teaching, and then summarizes the existing defects of current 
methods through the study of previous methods. Then, the 
research methods are elaborated, and the deep learning 
knowledge tracking model is proposed, which is applied to 
English distance personalized education. Secondly, in the part 
of result analysis, the research algorithm is compared with the 
current more advanced knowledge tracking algorithm, and the 
effectiveness and accuracy of the research algorithm are 
verified. Finally, in the conclusion part, the advantages and 
disadvantages of the research algorithm are summarized, and 
the future research direction is proposed. It aims to precisely 
locate the learning status of learners and their mastery of 
knowledge points so as to achieve good results of distanced 
personalized English teaching. 

With the rapid development of deep learning and neural 
network algorithms, the role of computer technology in the 
teaching and learning process has been explored, and scholars 
have begun to focus on related topics, and substantial progress 
has been achieved. GERVETT et al. applied deep learning 
DKT models to knowledge tracking and analyzed the 
conditions under which their deep models can make the most 
accurate predictions [6]. SAPOUNTZIA et al. analyzed the 
Bayesian Knowledge Tracing (BKT) model, the DKT model, 
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and the Dynamic Key-Value Memory Network (DKVMN) 
model from a technical and educational perspective and 
compared the modeling techniques, evaluation, and 
performance in terms of optimization of the three models, and 
the results showed superior performance of the DKVMN 
model [7]. Hassan et al. focused on student dropout risk 
prediction by using deep long and short-term memory models. 
Multidimensional data can help teachers predict students’ 
learning status, and comparative testing results on real datasets 
show superior application performance of the model over 
logistic regression and artificial neural networks [8]. Mubarak 
et al. analyzed the role of video clickstream data in prediction 
of online learners’ learning performance, and deep neural 
network algorithms incorporating implicit features were found 
to have excellent performance in real-world applications, 
which outperformed super vector machines and logistic 
regression methods [9]. Kaser et al. proposed a dynamic 
Bayesian knowledge tracing (DBKT) model that uses DBNs to 
combine multiple knowledge tracing (KC) in one model, and 
the results showed that the model had validity and strong 
contractual performance [10]. 

DEONOVICB et al. proposed a method to improve the 
prediction accuracy of knowledge tracking by combining 
probability maps and cognitive diagnostic techniques in order 
to improve the performance of knowledge tracking, and the 
experimental results showed that the method effectively 
improved the performance and prediction accuracy of 
knowledge tracking [11]. Yang et al. optimized the deep 
knowledge tracking technique in tracking students’ knowledge 
states. They enriched the original deep knowledge tracking 
model by adding heterogeneous feature implicatures to 
determine the probability of students’ correct answers in the 
exercises. The study evaluated the optimized model using two 
different education-related datasets, and the evaluation results 
indicated the superior performance of the model in the relevant 
domain [12]. Wang et al. designed the DKTS method using the 
feature relationship between topics and the linkage of 
knowledge points, and the experimental results showed that the 
method is effective in improving the service performance of 
the knowledge tracking method [13]. Vie et al. concluded that 
tracking the evolution of students’ knowledge can help 
teachers’ instructional optimization, and factor decomposer can 
be used as a regression and classification model. The findings 
show that the model can handle multi-feature high-dimensional 
student learning data in a large number of real datasets, and it 
has significant superiority over existing models [14]. This is 
the first work to integrate competency-based tracking into 
MOOC course recommendations. Extensive experiments on 
real-world datasets demonstrate that capacity 
tracking-enhanced course recommendations improve the 
effectiveness and interpretability of MOOCs. Tian et al. made 
an attempt to integrate capacity tracking into course 
recommendations for MOOCs. Experiments on a large amount 
of real-world data demonstrate that deep knowledge tracking 
can improve the validity and interpretability of MOOCs [15]. 

In summary, deep learning and neural network algorithms 
have been widely used in education and a large number of 
research findings have enriched current educational 
approaches, where deep knowledge tracking has also been 
widely used to track student knowledge evolution. However, 
there has been no reports investigating directed graphs as an 
input data source. Therefore, the research will focus on the 
construction of graph attention neural networks on this basis to 
obtain a student knowledge tracking model with better 
performance. 

II. DEEP DIRECTED GRAPH KNOWLEDGE TRACKING 

MODEL BASED ON PERSONALIZED ENGLISH DISTANCE 

TEACHING 

A. Design of a Deep Learning Knowledge Tracking Model 

based on Multidimensional Feature Fusion 

Knowledge tracking automatically tracks changes in the 
state of knowledge of learners based on their historical learning 
trajectories and predicts learners’ mastery of knowledge in the 
future process [16]. The study describes a learner’s answer 

interaction as
 , , ,i i i i iR s q r b

 , where ib
 is a sequence of 

learning behaviors. Considering the large number of feature 
dimensions and the need for knowledge tracking methods to 
mine the historical learning data collected by the learning 
platform, this research proposes a knowledge tracking method 
incorporating multidimensional features of the learning 
process, as shown in Fig. 1. 

As shown in Fig. 1, the knowledge tracking framework 
consists of data composition, knowledge tracking optimization, 
and knowledge tracking model. Among them, the answer 
history and other data constitute the data framework, and the 
knowledge tracking optimization includes data mining and 
improvement methods for the deep knowledge tracking model 
to optimize the model and improve the prediction accuracy and 
interpretability of the model. Since deep knowledge tracking 
and other learning models have the problem of weak 
interpretability, some studies have pointed out that the 
interpretability can be divided into Ante-hoc and Post-hoc 
perspectives. Based on Post-hoc as the perspective for global 
interpretation, the multidimensional features that affect the 
learning results are explored from many features of the 
learning process, and then redundant features are removed to 
complete the input composition of the model, i.e., the 
BORUTA feature selection method [17]. Moreover, the 
knowledge tracking model mainly utilizes the Dynamic Key- 
Value Memory Networks (DKVMN) model to ensure the 
performance and interpretability of the method [18]. Since 
DKVMN has a strong expansion performance, the core of the 
research is the optimization of the deep knowledge tracking 
model incorporating multidimensional features, as shown in 
Fig. 2. 
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Fig. 1. Knowledge tracking framework based on learning process characteristics. 
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Fig. 2. Depth knowledge tracking model with multi-dimensional features. 

As shown in Fig. 2, the processed data is used as the input 
of the model, and three networks, namely learning behavior 
sequence features, learner static features, and topic features, are 
built at the output location of this model, and then the 
optimization method is incorporated into the DKVMN 
framework, i.e., the deep knowledge tracking optimization 
method DKVMN-BORUTA is obtained .The study obtains the 
Embedding matrix of the topic by constructing its vector 
representation as in equation (1) for the knowledge concept 
weights[19]. 

   max k

t i tw i soft M k g
   (1) 

Where, the problem
q

 encountered by the learner at the 

moment t  is first multiplied by the embedding matrix A  that 

has been trained to obtain the embedding vector tk
. Then tk

 is 

computed by
maxsoft

 to obtain the attention weight vector

tw
. The ease of expansion of DKVMN creates the conditions 

for the incorporation of multidimensional features in the 
learning process. Specifically, the DKVMN model receives 
learning records that will have some impact on the learner’s 

feature vector tf . Since tf  is obtained by fusing the read 

vector tr  with the embedding vector tk
 , it contains both 

information about the state of the learner’s knowledge of the 

topic tq
 and the embedding information of tq

. By processing 
the Fourier transform through the neural network, it is possible 

to infer the learner’s ability on tq
. And the difficulty level of

tq
 can be obtained by passing tk

 to the neural network. 

Equation (2) is the formula for the read vector of. tr  

 
1

N
v

t t t

i

r w i M



              (2) 

Where,

v

tM
 represents the read value memory. The 

BORUTA features are processed through the embedding 
matrix to obtain the vector representation and then the 
embedding matrix is spliced with the topic content feature 

vector tv
. Eq. (3) is the formula for calculating the probability 

of a learner correctly answering the question tq tp
. 
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   tanh , , ,T

t O t t t t itp W r m l v b 
  (3) 

Where, tl  denotes the learner static features, tm
 denotes 

the topic feature limit. itb
represents the conditioning factor, 

and   is the Sigmoid activation function. Where

it itb Sigmoid b
 , tb

 is calculated by first mining the 
effective learning behavior through the learning behavior 
sequence feature vector. If the learner first watched the video 
and then discussed in the discussion forum and watched the 
learning video to answer the question, the learning behavior 

sequence of this learner is
 2,1tb 

. The overall vector is a 
fusion of the BORUTA feature set with the current topic 
content features and the learner’s knowledge state. The 
knowledge state matrix of the deep knowledge tracking 
optimization model is updated by inputting answer records

 ,t tq a
 and tw

 to collaboratively update
v

tM
 , and by 

erasing weights E  and adding weights D  , respectively, so as 

to obtain the memory erasure vector e  and the memory 

addition vector a . The memory erasure vector is calculated by 
equation (4). 

 Sint ee gmoid W v t 
     (4) 

Where, eW
 represents the erasure weights and t  represents 

the discretized value of the learner’s time to deal with the 
problem. The memory addition vector is calculated by Eq. (5). 

 tanht a ta W v t 
          (5) 

Where, aW
 stands for adding weights. The process of 

dynamic update of the learner’s knowledge state is expressed 
by Eq. (6). 

   1 1 1v v

t t t tM M w i e w i a            (6) 

Where 
 ,t t tx q a

 represents the learner’s answering 

behavior after the t  moment and the value of the dynamic 

matrix M  , which is transformed from
v

tM
 to 1

v

tM  . The 
goal of model optimization is to minimize the difference 

between tp
 and ta

 with the minimum spread loss function. 
The model optimization is conducted using the momentum 
gradient descent method, as shown in equation (7). 

   log 1 log 1t t t tt
L a p a p      

   (7) 

In this study, the BORUTA feature selection model is used 
to explore the multi-dimensional features in the online learning 
process. Based on DKVMN model, the multi-dimensional 
feature network is constructed. Secondly, the deep knowledge 
tracking model with multi-dimensional learning features is 
designed. Finally, a deep knowledge tracking optimization 
model is constructed. 

B. A Model Design for Distanced Personalized English 

Learning incorporating Deep Knowledge Tracking and 

Graph Structure Rules 

In the design process of this research model, the deep 
knowledge tracking model was first introduced, allowing the 
construction of a directed graph of knowledge concepts for the 
probability values of the outcomes, and then directed graph 
was fed into the deep learning neural network as a data source, 
which in turn formed the attention neural network [20]. The 
probability value of the association relationship between 
concepts is actually the weight value of the network nodes. The 
structure of the deep directed knowledge tracking model is 
shown in Fig. 3. 
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Fig. 3. Overall structure of knowledge tracking model integrating depth directed graph. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

765 | P a g e  

www.ijacsa.thesai.org 

As shown in Fig. 3, the model first undergoes a Manifold 
Embedding popular embedding, setting up the memory linear 

matrix H  , which holds mainly the basic state of the 

knowledge concept, and the corresponding N  vector values of 
relatively independent concepts related to the problem. For the 

vectors, N d  are used to represent their dimensions. The 

memory values in the matrix H  at the time of t  are tH
 , 

and E  is used to identify a matrix of processing result values 
after popular embedding. In the model processing, the 

extremely strong answer to the question at the t  moment is 

processed as a one-bit valid code of length 2N tx
 , and the 

code is processed using the embedding matrix of 2N e  to 

downscale the dimensionality to a vector of length e . For 

example, equation (8) is the vector matrix of. N e  

 

  
t

k

xtEx k i
E

Ec k k i

  
  

             (8) 

Where tx
 represents the heat code and xe

 represents the 
vector value. From Fig. 3, it can be seen that the model input 

value at the moment of t  is
 ,t tq a

 , and after that 

knowledge concept is defined as i  , the directed graph 

connecting the adjacent nodes of i  ,
,j k

 and the vector 

corresponding to
, ,i j k

 in the matrix of synchronous negative 

memory concepts h  is established, as shown in Eq. (9). 

 ,t t tH H E
                (9) 

Where the vector
i

th
 is spliced with the vector

i

te
 , 

processed by a fully connected neural network containing 
hidden and input layers, and then fed into the LSTM network 

to obtain the newly generated memory matrix, where the i -th 
vector expression is shown in Eq. (10)[21]. 

  

  
1

,

t

MLP k
t

k
t t

neighbor i k

RNN f h
H

RNN f h h






 

   (10) 

Where RNN  represents the fully connected recurrent 

neural network,
t

kh
 represents the vector values at the moment, 

and MLPf
 is the LSTM network. The process focuses on the 

nearest neighbor function of vector
j

 and vector k  , and this 
attention algorithm is formulated in Eq. (11). 

   
1

, ,t t k t t

neighbor i k ij k i k

k K

f h h a f h h
K 

 
  (11) 

Where ,

k

i ja
 represents the threshold value for simplifying 

the graph structure. The study uses a deep knowledge tracing 
model to obtain vector graphs, which are acyclic structural 
graphs with positive-valued full connectivity between the 
nodes of the graph, and a threshold parameter will be 
introduced to simplify the graph structure. When the topic 

concept at the moment t  is K  , only the vector i  adjacent to 
it needs to be considered, and the graph model is defined using 
the connection relations between directed graphs. Finally, the 
model needs to encode the knowledge concepts. The 

knowledge concept sailing in at 1t   is set to 1te   , and 

forward neural network processing is performed to obtain 1tS  . 

This encoding long queue is d  , which is calculated by 
equation (12). 

  1 1 1 1t O t oS W W e b b      
   (12) 

Where the forgetting gate in the structure of the 
feedforward neural network is represented with the previous 

memory gate input parameter [22]. At the moment of 1t   , 

the memory matrix vector H  is multiplied by the vector 

points of the knowledge encoding S  to obtain the true mastery 

probability value for moment 1tP . The study developed a 
methodological model of reinforcement learning by mimicking 
the teacher’s learning behavior towards the students and using 
a deep knowledge tracking model process sample training. In 
the process of using the knowledge tracking model, the 
recommended questions are first selected and then the input of 
the questions is completed. The predicted answers are obtained 
and the concept of knowledge is encoded, and this encoding is 
used as the input learning state vector value for training the 
reinforcement learning method. The model structure is shown 
in Fig. 4. 

As shown in Fig. 4, when the algorithm is executed, a 
random state vector of fixed length is first initialized and the 
basic level of knowledge point concept mastered by the student 
is identified, where each element of the vector is labeled as the 
degree of learning to the knowledge value. On this basis, a 
convolutional neural network is built. Then, the process of 
learning action selection is executed, where three outputs exist 
in this process. When the return value is 1, then the learning is 
sufficient and no subsequent selection of knowledge-related 
topics is required. When the return value is 0, the old and new 
states, actions and their corresponding reward values need to be 
combined and saved to the experience pool according to the 
fixed collocation principle as the basis for subsequent learning 
and optimization. Continuous action selection for the 
immediate moment is performed, and the deep knowledge 
tracking model is trained for deep reinforcement learning after 
several iterations of the loop. The reinforcement learning 
method designed for this research uses the Nature DQN (Deep 
Q Network, DQN) network structure [23]. Two neural 
networks with the same number of layers and nodes were set 
up to address the correlation between the data samples and the 
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network before training. One of the
Q

 networks is used as the 
training network with the input value of the state value of the 
environment mention training and the output corresponding to 

it is the recommended action. The second
Q

 network is used 
as the target network to reduce the overfitting of the neural 
network, so that this network serves as the final target value for 
reinforcement learning, thus enabling an optimal update of the 
corresponding network parameters. The study evaluates the 
model in terms of average accuracy, average completeness and 

accuracy, where the average completeness
 AP

 is calculated 
by equation (13). 

 
1

r

u
AP P u




           (13) 

Where r  denotes the number of categories and u  

denotes the category labels. The average finding rate
 AR

 is 
expressed by Eq. (14). 

 
1

r

u
AR R u




             (14) 

The accuracy of
 ACC

 is calculated by Eq. (15) [24].  

 

 

TP TN
ACC

TP FN FP TN




  
   (15) 

Where 
,TP FP

 denote the number of positive classes 
and the number of negative classes for positive class 

prediction, respectively. 
,FN TN

denote the number of 
positive classes and the number of negative classes for negative 
class prediction, respectively. In addition, the study determines 
the performance of the model by comparing the Area Under 
Curve (AUC) of each dataset completion curve. 
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Fig. 4. Structure diagram of training reinforcement learning method model. 

III. ANALYSIS OF EXPERIMENTAL RESULTS OF A DEEP 

DIRECTED GRAPH KNOWLEDGE-TRACKING-BASED MODEL 

FOR DISTANCED PERSONALIZED ENGLISH TEACHING 

A. Analysis of the Effectiveness of a Deep Learning 

Knowledge Tracking Model based on Multidimensional 

Feature Fusion 

The validity, interpretability analysis of the deep 
knowledge tracking model incorporating multidimensional 
features was conducted. In this experiment, the Adam 
optimizer was used to train the model, and all datasets were 
sliced 7:3 to test set and training set with 10 training times. 
Based on tensor flow and keras, the methods in Table I were 
completed in NVIDIA 1080 Ti GPU environment. At present, 
knowledge tracing methods widely used include BKT 
(Bayesian knowledge tracing), DKT (Deep knowledge tracing), 
and DKVMN (Dynamic key tracing) value memory networks) 
these three knowledge tracking methods. BKT can construct 
the knowledge state of learners as a set of binary variables, but 
its prediction accuracy depends on the experience of the 
teacher, and the degree of automation is low. DKT is the 

current mainstream knowledge tracking method without a lot 
of teaching experience and manual labeling, but it is difficult to 
obtain more specific knowledge state of learners. DKVMN can 
solve the problems existing in BKT and DKT with high 
prediction accuracy, but it ignores the factors and 
characteristics existing in the learning process of learners. 
AUC (Area Under Curve) ranges from 0.5 to 1.0. The closer 
the AUC is to 1.0, the higher the authenticity of the detection 
method. Table I shows the AUC values of multiple algorithms 
on 6 datasets. 

As can be seen from Table I, the DKVMN-BORUTA 
model proposed in the study has an AUC value of around 0.83, 
which is higher than that of other three models, indicating the 
superior performance of the studied model. Since the model 
incorporates multidimensional features in the learning process, 
it can to some extent solve the problem of traditional 
knowledge tracking models for modeling simple mathematical 
logic in learning and achieve better simulation of the real state 
of the learner as well as better assessment of the learner’s 
knowledge state. 
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TABLE I. AUC VALUES OF FOUR METHODS ON DATASETS 

Data set 
Number of 

students 
Knowledge tag 

AUC 

BKT DKT DKTVMN DKVMN-BORUTA 

ASSIST2014 4208 112 0.632 0.806±0.02 0.815±0.01 0.832±0.01 

ASSIST2015 19850 110 0.646 0.726±0.01 0.748±0.01 0.804±0.02 

Statics2011 334 158 0.71 0.803±0.02 0.799±0.02 0.832±0.01 

Synthetic 2000 6 0.761 0.804±0.01 0.806±0.01 0.841±0.02 

Khan Academy 17825 108 0.689 0.802±0.02 0.814±0.02 0.822±0.01 

KDD Cup 3996 180 0.743 0.783±0.01 0.811±0.01 0.831±0.02 

The study collected data from the first half semester of a 
university’s personalized English course instruction in 2021 
and organized that data into a dataset, which was used to train 
the DKVMN-BORUTA model. The questions were set with 
good differentiation and moderate difficulty, and if the mastery 
rate of the knowledge point under this question set was less 
than 40%, it indicates that the learners did not master the 
knowledge point. To verify the reliability of the proposed 
method, a random sample of learners was selected for the topic 
mastery statistics, and the changes in the knowledge state of 
the learners are shown in Fig. 5(a). Also, to verify whether the 
proposed method can achieve the goal of personalized 
instruction, the randomly selected learners were divided into 
three groups. No knowledge state information was provided for 
group A, knowledge state information but no precise 
instructional support service was provided for group B, and 
knowledge state information with precise instructional support 
service was provided for group C. Then, the learning 
performance and learning review time of the learners in the 
three groups were recorded, as shown in Fig. 5(b). 

As can be seen from Fig. 5(a), the overall trend of learners’ 
mastery of the knowledge points was on the rise, indicating 
that this learner’s learning status became gradually become 
after being taught by the proposed method, indicating that the 
proposed knowledge tracking method has better readability. As 
shown in Fig. 5(b), the average test scores of Group C and 
Group B were higher than that of Group A, and the average 
review time of both groups was less than that of Group A. This 

indicates that the deep learning knowledge tracking model 
based on multidimensional feature fusion proposed by the 
study is effective and can find learners’ weak points for 
learning knowledge more precisely. The average score of 
group C is 2.5 points higher than group B, and the average 
revision time is 4h less than group B. This indicates that the 
deep knowledge tracking model has better interpretability and 
can fully combine the multidimensional features of learners’ 
learning process to reach accuracy teaching and improve the 
English learning efficiency. 

B. Analysis of the Effectiveness of a Distanced Personalized 

English Teaching Model F incorporating Deep Directed 

Graph Knowledge Tracing and Graph Structure Rules 

After verifying the effectiveness of the deep learning 
knowledge tracking model based on multidimensional feature 
fusion, an experimental analysis of this deep learning 
knowledge tracking model combined with graph structure rules 
for distanced personalized English teaching and learning was 
conducted. The same dataset as before was used in this 
experimental phase and its basic situation is shown in Table II. 

As can be seen from Table II, the lowest AUC value of the 
proposed model is 0.893 and the highest is 0.921, which shows 
the effectiveness and superior performance of the proposed 
model. Then, the performance of the proposed model was 
compared with other three knowledge tracking models in terms 
of prediction effectiveness by measuring the AUC of each 
dataset and its variation with the number of training sessions, 
and the results of the comparison are shown in Fig. 6(a). 
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Fig. 5. The changes of learners’ knowledge state and the results of the empirical study. 
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TABLE II. AUC VALUES OF SIX PUBLIC DATA SETS AND FOUR MODELS 

Data set 
Number of 

students 
Knowledge tag Number of interactions 

Number of valid result 

records 

The AUC of the study 

model 

ASSIST2014 4296 120 325682 314126 0.914±0.1 

ASSIST2015 18246 116 598521 565247 0.893±0.2 

Statics2011 400 188 3548 3264 0.912±0.1 

Synthetic 2100 10 14621 13346 0.911±0.1 

Khan Academy 18364 127 236489 216721 0.921±0.1 

KDD Cup 4010 186 11000 10834 0.898±0.2 
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Fig. 6. AUC curves of four deep knowledge learning models. 

From Fig. 6(a), it can be seen that the model proposed in 
the study had an average AUC value of 0.92 in various 
datasets, while the AUC value of the DKT model was only 
0.73. Through comparing the boundary baseline on the KDD 
dataset, the model proposed in this study improved the gain by 
a factor of about four. As can be seen from Fig. 6(b), it can be 
found that the proposed model tended to be stable after the 9th 
training session, and the AUC value of the proposed model was 
consistently higher than that of the other three models after the 
9th training session, indicating the superiority of the proposed 
model. The study collected the learners’ mastery degree of 
each knowledge point in the personalized English instruction 
course, and the collected data were processed to obtain the 
empirical findings, as shown in Table III. 

As shown in Table III, the prediction accuracy of the 
proposed method was 94.3%, which was 4.9%-26.0% higher 
than that of the other models. The mean square error of the 
proposed model was 0.1623, which was the smallest among the 
tested models. In addition, the F1 score of the proposed model 
was 0.92, which was the highest among the tested models. The 

research data indicated that the proposed method had strong 
performance. Finally, the study tested the variation of the 
reward value and the number of training sessions, as shown in 
Fig. 7(a). The comparison of the overall English scores of the 
learners in each group and the time spent on revision is shown 
in Fig. 7(b). 

From Fig. 7(a), it can be seen that the overall accuracy of 
the intelligent personalized recommendation algorithm based 
on reinforcement learning proposed in this study tended to 
increase with the increase of training times, and the difference 
between it and the random recommendation algorithm was 
gradually increasing, with the difference in the range of 
6%-9%. This result indicates that the proposed method had 
more accurate recommendation capability, which can meet the 
demand of distanced personalized English teaching. It can be 
seen from Fig. 7(b) that the comprehensive score of the study 
group using the study method was 97.3, and the average daily 
review time of the students in this group was 63min. Research 
shows the proposed method can effectively improve learners’ 
overall English performance and save learning time. 

TABLE III. EMPIRICAL RESEARCH RESULTS 

Model type AP (%) ACC (%) F1-score MSE 

BKT 87.3 68.3 0.73 0.2491 

DKT 86.2 77.9 0.79 0.1892 

DKVMN 88.4 82.6 0.82 0.1834 

DKVMN-BORUTA 88.6 89.4 0.89 0.1729 

The research model 90.7 94.3 0.92 0.1623 
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Fig. 7. Comparison of recommendation algorithm accuracy with learners’ English scores. 

IV. CONCLUSION 

The rapid development of Internet information technology 
has led to the continuous innovation and progress of English 
online education models. This study proposes a distanced 
personalized English teaching model incorporating deep 
directed graph knowledge tracking. Firstly, with the help of 
BORUTA feature selection model, the multidimensional 
features of the learning process are mined and a deep 
knowledge-tracking model of the multidimensional features of 
the learning process is fused. This optimized deep knowledge 
tracking method is then combined with graph structure rules to 
construct a fused approach-based model for distanced 
personalized English teaching and learning. The results show 
that the proposed model has the lowest AUC value of 0.893 
and the highest of 0.921 on each dataset, indicating its 
effectiveness and superior performance. The prediction 
accuracy of the proposed model is 94.3% and its mean square 
error is 0.1623, which is the smallest among the models. The 
F1 score of the proposed model is 0.92, which is the highest 
among the models indicating that the model has strong 
performance. Moreover, the overall accuracy of the proposed 
method shows an increasing trend and is higher than that of the 
random recommendation algorithm. The optimized deep 
knowledge tracking method based on the multi-dimensional 
features of the learning process has practical teaching 
application value. The fusion model has higher 
recommendation accuracy and better recommendation effect 
than the traditional method. And it can meet the needs of 
personalized remote English teaching and targeted 
recommendation teaching, so as to improve the quality of 
English teaching. This study provides a practical theoretical 
basis and reference direction for online teaching methods in the 
future. However, there is still room for improvement in the 
interpretability of the model, and future study will focus on the 
improvement and enhancement of the performance of the 
model. 
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Abstract—The task of saliency detection is to identify the most 

important and informative part of a scene. Saliency detection is 

broadly applied to numerous vision problems, including image 

segmentation, object recognition, image compression, content-

based image retrieval, and moving object detection. Existing 

saliency detection methods suffer a low accuracy rate because of 

missing components of saliency regions. This study proposes a 

visual saliency detection method for the target representation to 

represent targets more accurately. The proposed method consists 

of five modules. In the first module, the salient region is extracted 

through manifold ranking on a graph, which incorporates local 

grouping cues and boundary priors. Secondly, using a region of 

interest (ROI) algorithm and the subtraction of the salient region 

from the original image, other parts of the image, either related 

or nonrelated to the interested target, are segmented. Lastly, 

those related and non-related regions are classified and 

distinguished using our proposed algorithm. Experimental result 

shows that proposed salient region accurately represent the 

interested target which can be used for object detection and 

tracking applications. 

Keywords—Saliency detection; target representation; vision 

system; object detection 

I. INTRODUCTION 

Saliency detection methods can be categorized into fixation 
prediction-based and salient object detection methods. Fixation 
prediction-based methods are strongly related to biological 
models. Their processes simulate how human fix locate an 
image. On the other hand, object-oriented approaches generate 
maps such that salient regions uniformly cover the whole 
objects [1]. 

Fixation prediction methods are inspired by biological 
principles. Itti et al. [2] proposed the seminal bottom-up 
saliency model derived from the human visual selective 
attention mechanism. It obtains saliency maps in different 
feature channels with a center-around operation and combines 
them linearly. Hou and Zhang [3] presented a saliency model 
counting for the Fourier envelope and the differential spectral 
components, called the spectrum residual, to extract salient 
regions. Garcia-Diaz et al. [4, 5] propose an adaptive approach 
achieved by decorrelation and contrast normalization. These 
fixation prediction-based methods usually overemphasize local 
contrast and difference from the neighborhood. They are more 
likely to produce spotlight saliency maps with low resolution 
and high saliency values on the object boundaries. 

On the other hand, Achanta et al. [6] compute the saliency 
likelihood of each pixel based on its color contrast to the entire 
image. Ming et al. [7] consider the global region contrast 
concerning image and spatial relationships across the regions 
to extract a saliency map. In [8], Goferman et al. 
simultaneously model local low-level clues, global 
considerations, visual organization rules, and high-level 
features to highlight salient objects with their contexts. Such 
methods using local contrast tend to produce higher saliency 
values near edges instead of uniformly highlighting salient 
objects. 

This paper proposes a new method for saliency detection 
for target appearance representation in images. It incorporates 
visual features and spatial information with the guidance of 
prior saliency knowledge. To provide more accurate visual 
cues, region descriptors are introduced for image segments by 
computing two saliency measures, feature distinctiveness, and 
spatial distribution. In contrast to previous models, which 
linearly combine basic features for visual cues, we provide 
nonlinear integration of the features. In addition, by taking the 
advantage of the prior saliency distribution obtained from a 
convex hull of salient points, we heighten the contrast of fore- 
and background [1]. 

In [9], a bottom-up method is proposed to detect salient 
regions in images through manifold ranking on a graph, which 
incorporates local grouping cues and boundary priors. This 
method adopts a two-stage approach with the background and 
foreground queries for ranking to generate the saliency maps. 
This method is taken advantage of node construction for 
saliency map identification. Fig. 1 shows the node construction 
in the GMR method. 

Although various saliency detection methods are proposed 
and present promising results, current methods are not feasible 
and effective when an object is composed of several parts [1]. 
For example, as shown in Fig. 2, our model fails to detect the 
wheels since they are discriminated from the main part of the 
car. Therefore, current saliency detection methods are not 
effectively able to represent an object, which makes fail object 
appearance representation in moving object detection systems. 
Therefore, it is required to investigate an effective approach to 
deal with this this issue. Fig. 3 shows the saliency fail detection 
in current methods.  
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Fig. 1. Nodes construction in GMR [9] 

 
Fig. 2. Fail saliency detection in GMR multi-part saliency detection method. The first image is the original image, the second is the result of saliency map for [9] 

method and the last image is grand-truth 

 
Fig. 3. Wrong and propose saliency detection in different saliency detection methods. The first image is original image, the last image is grand-truth images, and 

the others from left to right are the saliency map results for LDRCCB [10], SF [11], BS [12], GMR [9] 

II. PROPOSED METHOD 

In dealing with the mentioned problem in the previous step, 
a saliency detection method is proposed to recognize saliency 
components for a salient region. This component of saliency 
recognition aims to represent the accurate region because 
sometimes they consist of several parts, as shown in Fig. 4, and 
they are required to recognize. The proposed method is 
structured by five modules, salient region detection, salient 
region localization, region of interest extraction, particle region 
segmentation, and belonging ratio (BRM) measurement. The 
proposed method for multi-part saliency recognition is shown 
in Fig. 4. The detail of each step is discussed in the following 
sub-sections. 

A. Salient region Detection 

There are numerous region saliency detection methods. 
This study adopted a graph-based manifold ranking (GMR) 
method for salient region detection [17]. As reported in [13], 
the GMR methods presented promising results for salient 
region detection [9]. The source code of the GMR method is 

available from the author's website
1
. The source code collects a 

saliency map of the GMR method. For example, Fig. 5 shows 
the saliency map (saliency result) using the GMR method. The 
original image (Fig. 5(a)) was taken from the MSTR-1000 
dataset, which is available from the author's website. 

B. Salient region Localization 

After salient region detection, the localization of the salient 
region is performed using centroid finding and region size 
identification [18]. The purpose of localization is to locate the 
region saliency on the original image. This localization is also 
used to generate an expanded region to cover different parts of 
an interested target. 

1) Saliency map binarization: To do the localization, the 

saliency map image is firstly converted to zero 0 and 1 pixels 

(binarization) using thresholding. The Otsu operator uses for 

thresholding and binarization. Fig. 6 shows the binarization of 

the saliency map image. 

                                                           
1
 http://ivrlwww.epfl.ch/supplementary_material/RK_CVPR09 
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2) Centroid identification: In this step, the centroid of the 

binary saliency map is identified. The connected component 

function is used to extract white pixels as a blob. Blob 

properties are used to recognize the center of the shape. A 

geometric decomposition algorithm [14, 15] is used to find the 

centroid identification. In geometric decomposition algorithm, 

the centroid of a blob figure as   can be computed by 

decomposing it into certain number of parts 

as,               , therefore, the centroid and area    of 

each part, and then the coordination of Cx and Cy can be 

computed as equations (1), 

   
∑     

∑  
     

∑     

∑  
 (1) 

Using above equation, the centroid of salient region can be 
obtained. The centroid is represented by a coordination that can 
be used for further process. 

3) Region size identification: Bed on the output of the 

previous step, which was the identified centroid, we can access 

the centroid coordination of the salient region. Other geometry 

properties such as the height and width parameters can be 

specified by this coordination. In this regard, considering 

Scp(Cx, Cy), where Scp is the center point of salient region, Cx, 

Cy are the values for X and Y axis. Using the center point and 

identified height and width, an expanded region with H’ and 

W’ are calculated by following equation, 

W’ = W+1/n (W) (2) 

H’ = H+1/n (H) 

where the W’ and H’ are the expanded values by the n 
variable, n is a variable for expanding factor which is set 5 in 
this experimental. The expanding factor was obtained based on 
different experiments, assume as n = 6. Fig. 7 shows expanded 
height and weight of salient region with corresponding center 
point, W, H, W’ and H’. 

4) Region of interest extraction: The output from the 

previous step includes information such as expanded region 

details and salient region center points. This information is 

used to extract and generate a region of interest (ROI) from a 

binary saliency map. The extracted region of interest of the 

binary saliency map is defined as the ROI of the binary 

saliency map. Moreover, according to ROI, a binary saliency 

map can be extracted from the saliency map and original image 

using mapping of the extracted binary saliency map. The 

extracted new regions from the saliency map and original 

image are defined as the ROI of the saliency map and the ROI 

of the original image, respectively. Fig. 8 shows the region of 

interest extraction for the original, saliency map, and binary 

saliency map images. 

5) Particle region segmentation: In this step, the ROI is 

segmented into different regions called particles. The purpose 

of particle region extraction is to extract different regions, 

including regular and symmetric shapes, from the ROI of the 

original image. The extracted particles are then transferred to 

the next step to check whether the particle belonged to the 

target (the detected salient region) or not. To segment different 

particles, the following steps are considered; edge 

segmentation, image enhancement, filling blobs, and applying 

the proposed shape descriptor. Fig. 9 shows the steps of 

particle region segmentation. 

C. Thresholding and Edge Segmentation 

Edges are significant properties of each region. The edges 
are used to detect region boundaries and segment the region. 
The segmented region using edges, can be used in more 
processes, such as region analysis and recognition. In this 
study, the edges are also used to segment different regions on 
the ROI of the original image and then generate particles. The 
particles are defined as different regions that are generated 
after edge segmentation. 

1) Region enhancement and filling blobs: The detected 

edges from previous steps are contained many disconnected 

regions. Image enhancement is required to close the regions 

and remove some noises [19]. Therefore, noise removal [20], 

mathematical morphology operator [21], lightweight operators 

including dilation and closing [22], are applied to enhance the 

result of the edge detection process. Then filling function is 

applied, to fill the connected blobs in the enhanced image. 

Fig. 9(c) shows the image result from the image enchantment 

step. 

2) Interested region shape extraction: As shown in 

Fig. 9(c), the result of image enhancement is still contained 

many noises, which are required to remove. The noises are 

involved different types of shapes. To remove these noises, 

the proposed shape descriptor is applied in this image. 

Additionally, regular [23] and symmetry [24] regions called 

interesting shapes (such as wheels) are extracted based on the 

proposed shape descriptor. With the proposed shape 

descriptor, the particle regions with regular and symmetry 

shapes are detected. Since, the final target (the salient region) 

that we are looking for (such as vehicles) are involved regular 

components. Fig. 9(d) shows the particle regions result after 

the interested shape extraction process.  

3) Saliency components recognition: As discussed in the 

previous step, the result of the interest shape extraction step is 

contained regular and symmetry region shapes, which can be 

belonged to a salient. The belonged regions define as saliency 

components. To recognize the saliency components, an 

algorithm is proposed, which is shown in Table I. In the 

proposed algorithm, two input images are required. The first 

input image is a set of particles, including the segmented 

particles shown in Fig. 10. The other input is a saliency mask. 

The interior regions of a binary saliency map are filled with 

this saliency mask. Fig. 11 shows the saliency mask image. 

The saliency mask is considered because the exterior parts of 

the salient region are required to be recognized. 
The details of proposed algorithm describe as follows. 

D. Particle Properties Identification 

In this step, the properties of each particle are identified. To 
do this identification, the edges for particle regions and salient 
mask are detected, and their region is extracted. The Sobel 
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edge detector is used for edge segmentation. Fig. 12 shows the 
edge segmentation of the salient mask. The segmented regions 
are then integrated into one image. Fig. 13 shows a man-made 
image, including the integration of a salient mask and some 
particles regions. 

To identify the properties of the particles, the centroid of 
particle is firstly extracted by taking the particle area and 
dividing it up into differential areas. The arbitrary shape has an 
area denoted by A. Differential area dA that exists some 
distance x and y from the origin. The total area is denoted as ∫ 
dA, which is the first moment of area in each direction from the 
following Eq. [16]: 

   ∫     
 

 (3) 

   ∫    
 

 

The first moment of area is the integral of a length over an 
area. It is important because it helps us to locate the centroid of 
the particle. According to the obtained area, the centroid is 
defined as the "average x (or y) position of the area" 
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Fig. 5 to 15 shows the centroid of the particles using 
calculation of centroid moments. Using the identified center 
point, diameter for particle is identified, as shown in Fig. 14. 

E. Particle Mask Generation 

In this step, a mask is generated according to the shape of 
the particle inspired from [25]. The purpose of this mask is to 
determine the range for exploring the area. The exploring area 
(ExA) is a search range to check whether the particle belongs 
to the target (salient region) or not. The diameter of the mask 
depends on particle diameter. It calculates by Dmask = 2*Dparticle. 
Fig. 15 shows the generated particle masks. Furthermore, 
Fig. 16 shows ExA on integrated salient and particles image. 

F. Confluence Lines (CL) Generation 

Confluence lines (CL) are the lines to find intersection 
points in different regions. These regions are the particles and 
the salient region. The CL lines are started from the particle 
center point and end up on the mask. Therefore, it is required to 
identify the endpoints on the mask to draw these lines. Having 
the area value of the mask to find the endpoint on the mask or 
particle is required. The area of the particle mask is considered 
that can be calculated using Eq. (3). 

  ∫ ∫     ∫ ∫  ̃  ̃  ̃  
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where    is denoted as an angle between two individual 
points on the mask region, the radius of the mask, S is the 
region mask, and A is the area of the mask. Using the identified 
area, a mask can be divided into equal sectors. In this regard, 
several sectors and angles between sectors, are required. The 
equation is used to address the angle between each sector. 

    
 ⁄  (6) 

where n is number of sectors, and   denotes the angle 
between CL lines (sectors). According to our experiment, with 
20 sectors, we can get promising results. Therefore, the mask 
contains 20 points (since there are 20 equal sectors on a mask). 
These points are considered endpoints for CL lines in which 

the angle between the CL lines is as,    
  ⁄  . The angle 

between each pair CL is 18. Fig.17 shows a circle division 
demonstration inspired by trigonometry constants on real 
radicals

2
. Fig. 18 illustrates the sectors and confluence lines 

(CL) in a mask. 

G. Particle and Salient Region Distance Measurement 

Using the CL lines, the intersection points from the salient 
region and particles with CL can be extracted. The points form 
a salient region, and particles are collected; and composed of a 
pair of two points used for distance measurement. Fig. 19 
shows the point on the salient region as Ps and particles as Pp. 
Euclidean distance (Equation (5)) is used for distance 
measurement. Then, Fig. 20 shows the result of Euclidean 
distance for distance measurement between Ps and Pp. 

Di = √∑        
  

    (7) 

where, the Pp and Ps are defined as, 

Pp (xi,yj)   intersection point for CL and particle, and 

Ps (xi’,yj’)   intersection point for CL and salient region 

The obtained distances for each pair of Ps and Pp called Di 
are compared. The purpose of this comparison is to identify a 
number of equal lines and non-lines distances. For 
identification number of equal and equal distances, we consider 
conditions as shown in Eq. (6), 

                    

      {
   (     )               

   (     )                       
 (8) 

H. Possession Ratio Measurement 

In this step, a ratio is introduced to decide whether the 
particle is belonged to the silent region (target) or not. The ratio 
is called the possession ratio (or belonging ratio) (   ). Eq. (7) 
is defined in this study to measure the    for each particle. A 
condition rule then is defined to decide the particle is belonged, 
which is based on a threshold denoted as    

       (∑    
 
   ) (9) 

where     is a counter variable to count the equal distances 

and   number of lines. Based on obtained value from Eq. (7), a 
condition defines as shown in Eq. (10), to decide whether the 
particle is belonged to the target (salient region) or not as, 

{

                     
                                    

                      
 (10) 

According to calculated     and asses the condition, the 
particle is labeled as True (T) or Negative (N). Lastly, 

                                                           
2https://commons.wikimedia.org/wiki/File:Unit_circle_angles_color.svg 
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according to T and N labels, the corresponding particles are 
recognized as the saliency components. 

Salient region detection

Salient region localization

Particle segmentation

Saliency components  recognition

Region of interest extraction

 

Fig. 4. The proposed method for multi-parts saliency recognition 

 
(a) 

 
(b) 

Fig. 5. The saliency map from GMR method, (a): original image, (b): 

saliency map 

 

Fig. 6. Binarization of saliency map 

 
Fig. 7. Expanded height and weight of salient region with corresponding center point 

   
(a)    (b)    (c) 

Fig. 8. Salient region extraction, (a): ROI of binary saliency map, (b): ROI of saliency map (c): ROI of original image 
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(a)    (b) 

  
(c)    (d) 

Fig. 9. Particle region segmentation. (a): extracted salient region from orginal image, (b): threasholding and edge segemnetion, (c): region enhancement and 

filling blobs, and (d): Interested region shape extraction 

 
Fig. 10. A set of particles 

 
Fig. 11. A saliency mask image 

TABLE I.  COMPONENTS SALIENCY RECOGNITION 

Saliency Components Detection Algorithm 

Input: A set of particles and salient mask. 

1. Extract the edges for all regions and identify the particle properties such as centroid called as Pc and diameter as Pd, 

2. Particle mask generation with these parameters: Diameter: 2Pd, Origin: particle center (Pc) 

3. Generate confluence lines finder (CL) form Pc to confluence the mask circumference (length of lines are equal to 2 Pd) 

4. Measure the distance between points on particle to concern point on salient region touch, using Equation (2). 

5. Count number of equal lines using Equation (3) 

6. Measure the belonging ratio using Equation (4) and identify the particle is belonged to target or not. 

Output: a saliency map with its related parts 

 
Fig. 12. Edge segmentation of salient region 

 
Fig. 13. Integration of edge particles and salient region 
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Fig. 14. Diameter of particles 

 
Fig. 15. Generated mask of particles 

 
Fig. 16. Exploring area integrated of salient and particles image 

 
Fig. 17. Circle division into some sectors with angle between CL lines 

 
Fig. 18. Sectors and confluence lines (CL) in the mask 

 
Fig. 19. Points on salient regions and particles 

 
Fig. 20. Distance between salient region ponies and particle points 
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III. EXPERIMENTAL RESULTS 

1In this section, experimental results are presented for the 
proposed saliency detection method. The proposed method 
consists of five steps, salient region detection, salient region 
localization, region of interest extraction, particle 
segmentation, and multi-part saliency recognition. The salient 
region detects using the GMR method for an input image. The 
detected salient region localizes, and the region extract 
corresponding salient region, is extracted using region of 
interest extraction. The localization and region of extraction are 
integrated into one process, because, they are roughly related to 
each other. The extracted target segments using the 
segmentation process as explained earlier consist of, an 
extracted salient region from the original image, there holding 
and edge segmentation, filling blobs, and shape recognition. 

Fig. 21 shows the segmentation process for the salient particle 
segmentation step. 

In the last step of the method, associated particles to the 
salient region detect using the proposed multi-part saline 
detection. For these steps, segmented particles (as shown in 
Fig. 21(a)) from particle segmentation steps are evaluated to 
check whether they belong to the detected salient region or not. 
This belonging assessment is based on checking distance 
measurement between the out-bounding of the segmented 
particle region and binary salient mask. Finally, those 
segmented particles belong to salient region are added to the 
saliency map as shown in Fig. 22(c). 

According to the proposed saliency detection method, some 
image results are illustrated as shown in Fig. 23. 

  
 

  
(c)    (d) 

Fig. 21. Particle region segmentation. (a): extracted salient region from original image, (b): thresholding and edge segmentation, (c): filling blobs, and (d): regular 

shape recognition 

 
(a)    (b) 

 
(c) 

Fig. 22. Multi-part saliency recognition step. (a) segmented particles, (b) binary salient mask 
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Original image  The proposed method 

Fig. 23. Experimental result for the proposed saliency detection method 

IV. CONCLUSION 

In this study a new saliency detection method is proposed 
based on component saliency recognition for a salient region. 
This component of saliency recognition aims to represent the 
salient region more accurately because sometimes the salient 
regions involve several parts. To deal with component saliency 
recognition for a salient region, the proposed method is 
structured by five modules, salient region detection, salient 
region localization, region of interest extraction, particle region 
segmentation, and possession ratio measurement. In brief, the 
proposed method is first applied to a graph-based manifold 
ranking (GMR) method for salient region detection in an 
image. The detected salient region is localized using centroid 
finding and region size identification. The localized region is 
then extracted and called ROI. In ROI, some processes are 
performed to segment different regions and generate the 
particles. The BRM is the main module in our saliency 
detection method. Finally, as experimental results show, the 
proposed components' saliency recognition for a salient region 
can represent accurately and efficiently the target appearance 
representation. For directions of future study, modern advanced 
methods such as deep learning frameworks can be explored for 
further improvement of object representation in visual tracking 

applications. Moreover, the proposed method can be extended 
for real time applications. 
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Abstract—Chatbots have attracted the interest of many 

entities within the public and private sectors locally within Saudi 

Arabia and also globally. Chatbots have many implementations 

in the education field and can range from enhancing the e-

learning experience to answer students' inquiries about course 

schedules and grades, tracking prerequisites information and 

elective courses. This work aim is to develop a chatbot engine 

that helps with frequently asked questions about the Blackboard 

system, which could be embedded into the Blackboard website. It 

contains a machine-learning model trained on Arabic datasets. 

The engine accepts both Arabic textual content as well as English 

textual content if needed; for commonly used English 

terminologies. Rasa framework was chosen as the main tool for 

developing the Blackboard chatbot. The dataset to serve the 

current need (i.e. Blackboard system) was requested from 

Blackboard support staff to build the initial dataset and get a 

sense of the frequently asked questions by KSU Blackboard 

student users. The dataset is designed to account for as many as 

possible of KSU Blackboard related inquires to provide the 

appropriate answers and reduce the workload of Blackboard 

system support staff. Testing and evaluating the model was a 

continuous process before and after the model deployment. The 

model post-tuning metrics were 93.4%, 92.5%, 92.49% for test 

accuracy, f1-score and precision, respectively. The average 

reported accuracy in similar studies were near 90% on average 

as opposed to results reported here. 

Keywords—Chatbot; RASA; conversational agents; machine 

learning 

I. INTRODUCTION 

A chatbot is an artificial intelligence (AI) software that can 
simulate a conversation (or a chat) with a user in natural 
language through messaging applications, websites, mobile 
apps or through the telephone [5]. It‟s an environment that 
receives questions from users in natural language, relates these 
questions with a knowledge base, and then answer based on 
pre-defined answers. Chatbots are more formally referred to in 
the literature as conversational agents or conversational 
assistants. The core principle of every conversational agent is 
to interact with humans using text messages and act as it were 
able to understand the user and replay with the appropriate 
message. The origin of computers talking to humans goes back 
to the start of the computer science field itself. Alan Turing 
defined a simple test referred to now as the Turing test back in 
1950 where a human judge would have to predict if the entity 
they are communicating with via text is a computer program or 
not [6]. However, this test's scope is way greater than the case 
of chatbots, the main difference being that the domain 
knowledge of a chatbot is narrow compared to the Turing test. 

Turing test assumes one can talk about any topic in mind with 
the agent. 

Conversational agent environment consists of five different 
main parts [7]. Starting with user messages: they are a dynamic 
input received by the agent to process and replay. They contain 
a string representation of the actual text sent by the user, and a 
metadata that contains additional information like a reference 
to the session the conversation belongs to, and possibly the 
date and time the message was sent to the agent, on which 
platform the message was sent from if the agent is linked to 
more than one message, etc. The agent receives the message 
along with the information it contains in a read- only mode 
only with no possible means of making changes to it. The 
backend is one of the significant parts of the environment that 
the agent has access to. It contains additional information about 
the agent users and the database's states to store the user 
messages, their metadata, and keep track of the conversation 
events. The agent can view and update certain aspects of the 
backend. The chatbot can also obtain new information from the 
user if necessary, by asking the user to provide it. 

RASA is a modular design framework proposed by [1] that 
consists of two main components, Rasa Core for dialog 
management and Rasa NLU for natural language 
understanding. Those are open- sourced python libraries for 
building machine-learning based conversational agents. They 
provide dialog management and NLU capabilities in an easy 
manner. By nature, a modular by design architecture allows for 
easier integration of modules with other systems and services. 
For instance, Rasa NLU can be used as a service in a different 
system other than rasa by exposing HTTP APIs for external 
requests and vice versa for Rasa Core. The code can be found 
by visiting: https://github.com/RasaHQ. 

Although chatbots have been present for a long time, 2016, 
before the spring, was the true start of this technology. There 
are two main reasons for the renewed interest in chatbots (1) 
massive advances in artificial intelligence (AI) and (2) a major 
usage shift from online social networks to mobile applications 
such as WhatsApp, Telegram, Slack, and many more advances 
in AI holds a promise that intelligent chatbots are in fact, can 
be within reach. The increased usage of mobile applications 
attracts service providers to reach users through them. 
However, in spite of these advances, chatbot applications entail 
many challenges that need to be overcome in order to reach 
desired goals. Chatbots not only imply changes in the interface 
between users and technology; they imply changing user 
dynamics and usage patterns. A recent study indicated that 
56% of chatbot users were interested in ordering meals from 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

782 | P a g e  

www.ijacsa.thesai.org 

restaurants using chatbots, while 34% had already ordered at 
least one meal [2]. Chatbots are considered to be beneficial for 
retailers in terms of customer service (about 95%), 
sales/marketing (about 55%), and order processing (about 
48%) [3]. Generation Z and Millennials are more interested in 
using chatbots: 25% of a global sample aged 18 to 34 opted for 
a personal shopping chatbot [4], and the students using 
Blackboard system fall under this age range. 

King Saud University (KSU) is the largest public university 
in Saudi Arabia and at any time encompass thousands of 
students whom some of them use and struggle with the online 
course and learning management system (blackboard), as such 
the customer support staff (which is not more than three 
employees) at KSU is overwhelmed with enquiries which can 
cause great user dissatisfaction and affect the adaption of 
Blackboard system by KSU students. The goal of this work is 
to build a Minimum Viable Product (MVP) for an Arabic 
Chatbot which is intended to serve users of Blackboard system 
from King Saud University students by answering their 
frequently asked questions about the Blackboard system to 
reduce the load of answering repeated, one answered questions 
and allow customer service staff to focus on more dynamic 
issues that require human intervention. 

II. RELATED WORK 

A revision for several chatbot related papers that highlights 
the usage of chatbots in the education field was conducted, 
along with other chatbot usages in different areas such as retail 
and government entities. A review and summarization of those 
implementations are discussed in the next paragraphs. 

A. Chatbots in Education 

A chatbot named EASElective that was built to advise 
students on what to choose as an elective course was proposed 
in [22]. EASElective is a conversational agent that was built to 
supplement existing academic advising systems. It has an 
interactive, online interface that supports basic official course 
information to informal students' opinions about that course. Its 
major components included intent detection, conversational 
management routines, dialogue design, course information 
management, and a collection of analyzed students' peers' 
opinions. In this study, a survey was conducted to capture 
students' perceptions of the chatbot. The subjects were briefed 
about the chatbot's purpose and instructed on how to use it and 
were given up to a half-hour to interact with it and then fill the 
surveys. The survey results showed that many students 
preferred to either ask their friends for course information. 
Around 22% preferred to ask the program leader or use the 
official university website instead of the chatbot. There were a 
number of limitations, including the chatbot not having enough 
interactions to learn from before going live. And also, the 
chatbot patterns usages are neither recorded nor pre-defined in 
advance to prepare the appropriate responses. 

Another chatbot implementation to enhance the LMS 
experience was proposed by [23]. This model classifies the 
main keywords that could be asked by students using R 
programming language, and this classification is then used in 
an Artificial Intelligent Markup language (AIML) script as a 
query. If this query was unsuccessful, it would run against SQL 

lite. If neither AIML nor SQL lite worked, then the student 
query will be transferred to a human agent to take over and 
answer the query. Although the implementation of AIML 
scripting language is easy and also free to use as a scripting 
language, this model is a rule-based model and is less tolerant 
to changes in users' input and, thus, harder to capture the user 
intent. 

Another study for developing a chatbot for university 
inquiries was put forward by [24]. This study discussed the 
development of a deep-learning based chatbot using RASA 
framework. RASA has many connectors to be used in 
integrating it with communication platforms. One of them is 
for Facebook. This chatbot is integrated with FB as the 
majority population is using FB as their main social media 
channel. This chatbot uses Long Short-Term Memory (LSTM), 
which is a recurrent neural network architecture that is used in 
deep learning. This architecture is included in RASA 
framework. Although the chatbot performed well in terms of 
intent classification and provided the appropriate replays, there 
was a platform limitation as they had to perform platform-
specific steps to run the chatbot on Facebook, which can result 
in some limitations to the interaction with the chatbot. 

A chatbot for instantly answering students' questions to 
reduce teacher's workload was proposed in [25]. It supports 
multiple common social platforms, including Telegram, 
Facebook Messenger, and Line. The chatbot can reply to 
commands and natural language questions. Once the 
instructors transfer the course-related data to an internet 
database, the chatbot can reply to questions about the course 
materials and logistics (e.g., course plan). It also supports 
student login to provide profile- based answers such as the 
schedule of student registered courses. 

B. Chatbots in other Fields 

Chatbots also have many usages in other fields besides 
education. Some of those applications are in healthcare, such as 
self-diagnoses based on symptoms, using chatbots as a 
communication means in e-commerce websites, providing 
account data and paying bills in banking, etc. Below are some 
of the related works of chatbots. 

A text-to-text chatbot engages patient's medical issues were 
proposed by [26]. It's a medical chatbot that diagnoses diseases 
using AI. This chatbot was built to reduce medical costs and 
improve patient's accessibility to medical knowledge. In this 
chatbot, a series of questions about the patient's symptoms are 
asked to give suggestions that help in clarifying the disease. 
The accurate disease is fount based on the user reply to those 
series of questions, and in case of major diseases, a doctor is 
suggested to be consulted. The patient's past responses are 
recorded, and in order to reach an accurate diagnosis, the 
patient is asked more specific questions. There are three main 
components of the system, which are (1) user validation and 
symptoms extraction from the conversation, (2) mapping of 
extracted, potentially ambiguous symptoms to their 
corresponding database codes, and (3) personalized diagnosis 
and referring the patient to a specialized doctor if required. The 
sole focus of this system is extracting symptoms by analyzing 
natural language using NLG components, which in term makes 
it easier and less technical for the end-user. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 2, 2023 

783 | P a g e  

www.ijacsa.thesai.org 

Another example of chatbot usage in e-commerce to 
support customers in their website journey is called 
“SuperAgent” [27]. This chatbot scrapes public e-commerce 
websites' content of products description, user questions and 
answers, and product reviews and feeds them to its knowledge 
base. It uses NLP techniques to understand users' text and 
machine learning techniques to predict responses to it, 
including opinion mining for product reviews, fact QA for 
product information, and FAQ search for customer reviews and 
chit-chat for greetings and goodbyes. 

ChatPy is one of the chatbot implementations in the 
wholesale business [28]. “Mundirepuestos” is a wholesaler 

automotive spare company. This company is an SME company 
that started operating in 1992 that specialized in the 
distribution and sales of Volkswagen, Skoda, and Audi 
automotive parts. ChatPy is a conversational agent built mainly 
using a tool called Dialogflow. This tool makes use of intents, 
actions with parameters, entities, voice-to-text, and text-to-
speech with automatic learning. A major reason for choosing 
this tool was its compatibility with the most known messaging 
platforms. A summary of chatbot related works in different 
fields is shown in Table I. 

TABLE I. SUMMARY OF RELATED RESEARCH 

Title Field Method Limitations 

Developing a Chatbot for College Student 

Programme Advisement [22] 
Education 

Intent detection, conversational management 

routines, dialogue design, course information 
management. 

Minimal interactions to learn from before going 
live. Patterns usages are neither recorded nor pre-

defined in advance to prepare the appropriate 

responses. 

Enhancing LMS Experience through 

AIML Base and Retrieval Base Chatbot 

using R Language [23] 

Education 
Artificial Intelligent Markup language 
(AIML) script as a query, SQLite. 

Using a rule-based model only. 

Developing FB Chatbot Based on Deep 
Learning Using RASA Framework for 

University Enquiries [24] 

Education 
Long Short Term Memory (LSTM) a 
recurrent neural network architecture 

included in RASA framework. 

Facebook-specific implementation to run the 

chatbot which limits customization. 

Using a Multiplatform Chatbot as an 
Online Tutor in a University Course [25] 

Education 
DialogFlow's ML engine and knowledge 
base. 

Low number of participants for evaluating the 
model. 

A Self-Diagnosis Medical Chatbot Using 

Artificial Intelligence [26] 
Healthcare 

Symptom recognition, String Searching 

Algorithm. 
No fallback policy for unknown symptoms. 

SuperAgent: A Customer Service Chatbot 

for E-commerce Websites [27] 
E- commerce 

Opinion mining for product reviews, fact 
QA for product information, and FAQ 

search for customer reviews and chit-chat 

conversations. 

No intent detection. 

ChatPy: Conversational agent for SMEs: 

A case study [28] 
Business 

DialogFlow's ML engine and knowledge 

base. 

Facebook-specific implementation to run the 

chatbot which limits customization. 

To avoid issues in [22], the system needs to be internally 
deployed and used by diverse students' backgrounds while 
recording their usage patterns and interactions which is 
recorded by default in Rasa framework. Rule-based chatbots 
like the one presented in study [23] cannot learn which is not 
the case for Rasa as it has interactive learning capabilities 
which allows it to learn and refrain from making the same 
mistake in the future. Unlike the cases presented in study [24] 
and [28], this work is going to use Rasa API to communicate 
with the chatbot which remove the platform specific limitations 
and allows for more customizations. There needs to be a fit 
number of participants to fairly evaluate the chatbot to 
overcome the limitation in study [25]. As opposed to the case 
presented in study [26], Rasa provides a fallback policy that 
can be triggered when the prediction of the action to be taken is 
below a specified threshold; this fallback could be used to ask 
the user to rephrase or show some buttons for the user to 
choose from. Knowing the user intent can help greatly in 
providing the right answer to the user question and also helps 
in performing actions based on the user intent; Rasa uses deep 
learning embeddings to detect user intention which is not the 
case in study [27]. 

III. SYSTEM DESIGN 

Fig. 1 below gives an overview of Rasa open-source 
architecture that consists of two main components which are 
the Rasa NLU and Dialog management (Core). Rasa NLU is 

responsible for predicting intents, extracting entities and 
retrieving responses. It uses the saved model in the filesystem. 
The Core component is responsible for choosing the 
appropriate next action with regards to the conversation 
context and uses Tracker store to store the conversation states, 
messages and metadata. 

 

Fig. 1. System architecture overview. 
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Fig. 2. Rasa architecture. 

Rasa ensures that messages are being processed in the right 
order using the lock store. Actions are running on the Action 
Server and executed when called by the Core component. 
Fig. 2 shows the message flow and how Rasa architecture 
works. 

The user first types in a message; this message is then 
passed to the interpreter in which NLU is used to extract user 
intention, intent for short, and any entities contained in the text. 
The conversation state is then saved in a Tracker object, and an 
event is created, i.e., new message arrival. The state is then 
received by the policy, and the next action is chosen by the 
police to be taken. The action is also logged into the Tracker 
and then implemented, which could be a response that is based 
on an external API call or a simple text response that is sent 
back to the user. 

A. Data Collection 

To gather the required data for training the chatbot to 
answer most frequent questions asked by students, the LMS 
Blackboard team admin was contacted to provide this data. 
This data is in the form of a Word document format and will be 
used to manually generate the training data and build chatbot 
stories to train the chatbot. It contains 17 of the frequently 
asked questions by the Blackboard users. Examples are shown 
in Appendix 1. 

There are two datasets to be built, one for the NLU model 
which contains examples for each user intent along with 
labeled entities. The data for this project are in MSA, Modern 
Standard Arabic and some common English words. The second 
dataset is for the Core model or the Dialog Management 
model, it has all the possible flows for the conversation (intents 
with their corresponding actions). The latter might not be 
needed when using mapping policy which maps each intent to 
an action or a template. The dataset to serve the current need 
(i.e., Blackboard system) was requested from Blackboard 
support staff to build the initial dataset, and get a sense of the 
frequently asked questions by KSU Blackboard student users. 
This data will be then increased by synthesizing text that could 

be asked by the chatbot users to increase the chances of 
understanding students' questions about the Blackboard 
system. For chatbots systems, the datasets should be 
continuously updated after deployment for continuous 
enhancement. The data formats for both NLU and Core are 
written in a user-friendly format to make it easier to build, 
revise and edit. For the NLU model, examples for each intent 
along with labeled entities are created. There are two available 
formats for building the dataset, either as a json or a markdown 
format. Markdown formats are the most used as it can be 
rendered by most text editors. 

B. Building NLU Corpus 

The main goal of building this corpus is to make the 
chatbot see many examples of what the user might say 
regarding a specific intention of the user. There are two 
available formats for building the dataset, either as a json or a 
markdown format. Markdown formats are the most used one as 
it can be rendered by most text editors. Below is an example of 
markdown NLU dataset record. 

 
The other format is the json format; it‟s not sensitive for 

whitespaces and better in exchanging data among applications. 
The actual NLU corpus can be found in Appendix 2. 

 

C. Building Stories 

Stories are a type of data that is used in order to teach the 
chatbot the possible messaging flow with user. Markdowns are 
used to specify the conversation paths i.e., stories. Below is an 
example for Dialog management model training data. 

 
The naming convention for stories is to start with two 

hashes, followed by the story name. Actions are events that 
start with a dash. The actual Core model corpus can be found 
in Appendix 3. 

D. Implementation 

Rasa environment requires a list of hard and software 
requirements for running Rasa on Docker. Although there are 
minimum hardware requirements on Rasa official website, the 
hardware requirements depend on the size of the model and 
training data as the training time and the size of the NLU data 
are positively correlated. Those requirements need to be met to 
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develop the chatbot and train it in a productive manner. 
Markup language will be used for building the dataset, defining 
stories and domain, for training and testing the model we will 
use the command line interface. Python 3.6 or higher will be 
used for developing the chatbot actions and replies. And 
finally, docker will be used to host the chatbot system. The 
domain is the context the chatbot operates on. It is the place 
where user intentions or intent, entities, actions, responses and 
slots can be defined in and the chatbot should know about. The 
domain.yml file is the file where the domain is specified on 
and can be found in Appendix 4. For the initial model 
configuration, the suggested configurations by Rasa official 
website will be used and the data will be trained on that 
configuration. In the testing and evaluation phase, the model 
will be fine-tuned and evaluated to select the best parameters 
for the model configuration. 

IV. TESTING AND EVALUATION 

As opposed to traditional software testing techniques such 
as unit tests and functional tests, Rasa has specific types of 
tests which are the data validation test, the NLU model test, 
and dialog management model test. The purpose of data 
validation is to make sure that there are no typos or major 
inconsistencies in the data or the domain. Fig. 3 indicates that 
there are no errors or inconsistences in the chatbot data. If there 
were errors in the training data, they must be fixed and the 
model needs to retrain as errors will cause the model to stop 
working or produce unwanted behavior. 

By synthesizing test stories, we can simulate users‟ 
interactions and test the chatbot on a data the chatbot did not 
see before. This will allow us to see if the model will behave in 
an expected manner when provided with certain data. The test 
stories are similar to the training stories with a single difference 
which is the user message. To test the chatbot, three to four test 
stories were written on each intent in a total of 61 test stories 
and these test stories are placed in „tests/test_stories.yml‟. 
Those test stories can be found on Appendix 5. These test 
stories are written by the chatbot developer in a way that 
simulates actual interaction with the chatbot. The purpose of 
these tests is to see if the dialog model predicts the next action 
in a conversation correctly. For example, when the user sent 
 and the intent classifier predicted “greet” intent, did the ”اھلا“
dialog model predict the next action to be “utter_greet” as the 
developer wrote in the test story above or not? To test the 
natural understanding model (NLU) we need to split our 
training data into train/test to simulate external user input that 
the chatbot did not see before. After that, cross-validation tests 
were performed. To test the dialog management model, we will 
use the test stories created earlier. Predicted stories are 
considered failed if at least one of the story actions was falsely 
predicted. Table II shows the results of running 5 folds cross-
validation on the NLU model. 

The training dataset accuracy, f1-score, and precision are 
all 1 while the test accuracy, f1-score and precision are 0.924, 
0.911, 0.922, respectively which is considered a good starting 
point. The model can be further optimized as we will see later. 
The matrix in the Fig. 4 allows us to see what intents were 
mistakenly predicted as another intent. For example, we can 
see that the intent „greet‟ was two time falsely predicted as 

“goodby” and one time as “affirm”. Also we can see that the 
intent „FAQ_submit_button_is_not_ working‟ was two times 
falsely predicted as „FAQ_in_lms_sound_issue‟ and so on. 
This graph is particularly helpful in optimizing the NLU model 
by adding more examples and removing examples that might 
mislead the model into falsely predicting intents. The intent 
prediction confidence distribution histogram in Fig. 5 is used to 
show how many samples were correctly and wrongly predicted 
along with the confidence of the prediction. For our model to 
perform well, we need to try to minimize the number of 
samples that were wrongly classified which will automatically 
increase the correctly classified sample. 

 
Fig. 3. No Conflicts in dialog model data (stories). 

TABLE II. NLU CROSS VALIDATION RESULTS 

Metric Score 

Train Accuracy 1 

Train F1-score 1 

Train Precision 1 

Test Accuracy 0.924 

Test F1-score 0.911 

Test Precision 0.922 

 

Fig. 4. NLU intent confusion matrix. 
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Fig. 5. NLU intent confidence histogram. 

From Table III, we can see that all actions were predicted 
correctly with a value near to 1 for F1-score, precision, and 
accuracy. The reason for such high results is that the dialog 
management model is classifying actions based on the results 
of the intent classifier. If there are no errors in predicting the 
intention of the user, the prediction of the next action becomes 
easier and hence, result in a high hit rate. 

TABLE III. DIALOG MANAGEMENT RESULTS 

Metric Score 

Correct 335/338 

F1-score 0.991 

Precision 0.992 

Accuracy 0.991 

As mentioned earlier, we will try to optimize the NLU 
model by adding more examples and removing examples that 
might mislead the model into falsely predicting intents. We 
will also change some of the NLU model configurations to see 
if those changes yield better results (Table IV). 

TABLE IV. PRE-TUNING VS. POST-TUNING METRICS 

Metric Pre-Tuning Score Post-Tuning Score 

Train Accuracy 1 1 

Train F1-score 1 1 

Train Precision 1 1 

Test Accuracy 0.924 0.934 

Test F1-score 0.911 0.925 

Test Precision 0.922 0.925 

Although those are minor changes, they do have an effect 
and it means that it‟s possible to further optimize the model by 
adding more data and tuning the model parameters to find the 
ones that best fit the data. The average reported accuracy in 
similar case studies mentioned in [22], [24], [27] is near 90% 
as opposed to our results which is slightly higher. 

V. CONCLUSION 

This work intended to develop a chatbot engine that helps 
with frequently asked questions about Blackboard system, 
which could be embedded into Blackboard website. It contains 
a machine-learning model trained on Arabic datasets. The 
engine accepts both Arabic textual content as well as English 
textual content if needed; for commonly used English 
terminologies. The interactions with the chatbot, as well as the 
users' evaluations, are stored and used for optimizing the 
chatbot model to improve future interactions. Chatbot systems 
development entails many challenges in terms of preparing the 
training dataset in a way that incorporate as much as possible 
of users' inquiries without confusion, preprocessing it before 
feeding it to the NLU model to try to normalize the data and 
remove unnecessary words and symbols that could confuse the 
model, and deploy and maintain the model to be used. Rasa 
framework was chosen to as the main tool for developing the 
Blackboard chatbot. 

The actual chatbot implementation started by preparing the 
datasets required for Rasa NLU and Core models. The dataset 
is designed to account for as many as possible of KSU 
Blackboard- related inquires to provide the appropriate answers 
and reduce the workload of Blackboard system support staff. 
When the data was ready, the model training and tuning began 
along with a number of experimentations to find the best model 
pipelines that fits the data. The chatbot is built using a 
combination of tools such as Python for programming, YAML 
as the markup language. 

For future work, the chatbot should be deployed using 
Docker and Docker-compose for running the chatbot service. 
The chatbot can also be deployed in a distributed cluster either 
on cloud or on- premise to handle the workload and make the 
chatbot system scalable. 
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APPENDICES 

Appendix 1: Raw Data: Below is a snippet of the raw data used in building the chatbot. For the full file please download it through this link: 
https://drive.google.com/drive/folders/1zKxniGzjqYUCY AcHgUM1I8o-Ma-sg8Ag?usp=sharing. 
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Appendix 2: NLU Corpus: Below is a snippet of the NLU data used in building the chatbot intent classifier. For the full file please download it through this 
link: https://drive.google.com/drive/folders/1TN3yluifFYDXm7FNwdNn- AbthC70hWYg?usp=sharing. 

 
Appendix 3: Core Model Corpus: Below is a snippet of the Core (Dialog) data used in building the chatbot Dialog model. For the full file please download it 

through this link: https://drive.google.com/drive/folders/1uzF3lNWfO6sAv5VzlAkcrUD6hIv0c-Y8?usp=sharing. 
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Appendix 4: Domain File: Below is a snippet of the Domain file used in building the chatbot. For the full file please download it through this link: 
https://drive.google.com/drive/folders/1GPqHlRBFg9slW5ddSGUZhQqxIlEryzvk?usp=sharing. 

 
Appendix 5: Test Stories: Below is a snippet of the Test Stories used for testing the chatbot. For the full file please download it through this link: 

https://drive.google.com/drive/folders/1WtU-_ph30Kkjf2ycC2tpVRxl843Y0puh?usp=sharing. 
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Abstract—At present, colleges and universities are trying to 

apply online education. The online college English course 

teaching cooperation platform is an important part of college 

English teaching. At present, teachers’ scoring method for 

students’ online examination on this kind of platform is mainly 

human scoring, which has a low efficiency. In view of this, based 

on the characteristics of web, this paper constructs an English 

test paper scoring algorithm based on text matching degree 

algorithm and improved KNN algorithm. The data analysis type 

of the algorithm is mainly prescriptive analysis that is, judging 

whether to give points according to the characteristics of the 

data. The automation and high efficiency of the algorithm can 

save a lot of human costs in the field of online education. The 

experimental results show that the recall rate of the improved 

KNN scoring algorithm for specific semantic topics is up to 0.9, 

and only 7.3% of students report that the algorithm misjudges 

their grades. The results indicate that the algorithm has the 

potential to be applied to the Web-based college English course 

teaching collaboration platform and reduce the workload of 

teachers and improve their efficiency. 

Keywords—Web; text similarity; KNN algorithm; vocabulary 

matching; network teaching 

I INTRODUCTION 

With the development of network and information 
technology, online teaching mode is gradually adopted by 
major universities. This mode is different from traditional 
teaching, and teaching methods are more diversified and 
convenient for students [1]. English is a required course for 
most majors in colleges and universities, and the number of 
users of its web-based teaching collaboration platform has been 
very large. Therefore, it often takes more time for English 
teachers to correct students’ test papers online, which increases 
labor costs and reduces efficiency [2]. The reason why the 
English test paper correction of the web network teaching 
collaboration platform cannot be fully automated is that it is 
difficult to judge the compliance of students’ answers with the 
standard answers through algorithms [3]. Among related 
technologies, text similarity detection is a technology to 
calculate the same degree of two texts, and k-nearest neighbor 
(KNN) algorithm is a mature classification algorithm [4]. In 
order to solve the automation problem of online English test 
paper marking, this paper studies the scoring algorithm of 
English test paper on the WEB online teaching platform based 
on these two technologies. The goal of the algorithm is to 
provide an automatic marking method, which can complete the 
marking of objective and subjective questions with high 
accuracy. 

The article is divided into five parts. The second part is 
related works, which describes the latest progress in research 
related fields and shows the basis of research. The third part is 
the method, which describes the construction and related 
settings of the algorithm. The fourth part is the experiment, 
which describes the performance test of the algorithm. The 
fifth part is conclusion, which summarizes the whole research 
and proposes the future direction of the research. 

II RELATED WORKS 

In recent years, relevant literature and research results have 
been sorted out. The fields involved are mainly the latest 
development of online education research, as well as the 
application of KNN and text similarity technology. Some 
studies have explored the web-based online teaching platform 
and related technologies. Poultsakis led his team to study the 
application of digital learning and related tools in Greece and 
found that the popularity of digital learning is very low [5]. 
This is largely due to the backwardness of digital 
learning-related technologies in the region, which leads 
teachers to believe that the teaching effect of digital learning is 
poor and do not trust digital learning. Stamatios Papadakis et al. 
studied the situation of students using mobile phones to access 
a learning management system [6]. According to the survey 
results, there are differences in the use of the learning 
management system by students through mobile phones. Due 
to the limitations of reliability and practicality, the system is 
more used by students as a document library than a learning 
tool. Panagiotakopoulos and his team proposed a structured 
approach to develop an outreach plan aimed at improving the 
coding ability of pre-service and in-service teachers [7]. The 
project is a successful online teaching plan, with the actual 
number of classroom logins and completion rate of 70.84%. 
Researchers believe that this is because the design of the 
project is easy to use. Christianson designed a remote online 
voting system to help students enhance their sense of 
participation. The students said they had a positive experience 
in this way of participation [8]. Karakose and his partners 
studied the psychological state and Internet addiction of school 
administrators and teachers under the background of the 
epidemic, and the results showed that Internet addiction 
indirectly affected teachers' loneliness and happiness [9]. The 
research expenditure on teachers' mental health also needs 
attention, and it is one of the feasible schemes to reduce 
teachers' workload through innovative algorithms. Lavidas K et 
al. studied the online teaching of preschool teachers during the 
epidemic, and pointed out that preschool teachers use less 
online teaching, and they prefer real communication 
framework and teaching process [10]. Katsaris and his partner 
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analyzed 42 papers related to online teaching from 2015 to 
2020, introduced the theoretical and technical background of 
adaptive e-learning system, and emphasized the importance 
and efficiency of using learning style in adaptive learning 
process [11]. From the conclusion of this article, we can see 
that there is little research on automatic algorithms for marking 
test papers in online English teaching. From the research in the 
field of online education, we can see that the research of 
auxiliary technology for teacher's examination paper marking 
has received little attention and there is still a lot of research 
space. 

Some researchers have also made corresponding 
explorations in KNN and text similarity detection. Zardari Za 
et al. have developed a detection and prevention algorithm to 
deal with network attacks. The algorithm is based on KNN and 
can distinguish abnormal nodes from normal nodes according 
to their behavior differences. Experiments show that the 
algorithm can effectively reduce latency and increase network 
throughput [12]. Wang and his team proposed a weighted KNN 
algorithm, which is calculated based on signal similarity and 
spatial location. They applied it to fingerprint location. The 
evaluation results show that the algorithm can improve the 
accuracy of fingerprint location [13]. In order to solve the 
problem of abnormal bridge health monitoring data, Lei Z and 
his research team proposed a KNN based bridge health 
monitoring algorithm. The algorithm measures the pattern 
distance between time subsequences according to the similarity 
of time series, and then selects abnormal patterns. The 
experimental results show that the model has certain reference 
value [14]. Pang and his collaborators put forward a Chinese 
text similarity detection method based on the semantics of 
feature phrases, which obtains feature phrases by replacing 
concepts and calculates text similarity. Experiments show that 
the output results are reliable [15]. Yang et al. proposed a news 
topic text detection method based on capsule semantic graph, 
which has lower time complexity than traditional detection, 
and the experimental data show that it has high accuracy and 
recall [16]. Franclinton and his research team proposed an 
extensible code similarity detection model with online 
architecture rather than local spikes. The experimental results 
show that the model can better maintain the academic integrity 
in programming [17]. 

Through combing the research trends in related fields, it is 
found that the web-based online teaching platform has been 
widely practiced and applied, but there is a lack of research on 
automatic scoring of English test papers. On the other hand, 
KNN and text similarity detection technology have also been 
applied in many fields. The research combines these two 
technologies in order to make contributions to the research of 
automatic scoring technology in the web online teaching 
platform. 

III CONSTRUCTION OF SCORING ALGORITHM FOR TEST 

PAPER OF WEB-BASED COLLABORATIVE TEACHING PLATFORM 

FOR COLLEGE ENGLISH COURSE 

A. Web Architecture Selection and Vocabulary Matching 

Algorithm Construction 

The WEB-based College English course network teaching 
cooperation platform uses B/S architecture to send documents. 
The structural diagram of B/S architecture is shown in Fig. 1. 
This architecture has very low requirements on the equipment 
of the client layer. Only a normal WEB browser is required to 
participate in College Online English courses. Due to the great 
differences in the electronic equipment used by college 
students, it is inevitable to make mistakes when using the client 
mode. Therefore, the B/S architecture is the most secure [18]. 
In addition, the architecture has good reusability and scalability, 
which is conducive to the long-term use and version update of 
the English course online education collaboration platform 
[19]. 

After the framework of the platform is determined, the 
corresponding algorithm can be built. The test paper questions 
adopted by the WEB-based College English course network 
teaching and writing platform can be divided into objective 
questions and subjective questions. Due to the existence of 
standard answers to objective questions, students need to be 
completely consistent with the standard answers to score. 
Therefore, the idea of complete vocabulary matching can be 
used to build an objective question scoring algorithm. The 
judgment formula is shown in formula (1). 

t

t

S N
S

N


       (1) 

 Application tier  Data tierCustomer tier

Web server Database serverWeb browser

SQL request

Outcome

 
Fig. 1. B/S framework principle. 
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In formula (1), S  represents the student’s score on the 

question, and N  represents the number of matching 

keywords with the standard answer, while t
S

 and t
N

 
respectively represent the total score of the question and the 
number of all keywords. Compared with the scoring of 
objective questions, the algorithm of subjective questions is 
more complex. The reason is that both the reference answers of 
subjective questions and the answers of students are presented 
in the form of paragraphs. At the same time, the logic adopted 
by the two texts is not necessarily the same. There will also be 
differences in the keywords used by the two. It is common for 
the reference answers and the keywords used by students to be 
synonyms or superior and subordinate words (Liu M et al. 
2021) [20]. The method that teachers use for manual marking 
of subjective questions is usually judged according to the 
coincidence degree of key words and reference answers in 
students’ texts, as well as their writing logic and the purity of 
the overall content (Khan I u et al. 2021) [21]. The scoring 
algorithm design of English subjective questions on the web 
online teaching platform refers to the logical design of teachers’ 
scoring, and it uses the method of prescriptive analysis to 
evaluate the score. Its process is shown in Fig. 2. 

According to Fig. 1, the scoring logic of the algorithm is an 
imitation of the teacher’s human scoring. On the one hand, the 
evaluation matches the keyword of the standard answer with 
the text of the student’s answer, and gives the score according 
to the proportion of the number of successful matches in the 
total number. On the other hand, the text similarity between the 
standard answer and the student’s answer is calculated, and the 
score is given according to the degree of fit between the two 
texts, and then the two scores are combined according to a 
certain weight to obtain the final score. In this model, the word 
matching algorithm adopts a two-way matching algorithm. 

This algorithm is an optimization of the ordinary single item 
matching algorithm. It can distinguish keywords from the 
forward and reverse directions. In this algorithm, the matching 
degree between a keyword and the keyword in the student’s 
answer is calculated by the common formula (2). 

( , )
( , ) i j

i i
i

Max K K
K D

m
 

   (2) 

In equation (2), 
( , )

i i
K D

 is the ratio of a keyword to 
the number of characters of the current keyword. When the 
value is greater than the given threshold, the keyword matching 
is considered successful, otherwise, the matching is considered 

failed. i
K

 and j
K

 are respectively the number of 
characters of keywords in the student text when the forward 

matching and reverse matching are successful, while i
m

 is 
the number of characters of keywords in the reference answer. 
This algorithm effectively avoids the recognition failure due to 
the difference between the students’ words and the reference 
answer. After the keyword matching condition is obtained, the 
keyword score of the question can be calculated. The 
calculation logic of the score of the subjective question is 
similar to that of the objective question. It is judged by the ratio 
of the total number of identified successful keywords to the 
total number of keywords in the reference answer. The 
calculation process is shown in formula (3). 
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Fig. 2. Flow chart of subjective question scoring algorithm. 
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B. Text Similarity Detection Algorithm 

According to the flow chart of subjective question scoring 
algorithm, the flow of text similarity detection algorithm is to 
preprocess student answers and reference answers, match 
feature vectors by combining semantic association, then 
calculate similarity, and finally calculate scores according to 
the closeness of answers. Text preprocessing mainly includes 
two steps: word segmentation and stop word filtering. The 
word segmentation tool uses THULAC as the word separator. 
The tool has high word segmentation accuracy and good 
recognition ability for professional terms. At the same time, it 
has good adaptability to the web [22]. Stop word filtering is the 
operation of filtering words such as ―very‖ and ―do‖ that have 
little effect on the actual meaning of the text, which can 
effectively reduce the workload of subsequent recognition and 
matching, save computing resources and improve speed [23]. 
In the subsequent feature item determination steps, the 
traditional feature item weight calculation does not consider the 
semantic problem, but the proposed vector space model takes 
the semantics into account when selecting feature items, so it is 
necessary to build a semantic association diagram. In this study, 
the semantic association diagram is made based on the How 
Net semantic knowledge dictionary, and its principle is shown 
in Fig. 3. 

In Fig. 2, 1
T

, 2
T

, 3
T

 and other items are semantic topic 
nodes. These items are a large number of semantic hypernyms, 
but these items do not have hypernyms. ―Sports‖, ―biology‖ 

and other words can be used as semantic topics, while 4
t

, 5
t

, 

6
t

 and other items are called non semantic topic nodes. These 
nodes belong to the hyponymy of one or more semantic topics, 

and may have their own hypernymic or hyponymic words, 
―Basketball‖ is the non-semantic topic node of ―Sports‖. Based 
on the upper and lower semantic relations of the semantic 
association graph, the upper semantic relations of the semantic 
association graph can be expressed in mathematical form, and 
the expression is shown in formula (4). 

1 ( )
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     (4) 

In formula (4), 
( )

U i
L t

 represents the set of semantics 

starting from i
t

 and going up the U  layer, besides k
t

 and 

i
t

 respectively represent different semantic nodes. Based on 
this formula, the union of all the superscript nodes of any node 
can be obtained, that is, the set of the node. The expression for 
finding the set is shown in formula (5). 

2 3
( ) 1( ) ( ) ( )

U i i i i
L t L t L t L t   

  (5) 

After the definition of semantic association graph is 
completed, it is necessary to build a semantic space vector 

model. The model is set as R , its dimension is set as D , and 

the feature vector is t . Then the expression of the model and 
semantic feature vector is shown in equation (6). 
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Fig. 3. Schematic diagram of semantic association. 
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Fig. 4. Schematic diagram of feature item and semantic topic space. 

The number of i
t

 in equation (6) is determined by the 

dimension, that is,
{1,2, , }i D

 , and 
[0,1]

i
t 

. 
According to this formula, the schematic diagram of the 
semantic space vector model is shown in Fig. 4. Each 
coordinate axis in the figure represents a semantic topic. The 
more a feature item matches a semantic topic, the greater its 
value on the coordinate axis of the topic. If a feature item is 
related to a plurality of semantic topics, its vector will be 
between the two fields. The correlation between each feature 
item and each semantic topic depends on the weight of each 
vector. The higher the correlation with a topic, the higher the 
weight of its corresponding component. 

After defining the semantic space vector model, it is 
necessary to quantify and express the semantic feature vector 
in an appropriate way. Quantification is to meet the needs of 
text similarity calculation, and the appropriate expression can 
simplify the calculation and improve the efficiency of the 
algorithm. In terms of quantification, the following rules are 
designed. First, the weight of the feature item ranges from 0 to 
1. The larger the value, the better the feature item reflects the 
semantics. When the weight is close to 1, the feature item is 
considered to be basically equivalent to the semantic topic. 
When the weight is close to 0, the feature item is considered to 
be basically irrelevant to the semantic topic. Secondly, in terms 
of the angle of feature items, it is stipulated that the angle 
between synonyms and feature items not in any semantic field 
is 0, the angle between synonyms and hyponyms should be 
close to 0, and the vector angle between feature items in 
different fields is 90 degrees. In the aspect of feature vector 
representation, the occurrence times of feature items in the text 
and their weights in the semantic space vector model are used 
as variables to represent the feature vector, and the expression 
is shown in formula (7). 
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( )
n

i i
i

F t t


 
      (7) 

In formula (7), 


 is the feature item vector after 

normalization, 
( )

i
F t

 is the number of times the feature item 

appears in the text, and i
t

 is its corresponding vector in the 
semantic space. After the feature vector is properly expressed, 
the text similarity between the student answer and the reference 
answer can be detected. Here, the vector cosine method is used 
for detection, and its expression is shown in formula (8). 
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In formula (8), SIM  refers to the text similarity of 

student answers and reference answers. it


 and kt


 
respectively represent the weight of student answers and 

reference answers in the t  feature item. N  is the total 

number of feature items. It can be seen that the smaller SIM , 
the smaller the text similarity, and vice versa. Finally, after the 
keyword matching degree and text similarity are obtained, the 
subjective questions can be scored according to their respective 
weights. The scoring calculation process is shown in formula 
(9). 

( ) , 1
k t

S A S B SIM S A B      
   (9) 

In formula (9), S  is the final score of students, k
S

 

refers to the score of students in keyword matching, A  and 

B  are the weights of keyword matching and text matching 

respectively, and t
S

 is the total score of the topic. 
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C. Subjective Item Scoring Algorithm Based on Nonlinear 

Classifier KNN 

As a compulsory course for most majors, College English 
courses attract a large number of students every year, which 
leads to a large number of examination papers on the WEB 
English teaching platform [24]. In order to further improve the 
efficiency of subjective question marking, KNN algorithm is 
introduced into the test paper scoring algorithm. The data 
scored by word matching and text similarity algorithm is used 
as the training set to train the KNN algorithm. The successfully 
trained KNN algorithm will be able to evaluate other test 
papers with high efficiency. The judgment principle of KNN 
Algorithm in subjective question scoring situation is shown in 
Fig. 5. For the red circular judgment object in the figure, KNN 
algorithm will calculate the samples of orange Pentagram and 
black triangle, that is, the distance between the training sample 
and the judgment object, take the first k distances with the 
shortest distance, and then analyze the category of the 
corresponding K samples. The category with the largest 
number of samples is considered as the category of the 
judgment object. 

Although KNN algorithm has the advantages of fast 
operation and no need to retrain when adding new samples, 
when there is difference in the number of samples or uneven 
density distribution, it will also lead to great error in the output 
results [25]. Fig. 6(a) is a schematic diagram of the output error 
of the algorithm result caused by the error of the sample 
number. As shown in the figure, when the value of K is large, 
although the object to be determined is closer to Y, it may still 
be determined as X, because the number of X is much higher 
than Y. Fig. 6(b) is a schematic diagram of misjudgment 
caused by too large difference in sample density. It can be seen 

that under this condition, the object to be judged is closer to Y, 
but the X distribution in a K finger is too dense, resulting in the 
number of X greater than Y. 

In view of this situation, the KNN local weight correction 
algorithm is used to improve. The principle of the algorithm is 
to give a lower weight to the samples with too many and too 
large density compared with other training samples within the 
range of K value. On the contrary, a higher weight is given to 
smooth out the error. To describe the correction algorithm, a 
weight correction parameter needs to be defined, and its 
expression is shown in equation (10). 
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Fig. 5. Principle of KNN algorithm applied to test paper scoring. 
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Fig. 6. Misjudgment principle of KNN Algorithm in subjective question scoring. 
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In equation (10), 
( )c

 is the weight correction parameter 

of the object category, 


 is the adjustable parameter, 

MaxNum  and 
avgNum

 are the maximum number of 
samples and the average number of samples of each category 

respectively, and 
( )Num c

 is the number of samples of the 
object category. The weight correction parameter can give 
different values according to the number and density of the 
actual training sets to smooth out this difference. The training 
samples with large differences in the number of samples can 
also enable KNN to output correct results. Finally, score one 
by one based on the weight correction parameters, and the 
expression of the final score is shown in equation (11). 
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In equation (11), k  is the nearest number, SIM  
represents the text similarity between the student’s answer and 

the nearest sample, and S  is the final score of the student’s 
answer. Due to the existence of weight correction parameters, 
the weight of each type of sample is no longer unified as 1. 
Therefore, theoretically, the probability of outputting wrong 
results due to the difference in the number and density of 
samples will be greatly reduced. 

IV PERFORMANCE ANALYSIS OF TEST PAPER SCORING 

ALGORITHM FOR WEB-BASED ENGLISH TEACHING PLATFORM 

The performance analysis of the test paper scoring 
algorithm of the web network teaching platform mainly 
includes the judgment ability of the improved KNN algorithm, 
the differences between the scoring algorithm and manual 
scoring, and the scoring time. For KNN algorithm, the 
selection of K value has a great impact on its performance. 
Therefore, the algorithm is tested under different K values. The 
results are shown in Fig. 7. 

When the value of K is 39, the accuracy of both the 
improved KNN algorithm and the original KNN algorithm 
reaches the maximum, and then the accuracy of both 
algorithms begins to decline slowly. However, when K is 39, 
the accuracy of the improved KNN algorithm is 13% higher 
than that of the traditional algorithm, which shows that the 
weight correction parameters can significantly improve the 
accuracy of the KNN algorithm under the appropriate K value. 
Therefore, the value of K in this experiment is 39. The 
experiment was conducted on a WEB teaching platform based 
on Windows 10, which uses MySQL 5.1 database and Tomcat 
6.0.33 server. In the process of correcting the actual test paper, 
different semantic topics may have an impact on the accuracy 
of the algorithm. Therefore, the common semantic topic data 
sets in six English tests are used to test the performance of the 
algorithm under different semantic topics. The performance is 
shown in Fig. 8. 

Fig. 8(a) shows the test results of algorithm accuracy, Fig. 
8(b) shows the test results of recall, and Fig. 8(c) shows the test 
results of F value. Under different semantic topics, the 
performance of the improved KNN algorithm and the original 
KNN algorithm shows obvious fluctuations. The improved 
KNN algorithm can achieve a recognition accuracy of 100% at 
most, while the lowest is only 34%. The highest recall rate is 
0.90, and the lowest is only 0.50. However, compared with the 
two algorithms, the accuracy of the improved KNN algorithm 
is always higher than the original KNN algorithm, and the 
maximum difference between the two is 0.50. Except for the 
sixth semantic topic, the recall rate of the improved KNN 
algorithm is also higher than the original KNN algorithm. The 
results show that different semantic topics may have a 
significant impact on the performance of the algorithm. The 
web-based test paper scoring algorithm is constructed by 
imitating the mechanism of teacher manpower scoring. 
Therefore, comparing the scoring results with the teacher 
manpower scoring results can better evaluate its performance. 
The comparison results are shown in Fig. 9. 
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Fig. 7. Algorithm performance under different K values. 
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Fig. 8. Performance of the algorithm under different semantic topics. 
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Fig. 9. Comparison of different algorithms and manpower scoring. 

Fig. 9(a), Fig. 9(b), Fig. 9(c) and Fig. 9(d) are the 
comparison results of human scoring and K-means clustering 
algorithm, original KNN algorithm, test paper scoring 
algorithm without KNN and improved KNN algorithm 
respectively. Three machine learning algorithms are trained 
based on test paper scoring algorithm. It can be seen that the 
change trend of the scores of the four algorithms is basically 
consistent with the human scoring, which means that the four 
algorithms have successfully imitated the mechanism of 
teachers’ human scoring to a certain extent, but the distance 

between the broken line of K-means clustering algorithm and 
the original KNN algorithm and the broken line of human 
scoring is significantly greater than that of the test paper 
scoring algorithm and the improved KNN algorithm, which 
means that the test paper scoring algorithm and the improved 
KNN algorithm have a better effect on the imitation of human 
scoring. In order to further study the performance differences 
of several algorithms, the difference between them and the 
human score is described with pictures, as shown in Fig. 9. 
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Fig. 10. Difference between different algorithms and manpower scores. 

It can be seen from Fig. 10 that the difference between the 
scoring algorithm and the improved KNN algorithm and the 
manpower score is very low, ranging from 0 to 2 points, and 
the difference between the two is also small, less than 1 point. 
The difference between the other two algorithms is 
significantly greater, and the difference with the manpower 
score fluctuates between 2 and 6.5 points, which indicates that 
the scoring algorithm has a good imitation effect on the 
manpower score, while the improved KNN algorithm has a 
good learning effect on the scoring algorithm, and the learning 
effect of the original KNN and K-means clustering algorithm is 
inferior to the improved KNN algorithm. In addition to 
teachers, students often evaluate the fairness and accuracy of 
the automatic scoring algorithm. With the student feedback 
system of the Web English teaching platform, we studied and 
collected the proportion of misjudgments reported by students 
in multiple test papers through the platform under several 
scoring algorithms, and evaluated the performance of the 
algorithm from this angle. The results are shown in Fig. 11. 

By comparing several algorithms, it is found that the 

proportion of students’ reported misjudgment under the 

original KNN algorithm is the highest in each test paper, the 

highest is 12.5%, and the lowest is 7.8%. The student report 

misjudgment ratio of the scoring algorithm and the improved 

KNN algorithm is always lower than that of the original KNN 

algorithm, of which the highest is 10.8% and the lowest is 

7.3%. According to the data statistics of the web platform, the 

average student report misjudgment ratio of teachers’ manual 

correction is 5.7%. The algorithm is very close to this standard, 

which means that the evaluation accuracy of the algorithm is 

also high from the perspective of the evaluated students. 

Finally, the time consumed by different algorithms for the 

same test set is studied and counted. Since the original 

intention of the scoring algorithm is to improve the efficiency 

of the Web English teaching platform, the algorithm time is an 

important evaluation item. The results of time-consuming 

evaluation are shown in Table I. 
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Fig. 11. Proportion of students’ report misjudgment under different algorithm. 
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TABLE I. ALGORITHM TIME-CONSUMING DETECTION 

\ 
Scoring 

algorithm 
Improved KNN KNN 

Time 

consuming 

(s) 

Set 1 177 124 137 

Set 2 130 105 100 

Set 3 212 108 114 

Set 4 97 63 59 

Set 5 133 93 91 

Table I describes the time-consuming of scoring three 
algorithms in five different sets of test papers. The 
time-consuming of the original KNN algorithm and the 
improved KNN algorithm is always less than that of the 
scoring algorithm for each set of test papers. The difference 
between the time-consuming of the improved KNN algorithm 
and the scoring algorithm is up to 104 seconds, indicating that 
the machine learning algorithm is stable in judging speed than 
the scoring algorithm without machine learning. Comparing 
the original KNN algorithm with the improved KNN algorithm, 
it is found that the time-consuming of the two algorithms is 
relatively close, and they have their own advantages and 
disadvantages in different test papers, which shows that the 
improved KNN algorithm is similar to the original KNN 
Algorithm in terms of calculation speed. 

V DISCUSSION 

The English grading algorithm based on KNN and text 
similarity is constructed. The algorithm is divided into two 
parts: objective question scoring and subjective question 
scoring. Due to the inconsistency between students' answers 
and reference answers, it has been difficult to use automatic 
algorithms to completely replace teachers' manual scoring in 
the subjective scoring of English test papers. The algorithm's 
ability to judge the text similarity of different semantic topics 
has been tested. The results show that the proposed algorithm 
can achieve the highest recognition accuracy of 100%, and the 
highest recall rate is 0.90. Even for the performance of the 
method itself, the improved KNN structure in the algorithm is 
obviously superior to the ordinary KNN model. In the test of 
actual English test paper data, the algorithm is used to compare 
with the teacher's manual grading. Compared with other similar 
algorithms, the score given by the proposed algorithm is 
significantly closer to the score of the teacher's manual score, 
and the maximum difference between the scores is no more 
than two points. Further research on the misjudgment rate 
reported by students, shows that the proposed algorithm has the 
lowest misjudgment rate, which is the closest to the 
misjudgment rate of teachers' manual grading. In the current 
subjective question scoring algorithm applied in the online 
learning platform, the collected data of false judgment rate is 
often more than 13%. Therefore, the research believes that the 
proposed algorithm has higher scoring performance in 
comparison, and can be applied to the English test paper 
scoring on the WEB online learning platform. 

VI CONCLUSION 

The WEB-based College English course network teaching 
cooperation platform has broadened the channels of College 

English teaching, so that students and teachers can carry out 
English teaching activities more conveniently and efficiently. 
In the online examination of the WEB College English 
teaching platform, the scores of test papers, especially the 
subjective questions, are often scored by teachers’ manpower, 
which is no different from the efficiency of traditional offline 
teaching. Therefore, this research designs a test paper scoring 
algorithm based on the College English teaching platform 
combined with the improved KNN algorithm. The performance 
test results show that the algorithm performs well in the 
similarity between the scores and the scores of teachers’ 
manpower, The lowest score difference between it and the 
teacher manpower score is only 0.4 points, and the highest is 
only 2 points. In addition, the algorithm has outstanding 
performance in the classification accuracy of different semantic 
topics. The accuracy of some semantic topics reaches 100%, 
and the accuracy of all semantic topics is higher than the 
traditional KNN algorithm. In terms of the time-consuming of 
the algorithm, the minimum time-consuming of the algorithm 
in the experiment is only 63 seconds, which is significantly 
faster than the human scoring speed. According to the test 
results, the algorithm can correct the objective and subjective 
questions of the online English teaching test paper with the 
accuracy close to that of human marking. Its application can 
effectively reduce the workload of teachers and improve 
efficiency. At the same time, the algorithm has the potential to 
be applied to other subjects. The imperfection of this study lies 
in the calculation speed. The improved KNN algorithm is not 
much different from the traditional algorithm. Therefore, on 
the basis of this study, how to improve the speed is the next 
research direction. 
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Abstract—The Internet interconnections’ exponential growth
has resulted in an increase in cyber-attack occurrences with
mostly devastating consequences. Malware is a common tool for
performing these attacks in cyberspace. The malefactors would
either exploit the present weaknesses or employ the distinctive
characteristics of the developing technologies. The cybersecurity
community should increase their knowledge on the types and
arsenals of cyber-attacks, and security measures against cyber-
attacks should be in place as well. Also, advanced and effective
malware defense mechanisms should be established. Hence, this
study reviews cyber-attack types, measures and security precau-
tions, and professional extrapolations on cyber-attacks future and
the associated security measures. Semi-structured interviews were
performed, involving five IT managers and nine Cybersecurity
Consultants, to obtain the data. The study findings demonstrate
prevention as key for data breach risk prevention. Knowledge of
common attack methods and the use of cybersecurity software
can facilitate individuals and organizations in thwarting hackers
and in preserving their data privacy. Two-factor authorization
by consumers and new back-end security protocols and security
methods, including Artificial intelligence (AI) application, will
encumber hacking attempts.

Keywords—Cybersecurity; cybercriminals; cyber-attacks; cyber-
security techniques; security precautions

I. INTRODUCTION

The last 20 years have seen the emergence of the Internet
as key to global communication, making the Internet today an
important part of the life of people globally. Worldwide, [1]
reported that there were more than 3 billion internet users, and
such number of users has been greatly factored by the ubiquity
and low cost of the Internet. Through the immense global
network made possible by the Internet, billions of dollars have
been generated each year, adding to the global economy [2, 3].
Today, interactions and many other activities of various types
are being carried out in cyberspace [3, 4], like financial trans-
actions between business parties and casual communication
between individuals [5, 6]. The cyberspace controls, manages
and exploits vital and sensitive infrastructures and systems, but
the cyberspace can also be made up of such infrastructures and
systems [7].

The cyberspace is where varied aspects of citizens’ lives
are interconnected, and so, as indicated by [8], the conditions
of the cyberspace will directly affect the lives of the citizens
[8]. Today, cyberspace has presented new security challenges
to governments. As reported by [9], cyber-attacks and their
effects have been the subject of concern among analysts since
the last decade. Cyber-attacks undeniably lead to damages,
physical and/or economic, and there have been cases where the
damages were so widespread and severe, as can be exemplified

by virus attacks on stock market of a country, resulting in a
crash or a loss of colossal amount of money, or virus attacks
on a power plant system leading to a massive explosion loss
of lives and properties, just to name a few [10, 11].

The advent of the Internet and the current digital transfor-
mation have made cybersecurity a serious matter to experts
and all other involved parties. Today, people are increasingly
dependent on computer systems, the Internet, and wireless
networks (e.g., Bluetooth and WiFi) [12], as can be observed
by the increasingly common dependence of people towards
smart devices like smartphones and the Internet of Things. In
other words, people today are more at risk of being victims to
cyber-attacks. Meanwhile, as reported by [13], the discovery of
malicious activities on the network has been too common. In
general, detection of intrusion has been reactive in nature, and
the reaction is only to certain patterns or observed anomalies.
However, scholars including [3] and [14] mentioned the need
to employ a proactive approach instead, that is, to react to these
intrusions before they manage to cause any harm. Somehow,
it appears that work and advancement in predictions, measures
and security precautions concerning cyber security remain
obscure, but, recently, the efforts seem to be gradually gaining
momentum [3, 14, 15].

Cyber-attacks are becoming more complex and severe as
time passes [16]. Currently, only little is understood pertaining
to the different types of cyber-attacks, how these attacks
spread, and the current security precautions against them. As
such, many organizations/countries have fallen victim to these
attacks. Meanwhile, security measure development needs com-
prehensive understanding of these attacks, and so, a complete
listing and classification of cyber-attacks is a crucial element of
cyber security initiatives. The present study seeks to describe
the different kinds of cyber-attacks, measures and security
defenses against them, while also predicting future cyber-
attacks. Some security measures are proposed, to facilitate
programmers in their development of security devices and
mechanisms according to the mode of attack.

II. RELATED WORKS

A. Cybersecurity

Cybersecurity entails a bulk of practices, technologies,
and processes specifically developed to safeguard the data,
networks, programs, and devices of people and enterprises
from attacks [3], [14]–[18]. Meanwhile, financial, corporate,
government, military, and medical organizations generally
gather, process, and store data in substantial amounts on
computers and other devices. Some of these gathered data
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can be sensitive data like personal data, financial data, and
intellectual property, and so, access to such data requires
authorization because negative consequences could result when
these data are accessed by unauthorized parties [15, 19, 20].
Therefore, for these organizations, cybersecurity is a crucial
matter [19]–[22].

In business transactions, sensitive data is transferred to
other devices across networks. Appositely, cybersecurity en-
compasses the discipline for safeguarding the information and
the applied systems in its process or storage [23]–[26]. In this
regard, firms that are responsible to protect the information
on financial records, health, and national security are obliged
to take measures to safeguard their sensitive business and
personnel information, especially now that cyber-attacks have
increased in terms of volume and superiority [23]–[26].

Through a solid cybersecurity strategy, an appropriate
security mechanism can be achieved, and this mechanism
could effectively deter malicious attacks that generally would
attempt to access, modify, erase, extinguish or extort the
systems and sensitive data of persons or organizations [27]–
[29]. Additionally, cybersecurity could deter attacks that could
incapacitate or mess up the operations of a device or system
[27]–[29].

B. Cybercriminals

Cybercrime relates to criminal activity involving a com-
puter, networked device or a network [30]–[34]. In general,
cybercrimes are executed by cybercriminals for the purpose
of making personal gain [30]–[34]. However, there are cyber-
crimes performed for the purpose of damaging or disabling
computers. There are also those who utilize computers or net-
works for the purpose of disseminating malware, and also for
dispersing prohibited information, images or other materials
[30]–[34].

Cybercrime was defined by the Council of Europe Conven-
tion on Cybercrime as a vast gamut of malicious activities, and
among these activities are unlawful data interception, copyright
infringements, and system intrusions, that impair the integrity
and availability of the network [35, 36]. The USA is a signatory
to this council [35, 36].

The internet connectivity is a common availability today
as it is a requirement to various daily undertakings. However,
such availability has caused cybercrime activities to thrive
as the culprit could commit the crime without having to be
physically present [37]. Fraud, money laundering, cyberbul-
lying and cyber stalking are among the examples of com-
monly committed cybercrimes, and these crimes are further
facilitated by the speed and convenience of the internet, and
the anonymity and borderless reachability that the Internet is
offering [23, 28, 36, 37].

Cybercrimes may be executed by persons or groups with
fairly little technical skills. Equally, the crimes may be commit-
ted by extremely structured global criminal groups involving
skilled developers and other experts. Also, it is common to
see cybercriminals operating in countries that have no or weak
cybercrime laws so that they could not be easily detected or
prosecuted [38, 39].

C. Cyber Attacks

A cyber-attack is an intentional and malicious effort made
by a person or an organization to break the information system
of others [40]. The attack is usually economically driven, but
there are also attacks that involve data or information stealing,
modifying or destruction. In other words, among the goals
of attack include to break the system, or to steal, modify or
destroy the data or information of others [3, 15, 39, 40].

Cyber-attacks are more and more common these days.
Furthermore, the Cisco Annual Cybersecurity Report [41]
has relevantly indicated that the advent of network-based
ransomware worms has allowed attackers to launch campaigns
without the need for human involvement. Also, security events
nowadays have become more intricate and more copious [41].
Moreover, businesses today face cyber-attacks on a daily basis;
it was mentioned by the then CEO of Cisco (Mr. Chambers)
that businesses can be classed into two groups; One comprises
those that have been hacked, and the other comprises those
that are still unaware of the fact that they have been hacked
[42].

Cyber-attacks generally occur in six forms namely: Mal-
ware, Phishing, Denial of Service (DoS), Man-in-the-Middle
(MitM), Password Spraying, and Cross-site Scripting (XSS)
[40]–[49]. Each of these attack types is described as follows:

1) Malware: Malware encompasses malicious code or ma-
licious software, and it is essentially a program that is covertly
implanted inside a system with the purpose of disrupting the
data so that the data would lose their integrity, confidentiality,
or accessibility [50]. Malware is regarded as a major external
threat to systems as it can affect the systems’ operation
[40, 43, 50]. Malware can cause widespread damage and dis-
ruption, and significant efforts would be required to fix this
malware problem. Malware comes in various forms including
Trojans, virus, worms, spyware and ransomware [40, 43, 50].
The details are as follows:

• Trojans: This type of malware is also known as Trojan
horse, and encompasses a seemingly legitimate and
safe file, program, or piece of code (but indeed a
malware) [43, 51]. Usually, Trojans are bundled and
transported within an authentic software, and are cre-
ated for spying on or for stealing data from victims.
Trojans display themselves as genuine files, and so,
victims would be misled to click, open, or install these
Trojans (without knowing). Upon installation, many
Trojans will download other malware to spy on the
victim or cause other types of harm.

• Viruses: Viruses generally will attach themselves to
the order of initialization, and these viruses would
replicate themselves to infect other codes within the
computer system [40, 51, 52]. They also could attach
themselves to executable code or link themselves with
a file through forming a virus file with a similar name
but with an extension [51,52]. This file is a decoy that
transports the virus [40, 51, 52].

• Worms: Worms encompass self-contained programs
spreading across networks and computers [43, 51, 53].
Frequently installed via email attachments, worms
would dispatch a copy of themselves to all contacts
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in the affected computer email list [53]. Usually,
worms are used by perpetrators to overload an email
server and generate a denial-of-service attack. How-
ever, worms don’t attack the host like viruses do
[40, 53].

• Spyware: This type of malware entails a program that
attackers use to gather information relating to users,
their systems or browsing routines, sending the data to
a remote user [54]. The obtained information can be
used by the attacker to blackmail the user. Also, the
attacker could download and install other malicious
programs from the web [40, 43, 51, 54].

• Ransomware: Ransomware is a very common attack
method with the ability to inhibit or restrict the access
of users to their system [55]. It also may instruct
users to pay a certain amount of ransom using online
payment methods [56], which generally would involve
the use of virtual currencies like bitcoins, before they
could re-access their system or data. Ransomware gets
into computer networks; through the use of public-
key encryption, ransomware encrypts the files, and
this encryption key remains with the server of the
cybercriminal [56]. Encryption is used by cyber crim-
inals to detain the data, and the data owner has to
pay a certain amount of ransom to get the private key
[40, 43, 55, 56].

2) Phishing: Phishing is an activity of transmitting de-
ceitful communications through seemingly reputable emails
[45, 47]. It is common to see these emails demonstrating
legitimacy but they actually link the receiver to a malicious
script or file [45]. Through this script or file, the attackers
could gain access to the device of the victim and gain control
over it. Consequently, the attacker could also insert malicious
scripts/files, and extract sensitive data like user information,
financial data, and so forth [45, 46]. Essentially, phishing is
done to steal confidential data such as the victim’s login
information and credit card details.

3) Denial of service (DoS) and distributed denial-of-service
(DDoS): DOS attacks involve flooding the systems, servers,
and/or networks with traffic for the purpose of overloading the
resources and bandwidth, resulting in failure of the system in
meeting valid requests [48]. DoS attacks can be simultaneously
executed by various computers at one specific time and this
is called Distributed Denial-of-Service (DDoS) attack [34, 48].
Dealing with DDoS attacks can be very challenging because
attackers can come from various IP addresses globally, making
it very difficult for network administrators to determine the
attack source [30, 48].

4) Man-in-the-middle (MitM): Man-in-the-Middle (MitM)
attack which is also called eavesdropping attack, involves
hijacks by an attacker during a session between a trusted
client and network server [47]. During the attack, the attacker’s
computer switches the IP address of a trusted client while the
session is resumed by the server as the server thinks that it is
still in communication with the client, not knowing that the
client has been replaced with the attacker’s computer [36, 47].
As an illustration: a client is in connection with a server when
the computer of the attacker gains control over the client. The
computer of the attacker then disconnects the client from the

server. This is followed by the replacement of the client’s IP
address with that of the attacker’s computer. The sequence
numbers of the client are spoofed. The communication be-
tween the network server and the client resumes but the server
does not know that it is no longer communicating with the
client, but with the attacker’s computer instead.

5) Brute-force and password spraying: Brute-force attacks
generally involve attacks on a single account, whereby the
attacker would test various passwords in the attempt of gaining
access to an account [44]. This leads to recurrent failed logins
[44, 57]. However, in general, modern cybersecurity protocols
are able to identify such activity and will lock out an account
following several failed login attempts within a short period
of time [57].

However, the use of password spraying by attackers can
overturn the standard protocols of cybersecurity [58]. Hence,
the attacker would try to log on to several user accounts with
the use of various passwords that are commonly used. Using
a single password on several accounts before using another
password on the exact accounts would prevent the standard
lockout protocols from being activated. This way, the attacker
could continue trying out more and more different passwords
on the target account [44, 57, 58].

Owing to the failure of many users in adhering to best
practices of password usage, the method of password spraying
attacks are often successful. As reported in 2019, recognizable
number arrangements like “12345”, typical names of females
like Jennifer, and the word “password” are among the most
commonly used passwords among users [59, 60]. These, and
other reported 200 easily guessed passwords have contributed
to data breaches [59, 60]. Hence, attackers targeting a reason-
ably large number of usernames and utilizing a sufficiently
large array of common passwords are likely to succeed in
gaining access to some accounts [40, 43, 44, 59, 60].

6) Cross-site scripting (XSS): Cross-site scripting or XSS
refers to a weakness of web security, allowing attackers to
compromise the interactions of users with weak applications
[49, 61]. The weakness of the user’s system allows attackers to
evade the exact origin policy that distinguishes websites [62].
The attacker could disguise as the user and perform any actions
of the user and access all data of the user. Hence, the attacker
may have complete functionality control over the application
belonging to the user if the user has privileged access within
the application [49, 61].

D. Cybersecurity Tools and Techniques

Today, the number of illegal attempts to gain access
to private data has increased. These attempts are generally
for stealing the data or for forcing users into information
blackmailing. Such a situation has increased the importance
of cybersecurity [3, 14, 15, 17, 18]. There are various methods
being used in achieving cybersecurity. Among them include
anti-virus, firewall, authentication, encryption and digital sig-
natures. The details of each are as follows:

• Anti-Virus: A computer virus is generally an unwanted
short program that prompts undesirable commands
without user consent. An antivirus generally performs
two tasks [15, 63]. The first task is to prevent the
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installation of a virus in a system, and the second
task is to scan the system to find out if there are
viruses existing in a system [15, 63]. Most viruses are
created to attack Windows operating systems because
most users prefer to use Windows as their computing
platform. However, there are also viruses created to
attack Apple and Linux operating systems [63, 64].

• Firewall: Firewalls are created to provide an effective
deterrent towards hackers’ attempts to illegally access
a computer upon its connection to the internet or to
other network connections [65, 66]. Most operating
systems are equipped with a firewall and the firewall is
turned on by default. In addition to the default firewall,
users could also install commercial firewalls if the
default firewall does not provide sufficient protection
or if it interferes with the user’s legitimate network
activities [65, 66].

• Authentication: Authentication is regarded as the basic
method of cybersecurity. It provides a verification to
user identity according to the records saved in the
system’s security domain [67]. Password technology
is the most common security control method, but
there are also other methods including SIM cards that
are inserted into the cell phone of the user [67]–
[69]. A SIM card has unique ID numbers, and during
identification of certain cell phones, these numbers
are transmitted over a secure communication line.
During the process of authentication of a message,
there may be eavesdropping attempts made by unau-
thorized parties, and it may be very difficult to counter
these attempts. The transmission of password through
an insecure medium may cause the password to be
intercepted by fraudulent individuals disguising as the
original user. Encryption can be used in dealing with
this problem [67]–[69].

• Encryption: Encryption makes data incomprehensible
and the right key is required to unlock it [70]. Re-
solving an encryption requires a resolution of intricate
mathematical problems (e.g., factoring large primes)
which is highly resource and time consuming [70, 71].
In the encoding and decoding of a message, a similar
key is used in symmetric encryption, with security
level similar to that of the key. Possible security risks
are included alongside the key distribution. For asym-
metric encryption, the public key is used in message
encryption, while the private key is used in message
decryption. For key distribution in today’s security
protocols, most employ asymmetric encryption [71].

• Digital signatures: Digital signatures can be formed
from similar mathematical algorithms applied in
asymmetric encryption [72]. Utilizing some informa-
tion encoded with it, the user could perform a test to
see if the key that he is in possession of, is private.
Similar decryption can be obtained by the user through
the attainment of a public key that will verify his (user)
credentials [72, 73]. In general, this process is identical
to that of public key encryption, and it operates based
on the assumption that the authorized user is the only
party in possession of private key [72, 73].

III. METHODOLOGY

The study data were obtained by way of semi-structured
interviews. The interviews took 45 minutes, and the inter-
viewees comprised five IT managers and nine cybersecurity
Consultants. The interviewees were reached through email
and they took part in the interviews willingly. They were
asked about the types of cyber-attacks and the measures and
security precautions to be taken to counter these attacks. The
interviewees were also asked to make predictions concerning
the future of cyber-attacks and relevant security measures. All
interviews would be stripped off of the identifying details. The
authors would discuss the extracted data until an agreement
was reached.

IV. FINDINGS AND DISCUSSIONS

The conducted interviews resulted in the understanding
of cyber-attacks in terms of types and weapons. Also, the
interviews provide the researcher with understanding of the
measures and security precautions to counter cyber-attacks.
Additionally, the interviewees made predictions concerning the
future of cyber-attacks and the associated security measures.
Accordingly, all interviews would be stripped off of identifying
details. Any disagreements or concerns about the extracted
data were discussed among the authors until a consensus was
reached.

A. Types and Weapons of Cyber Attacks

There is an increasing number of people working from
a distance or online since the year 2019 [74]. Consequently,
as reported by the FBI, the number of cyber-attacks have in-
creased by fourfold towards online activities [74]. Also, studies
have shown an increase in the impact of successful cyber-
attacks on organizations and their users each year [57, 74, 75].

As reported, about 197 million records became exposed in
2017 because of data breaches, and the number of exposed
records rose to 37 billion in 2020 albeit the decrease in the
overall number of data breaches [76, 77]. In countries such
as the USA, IBM reported that organizations have to incur
increasing cost when facing these attacks. As reported, the
average cost of a data breach has risen to $8.64M in 2020
from $7.91M in 2018 [76, 77].

A lot of times, the success of cybercriminals in breaching
organizations, also depending on the methods used, is facil-
itated or made possible by human error [3, 15, 17, 18]. For
instance, the use of phishing may not be successful if the target
victim did not click on the link provided. Also, some types of
cyber-attacks exploit the gaps in user’s efforts in data security,
allowing these cybercriminals to gain access to sensitive data
[3, 15, 17, 18].

In the interviews, the participants were asked on the
types and weapons of cyber-attacks. One participant stated the
following:

“Up to now, we are still facing some of the most com-
mon cyber-attacks, for example, Password Spraying Attacks,
Ransomware, Denial of Service, and Malware Attacks too.
Fortunately, there was no serious damage because we had been
prepared – we invested a lot to build strategies against cyber-
attacks. Still, we are not saying that we were unharmed at

www.ijacsa.thesai.org 804 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 2, 2023

all. The damage was there, of course. As precautions, we are
consistent with our Advanced Persistent Threats (APT) audits.
Also, we would always check our risky points.”

Concerning the topic of ransomware, another interview
participant stated the following:

“It appears that ransomware is not just a security inci-
dent. It has changed. Also, it is obvious that the present-day
cybercriminals want to breach our data, and for that, they
are teaming up with organized cybercrime groups to steal the
data. Then, they encrypt on corporate servers. As a company,
our focus is to regain our data. At the same time, we worry
about which public is sharing the data. Cybercriminals use
ransomware when they are under extreme pressure, and their
targeted victim could be any party – individual, company, or
government.”

The interviewees were asked about Phishing techniques.
The response of one interviewee is as follows:

“Phishing techniques involve emailing – the attacker would
email thousands of deceitful messages to target victims. For
instance, the victims would receive an email on receiving a
handsome amount of money. Out of thousands of emails sent,
certain fractions of target victims would fall for the scam.
To increase the success rate, the attackers would use certain
techniques, like mimicking the actual emails from a spoofed
organization. For instance, PayPal. So, they would use similar
phrasing, typefaces, logos, and signatures as PayPal’s. So, the
messages will look legitimate that the victim is less aware that
they are being scammed or attacked.”

One more interviewee offered an opinion regarding phish-
ing, by stating the following:“It is an increasingly common
cyber threat today. As you can see, it is common to receive
emails from what seems like a reputable source when it is
really not the case. These criminals - they just want to steal
sensitive data like your login and credit card information. They
also want to install malware on your computer.”

The interviewees were asked on the subject of Distributed
Denial of Service techniques used by cybercriminals. An
interviewee responded by saying:

“Usually, a DDoS attack is done by a group of malware-
infected host machines. The attacker controls these machines.
We call these attacks the Distributed Denial of Service. This is
because the attacks prevent the affected site from providing the
user with the service it is supposed to provide, and therefore,
the user cannot gain access to the site. The attack causes the
victimized site to become flooded with illegal requests, and
since the site has to answer to each request, its resources
become all used up that it cannot serve users. A shutdown
may happen to the site.”

Research has confirmed that the attacks are essentially
actions aimed at impairing a system or disturbing the normal
operations of a system through the exploitation of the system’s
weaknesses through the use of different techniques and tools.
Attacks are performed by attackers for different reasons like
for gaining certain rewards or simply for personal satisfaction.
The most commonly performed cyber-attacks on organiza-
tions today include Phishing, Password Spraying, Malware,
Ransomware, Man-in-the-Middle (MitM), Denial of Service
(DoS), and Cross-site Scripting (XSS).

B. Measures and Security Precautions against Cyber Attacks

Individuals and businesses could benefit from the use of
cybersecurity measures as it could provide basic protection
to both individuals and businesses from the most common
cybersecurity risks. The tools and processes of cybersecurity
measures are rather easy to follow. They include usage of
strong passwords, a firewall, control of access, security soft-
ware, intrusion monitoring, and increased awareness.

Most global data breaches (86%) are financially driven
[78]. It is thus highly crucial for both individuals and busi-
nesses to be proactive in preserving their cybersecurity, con-
sidering that a cyber-attack can cost the company millions of
dollars [78].

In order that their business data, cash flow and customers
are safe online, businesses should employ various types of
cybersecurity measures, so that risks from various sources
could be averted. Among these sources include internet attacks,
user faults, system or software defects and weaknesses, and
subvert system or software features [79].

The interview participants were asked concerning their
applied measures and security precautions in countering cyber-
attacks. According to one of the participants:

“My organization uses two types of security measures and
precautions – the traditional ones and the modern ones. The
traditional ones include the common methods like IPS and IDS
antivirus. They are used in different platforms. For modern
measures, my organization uses anti-malware, DLP solutions
and sandbox solutions.”

On the same question, another interview participant re-
sponded by stating the following:

“In our organization, the main focus is to standardize and
adapt all the used measures. The human factor is important
as well. We believe that in modern cybersecurity measures,
human capital is the most vital element. That is why our
organization regularly trains the employees on how to avoid
recurrent cyber-attacks.”

The third participant offered his viewpoint as well. He said:

“I think that training programs are useful when you want
to increase the awareness of personnel towards cybersecurity
risks and cyber-attacks. Also, my organization is using security
software and programs from different companies. This is to
reduce the risks of cyber-attacks. For example, the antivirus
and firewall software that my organization is using, was
created by different companies. We feel that the risks and
threats of cyber-attacks can be reduced this way.”

For individuals, among the tips that they can follow
in preserving their cybersecurity include creating a unique
password for each account that they have and updating the
password every three months, aside from constantly updating
their software to prevent software flaws and to keep their
software up to date. According to one participant:

“It is important that social media users make their account
private. Also, they should not reveal their sensitive information
in their posts. In fact, I think that social media users need to
have knowledge about how to properly use the internet.”
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For protecting business data, among the tips for organiza-
tions to follow include the use of secure hardware, data backup
and encryption, cybersecurity insurance, security-focused cul-
ture, and strong cybersecurity software. One participant ac-
cordingly reacted to these tips by saying: “These steps will
help in decreasing the risk and the business can operate in a
smooth manner.”

Prevention is key to reducing the risk of a data breach.
Through the use of cybersecurity software, and through having
the knowledge of the common attack methods, both individuals
and organizations could preserve the privacy of their data and
inhibit hackers.

C. The Future of Cyber Attacks and Related Security Measures

In today’s technology, cybersecurity is an integral element,
amounting to approximately $250 billion in market value [80].
Like the general tech industry, there is a market for cybersecu-
rity in nearly all industries, especially now that the amount of
company information being stored online is increasing, and so
is the demand for cybersecurity solutions to assure its security.

Leaks and hacks on a large scale have occurred in the last
several years, and they have cost companies their customer’s
information and also their reputation [76]. For consumers,
such occurrences have impaired their sense of safety and their
security, and it could even disrupt their lives. Hackers seek
leaked information as such information allows them to steal
money and sensitive information from people.

In order to get access to lists of user accounts, hackers will
go to major websites. However, hackers may face hurdles in
their attempts to steal personal information of users from those
sites. As stated by one participant of the interview:

“Our prediction is that cyber-criminals will learn new and
innovative ways to attack people, their homes and devices, in
their efforts of finding a path to your trustworthy corporate
network.”

Then, another participant added to the discussion by stat-
ing: “Two-factor authorization is now commonly practiced by
consumers. There are also new back-end security protocols and
security methods. AI is one good example, and I am confident
that AI has the ability to disable hacking attempts. Still, we
should not say that everything is secure because we all know
that hackers will keep finding ways around security structures.
Hence, cybersecurity professionals must always be one step
ahead.”

In discussing the topic of Ransomware, a participant
said: “Criminals have been making good profit through Ran-
somware these past several years. They would block users
from using their computers and networks using some malicious
software. These users are forced to pay large amounts of money
or ransom to these criminals to regain their computer or
network use. Unfortunately, we can expect that ransomware
attacks will increase.”

It has been reported that the damages caused by ran-
somware had amounted to USD $11.5 billion in 2019 and
the amount was expected to increase to USD $20 billion by
2022 [81].

On phishing attacks, a participant reacted by saying:
“Phishing attacks are increasing and it is increasingly more
difficult to detect them. A good example is the MailChimp
phishing campaign case. Hackers made use of affected ac-
counts in MailChimp to distribute malicious emails with mal-
ware, and considering that MailChimp is a trusted and well-
established email marketing provider, the emails were likely
to bypass the spam filters and enter the inbox of the unwary
receiver.”

Some experts agreed with the prediction that cybercrimes
would cause financial damages amounting to $6 trillion by the
end of 2022 [82]–[84]. Also, a cyber-attack would be expected
to occur in every 11 seconds, as compared to one attack in
every 19 seconds reported in 2019. Comparatively, in 2016,
one cyber-attack occurred every 40 seconds [82]–[84].

The COVID 19 outbreak has forced many to work re-
motely. On this matter, a participant stated the following:

“COVID 19 has sped up the digital transformation of or-
ganizations and many employees have shifted to working from
home. The problem with this situation is that, when working
from home or remotely, employees are not safeguarded by
corporate firewalls. Hackers could exploit the vulnerabilities
that they discover in the gaps between people, their devices,
and the corporate network. We can see that many employees
are required to establish workloads in Cloud, and so, cloud-
based security techniques are crucial in curbing the failing
cybersecurity landscape. It is now necessary to work with
cloud-native Identity and Access Management (IAM).”

As stated by another participant: “For those who maintain
cloud-based security, they have to have adequate ability in
managing the infrastructure with the use of structured pro-
grams. We know that networks and application tiers are short-
lived, and so, for any organization, their most crucial asset
is probably their own data and the data of their customers.
Therefore, I think that data-security on the cloud will be a
main theme in the future.”

One participant viewed: “cybersecurity as a highly viable
career path.” In fact, it was predicted that the number of
vacant cybersecurity jobs would increase by 35%, considering
the increase in cyber-attacks and the shifts in tactics used by
cybercriminals [85, 86]. In other words, cybersecurity is likely
to become a sound career choice in the long run.

In terms of AI application, all interviewees agreed that it
can effectively improve the security of cyberspace. Also, the
options of AI systems should be fully used so that the most
optimal level of cybersecurity could be achieved. One partici-
pant indicated that: “the use of AI can allow the discovery of
new and refined transformations in attack flexibility.” Notably,
the old technology concentrates on the past and is mostly
focusing on identified attackers and attacks. This can lead to
the formation of blind spots in the detection of uncommon
behavior in new attacks. For instance, privileged activity in
an intranet can be monitored, and any discernible alteration
in privileged access operations can signify a likely internal
threat. For successful detection, the machine will strengthen
the validity of the actions and increase its sensitivity for the
detection of equivalent patterns in the future.

According to one participant: “AI facilitates machine
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learning. It also helps the machine in detecting irregularities
more effectively, and also in increasing the accurateness of
operations. AI is particularly useful in dealing with more
sophisticated cyber-attacks because the approaches used by
hackers are increasingly more innovative these days.”

One participant indicated that: “the use of AI can increase
network security, particularly through the ability of AI in
detecting attacks and in responding to breaches.” For security
groups, they could be overwhelmed by the amount of security
alerts that they receive on a daily basis. Hence, the automatic
detection and response towards threats can decrease their
workload significantly. Also, they could more effectively detect
the threats with the use of AI.

The formation and transmission of colossal amounts of
security data on a daily basis would gradually impair the
ability of security experts in quickly and reliably tracking and
identifying the attack factors [87]. With the use of AI, the mon-
itoring and detection of doubtful behavior could be expanded.
This allows the network security personnel to effectively and
promptly react to new situations.

The majority of participants agreed with the fact that in
improving its response to threats, AI security systems have
the ability to learn over time. Utilizing AI will facilitate the
detection of threats following the application behavior and the
entire network activity. The AI security system studies the
standard network traffic and behavior, and over time, AI creates
a reference point on what constitutes a normal pattern, and
any divergences from the norm can be identified to determine
attacks.

Considering the viewpoints of the participants in the in-
terviews, it is clear that cybersecurity experts have to be
consistently ahead of the cybercriminals. Also, the use of AI
techniques can effectively improve cyberspace security. The
options of AI systems should be fully utilized in order to
achieve the most optimal level of cybersecurity. Lastly, remote
working requirements owing to the COVID 19 outbreak have
resulted in the value of cloud-based security techniques in
protecting and improving the cybersecurity landscape.

V. CONCLUSION AND FUTURE WORK

This paper reviews the topic of cyber-attacks focusing
on the types and weapons of cyber-attacks, measures and
security precautions against cyber-attacks, and the projections
of experts on the future of cyber-attacks and the associated
security measures.

Interviews were carried with several study participants,
delving into the subjects of cybersecurity and cyber-attacks.
The information obtained from the participants shows dramatic
development of information technology within the past several
years. It was found that albeit the presence of precautionary
tools, cyber attackers are still successful in breaking the fire-
wall systems, resulting in physical and non-physical damages.
Victims of cyber-attacks, especially firms, could lose their
reputation as well. Notably, cyber-attack risks and threats
appear to increase in tandem with information technology
development.

Taking into consideration the present situation of data
breaches, ransomware attacks, in addition to the concerns

towards the impact of new technologies like AI, and the
constantly evolving threats; it is a critical duty of cybersecurity
experts to consistently provide the most updated best practices
and tools of cybersecurity so that users could consistently avert
cyber threats. Equally, employee awareness and expertise on
cybersecurity issues need to be encouraged and cultivated via
continuous training programs.

Further, scientific research should focus more on secu-
rity adjustments and measures required by different business
sectors and corporations towards remote work that tends to
become a necessity today; especially with the spread of Corona
pandemic. More focus on individual safety characteristics such
as awareness, attitude, behavior and compliance is called for,
and research is required to quantify these primary quality
indicators. Based on past findings, the human factor appears
the key to the progress of information security, but has not
been adequately explored.
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[33] R. Anderson, C. Barton, R. Böhme, R. Clayton, M. J. Van Eeten,
M. Levi, T. Moore, and S. Savage, “Measuring the cost of cybercrime,”
in The economics of information security and privacy. Springer, 2013,
pp. 265–300.

[34] S. Gordon and R. Ford, “On the definition and classification of
cybercrime,” Journal in computer virology, vol. 2, no. 1, pp. 13–20,
2006.

[35] A. C. Moise et al., “A few comments on the council of europe
convention on cybercrime,” Jurnalul de Drept si Stiinte Administrative,
vol. 2, no. 8, pp. 28–38, 2017.

[36] N. C. Hampson, “Hacktivism: A new breed of protest in a networked
world,” BC Int’l & Comp. L. Rev., vol. 35, p. 511, 2012.

[37] T. U. Rehman, “Psychosocial aspects of cybercrime victimization in
pakistan,” in Handbook of Research on Applied Social Psychology in
Multiculturalism. IGI Global, 2021, pp. 192–211.

[38] D. Shivpuri, “Cyber crime: Are the law outdated for this type of
crime,” International Journal of Research in Engineering, Science and
Management, vol. 4, no. 7, pp. 44–49, 2021.

[39] A. Sarmah, R. Sarmah, and A. J. Baruah, “A brief study on cyber
crime and cyber law’s of india,” International Research Journal of
Engineering and Technology (IRJET), vol. 4, no. 6, pp. 1633–1640,
2017.

[40] M. Abomhara and G. M. Køien, “Cyber security and the internet of
things: vulnerabilities, threats, intruders and attacks,” Journal of Cyber
Security and Mobility, pp. 65–88, 2015.

[41] C. Ventures, “2019 official annual cybercrime report,” in Recuperado
el. Herjavec Group, 2019.

[42] R. Fisher, C. Porod, and S. Peterson, “Motivating employees and
organizations to adopt a cybersecurity-focused culture,” Journal of
Organizational Psychology, vol. 21, no. 1, pp. 114–131, 2021.

[43] A. Al-Marghilani, “Comprehensive analysis of iot malware evasion
techniques,” Engineering, Technology & Applied Science Research,
vol. 11, no. 4, pp. 7495–7500, 2021.

[44] A. Goel, D. K. Sharma, and K. D. Gupta, “Leobat: Lightweight
encryption and otp based authentication technique for securing iot
networks,” Expert Systems, vol. 39, no. 5, p. e12788, 2022.

[45] Y. E. Suzuki and S. A. S. Monroy, “Prevention and mitigation measures
against phishing emails: a sequential schema model,” Security Journal,
vol. 35, no. 4, pp. 1162–1182, 2022.

[46] B. B. Gupta, A. Tewari, A. K. Jain, and D. P. Agrawal, “Fighting
against phishing attacks: state of the art and future challenges,” Neural
Computing and Applications, vol. 28, no. 12, pp. 3629–3654, 2017.

[47] M. Conti, N. Dragoni, and V. Lesyk, “A survey of man in the middle
attacks,” IEEE Communications Surveys & Tutorials, vol. 18, no. 3, pp.
2027–2051, 2016.

[48] K. M. Prasad, A. R. M. Reddy, and K. V. Rao, “Dos and ddos attacks:
defense, detection and traceback mechanisms-a survey,” Global Journal
of Computer Science and Technology, 2014.

[49] S. Shalini and S. Usha, “Prevention of cross-site scripting attacks
(xss) on web applications in the client side,” International Journal of
Computer Science Issues (IJCSI), vol. 8, no. 4, p. 650, 2011.

[50] M. Souppaya, K. Scarfone et al., “Guide to malware incident prevention
and handling for desktops and laptops,” NIST Special Publication, vol.
800, p. 83, 2013.

[51] A. Sheikh, “Trojans, backdoors, viruses, and worms,” in Certified
Ethical Hacker (CEH) Preparation Guide. Springer, 2021, pp. 49–
69.

[52] S. Sharma, “Design and implementation of malware detection scheme.”
International Journal of Computer Network & Information Security,
vol. 10, no. 8, 2018.

[53] M. Rai and H. Mandoria, “A study on cyber crimes cyber criminals and
major security breaches,” Int. Res. J. Eng. Technol., vol. 6, no. 7, pp.
1–8, 2019.

[54] B. Narwal, A. K. Mohapatra, and K. A. Usmani, “Towards a taxonomy
of cyber threats against target applications,” Journal of Statistics and
Management Systems, vol. 22, no. 2, pp. 301–325, 2019.

[55] I. A. Chesti, M. Humayun, N. U. Sama, and N. Jhanjhi, “Evolution,
mitigation, and prevention of ransomware,” in 2020 2nd International
Conference on Computer and Information Sciences (ICCIS). IEEE,
2020, pp. 1–6.

[56] K. K. Gagneja, “Knowing the ransomware and building defense against
it-specific to healthcare institutes,” in 2017 Third International Confer-
ence on Mobile and Secure Services (MobiSecServ). IEEE, 2017, pp.
1–5.

[57] M. Papoutsakis, K. Fysarakis, G. Spanoudakis, S. Ioannidis, and
K. Koloutsou, “Towards a collection of security and privacy patterns,”
Applied Sciences, vol. 11, no. 4, p. 1396, 2021.

[58] S. Boonkrong, “Methods and threats of authentication,” in Authentica-
tion and Access Control. Springer, 2021, pp. 45–70.

www.ijacsa.thesai.org 808 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 2, 2023

[59] A. Kanta, S. Coray, I. Coisel, and M. Scanlon, “How viable is password
cracking in digital forensic investigation? analyzing the guessability of
over 3.9 billion real-world accounts,” Forensic Science International:
Digital Investigation, vol. 37, p. 301186, 2021.

[60] R. Beno and R. Poet, “Hacking passwords that satisfy common pass-
word policies: Hacking passwords,” in 13th International Conference
on Security of Information and Networks, 2020, pp. 1–3.

[61] V. Nithya, S. L. Pandian, and C. Malarvizhi, “A survey on detection
and prevention of cross-site scripting attack,” International Journal of
Security and Its Applications, vol. 9, no. 3, pp. 139–152, 2015.

[62] A. M. K. Alhawamleh, “Web based english placement test system
(elpts),” Ph.D. dissertation, Universiti Utara Malaysia, 2012.

[63] A. Raman, S. Kaushik et al., “A comprehensive study of contemporary
tools and techniques in the realm of cyber security,” IITM Journal of
Management and IT, vol. 7, no. 1, pp. 108–120, 2016.

[64] J. L. Duffany, “Computer security,” in Computer and Network Security
Essentials. Springer, 2018, pp. 3–20.

[65] K. Kallepalli and U. B. Chaudhry, “Intelligent security: Applying
artificial intelligence to detect advanced cyber attacks,” in Challenges
in the IoT and Smart Environments. Springer, 2021, pp. 287–320.

[66] M. Chakraborty and M. Singh, “Introduction to network security
technologies,” in The” Essence” of Network Security: An End-to-End
Panorama. Springer, 2021, pp. 3–28.

[67] H. Tabrizchi and M. Kuchaki Rafsanjani, “A survey on security chal-
lenges in cloud computing: issues, threats, and solutions,” The journal
of supercomputing, vol. 76, no. 12, pp. 9493–9532, 2020.

[68] M. Becher, F. C. Freiling, J. Hoffmann, T. Holz, S. Uellenbeck, and
C. Wolf, “Mobile security catching up? revealing the nuts and bolts of
the security of mobile devices,” in 2011 IEEE Symposium on Security
and Privacy. IEEE, 2011, pp. 96–111.

[69] R. P. Jover, “Security analysis of sms as a second factor of authentica-
tion,” Communications of the ACM, vol. 63, no. 12, pp. 46–52, 2020.

[70] M. F. Mushtaq, S. Jamel, A. H. Disina, Z. A. Pindar, N. S. A. Shakir, and
M. M. Deris, “A survey on the cryptographic encryption algorithms,”
International Journal of Advanced Computer Science and Applications,
vol. 8, no. 11, 2017.

[71] M. B. Yassein, S. Aljawarneh, E. Qawasmeh, W. Mardini, and
Y. Khamayseh, “Comprehensive study of symmetric key and asym-
metric key encryption algorithms,” in 2017 international conference on
engineering and technology (ICET). IEEE, 2017, pp. 1–7.

[72] N. G. Kumar and K. K. Rao, “Hash based approach for providing
privacy and integrity in cloud data storage using digital signatures,”
International Journal of Computer Science and Information Technolo-
gies, vol. 5, no. 6, pp. 8074–8078, 2014.

[73] D. Hofheinz and T. Jager, “Tightly secure signatures and public-key
encryption,” Designs, Codes and Cryptography, vol. 80, no. 1, pp. 29–
61, 2016.

[74] J. Malzac, “Leveraging domestic law against cyberattacks,” Nat’l Sec.
L. Brief, vol. 11, p. 1, 2021.

[75] B. Pranggono and A. Arabo, “Covid-19 pandemic cybersecurity issues,”
Internet Technology Letters, vol. 4, no. 2, p. e247, 2021.

[76] F. Schlackl, N. Link, and H. Hoehle, “Antecedents and consequences
of data breaches: A systematic review,” Information & Management, p.
103638, 2022.

[77] P. Langlois, “2020 data breach investigations report,” Verizon, 2020.
[78] M. Jartelius, “The 2020 data breach investigations report–a cso’s

perspective,” Network Security, vol. 2020, no. 7, pp. 9–12, 2020.
[79] K. Raghavan, M. S. Desai, and P. Rajkumar, “Managing cybersecurity

and ecommerce risks in small businesses,” Journal of management
science and business intelligence, vol. 2, no. 1, pp. 9–15, 2017.

[80] P. Lorenzo, F. Stefano, A. Ferreira, and P. Carolina, “Artificial intel-
ligence and cybersecurity: Technology, governance and policy chal-
lenges,” 2021.

[81] H. Lee and K.-S. Choi, “Interrelationship between bitcoin, ransomware,
and terrorist activities: Criminal opportunity assessment via cyber-
routine activities theoretical framework,” Victims & Offenders, vol. 16,
no. 3, pp. 363–384, 2021.

[82] Y. Perwej, S. Q. Abbas, J. P. Dixit, N. Akhtar, and A. K. Jaiswal, “A
systematic literature review on the cyber security,” International Journal
of scientific research and management, vol. 9, no. 12, pp. 669–710,
2021.

[83] S. Gangwar and V. Narang, “A survey on emerging cyber crimes and
their impact worldwide,” in Research Anthology on Combating Cyber-
Aggression and Online Negativity. IGI Global, 2022, pp. 1583–1595.

[84] N. Hassan, Ransomware Revealed. Springer, 2019.
[85] W. Crumpler and J. A. Lewis, The cybersecurity workforce gap. Center

for Strategic and International Studies (CSIS) Washington, DC, USA,
2019.

[86] A. Kanaan, A. AL-Hawamleh, A. Abulfaraj, H. Al-Kaseasbeh, and
A. Alorfi, “The effect of quality, security and privacy factors on trust
and intention to use e-government services,” International Journal of
Data and Network Science, vol. 7, no. 1, pp. 185–198, 2023.

[87] T. C. Truong, I. Zelinka, J. Plucar, M. Čandı́k, and V. Šulc, “Artificial
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Abstract—Databases are commonly used to store complex
and distinct information. With the advancement of the database
system, non-relational databases have been used to store a vast
amount of data as traditional databases are not sufficient for
making queries on a wide range of massive data. However,
storing data in a database is always challenging for non-expert
users. We propose a conversion technique that enables non-expert
users to access and filter data as close to human language as
possible from the NoSQL database. Researchers have already
explored a variety of technologies in order to develop more precise
conversion procedures. This paper proposed a generic NoSQL
query conversion learning method to generate a Non-Structured
Query Language from natural language. The proposed system
includes natural language processing-based text preprocessing
and the Levenshtein distance algorithm to extract the collection
and attributes if there were any spelling errors. The analysis of
the result shows that our suggested approach is more efficient and
accurate than other state-of-the-art methods in terms of bilingual
understudy scoring with the WikiSQL dataset. Additionally, the
proposed method outperforms the existing approaches because
our method utilizes a bidirectional encoder representation from
a transformer multi-text classifier. The classifier process extracts
database operations that might increase the accuracy. The model
achieves state-of-the-art performance on WikiSQL, obtaining
88.76% average accuracy.

Keywords—Natural language processing; NoSQL query; BERT
model; Levenshtein distance algorithm; artificial neural network

I. INTRODUCTION

In today’s digital age, non-relational databases are utilized
in almost every industry to store information. Non-Structured
Query Language (NoSQL) databases [1], [2] are increasingly
being used for large-scale data sets, search engines, and
real-time web applications [3]. Nowadays, NoSQL databases
work as an alternative to relational databases [4] and other
conventional databases [5].

With the growth of technology, NoSQL databases stores a
large amount of data in document stores, key-value data stores,
wide-column stores, and Graph stores. As opposed to relational
databases, MongoDB, CouchDB, Cassandra, etc are designed
on the architecture of distributed systems to store massive date
[6]. Many organizations are gradually looking into approaches
to understand and analyze this enormous unstructured data.
The current approaches to data management, organization, and
storage are being changed by “Big Data” [7]. In particular,
“Big Data,” an open source framework used to store vast
amounts of structured, unstructured, and semi-structured data
[8]. So, Normal users require knowledge of the query syntax
and table schema to access and store a large amount of data.
However, finding a reliable approach to generate the NoSQL

query from Natural Language (English) is challenging. Using
NoSQL approach, amateur users can interact with the database
system. The model facilitates communication between humans
and computers without recalling the query syntax method
for the non-relational databases. Natural Language Processing
(NLP) [9], [10], [11] is a branch of linguistics, information
engineering, computer science, and artificial intelligence that
studies how computers and humans interact with Natural
Language [12]. Traditional machine translation is applied to
translate the text from one language to another by NLP [13].

This research aims to develop a feasible tool for searching
databases where natural language can be used without needing
complex database queries that are developed by expertise.
Generating NoSQL from natural language has wide range of
applications. Tools with AI knowledge [14] such as Google
Assistant or Alexa use the NLIDB system for non-technical
users. Filling out a lengthy online form can be tedious and
users might need to navigate through the screen, scroll, look
up values in the scroll box, and so on whereas with NLIDB,
the users need to type a question similar to a sentence. Conse-
quently, such a tool has a wide range of usage and applications.
NoSQL approach has been researched both in academia as
well as in industry [15]. In this paper, we implement a Neural
Machine translation model which consists of four steps. First,
we have used a Natural Language Tool-Kit for performing text
preprocessing. Secondly, attributes are collected and extracted
using Levenshtein Distance (LD) [16], [17] algorithm. Thirdly,
we have used a bidirectional encoder representations from
BERT Transformers Model-based multi-text classification [18]
to extract the operations including find, insert, update and
remove. The last step of the proposed approach is generating
query.

Many research works have used WIKISQL dataset for
conversation Natural Language to Structured Query Language.
The BERT Model generates the NoSQL operational command
from the WIKISQL task. The contribution of this research
paper can be summarized as follows:

• Designing several algorithms to come up with a stan-
dard machine translation model for converting Natural
Language into NoSQL queries.

• To resolve the syntax errors for primitive users using
Levenshtein Distance algorithm that can extract the
collection and attributes from the text even if any users
make spelling mistakes or utilize synonyms.

• To employ the latest contextual word representation
BERT transformer model to extract the operations
with a higher accuracy rate.
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The remainder of the paper is organized as follows: Related
works conducting with the same and different technologies
by other researchers are illustrates in Section II. Section III
describes the proposed methodology and work flow. Section
IV shows experiment evaluation and result of the proposed
system. Conclusions with the future expansion are detailed in
Section V.

II. RELATED WORK

Research in Natural Language for non-relational databases
has started as far back as the twenty century. Since the interest
in Natural Language Processing has continued tremendously.
In the early 1970’s LUNAR [19], the first Natural Language
Interface for the relational database (NLIDB) has introduced
to the researcher. LUNAR was a Question Answering (QA)
system connected with the moon rock sample database. The
information of rock samples brought back from the moon
was used to make the LUNAR database. NLP to NoSQL
query conversion field has very little research on it. This
section discusses various works on Natural Language to query
conversion.

In 2021, Minhazul et al. [20] suggested a machine learning-
based NLP2SQL translation system. They used the Naive
Bayes algorithm for command extraction and decision tree re-
gression for condition extraction. Their proposed method lack
accuracy because of using the bag of words technique in the
derivation of condition from SQL. An advance deep learning
solution can mitigate this problem. On the other hand, they can
use the neural translation technique for this machine translation
approach. The system can use the statistical translation method
also.

Mallikarjun et al. [21] proposed an automated NLP-based
text processing approach. Their approach can successfully
convert an excel datasheet into a DBMS. Their system has a
user authentication system that prevents unwanted users. The
system has a limitation of 16,384 columns and 1,048,576 rows
for an excel worksheet. This data may be massive for average
purposes but not enough for big data.

An Intelligent processing system in a document-based
NoSQL database had proposed by Benymol et al. [22] in
2021. They used state-of-the-art algorithms and technologies to
convert text into NoSQL. They used different types of TF-IDF
schemes for information retrieval, machine learning algorithm
for modeling, and hyper parameter tuning for model selection.
The system may have vulnerability in stream and batch data
on the Big Data processing platform. The proposed model also
has a problem with dynamic processing strategies. In this stage,
the system fails to find any possible solution.

Fatma et al. [23] proposed an automatic UML/OCL model
for the NoSQL database converter. Their system mainly fo-
cuses on the big data platform. Because there is wide use
of NoSQL database in the big data platform. After creating
the NoSQL database, the system automatically checks the
OCL constraints of the model. There are different types of
NoSQL databases and a maximum of them have a problem
with integrity constraint checking. For this, it is the most
challenging task in the system.

In [24] M. T. Majeed et al. have designed a fully auto-
mated framework that, using an AI technique, can recognize

keywords, symbols, attributes, values, and relationships among
various types of quiries. Additionally, they proposed a graph-
ical user interface where users could enter NL queries and
have a NoSQL query created from those queries. For complex
queries, the proposed framework didn’t offer a solution.

S. Mondal et al. [25] introduced a query-response model
that can respond to a variety of queries, including assertive,
interrogative, imperative, compound, and complicated forms.
This NoSQL system’s primary task is to retrieve knowledge
data from the default MongoDB database. This paper didn’t
give any solution of time-related query such as “What is the
age of x after 10 years”.

T. Pradeep et al. [26] presented a Deep Learning based
approach that converts English questions to MongoDB queries.
They applied an encoder-Decoder machine-translation method
for this conversion. The encoder turns the NLQ text input
into a vector and sends it to the decoder. The decoder uses a
deep neural network to predict NoSQL queries. Their system
uses ten different deep learning models to handle ten types of
MongoDB queries. One solution is the best possible answer
for this problem.

Sebastian Blank et al. [27] suggested an end-to-end Ques-
tion Answering (QA) system. It allows a user to ask a question
in natural language on the Elasticsearch database. They solve
the homogeneous operation problem of the database by us-
ing policy-based reinforcement learning. For that, they used
Facebook’s bAbI Movie Dialog dataset. They also design a
KBQueryBot, an agent of translating a natural language query
into the domain-specific query language based on a sequence-
to-sequence model [28]. It gives every single answer with the
help of an external knowledge base.

Some classic NLIDB systems can solve the spelling cor-
rections of misspelled words automatically [29]. The module
gives the interface between computer and user by the database
query language. Consequently, they discuss the overall system
architecture of the NLIDB, some implementation details, and
experimental results. The proposed work only focuses on
automatic spelling and grammar correction.

Z. Farooqui et al. [30] recommended the conversion of
English to SQL. For example, their system converts English
questions or text queries into SQL queries. Later it will be
operated on databases. Their suggested technique and method
are generic and smooth. It can handle both small and large
applications for generic NLIDB systems. There are four types
of input NLQ text Normal, Linear Disjoint, Linear Coincident,
and Non-Linear Model. It focuses on simple SQL query
clauses such as SELECT, FROM, WHERE, and JOIN. Their
system can handle complex queries resulting from ambiguous
NL queries.

Tanzim Mahmud et al. [31] proposed a system based on
Context-Free-Grammar (CFG). Any input token of appropriate
terminals found in the input NLQ will replace the correspond-
ing attribute in the relational table or applicable operators of
SQL. The interface can configure easily and automatically by
the user. It relies on the Metadata set and Semantic sets for
tables and attributes. It can handle ambiguities in the input
NLQ. For example, the system can solve the same attribute
name clashing problem within a table. The limitation of the
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proposed CFG system can only convert limited queries. Other
than that, the system is dependent on a specific language.

Xiaojun Xu et al. proposed SQLNet [32], an NLP to
SQL conversion approach which is order-independent and
alternative to the traditional sketch based program synthesis
approaches [33]. Failing an order input NLQ text is not a
problem in that case. It uses a sequence–to-set model, which is
a column attention mechanism that generates SQL queries. It
represents pseudo-tasks with the help of a function of relevance
and works on the WikiSQL task.

Victor Zhong et al. [34] thought about the availability
of the query ground truth (intermediate labels) and database
response. They proposed Seq2SQL, a modular approach that
translates NLQ into SQL queries. Their suggested system
also generalizes across different table schemas. There are
three modules in Seq2SQL. The first module tries to identify
an aggregator function like MIN() or MAX(). The second
module extracts column names from NLQ and uses them as
a select operator. Both modules worked on question-answer
pairs. The third module extracts condition or where-clause
from NLQ. There is a possibility to swap between arguments in
the WHERE clause. This ambiguity problem could solve by
policy-based reinforcement learning [35] in question-answer
pairs.

III. PROPOSED METHODOLOGY

The main concept behind this method is to transform
Natural Language (NL) into Non-Structured Query Language
(NSQL) using Natural Language Tool Kit (NLTK) and Deep
Learning Model. The concept and its description are formal-
ized in the following sections. The proposed architecture is
shown in Fig. 1.

A. Input Natural Language Query (NLQ)

NLQ consists of only the normal terms of user’s language,
without any special format or syntax. Natural language query
(NLQ) in English is given as input. This input text will be
processed for getting information and later converted into
NoSQL queries.

1) Text preprocessing: Since the inventory of individual
words, text can take many forms, ranging from sentences
to many paragraphs with special letters. In NLP the text
preprocessing is an important task and the first step in the
preprocessing to building a model. It is a data mining technique
that transforms plain text into a machine-readable format. Real-
world data is frequently inadequate, inconsistent, or deficient
in specific behaviors and is likely to contain various errors.
This step is needed for transferring input text from human
language to machine-readable format for further processing.

In this paper, we have used NLTK for text preprocessing.
The NLTK is the most widely used and well-known of the NLP
libraries in the Python ecosystem. It is used for all sorts of tasks
from lowercase conversion to tokenization, removing escape
words, part of speech tagging, and beyond. Input text will
be processed for getting information from Natural language
Query input. From the processed text, the system will extract
collection, attribute, and operation for making a NoSQL query.

Fig. 1. Proposed methodology

2) Lowercase conversion: Lowercase conversion is the first
step of text preprocessing. In this step, the input NLQ is
converted into a lower case format. Although the uppercase or
lowercase forms of words are supposed to have no difference,
all the uppercase characters usually changed into lowercase
forms before the classification.

3) Tokenization: Tokenization splits the natural language
query, phrase, string, or entire text document into smaller
units such as individual words or tokens. The former Sentence
Boundary Disambiguation (SBD) is often used to form a list
of individual sentences. It depends on a pre-trained, language-
specific algorithm similar to the Punkt Models from NLTK.
The text divides into a list of words using an unsupervised
algorithm to form a model for abbreviated words. For the
English language, a pre-trained Punkt tokenizer includes in
the NLTK data package.

4) Removing escape words: Escape or extra words are the
words that are frequently appeared within the text without
having more information or content. So, the escape words
are removed because they are not needed in the analysis of
the query. For the purpose of building queries, several sets of
escape words have been developed. In this paper, we proposed
a new set of escape words. Auxiliary verbs and prepositions
are mainly used in this context as escape words such as ‘a’,
‘an’, ‘the’, ‘is’, ‘of’, ‘with’, ‘to’, ‘for’, ‘and’, ‘all’, etc.
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TABLE I. ESCAPE WORDS

Escape Words With Escape Words Without Escape
Words

all, the Find all the students Find students
is, the, of, What is the name What name student

all of all student?
the, and Insert the student Insert student

name x and age 20 name x age 20

Beside Table I, this step eliminates punctuation from the
input natural query. The detailed process of eliminating escape
words is illustrated in Algorithm 1.

Algorithm 1: Removing Extra Words
Input: I = Input words and; E = List of Extra Words
Output: L: List of words after removing extra words
cw = CountWord(I)
for cw ∈ CW do

I = I[c] TOKENS = Tokenization(I)
for l ∈ TOKENS do

TOKEN = EMPTY
if l /∈ E then

PUSH(TOKEN, t)
end

end
PUSH(L, TOKEN)

end
return L

Removing escape words is a simple but essential aspect
of many text mining applications cause it reduces memory
overhead. It can reduce noise and false positives. This method
can potentially improve the power of prediction in any text
mining application.

5) Parts of Speech (PoS) tagger: PoS tagging helps in text-
to-speech conversion, information retrieval, and word sense
disambiguation. It’s used for the classification of words in their
PoSs and labeling them according to the tagset. The collection
of tags used for PoS tagging is tagset. PoS tagging is also
referred to as word classes or lexical categories. However, all
PoS tags aren’t necessary to analyze. All PoS tagging attributes
are provided by the NLTK toolkit. The PoSs must be defined
as the following:

• Noun Tags = [‘NN’, ‘NNS’, ‘NNP’, ‘NNPS’]

• Adjective Tags = [‘JJ’, ‘JJS’, ‘JJR’]

• Verb Tags = [‘VB’, ‘VBP’, ‘VBD’, ‘VBG’, ‘VBZ’]

• Adverb Tags = [‘RB’, ‘RBR’, ‘RBS’]

Adverb and adjective tags do not have much significance
in generating NoSQL queries. Only noun and verb tags are
considered for the next steps of PoS tagging. Because verb &
noun tags may indicate command and attributes or table name
respectively. Algorithm 2 illustrates the process.

B. Collection and Attribute Extraction

Levenshtein distance (LD) algorithm is used in a specific
solution to extract collections and attributes from natural

Algorithm 2: Keeping Necessary Tags
Input: W = All the words after removing stop words;
Output: T = Necessary Tag’s with appropriate word
c = CountWord(W)
for c ∈ C do

w = W[c] TAGS = Tagging(w)
for t ∈ TAGS do

TAG = EMPTY
if t ∈ VERB then

PUSH(TAG, t)
end
if t ∈ NOUN then

PUSH(TAG, t)
end

end
PUSH(T, TAG)

end
return T

language queries. The approach starts by counting how many
words in the list are similar to one another. Afterward, it
compares every single similar word with every attribute from
the WordNet by the LD and synonym list plays a crucial role in
extracting attribute and collection names. This method keeps
a list of words that are synonyms for each noun tag. Using
WordNet, a list of noun tag synonyms is generated. The aim
of making a synonym list is to find a specific collection and
attribute from an input query. Every user formulates their query
in a different way. They also use different words to describe
the attribute or collection names. So, this approach checks
synonyms of the words from the user query in the WordNet
library. we give some analogies in Table II:

TABLE II. ANALOGY BETWEEN TEXT AND INTRUSION DETECTION
WHEN APPLYING THE LD ALGORITHM

Text Intrusion Detection
Find the name of all student Collection(all student)
What is the accommodation Attribute(address)

of student id 01
Find the Fastname of the students Attribute(name)

In this paper, the LD algorithm works as a threshold.
Sentence word is compared with the collection name if the
value is greater than the threshold then it saves the collection
and attributes with the appropriate name in a list. Finally, this
approach gives an output figure of the match collection and
attribute. The designed algorithm for collection and attribute
extraction is described in Algorithm 3

Levenshtein Distance formula is used to measure the dis-
tance between the two strings a and b with length |a| and |b|,
respectively.

LDa,b(m,n) =


max(m,n)

min


LDa,b(m− 1, n) + 1

LDa,b(m,n− 1) + 1

LDa,b(m− 1, n− 1) + 1(am ̸=bn)

Here (am ̸= bn) is the indicator function that is equal to 0
when (am ̸= bn), otherwise 1, and LDa,b(m,n) is the distance
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Fig. 2. Operation extraction using BERT model

Algorithm 3: Attribute Extraction
Input: W = List of Attributes from Database; C =
List of Collection name from Database; S = Set of
Similar Words
Output: A = Attributes Name; B = Table Name
t = CountWord(T)
for i← 1 to t do

for j ∈ S do
LD − THRESHOLD = 1

THRESHOLD = LD-Algorithm(S[j],W [j])

if LD − THRESHOLD>THRESHOLD
then
PUSH(A[i],W [j])

PUSH(B[i], C[i])
end

end
end

between the first m characters of a and the first n characters
of b.

C. Operation Extraction

Operation extraction is a particular solution that uses BERT
Model to extract operations from natural language queries. In
this approach, we use BERT Model for classifying the specific
operation. In machine learning, classification is the set of
categories that analysis belongs to the basis of a training set of

data containing (or instances) whose categorical membership
is known [36]. A classification model tries to make some
inferences from the observed data. To predict one or more
outcomes from the dataset, provide one or more data as inputs
to the categorization model.

In the dataset, BERT employs a novel technique known as
Masked Language Model (MLM), in which it masks words
in the sentence at random and then attempts to predict them.
It doesn’t use common sequence left-to-right or right-to-left
language models. Instead, it uses the bidirectionally trained
sequence with a deeper sense of language context and the
model. The pre-train BERT applying two unsupervised tasks:

• Pre-training the BERT to understand language.

• Fine-tuning the BERT to learn specific task.

BERT depends on a Transformer (the self-attention mech-
anism to learns contextual relationships between words in a
text). A simple Transformer consists of an encoder that reads
text input and a decoder to generates a task prediction. Since
the BERT model only requires the encoder part for generating
a language representation model. There are two main models
of BERT:

• BERT base has 12 transformer blocks, 768 hidden
layers, 12 attention heads, and 110M parameters.

• BERT large has 24 transformer blocks, 1024 hidden
layers, 16 attention heads, and 340M parameters.

In this paper, we used the BERT base model that has
enough pre-trained data to help bridge the gap in data. The
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model for operation extraction shows in Fig. 2. Given the input
text, the Model that tokenizes the text using BERT tokenizer
then generates the input masks with input IDs of the sentence.
The input mask uses WordPiece [37] for tokenizing that splits
the token like “going” to “go” and “ing.” It is mainly to cover
a broad spectrum of Out-Of-Vocabulary (OOV) words. After
tokenization, the output class goes as input in the classification
model. we used a neural network for classification to get
the highest accuracy. After classifying, we get the output of
the operation. Here we work on four types of operations, in
consideration- FIND, INSERT, UPDATE, REMOVE.

D. Build Syntax Tree & Generate Query

After Tokenization, collection, attribute, and operation are
extracted from the sentence, we map the syntax tree with key-
value pairs to build the query sequentially with the logical
expression. If there are no logical expression in the sentence,
it will be Nulled. Fig. 3 shows the syntax tree.

Fig. 3. Mapping syntax tree

Finally, we concatenate the whole step part-by-part and
generate a NoSQL query. Fig. 4 shows the architecture of
NoSQL query and given the output of the result.

Fig. 4. Architecture of query generation

IV. EXPERIMENTAL ANALYSIS AND RESULT

In this section, we evaluate our proposed model with the
dataset. Firstly, we present the analysis of our dataset, then set
up the evaluation. In the end, we compare our proposed model
with the existing works and mention the differences, weak and
strong points of our proposed model.

A. Dataset

We reshuffle the WIKISQL dataset for a better understand-
ing of our model performance. WIKISQL is a massive crowd
sourced dataset for creating NLIDB. The model is retrained
periodically by reflecting the latest dataset. Our proposed
model has used two types of data: (1) Natural Language

Query column which represent the natural language query
and (2) Operations column. The description of the datasets
is illustrated in Table III.

TABLE III. DESCRIPTION OF DATASET

Dataset WIKISQL
Language NLQ

Total number of cases 80,654
Length of the text (average) 61.09

Word count of the text (average) 11.66
Granualarity of text description line

Number of validation text 8,421
Number of test cases (total) 15,878
Number of train cases (total) 56,355

To avoid overfitting, we split the dataset into the training
set and the testing set. we train our model on 70:30, 60:40,
and 80:20 ratios and get the optimal result from the 80:20
ratio on our dataset. The data fields are the same among all
splits. WikiSQL is a collection of hand-annotated SQL table,
question, and query examples from Amazon Mechanical Turk
crowd workers. It is orders of magnitude larger than current
datasets, with 87000 samples as of this writing. The number of
validation queries is 8,421. We build queries for the table and
then ask crowd workers to paraphrase them. Each paraphrase is
then double-checked by independent personnel to ensure that it
does not alter the meaning of the original inquiry. We anticipate
that making WikiSQL available will aid the community in
developing the next generation of natural language interfaces
(Fig. 5).

The Fig. 6 illustrates a blue histogram which shows the
word and text distribution of dataset. It is hand-annotated
semantic parsing dataset that contains logical and normal
forms, respectively. In the dataset, the data is extracted from
the web.

B. Text Pre-Processing

Text pre-processing is the first step of our proposed system.
This step involves removing noise from our dataset. we apply
several pre-processing steps to the data to convert words into
numerical features. An example of tokenization is:

Input: ‘find the name of all student’
Output: [‘find’, ‘the’, ‘name’, ‘of’, ‘all’, ‘student’]

C. Collection and Attribute Extraction from WordNet

We used NLTK WordNet to find find synonyms and
antonyms of words. A WordNet is a lexical database that con-
tains semantic relationships between words and their meanings.
Our proposed model can successfully extract collection and
attributes from WordNet library if there were any spelling
errors occur or synonyms used. The bar diagram 5 shows
how extract collection and attribute from WordNet using
Levenshtein distance. For example:

Collection extraction: ‘all student’:[‘student’,‘students’]
Attribute extraction: ‘name’: [‘name’, ‘title’, ‘label’]
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Fig. 5. Collection and attribute extraction

Fig. 6. Word and text distribution

D. BERT Tokenizer

In operation extraction our proposed system starts with
BERT Tokenizer step. It gives sinusoidal positional encoding,
the model itself learns the positional embedding during the
training phase. Using the word-piece tokenizer concept that
break some words into sub-words.

It helps many times to break unknown words into some
known words and tokenize our text into tokens that correspond
to BERT’s vocabulary. An example of BERT Tokenization is:

Input: ‘find the name of all student’
Output 1: [101, 1023, 12334, 15233, 2033, 2435, 24353, 102]
Output 2: [‘[CLS]’, ‘find’, ‘the’, ‘name’, ‘of’, ‘all’, ‘student’,
‘[SEP]’]

Output 1 is indices of the input tokens from the vocab file
and output 2 is the reverse, a human-readable token of the
input ids. Apart from the input tokens we also got 2 special
tokens ‘[CLS]’ and ‘[SEP]’. BERT model is designed in such
a way that the sentence has to start with the [CLS] token and
end with the [SEP] token.

E. Split Data for Training and Testing

The training phase is the first step for the BERT Model.
This model is a transformer design based on an encoder
stack. We trained the WIKISQL dataset using this model.
The Model uses the Semi-Supervised Learning approach for
translating natural language query into operation. The training
sub-dataset contains all of the features required to turn a natural
language query into an operational query. To partition the
WIKISQL dataset into two sub-datasets, we use the scikit-
learn library’s “train test split” method. The suggested system
is built using the dataset’s training sub-dataset. The training
dataset is a fraction (80%) of the whole data set. The rest
(20%) is considered as test data. This information is imported
as a.csv file. Table IV shows a portion of the training data set.

TABLE IV. A SAMPLE OF TRAINING DATASET

Line No. Natural Language Query Operations
1 What’s Dorain Anneck’s pick find

number?
2 Find the student whose name is find

x.
3 Insert the arrival time of insert

greenbat.
4 Put the status of the trains at insert

location Museum
5 Update the record for september update

15, 1985.
6 Re-equip the student update
7 Remove the brighton cast for remove

jerry cruncher
8 Delete the all student remove

F. Model Building

BERT is an architecture that uses a transformer encoder
to process each token of input text in the context of all other
tokens. After splitting the dataset, we start with the pre-trained
BERT Model to classify the find, insert, update and remove
operations. In our model we use 12 layers of Transformer
encoder. After run the operation we get two variables: First
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Fig. 7. Comparison of four types operations

variable contains the embedding vectors of all of the tokens in
a sequence and second variable contains the embedding vector
of [CLS] token. We then pass the variable into a linear layer
with ReLU activation function. We have a vector of size 4
at the end of the linear layer, each of which corresponds to
a category of our labels (find, insert, update, and remove).
We use Adam as the optimizer and train the model for 10
epochs. Because we’re dealing with multi-class classification,
we’ll need to use categorical cross entropy as our loss function.
Fig. 8 depicted the operation.

For example:

Input: ‘find the name of all student’
Output: ‘find’

Fig. 8. Model building

The model enhances the accuracy rate for classification
than the previous model. For the classification task, the model
can classify 81.45% average class detection from previous
research. One of the reasons is BERT uses a pre-trained model
which is based on transfer learning. It can tune the data on a
specific NoSQL language. Fig. 7 illustrates the accuracy rate
of four types of operations separately.

G. Model Accuracy

Accuracy evaluates how well our model forecasts compare
them with the original values. With a low rigor yet a high
blunder, the model would make huge mistakes in the data.
Both blunder and rigor lowness indicates that with most data,
the model produces smaller errors. However, it produces huge
mistakes in some systems if they are both high. The ideal
scenario of any model would be high rigor and little blunder.
Fig. 9 illustrate the accuracy of the proposed model.

Fig. 9. Model accuracy

H. Model Loss

Loss is the total of our model errors. It evaluates how well
our model does (or how badly it does). When there are a lot of
mistakes, the loss is high and the model doesn’t work properly.
The better our model works, the lower it is. However, the
greatest conclusion we can make from it is whether the loss
is big or low. If we plot losses over time, we can evaluate
if and how quickly our model is learning. This is because
the loss function is utilized by the model for learning. This
takes the shape of approaches like gradient descent, which
modify parameters of the model using information on the loss
outcome. Fig. 10 illustrate the loss of the proposed model.
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Fig. 10. Model loss

I. Output

In output, we get the collection and attribute name, such
as all student and name. From the operation extraction, get
the find operation, then concatenate all the extractions output
part-by-part to generate a NoSQL query. For example:

We have classified the wrong output into two categories:
(a)sometimes, the query contained incomplete logical expres-
sion in condition part (b) the query is incorrect. Analysis of
the conversion results reveals the following:

• Observing all the NoSQL output, we can notice sug-
gested model can work with natural language queries
of different lengths. After a successful NoSQL query
output, the number of input and output tokens might
be distinct. The accuracy of the proposed model did
not depend on the length of the query.

• The BERT Model successfully predicts the operation
using a pre-trained model. It also tunes the NoSQL
command from a distinctive size of input text.

• The BERT model can process a large amount of
data. The WIKISQL dataset covered different types
of query statements. So there is no problem for the
BERT model to work with the WIKISQL dataset.

• The Bert model understands the semantic relationship
between natural language and NoSQL queries. As a
result, the decoder output is logically correct for the
maximum query.

• The model can generate “contextualized” word em-
beddings but it is compute-intensive at inference time
and need to calculate compute vectors every time.

• In collection and attribute extraction, we use the Lev-
enshtein Distance algorithm. The algorithm can extract
attributes from natural language queries furthermore
check the spelling error. The run time complexity of
this algorithm is lower than O(n2).

Test results show in Table V that have been translated
into the NoSQL syntax. The test data contains the natural

language query as well as appropriate. The output contains
each converted NoSQL query with original query and test
query, along with the percentage of converted NoSQL query.

J. Evaluation Setup

In this dissertation, we evaluate the result on our dataset
that have three notation to evaluate the query synthesis accu-
racy.

• Normal form accuracy is the form of a NoSQL
query that has no attribute. We analyze the synthesized
NoSQL query with the ground truth to verify whether
they match each other.

• Logical form accuracy is the accuracy of a NoSQL
query that has attributes or any logical expression of
the query.

• Query match is the comparison accuracy with the
original query match for find, insert, update and re-
move operations query. We use a canonical represen-
tation of the synthesized NoSQL query and the ground
truth to determine whether two NoSQL queries are
identical.

We also find out the F1 score for operation extraction that
measures the precision and recall value. Finally, we present
the comparison of our model with previous work on NoSQL
conversion tasks. The implementation of our model using
python [38].

The F1-score measures the accuracy of the operation (find,
insert, update, remove) by applying the precision and recall
values of the test. This test looks at whether the system can
process the sentences entered by the user so that it can be
measured the operation accurately with the F1-score method.
Table VI shows the accuracy values. The equation of the F1-
score, precision, recall, and accuracy have given below:

• Precision: It is the true positive relevance rate that
defined as the ratio tp

tp+fp , where fp indicates the
number of false positives;

• Recall: It is the true positive rate that defined as the
ratio tp

tp+fn , where tp and fn are the number of true
positives and false negatives, respectively;

• F1-score: F1-score is a function of Precision and
Recall that is the harmonic mean between Precision
and Recall, defined the ratio as 2∗(precision∗recall)

precision+recall ;

Next, we find out the accuracy of normal and logical forms.
Let X is the total number of queries in our dataset and X ex is
the execution query. we evaluate the every clause (find, insert,
update and remove) query using accuracy metric for normal
form Acc nf = X ex

X and for logical form Acc lf = X ex
X . Table

VII shows the accuracy of normal and logical queries. After
that the overall result is evaluated by the BLEU (Bilingual
Evaluation Understudy) that was developed to evaluate the
machine translation system.

K. Result

The article presents an efficient approach to transform
the natural language query into a NoSQL query effectively.
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TABLE V. THE ACCURACY FOR CONVERTING NATURAL LANGUAGE INTO NON STRUCTURED QUERY LANGUAGE

Input Text Original query Test query Accuracy(%)

Find all the students db.all student.find() db.all student.find() 100

What is the name of all student? db.all student.find({name:True}) db.all student.find({name:True}) 100

Find the student whose age greater than 70 db.all student.find({ age: { $gt: 70 }) db.all student.find({ age: { 70 }) 75.0

Insert the student whose name is x db.all student.insert ({name:‘x’}) db.all student.insert ({name:‘x’}) 100

Insert student whose name is x, age 22 db.all student.insert ({name:‘x’},{age:22}) db.all student.insert ({name:‘x’},{age:22}) 83.33

Update the name y who is x in student table db.all student.update ({name:‘x’},{$set:{name:‘y’}}) db.all student.update ({name:‘x’},{$set:{name:‘y’}}) 100

Update name z and age 40, whoes name is x db.all student.update ({name:‘x’},{$set:{name:‘y’}}) db.all student.update ({name:‘x’},{$set:{name:‘x’}}) 65.5

Remove all the students db.all student.drop() db.all student.drop() 100

Delete student whose name is x and age 20 db.all student.removeMany ({name:‘x’, age: 20}) db.all student.remove ({name:‘x’, age: 20}) 75.0

This model achieves a competitive result on our dataset.
The following tables represent the experiment result of each
classifier.

TABLE VI. EXPERIMENTAL RESULTS OF EACH CLASSIFIER

F1-score 0.808
Precision 0.892

Recall 0.74

Bilingual Evaluation Understudy (BLEU) is a score for
comparing a candidate translation of the NoSQL query to
one or more reference translations. To predict the accuracy
of automatic machine translation systems, Kishore Papineni,
et al. [39] proposed this score in 2002. We used the BLEU
score to determine the output.

BLEU is not entirely effective but offers several interesting
benefits like quick, easy to calculate, language-independent,
highly interactive with human interpretation, and widely used.

P =
m

wt
(1)

where, m is the estimate of tokens from the candidate
source code that are found in the reference text, and wt is the
total estimate of words in the candidate query. The accuracy
is calculated using the equation 2.

Accuracy = P × 100% (2)

The performance analysis of our model is given in Table
VII.

TABLE VII. PERFORMANCE ANALYSIS OF OUR MODEL. ACCnf AND
ACClf INDICATE THE NORMAL FORM AND LOGICAL FORM QUERY

ACCURACY, AND ACCqm INDICATES THE ACCURACY OF QUERY MATCH

Operation clause Accnf (%) Acclf (%)
Find 100 87.5

Insert - 91.67
Update - 82.75
Remove 100 75.0

Accounting to Concepts Identification errors and domain
dictionary errors, the average accuracy achieved by our system
is 88.76% respectively. We define the error rate as:

ErrorRate = (100−AccuracyRate)% (3)

TABLE VIII. ANALOGY OF DIFFERENT TYPES OF MODEL

Model Accuracy Error Rate
(%) (%)

Encoder-Decoder Model 71.5 28.5
REINFORCE-algorithm Model 84.2 15.8

Proposed Model 88.76 11.24

Table VIII represents BLEU portion of efficiency for
forecasting correct NoSQL query. Using the WikiSQL reshape
dataset the proposed model is passed down for comparing
with the existing other models. Fig. 11 illustrates the three
models’ estimated efficiency and error rates. It demonstrates
the accuracy of other measure rates of converting the natural
language query into the non-structured query language (that
scored 88.76%) is better or at least competitive than the earlier
results.

Fig. 11. Performance factor between previous and our proposed model

V. CONCLUSION

In the age of digitalization, internet users have been in-
creasing continuously. So a large amount of data needs to be
stored in a database. Relational databases faced some chal-
lenges in search engines and social networking services. Here,
the NoSQL database helps maintain a broad range of hierar-
chical data models. The proposed model deals with the NLP
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to non-relational query conversion. Initially, preprocessing the
text (English) by NLTK, then used LD algorithm for collection,
attribute extraction and BERT model for operation extraction
and finally, query generation. Our model can generate queries
for Find, Insert, Update, Remove clause with an average
accuracy of 88.76%. In the future, we intend to improve more
complex NoSQL queries such as logical function queries, using
other incentive mechanisms for better performance.
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Abstract—In the big data era, machine learning has devel-
oped prominently and is widely used in real-world systems.
Yet, machine learning raises fairness concerns, which incurs
discrimination against groups determined by sensitive attributes
such as gender and race. Many researchers have focused on
developing fairness audit technique of machine learning model
that enable users to protect themselves from discrimination.
Existing solutions, however, rely on additional external trust as-
sumptions, either on third-party entities or external components,
that significantly lower the security. In this study, we propose
a trustless verifiable fairness audit framework that assesses the
fairness of ML algorithms while addressing potential security
issues such as data privacy, model secrecy, and trustworthiness.
With succinctness and non-interactive of zero knowledge proof,
our framework not only guarantees audit integrity, but also
clearly enhance security, enabling fair ML models to be publicly
auditable and any client to verify audit results without extra trust
assumption. Our evaluation on various machine learning models
and real-world datasets shows that our framework achieves
practical performance.

Keywords—Security and privacy; machine learning; fairness;
cryptography; zero knowledge proof

I. INTRODUCTION

Machine Learning has seen great success in decision-
making and decision-support tasks in recent years [1] [2]
[3], being deployed in various applications and products in
practice, such as loans and hiring decisions. However, concerns
are rising that algorithms amplify bias and discrimination from
the training data, and fairness is becoming an essential metric
for evaluating machine learning models [4]–[8]. Consequently,
fairness has become a roadblock to widespread machine
learning applications. To address this formally, many works
towards considering how algorithm fairness can be assessed
by proposing various measures and how discrimination in ma-
chine learning systems can be mitigated by pre-processing [9],
[10], inter-processing [11], [12], and post-processing methods
[5] [13].

In practice, there is a need for guarantees that the result of
fairness audit are correctly calculated with respect to specific
fairness metrics, which is referred to as the audit integrity
of fairness. One of the basic ideas to ensure that users are
protected from discrimination is to ensure the integrity of the
audit. In order to get a fair model, the server usually requires
the user’s sensitive data, such as gender and race, to train the
machine learning model. However, this requirement is often
contrary to the interests of the user. First, users are usually
reluctant to share their data, even if it is a reasonable aim,

2Corresponding Author.

because it would expand their exposure to privacy risks. In
addition, the collection of sensitive user data is subject to legal
restrictions. For example, the EU’s General Data Protection
Regulation (GDPR) highlights the minimal prerequisites for
collecting sensitive data [14]. If the model itself is not a
secret, anyone can potentially run tests on it to establish its
purported fairness without exposing its data. However, this
approach may be contrary to the benefits of the model owner
due to intellectual property. Although there are fair learning
approaches [15], [16], training fair models without the sensitive
data have been proposed, it is still required to have the sensitive
data for assessing the fairness of the trained model [17]. We
call this problem as sensitive data availability.

To overcome sensitive data availability issues in providing
audit integrity, Veale and Binns [14] introduce a trusted third
party with sensitive data to certify the fairness of a machine
learning model. Although this model works well, it requires a
strong trust relationship between the third party and the model
owner. Either the third party has access to the ML model,
or the model owner has access to the sensitive data, which
may be against their interests. To audit the model publicly
while protecting sensitive data’s privacy and keeping the model
confidentiality, Kilbertus et al. [18] and Segal et al. [19]
proposed to utilize multi-party computation (MPC) approach.
Those approaches enable a public fairness audit under the
assumption of a semi-honest security model and are extended
by Pentyala et al. [20] to a malicious security model. Park et
al. [17] propose a framework to enable secure fairness audit by
leveraging confidential computing based on hardware enclave
under the malicious security model.

The problem. While previous work have been work well,
existing solutions still suffer from extra trust assumption.
This is problematic for two reasons. First, the additional trust
assumptions mean the third party determines the audit integrity.
Second, relying on a third party can lead to single-point
failures. Specifically, the MPC-based approach assumes that
the server and the third party are running all required steps in
a protocol. Moreover, the hardware-based approach introduces
additional hardware security assumptions and also suffers from
hardware vulnerabilities [21] [22]. Furthermore, when we are
in a situation where we want to audit the model used for several
different domains, we need to establish credible relationships
with more third parties or hardware enclaves.

To get secure and robust service, we need a much more
robust security guarantee: each party only trusts itself. This
raises our question: Can we design a framework for auditing
the fairness of machine learning models under no trusted party
existing scenario? Or can we guarantee security for audit
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integrity without external trust assumptions? For example, we
want to support fairness audits as a service in the model market
to achieve fairness integrity.

We answer the question above positively in this paper by
proposing a fair audit framework, which enables a publicly
verifiable fairness audit of the ML model without disclosing
model parameters and guarantees audit integrity of the fair
audit. The main idea is to leverage the progress of zero
knowledge succinct non-interactive arguments of knowledge
(zk-SNAKRs) [23]–[29] recently. A zk-SNARK enables the
third party to efficiently convince the verifier that the compu-
tation of fairness audit is correctly calculated. We solve the
critical challenge of adapting zk-SNARK to this work under
the malicious threat model. In summary, the contributions of
this work are:

• We provide a generic framework to audit the fairness
of machine learning model under the trustless condi-
tion. We can support generic machine learning models
with arbitrary fairness metrics.

• We formally define security requirements and instan-
tiate the framework described above. We have solved
performance challenging problems in the instantiation
process.

• We implement our framework and evaluate its perfor-
mance on several real-world datasets. The experimen-
tal results show that our framework achieves practical
performance.

II. LITERATURE REVIEW

A. Fairness Audit

Despite training a machine learning model is a fundamental
problem, bringing the model to reality is also important. A
fundamental question is how to ensure that the model used
is non-discriminatory. There is a line of work to discuss this
problem. Veale and Binns [14] introduced highly trusted third
parties selectively storing data and performing discrimination
auditing to achieve fairness in machine learning. However,
they assume the modeler must disclose their model to a third
party or trust it in order to obtain the model prediction on test
data, which may be incompatible with modeler’s intellectual
property. To resolve these problems, other privacy-preserving
approaches such as multi-party computation or trusted execute
environment can be applied. Kibertus et al. [18] and Segal et
al. [19] proposed privacy-preserving fair certification and infer-
ence of ML model that protect sensitive attributes and model
confidentiality by using MPC. However, they assume that two
honest-but-curious server and require high communication.
The following work PrivFair [20] extend their security model
to active security threat models in 2- or 3-server setups. Park
et al. [17] provided a generic fairness audit framework that
relies on hardware enclaves and explores more potential threats
and attacks in the fairness certification process. Although their
approach has a small computational overhead, their require
additional hardware and trustworthiness to TEE, which is not
our goal. And TEE also face many unknown vulnerability
[21]. All of these work require additional trusts, and does not
provide public verifiable. There computation integrity rely on
their trust on third party. In this study, we explore a publicly

verifiable security audit protocol based on zero knowledge
proof with lower level of trust. Also [19] and [17] explore
the auditing dataset are publicly known during model training,
which makes the model certification harder by allowing the
modeler can adaptive training their model on the audit data.
We are also using this approach to improve the reliability and
robustness of fairness audits, which is seen as a promising
direction for fairness certification.

B. Zero Knowledge Proof

Zero knowledge proofs were introduced by Goldwasser
[30] and generic constructions based on probabilistically
checkable proofs were proposed in the seminal works of Kilian
[31] and Micali [32]. In recent years there has been significant
progress in efficient ZKP protocols and systems. A radically
different approach in zero-knowledge proof, categorized by
their underlying techniques and assumptions, there are pairing-
based schemes [24], [25], [27], discrete- log-based schemes
[33], interactive-proof [34], [35], interactive oracle proofs
(IOP) [26], [36], and so on. They provide different trade-offs
between prover runtime, proof size and verifier runtime and so
on. Please refer to [37] for more details on the performance and
comparisons of different ZKP schemes. Zero knowledge proof
has been widely used in blockchains and cryptocurrencies to
achieve privacy [38] and scalability. More recently, it also
found new applications in zero-knowledge machine learning
[39], [40], zero-knowledge middlebox [41], and so on.

III. PRELIMINARIES

In this section, we introduce the fairness notions in ma-
chine learning and the cryptographic primitives used in our
framework.

Notions. We use λ to denote the security parameter. Let
[n] denote the set {0, 1, . . . , n− 1}; a vector be denoted by a
boldface letter, e.g., x. And x← X denote that x is sampled
from a distribution X .

A. Fairness Notions in Machine Learning

There is plenty of fairness definitions [42] such as group
fairness, causal discrimination, and counterfactual fairness. In
this study, we mainly focus on statistical fairness definitions
that require protected data, such as demographic parity (or
statistical parity) [43], equalized odds [5], equal of opportunity
[5], and disparate impact [44]. Demographic parity means
that both protected and unprotected groups have an equal
probability of being assigned to the positive predicted class.
Equalized odds enforces both equal bias and equal accuracy
in all demographics. Equal of opportunity is a relaxation of
equalized odds, which only focus the positive predication
outcome. Disparate impact implies that the decision outcomes
disproportionately benefit or hurt members of certain sensitive
attribute value groups.

Let M be a trained machine learning model for a classifi-
cation task. Suppose possible inputs X , sensitive or protected
attribute G (relevant for fairness, e.g., ethnic or sex), the
true class label y and the predication ŷ = M(x, g), where
x ∈ X , g ∈ G. And we use tuple (M,X ,Y,G) represent the
audit sample D. Consider g = 0 designates the unprotected
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group and g = 1 designates the protected group. We recall
these fairness definition below.

• Demographic parity (DP): P (ŷ = 1|g = 0) = P (ŷ =
1|g = 1)

• Equalized odds (EO): P (ŷ = 1|y, g = 0) = P (ŷ =
1|y, g = 1),∀y ∈ Y

• Equal opportunity: P (ŷ = 1|y = 1, g = 0) = P (ŷ =
1|y = 1, g = 1)

• Disparate impact (DI): P (ŷ = 1|g) ̸= P (ŷ = 1),∀g ∈
G

The fairness of the ML model is assessed by means of
the empirical fairness gap, as described in [19]. The fairness
notion must be expressed in the formulation in order to audit
ML models. Without loss of generality, we can consider the
demographic parity:

lg,y(M) = E
(x,g′,y′)

[I{M(x) = y}|g′ = g]

where I is an indicator function. Then define the estimated
group risk as lg,y(M,T ) = 1

m

∑mg

i=1 I{M(xi) = yi ∧ gi = g},
where T = {(x1, g1, y1), . . . , (xm, gm, ym)} is independent
sample set and mg is the number of samples in T from group
g. Define the fairness gap of ML model as

max
g0,g1∈G,y∈Y

|lg0,y(M)− lg1,y(M)|

Also define empirical fairness gap (EFG) using the empirical
approximation as follows:

EFG = max
g0,g1∈G,y∈Y

|lg0,y(M,T )− lg1,y(M,T )|

We call model M (ϵ, δ)-fair on (G, T ) with respect to a fairness
measurement if:

Pr

[
max

g0,g1∈G,y∈Y
|lg0,y(M)− lg1,y(M)| > ϵ

]
≤ δ

The EFG can naturally extend to the other fairness notion and
yield the corresponding (ϵ, δ)-fairness definitions.

B. Cryptography Primitives

Bilinear Groups. A bilinear group is given by a description
GK = (p,G1,G2,GT ) such that

• G1, G2 are cyclic groups of prime order p and
generators are g ∈ G1 and h ∈ G2

• Bilinear map e : G1 ×G2 → GT , that is, e(ga, hb) =
e(g, h)ab, where a, b ∈ Zp

• e(g, h) generates GT

Commitment Scheme. A commitment scheme allows a
committee to commit a secret value and later open the com-
mitment and reveal the value to the verifier. We recall the
commitment scheme definition.

Definition 1: A commitment scheme is a tuple of algo-
rithms Com = (Setup,Commit,VerifyCommit) that works as
follows.

• Setup(1λ)→ ck takes as input the security parameter
λ and outputs a commitment key ck.

• Commit(ck,m) → (c, o) takes as input the commit-
ment key ck and a secret value m, and output a
commitment cm and an opening o.

• VerCom(ck, cm,m, o) → b takes as input a commit-
ment cm, a value m and an opening o, and output
accept (b = 1) or reject (b = 0).

The commitment scheme is required to be both binding
and hiding. In the study, we will be using Perdersen-like
commitment scheme [27] which is statistically hiding and
computationally binding under suit assumptions.

zkSNARKs. Zero knowledge proof enables a prover to
prove to a verifier the result y of a computation C satisfying
y = C(x,w), where x is public input and w is secret
witness of prover. The popular zero knowledge proof notions
used in practice are zero-knowledge succinct non-interactive
arguments of knowledge (zkSNARKs, for short) [23]–[25].
Here we recall the definition of zkSNARKs as follows:

Definition 2: A zk-SNARK for a relation R is a tuple of
algorithms Σ = (KeyGen,Prove,Verify,Sim) as follows:

• Setup(1λ, R) → CRS = ((ek, vk), τ): The setup
algorithm takes a relation R ∈ Rλ and security
parameter as input, and returns a common reference
string CRS and a simulation trapdoor τ .

• Prove(ek, x, w) → π The prove algorithm takes a
evaluation key ek from CRS, and (x,w) ∈ R as
inputs, and generates a proof π.

• Verify(vk, x, π) → b ∈ {0, 1} The verify algorithm
takes a verification key vk from CRS, public input x,
and proof π, and outputs 0(reject) or 1 (accept).

• Sim(CRS, τ, R) The Sim algorithm takes a CRS, a
simulation trapdoor td, and a relation R as input, and
returns a proof π.

A zkSNARKs scheme should satisfy the following proper-
ties:

• Completeness: For any pair (x,w) ∈ R, the verifier
always accepts the corresponding proof.

• Knowledge Soundness: it holds if the prover must
know a witness and such knowledge can be efficiently
extracted from the prover by using a knowledge ex-
tractor.

• Zero knowledge: An argument is zero-knowledge if
it does not leak any information other than the truth
of the statement. There are exist a simulator without
secrets can generate valid proofs.

• Succinctness: The size of a proof is |π| ≤
poly(k)polylog(|x|+ |w|)

Commit-and-prove SNARK. Commit-and-prove SNARK
is a SNARK(cp-SNARK, for short) [27] that can prove knowl-
edge of (x,w) such that R(x,w) = 1 holds w.r.t. a witness
w = (u,w) and u opens a commitment cu as follow:

Definition 3: We denote a cp-SNARK as a triple of algo-
rithm CP = (KeyGen,Prove,VerProof).
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• KeyGen(ck,R) → CRS = (ek, vk) generates the
common reference string(CRS).

• Prove(ek, x, (cj)j∈[l], (uj)j∈[l], (oj)j∈[l], w)→ π out-
puts the proof of correct commitment.

• VerProof(vk, x, (cj)j∈[l]) → b ∈ {0, 1} reject or
accept the proofs.

The above definition has perfect completeness, computa-
tional knowledge soundness and zero knowledge in the random
oracle model. Please refer to [27] for more details on the
formal definition.

IV. PROBLEM STATEMENT

A. System Model

As shown in Fig. 1, our framework involves four enti-
ties: server, regulators, client, and bulletin board. With the
involvement of the entities, we consider such a scenario
problem: the server in possession of a trained model seeks
to convince any later-coming client that the model satisfies
a set of fairness metrics typically defined by a group of
specialist regulators, while not revealing the model parameters.
We note that we consider multiple specialist regulators who
hold different fairness metrics dependent on the policy, law
regulation, and environment of their domains, so as to ensure
an all-around fairness assessment of a trained model. To
address the above scenario problem, our framework contains
three phases, including the query phase, the auditing phase,
and the verification phase, with the following basic workflow:

• The sever commits to the model that will be evaluated,
and meanwhile, the regulators commits to their test
data that are used for evaluating model fairness.

• Any one regulator can send the test data to the
server, and the model is evaluated on the data, thereby
obtaining the corresponding evaluation result. Also,
the commitment on the evaluation result and the proof
regarding evaluation correctness are submitted to the
bulletin board. Here refers to the query phase.

• A regulator can audit the model fairness with the
evaluation result he obtains, according to the fairness
metric he holds. As a result, the regulator submits the
auditing result and a proof on correct auditing to the
bulletin board. It refers to the auditing phase.

• Any later-coming client who questions the model
fairness is able to browse the fairness auditing results
and assert the truth with the proofs from the bulletin
board. Here refers to the verification phase.

Remarks. We remark that the server provides a black-box
query inference towards the regulators, without exposing the
model parameters.

B. Threat Assumptions

We consider either the server or the regulators have the
motivation to cheat the client with respect to the model fairness
in our scenario problem. We now clarify our concrete threat
assumptions on the involved entities.

Fig. 1. System overview

Server: The server is considered to be malicious, which
may arbitrarily deviate from the evaluation of model fairness.
Specifically, 1) it may give incorrect model predication on test
data, such as random values or predication not on the commit-
ted model or test data; 2) it also may use an unfair model to
interact with the regulator, trying to trick the regulator. We note
the server has access to the regulator’s test dataset in plaintext
in our scenario. First, given that the source and amount of
data is limited, there is a tendency to audit model fairness
on publicly available datasets [19] to obtain richer test data.
Second, in scenarios where privacy is required for the test
dataset, since each of the regulator’s test data only contains
sensitive attributes and an identifier as stated in work [14],
this represents a lesser privacy risk.

Regulator: We consider regulator as malicious. The regula-
tor might give wrong fairness audit results, such as auditing an
unfair model as fair or vice versa, due to conflict of interest or
just machine failure. The regulator also might use test datasets
that differs from the previously committed data.

Client: We assume client is honest. The client can know
the algorithms for model prediction and fairness evaluation, but
does not have access to the model parameters. The commit-
ments, audit result, and proofs are always available to client.

Bulletin Board: We assume that integrity and availability
hold for bulletin board. The bulletin board can be instantiated
by using a blockchain system, such as Bitcoin or Ethereum. We
make the assumption like existing work [45]. We also assume
the existence of a secure communication channel between any
two entities.

Remarks. Note that we do not consider how to train a fair
machine learning model and we do not discuss some machine
learning attack, such as model extraction, model inversion, and
evasion attacks [46] [47]. These studies are outside the scope
of this work.
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C. Security Goals

We aim to propose a framework for model fairness auditing
in trustless setting, which departs from previous works. The
framework establishes an evidence on the server-side model
fairness, such that an off-line or later-coming client can be
faithfully convinced of the truth respective to model fairness.
To be specific, we should achieve the following security goals.

Trustless Verifiable Model Fairness: We require that the
truth of model fairness can be efficiently verified by any one
non-designated client. Concretely, a client of interest as a
verifier can verify the public proofs posted by the server and
the regulators, so as to determine if the server’s model indeed
reaches the fairness degree of the regulators over specific test
data.

Model Privacy: We require that neither evaluation results,
auditing results or proofs reveals the private information of the
model against any one verifier.

Audit Integrity: We can provide the publicly verifiable audit
integrity to convince that any later-coming client.

Accountability: We require that a verifier can account the
misbehavior of the server or the regulator, if evaluation proof
or audit proof cannot be verified. This property cannot be
provided by MPC-based works.

V. TECHNICAL CHALLENGE

Above scenario allows the server to know the regulator’s
test data for evaluating his model, and the regulators to obtain
the corresponding evaluation results for auditing model fair-
ness. When any a later-coming client gets the auditing results,
we do not desire the client to learn any private information of
the server’s model, the regulator’s test data and the evaluation
results. We therefore need to achieve that any client (as
non-designated verifier) can check the correctness of model
evaluation and fairness auditing without private information of
the model, test data and evaluation results.

Zero-knowledge proof technique can be used to address the
above scenario problem without leaking private information.
As Fig. 1 demonstrated, a regulator can firstly commit to test
data (the server also commits to the model). The server then
conducts the model evaluation with the test data, yielding
the corresponding evaluation results. It also commits to the
evaluation results, and generates a proof π1 that the model
is indeed evaluated over the test data, with the committed
evaluation results as output. After that, the regulator executes
the computations of fairness auditing, and generates a proof π2

regarding the execution correctness. Lastly, a verifier checks
the validity of both π1 and π2 without knowing the previously
mentioned model, test data and evaluation results. Despite the
easy-following technical roadmap, we encounter the following
two challenges for efficiency:

A. Supporting Lightweight Verification

Our work adopts the state-of-the-art zkSNARK scheme
constructed by Groth [25] (refer to Groth16) due to its short
proof size (three group elements) and efficient verification.
Despite the optimal performance of the scheme, the direct
adoption without any modification cannot satisfy our scenario

requirements. Specifically, to test model fairness and ensure
the result reliability require sufficiently large test data, e.g.,
6800 test inputs per regulator, as mentioned in [19]. Based
on the scenario, the overall proof size will increase linearly
with the amount of data, although the single proof of the
Groth16 scheme is succinct. But a verifier is considered a thin
device with restricted resources, and thus the result proof as
described above easily becomes a computational and storage
burden on the lightweight verifier. Furthermore, this situation
becomes even worse when we want to verify the results of
the fairness audit of multiple regulators with different test
data and different fairness metrics. Therefore, the challenge
is implementing more efficient verification when the model
fairness is audited by large test data from multiple regulators.

B. Improving Proving Performance

Recall that the proof generation process based on an zk-
SNARK scheme involves compiling a computation (e.g., model
fairness auditing) into a circuit, such as arithmetic circuit and
Boolean circuit, and then expressing the circuit with rank-
1 constraint system (R1CS) used for generating proof. The
involved arithmetic and Boolean operations generally deter-
mine the efficiency of the zkSNARK scheme used in practical.
For example, the overhead of the Groth16 scheme is friendly
for arithmetic operations in the finite field but unfriendly for
Boolean operations (due to the radical blow-up in the circuit
size required to compile Boolean operations into the arithmetic
circuit). Such technical feature, however, is in conflict with the
concrete computation of our scenario, since model fairness
auditing involves many Boolean-efficient operations such as
comparison. Our challenge thus is efficiently handling Boolean
operations in proof generation.

VI. CONCRETE DESIGN

We now present our framework that enables the fairness
audit for an ML model while keep model confidentiality in
an efficient publicly verifiable manner, enabling each one to
assess model fairness individually and thus minimize trust
dependency between server, regulator and client. It builds on
Groth16 zk-SNARK scheme, Pedersen commitment and sig-
nature scheme. As mentioned above, our framework consists
of three phase: query phase, audit phase, and verification
phase. (1) In the query phase, the regulator query the server’s
model using the committed test dataset. Then the server
evaluate model on test data and generate a proof for correct
evaluation, and sends the evaluation results and the evaluation
proof to the regulator. (2) The regulator verifies the evaluation
proof and evaluate fairness metrics of model. And then the
regulator generate auditing proof. And release auditing result
and auditing proof to the bulletin board. (3) The client verifies
the evaluation proof, audit proof and determines the fairness
of the server’s model.

A. Query Phase

1) Model evaluation.: In this phase, the main goal of reg-
ulator is to obtain the evaluation of the server’s model on test
data that can be used to audit the model’s fairness. Firstly, the
regulator collects sufficient test dataset X = {x0, . . . , xn−1}
(in a legally compliant way or directly extracted from public
audit datasets [19]) and commits it to cmx using the Pedersen
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commitment scheme. The server also commits its ML model
parameter to cmm using the same commitment scheme. Then
both parties posting their commitments cmx and cmm to the
Bulletin board respectively. Noted that the ML model structure
is known to the verifier, we only protect the model parame-
ter privacy, e.g. weight information. Secondly, the regulator
transmits test data X = {x0, . . . , xn−1} to the server, then
the server computes the evaluations of model on the test data
Ŷ = {y0, . . . , yn−1} and generates the evaluation proof πe.
Moreover, the server commit the evaluation of model to cmŷ

and publish it and the evaluation proof πe to the Bulletin board,
and the server sends the model evaluations Ŷ to the regulator.

2) Proof generation.: Our framework conducts the commit-
and-prove paradigms [27] so that we can support zero-
knowledge evaluation for both secret input and secret models
in a straightforward way. Specially, in our scenario, we allow
the server get the test data in plaintext, and the regulator
obtains the evaluation results for audit the model. However,
from the client’s perspective, the privacy of the model, test
data, and the evaluation result all is preserved.

The claim from [19] stated that an ML model M is ϵ-fair
with confidence 1− δ if:

EFG < ϵ ∧min
g∈G
≥ 2

(ϵ− EFG)2
ln

2|G||Y|
δ

where mg denotes the number of occurrences of g in T . Takes
EFG = 0.05, ϵ = 0.1, δ = 0.2 and |G| = 100 as example, we
need sample number mg ≈ 6800. In this scenario, although
the individual evaluation proof are small, thousands of test
data make verifying multiple evaluation proofs expensive. As
stated above, however, our goal is to keep the succinctness
of proof due to we want to support a lightweight client who
has limited memory and computation resources. There are two
common techniques to keep succinctness of multiple proofs
in literature, one is SNARK recursion [48] [49], and other is
proof aggregation [50] [51]. The SNARK recursion can prove
the proof is correct, and we can compress a sequence of proofs
into one proof. Specially, we can aggregate proofs via recursive
composition that create another SNARK for the circuit that
contains n copies of the Groth16 verifier circuit [48]. But the
SNARK recursion incur significant practical overhead due to
we need to compiler the verify algorithm into a circuit, and this
is the bottleneck of recursion SNARK efficiency. For example,
computing a pairing on the BLS12-377 curve require ∼ 15000
constraints [48].

3) Proof aggregation.: In our work, we adopt proof aggre-
gation technique. Inspired by SnarkPack [50] [51], we resort
to utilize special structure of proof to aggregate multiple proof.
SnarkPack propose an approach to reduce the overhead in
communication and verification time for verify multiple proofs
without the need of further larger trusted setup ceremonies.
The SnarkPack allows to aggregate n Groth16 zk-SNARKs
proofs with O(log n) proof size and verifier time and can be
constructed from two different existing ceremonies (e.g., the
“power of tau” for Zcash [38] and Filecoin [52]).

We explain the aggregation protocol used in SnarkPack
and how it can adapt to our CP-SNARK scenario below. First,
we recall the verification process used in Groth16. A detailed
description of Groth16 SNARK protocol can be found in [25].

The proof π in Groth16 consists of three group element π =
(A,B,C) ∈ G1×G2×G1. For the verification algorithm, we
need the verification key vk:

vk :=

(
gα, hβ ,

{
Sj = g

βj(s)+αwj(s)+yj(s)

γ

}t

j=0

, hγ , hδ

)
The verifier need check that pairing equations is satisfy:
e(A,B) = e(gα, hβ) ·e(

∑t
j=0 S

aj

j , hγ) ·e(C, hδ), where [a] is
public input.

The high level idea of Groth16 aggregation is straightfor-
ward: instead of checking that n different pairing equations are
simultaneously satisfied, it is sufficient to prove that only one
inner pairing product of a random linear combination of these
equations defined by a verifier’s random challenge r ∈ Zp

holds. The same idea is heavily exploited exploited in poly-
nomial commitment, SNARK batch, SNARK recursive [48].
Specially, consider n proof [πi]

n−1
i=0 = {Ai, Bi, Ci}n−1

i=0 , the
verifier need to check n equations of e(Ai, Bi) = Yi·e(Ci, h

δ),
where

Yi = e(gα, hβ)n · e(
n−1∏
i=0

S
∑n−1

j=0 ai,j ·rj

i , hγ)

The aggregation will instead check a single randomized equa-
tion:

n−1∏
i=0

e(Ai, Bi)
ri =

n−1∏
i=0

Y ri

i · e(
n−1∏
i=0

Cri

i , hδ)

And we rewritten above equation as:

ZAB = Y ′
prod · e(ZC , h

δ)

where ZAB =
n−1∏
i=0

e(Ai, Bi)
ri , ZC =

n−1∏
i=0

Cri

i and

Y ′
prod =

n−1∏
i=0

Y ri

i . And then we will check that ZAB , ZC

are consistent with the initial proof triples. Here we use two
notions: the target inner pairing product (TIPP) and the multi-
exponentiation inner product (MIPP) (detail can see [50]).

• TIPP: takes some committed vector A ∈ Gn
1 ,B ∈ Gn

2

and shows that ZAB =
∏n−1

i=0 e(Ai, Bi);

• MIPP: takes a committed vector C ∈ Gn
1 and a vector

r ∈ Zn
p and shows that ZC =

∏n−1
i=0 Cri

i

After that we can use TIPP and MIPP to generate the
aggregated proof π = (πt, πm, TAB , UAB , TC , UC , ZAB , ZC),
where the last two elements are required to verify the Groth16
equation, the first two elements used to verify the TIPP and
MIPP arguments, and other elements are required for the
verifier derive randomness r in Fiat-Shamir transformation
[53]. After verify TIPP and MIPP proof, the regulator use
ZAB , ZC as the linear combination of the proofs. Then the
regulator verify the Groth16 equation using the aggregated
proof ZAB , ZC and decides whether to move to the next stage.

In the case of CP-SNARK, we need additional element D
of the proof that contains a commitment to the data and to
create a CPlink to link D to the external commitment. Also
we need some additional element in CRS to create D and the
CPlink. Nevertheless, the special structure of the proof does
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TABLE I. CONFUSION MATRIX

Actual-Positive Actual-Negative

Evaluation-
Positive

True Positive (TP)
TPR= TP

TP+FN

PPV= TP
TP+FP

False Positive (FP)
FPR= FP

FP+TN

Evaluation-
Negative

False Negative (FN)
FNR = FN

TP+FN

True Negative (TN)
TNR= TN

TN+FP

not change. In order to verify the proof, we only need verify
equation of the structure: e(A,B) = Y · e(C, hδ). Thus, we
can obtain the aggregated proof in the same way.

B. Auditing Phase

In this phase, multiple regulators aim to evaluate particular
fairness metrics depending on the environment, policy, and
industry to determine the fairness of the ML model.

1) Fairness audit: Following the common approach in [42],
we can use a confusion matrix (see Table I) to compute
statistical metrics of ML model, which is what most statistical
measures of fairness rely on. The basic notion in confusion
matrix as follow:

• True positive (TN): a case when the predicted and
actual evaluation are both in the positive class.

• False positive (FP): a case predicted to be in the
positive class when the actual outcome belongs to the
negative class.

• False negative (FN): a case predicted to be in the
negative class when the actual outcome belongs to the
positive class.

• True negative (TN): a case when the predicted and
actual evaluation are both in the negative class.

Based on these basic concepts, we calculate the fairness
metrics. Specifically, the fairness notion we took in this work
is as follows: Demographic parity (DP), Equalize odds (EO),
Equal opportunity, and Disparate impact (DI). Use these for-
mulation, following the basic paradigm in zk-SNARKs, we can
express the whole fairness computation as arithmetic circuit
and then generate proof.

2) Technical observation: As mentioned earlier, the chal-
lenge in generating proof is that we must handle many non-
linear operations because we adopt group-based fairness no-
tions, e.g., divides, comparison, sorting, and so on. To resolve
the challenge, our framework uses the observation that for
a prover to convince a verifier that it knows the output of
some non-linear operation, the prover does not actually need
to execute the non-linear operation in the circuit. Instead, the
prover just needs to prove that the output of the non-linear
operations is correct. For example, suppose the prover wants
to prove z = x/y to the verifier. In that case, the prover does
not need to straight to compiler divide to a ciruit but simply
provides a divided result z as an ”advice” and then prove
multiplication operation x = z×y. Note that the multiplication
operation only contain one multiplication gate, so it much
more efficient than naive encoding the divide operation to

a circuit (e.g., compute inverse use Fermat’s little theorem,
a · ap−2 = 1). The observation is broadly used in literature
[24], [39], [54], [55]. Next, we will show how to bring this
idea into our framework to help model audit.

3) Handle non-linear operations: At a high level, we can
split the computation in the audit phase into two-component:
one is to evaluate fairness metrics, and the other is to compute
the empirical fairness gap. First, we summarize the typical
non-linear operation in the auditing process below and then
design a protocol to prompt efficiency. The typical operations
in statistical fairness evaluate as follow: 1) divides; 2) absolute
value; 3) comparison; and 4) maximum or minimum value. To
clarify the research methodology, we consider the following
examples. First, the regulator needs to compute the basic
metrics: TP, FP, TN, and FN. And then calculate fairness
metrics like TPR and FRP. Finally, the regulator computes the
EFG corresponding fairness notion, such as DP.

For division operations, we have solved as above. For
comparison operation, e.g. x ≥ 0, we ask the prover to
provider the bit decomposition (a0, . . . , ak) of x as a witness
(ak denote sign bit, e.g. positive(1) or negative(0)). Then
we can check that: 1) each ai is binary: ai(ai − 1) =
0,∀i ∈ [k]; 2) The correctness of bit-decomposition of x:
ak(x−

∑k−1
i=0 ai2

i) + (1− ak)(x+
∑k−1

i=0 ai2
i) = 0.

In calculating the EFG, we need to find the maximum
metrics gap between different group. Naive computation is not
feasible because it requires us to make a two-by-two difference
between all the elements in the group and then select the
maximum gap value. A more thoughtful way is to sort the array
and then use the maximum value minus the minimum value
to get EFG. Nevertheless, directly representing a sorting algo-
rithm such as QuickSort as a circuit requires a comparison that
contains O(n log n), which is expensive. Following the above
observation, we asked the prover to provide some “advice” as
a witness to improve efficiency, and we can combine absolute
and maximum value into one relation. Concretely, assume that
we have (x0, . . . , xn−1) denote the fairness metrics on n test
data and want to compute max |xi − xj | between different
group. The prover is required to provide the maximum xmax

and the minimum value xmin in list as an auxiliary witness.
Then we can check that xmax is actually the maximum number
as follows:

1) xmax − xj ≥ 0 ∀j ∈ [n].
2) ∃j ∈ [n] such that xmax − xj = 0. This condition is

equivalent to xmax ·
∏n−1

j=0 (xmax − xj) = 0.

The first condition can be checked by bit-decomposing
of xmax − xj and then checks are exactly the same as the
comparison operation. Similarly, the check of xmin is exactly
the same as xmax above.

Overall, comparing to straight compute maximize value
above, the prover only additionally provides bit-decomposing
of maximize and minimize value, and the protocol checks two
additional bit decomposition. After all of computation done,
the regulator publish all of the commitments, proofs, and audit
result with associated signature on bullet board.
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TABLE II. EVALUATION PROOF TIME OF FLR MODEL

Dataset preprocess time(s) prover time(s) verifier time(s)

German 2.139 0.736 0.0159
Bank 110.853 34.9684 0.0293
Adult 82.272 26.921 0.0403

C. Verification Phase

Depending on the application area, regulator is selected to
verify the correctness of the audit results. After get the audit
result from y, the client request committed values for the ML
models cmm, test data cmx, and evaluation results cmy . The
client then request evaluation proof πe and auditing proof πa

from the bulletin board.

Upon reception of all of message, the client verifies the
signature using the public key of the selected regulators and
server for the authenticity of commitment, proof and results.
If satisfied, client then verifies the evaluation proof πe and
audit proof πa using the verification key and commitment. If
all these verification pass, then the client will be convinced
by the regulator’s auditing results and thus determinate the
fairness of the model.

If the client verify failure then one can identify the mis-
behaving party and take penalize it, in the form of reputation
evaluation, incentives, etc. Then the party responsible for the
misleading behavior is deterred and restart a new auditing pro-
cess. After all checks are successful, the client can determine
the correctness of the ML model auditing results.

VII. EVALUATION

We implemented our fairness audit framework and we
present the experiment result in this section.

A. Setup

We have implemented the fairness audit framework in C++
using the libsnark [56] library. We run all of the experiments on
4-core Intel i7-5600k (2.6 GHZ, 8 physical cores) and 48 GB
of RAM with Ubuntu18.04. Note that we run our experiments
on Docker container. Our current implementation is only use
a single CPU core. We report the time in seconds and take the
average of 10 runs per experiment as the result.

We used three real-world datasets from various domains:
German credit dataset (German), Bank marketing dataset
(Bank), and Adult income dataset (Adult) [57]. The datasets
vary in size and disparity of minority groups and as such some
can be used to create fair or unfair models. In this experiment,
we train fair logistic regression (FLR)1. Note that due to
zk-SNARK systems only support group elements, we use a
generic 8-bit unsigned quantization technique to transform
float into integers.

1The implementation of fair machine learning model is based on the
repository https://github.com/mbilalzafar/fair-classification.

B. Performance of Model Query

In this section, we report the performance of the query
phase of the model. First, we use FLR model to measure
the time to generate evaluation proofs for all three datasets.
Since matrix multiplication is involved in all three models,
a representative FLR is selected to measure the performance.
Table II shows the results of evaluation proof in model query
phase. The FLR model needs matrix-vector multiplication
between the weight vector and input matrix of test data, where
the sizes of input matrix are 1000 × 20 and 45550 × 20, and
48880× 15. As a result, the input test data and the number of
samples affect the circuit constraints and thus the performance.

After that we measure the overhead incurred by aggregating
the proofs. Due to the different sizes of the three datasets
to ensure the fairness of the model, we set different fairness
gaps and confidence levels just like in [19]. We performed our
test on the mentioned datasets with δ = 0.05 and ϵ = 0.1.
Our evaluation result can see in Fig. 2. The results show that
aggregated proofs of thousands of proofs are relatively small in
size and can be verified in a few seconds. Although the proofs
take more time, this is not impractical. In practice, aggregation
operations can be performed offline without affecting the
online use of the model after deployment.

C. Performance of Fairness Audit

After query phase, the regulator calculates fairness metrics
based on the evaluation results from the server. Thus, we mea-
sure computation times of fairness metrics in three datasets.
Naturally, we split the data into a training and test subset. The
sizes of the three datasets are 200, 9100 and 9000, respectively.
In Bank dataset, we use the marital status feature as binary
sensitive attribute and income for labels. We considered gender
as a binary sensitive variable in Adult and German. Table III
shows the evaluation results of fairness audit. The experimental
results prove the usefulness of our framework, which takes
only a few milliseconds to verify the correctness of the fairness
audit results, making it easy for anyone to ensure that they are
protected from discrimination. In addition, both preprocessing
and prove times are within acceptable bounds.

VIII. DISCUSSION AND FUTURE WORK

One problem with the Groth16 system used in the frame-
work instantiation, despite its state-of-the-art proof scale, is
that it requires a trusted third party to generate the CRS used
to construct the proofs. While it is possible to use MPC to
generate reliable CRS [58], a transparent zkp system [28] could
be used instead to avoid trusted party, which is left for future
exploration. We expect that better ZK systems will emerge
to replace the ZKP schemes we use and thus improve the
efficiency of proposed framework. In order to achieve optimal
ZK systems in all aspects, such as proof size, proofing time,
etc., one promising direction is proof composition [37], [59].
Also, we can naturally extend our work to support confidential
model prediction and model accuracy assessment [39], [40].

For future work, we want to explore further protecting the
privacy of test data on the server. Especially since there are no
publicly available test data and the user data is susceptible in
some scenarios. A promising direction is the use of verifiable
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(a) prover time (b) verifier time (c) proof size

Fig. 2. Performance of Aggregation

TABLE III. FAIRNESS AUDIT PERFORMANCE OF FLR MODEL ON THREE DATASETS

Dataset preprocess time(s) prover time(s) verifier time(s)

DP EO EOP DI DP EO EOP DI DP EO EOP DI

German 8.17 8.62 9.84 8.29 1.64 2.35 1.95 2.25 0.0062 0.0059 0.0061 0.0063
Bank 87.13 86.42 86.01 88.23 25.55 23.23 24.66 25.28 0.0052 0.0061 0.0063 0.0052
Adult 81.19 80.58 81.56 82.48 23.23 24.96 23.86 23.75 0.0067 0.0068 0.0069 0.0065

encryption techniques [60] to ensure integrity and confiden-
tiality. Finally, it is also interesting to explore other fairness
definitions beyond group-based as a research direction.

IX. CONCLUSION

This work proposes a framework to prompt publicly fair
audits for a machine learning model. Unlike previous work,
our construction only assumes the third-party collection test
data and does not rely on the third party. We minimize the
trust between the server, the regulator, and the client. Also,
our framework can support multiple regulators to provide
more strength and border fairness without additional trust
assumptions. Our experimental evaluation confirms that our
framework is practical for fairness auditing ML models with
real datasets.
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K. N. Ramamurthy, J. Richards, D. Saha, P. Sattigeri, M. Singh, K. R.
Varshney, and Y. Zhang, “AI Fairness 360: An extensible toolkit for
detecting and mitigating algorithmic bias,” IBM Journal of Research
and Development, vol. 63, no. 4/5, pp. 4:1–4:15, 2019.

[10] B. d’Alessandro, C. O’Neil, and T. LaGatta, “Conscientious Classifica-
tion: A Data Scientist’s Guide to Discrimination-Aware Classification,”
Big Data, vol. 5, no. 2, pp. 120–134, 2017.

[11] B. H. Zhang, B. Lemoine, and M. Mitchell, “Mitigating Unwanted Bi-
ases with Adversarial Learning,” in Proceedings of the 2018 AAAI/ACM
Conference on AI, Ethics, and Society, ser. AIES ’18. Association for
Computing Machinery, 2018, pp. 335–340.

[12] R. Berk, H. Heidari, S. Jabbari, M. Joseph, M. Kearns, J. Morgenstern,
S. Neel, and A. Roth, “A Convex Framework for Fair Regression,” 2017.

[13] T. Bolukbasi, K.-W. Chang, J. Y. Zou, V. Saligrama, and A. T. Kalai,
“Man is to Computer Programmer as Woman is to Homemaker?
Debiasing Word Embeddings,” in Advances in Neural Information
Processing Systems, vol. 29. Curran Associates, Inc., 2016.

[14] M. Veale and R. Binns, “Fairer machine learning in the real world:
Mitigating discrimination without collecting sensitive data,” Big Data
& Society, vol. 4, no. 2, p. 2053951717743530, 2017.

[15] N. L. Martinez, M. A. Bertran, A. Papadaki, M. Rodrigues, and
G. Sapiro, “Blind Pareto Fairness and Subgroup Robustness,” in Pro-
ceedings of the 38th International Conference on Machine Learning.
PMLR, 2021, pp. 7492–7501.

[16] P. Lahoti, A. Beutel, J. Chen, K. Lee, F. Prost, N. Thain, X. Wang,
and E. Chi, “Fairness without Demographics through Adversarially
Reweighted Learning,” in Advances in Neural Information Processing
Systems, vol. 33. Curran Associates, Inc., 2020, pp. 728–740.

www.ijacsa.thesai.org 830 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 2, 2023

[17] S. Park, S. Kim, and Y.-s. Lim, “Fairness Audit of Machine Learning
Models with Confidential Computing,” in Proceedings of the ACM
Web Conference 2022, ser. WWW ’22. Association for Computing
Machinery, 2022, pp. 3488–3499.

[18] N. Kilbertus, A. Gascon, M. Kusner, M. Veale, K. Gummadi, and
A. Weller, “Blind Justice: Fairness with Encrypted Sensitive Attributes,”
in Proceedings of the 35th International Conference on Machine
Learning. PMLR, 2018, pp. 2630–2639.

[19] S. Segal, Y. Adi, B. Pinkas, C. Baum, C. Ganesh, and J. Keshet, “Fair-
ness in the Eyes of the Data: Certifying Machine-Learning Models,”
in Proceedings of the 2021 AAAI/ACM Conference on AI, Ethics, and
Society, ser. AIES ’21. Association for Computing Machinery, 2021,
pp. 926–935.

[20] S. Pentyala, D. Melanson, M. De Cock, and G. Farnadi, “PrivFair: A
Library for Privacy-Preserving Fairness Auditing,” 2022.

[21] T. Cloosters, M. Rodler, and L. Davi, “TEEREX: Discovery and
Exploitation of Memory Corruption Vulnerabilities in SGX Enclaves,”
in 29th USENIX Security Symposium, 2020.

[22] T. Cloosters, J. Willbold, T. Holz, and L. Davi, “SGXFuzz: Efficiently
Synthesizing Nested Structures for SGX Enclave Fuzzing,” in USENIX
Security, 2022.

[23] N. Bitansky, R. Canetti, A. Chiesa, and E. Tromer, “From extractable
collision resistance to succinct non-interactive arguments of knowledge,
and back again,” in Proceedings of the 3rd Innovations in Theoretical
Computer Science Conference, ser. ITCS ’12. Association for Com-
puting Machinery, 2012, pp. 326–349.

[24] B. Parno, J. Howell, C. Gentry, and M. Raykova, “Pinocchio: Nearly
Practical Verifiable Computation,” in 2013 IEEE Symposium on Security
and Privacy, 2013, pp. 238–252.

[25] J. Groth, “On the Size of Pairing-Based Non-interactive Arguments,”
in Advances in Cryptology – EUROCRYPT 2016, ser. Lecture Notes in
Computer Science. Springer, 2016, pp. 305–326.

[26] A. Gabizon, Z. J. Williamson, and O. Ciobotaru, “PLONK: Permuta-
tions over Lagrange-bases for Oecumenical Noninteractive arguments
of Knowledge,” 2019.

[27] M. Campanelli, D. Fiore, and A. Querol, “LegoSNARK: Modular
Design and Composition of Succinct Zero-Knowledge Proofs,” in
Proceedings of the 2019 ACM SIGSAC Conference on Computer and
Communications Security, ser. CCS ’19. Association for Computing
Machinery, 2019, pp. 2075–2092.

[28] S. Setty, “Spartan: Efficient and General-Purpose zkSNARKs Without
Trusted Setup,” in Advances in Cryptology – CRYPTO 2020, ser. Lecture
Notes in Computer Science. Springer International Publishing, 2020,
pp. 704–737.

[29] J. Bootle, A. Chiesa, Y. Hu, and M. Orrú, “Gemini: Elastic SNARKs
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Abstract—The digitization of receipts and invoices, and the
recording of expenses in industry and accounting have begun
to be used in the field of finance tracking. However, 100%
success in character recognition for document digitization has
not yet been achieved. In this study, a new Optical Character
Recognition (OCR) engine called Nacsoft OCR was developed on
Turkish receipt data by using artificial intelligence methods. The
proposed OCR engine has been compared to widely used engines,
Easy OCR, Tesseract OCR, and the Google Vision API. The
benchmarking was made on English and Turkish receipts, and
the accuracies of OCR engines in terms of character recognition
and their speeds are presented. It is known that OCR character
recognition engines perform better at word recognition when
provided word position information. Therefore, the performance
of the Nacsoft OCR engine in determining the word position was
also compared with the performance of the other OCR engines,
and the results were presented.

Keywords—Optical Character Recognition (OCR); image pro-
cessing; deep learning; benchmarking; receipt

I. INTRODUCTION

With the introduction of computers into our lives, important
documents for the user began to be stored in the computer
environment. Although most documents are stored electroni-
cally, there are still printed-paper documents that we frequently
use in daily life. Invoices and receipts which are among such
documents printed on nondurable paper contains information
that needs to be saved. When it comes to saving and storing
a paper document, the first thing that comes to mind is to
scan the document and store the document image in electronic
environment. With this method, documents can be stored prop-
erly by gaining space. Nevertheless, operations such as listing,
sorting and processing these document images are carried out
by people, which means a loss of time and resources, especially
for companies. In order to meet this need, Optical Character
Recognition (OCR) engines have been developed to automate
the processing of document images. OCR engines have been
developed to read the images containing the text and convert
them into processable text outputs.

The most obvious examples of digitized printed documents
are receipts and invoices. Receipts and invoices carry data on
them that may be important to the user, such as amount, tax,
date. The user may wish to store or process this information.
Applications have been developed to meet these needs of the
user. The common purpose of these applications is to enable
the user to track his or her or someone else’s spending, store
and rank their spending. These applications may encounter
many problems when reading the receipt data. Since receipts

and invoices are made of paper, they are nondurable, so they
wrinkle very quickly, wear out in a short time and the writing
on them can be easily erased. In addition, factors such as
different fonts, images, shapes, presentation of information
in the form of tables, background of the receipt image, and
oblique withdrawal of the receipt make the situation more
difficult. These factors are examples of problems that make
it difficult to read a receipt. In the applications mentioned, it
is necessary to use the OCR engine, which gives the best result
despite these problems. The field of OCR is a field that attracts
a lot of attention and is competitive. For this reason, there are
many OCR engines produced. Since OCR engines are mostly
useful for large companies, most OCR engines produced are
for commercial purposes and the methods used are not shared.
The most well-known of the commercially produced OCR
engines are Amazon Textract and Google Vision Api. Unlike
commercially produced OCR engines, there are also a small
number of open source OCR engines. Examples of open source
OCR engines are Tesseract [1], Easy OCR [2] and OCRopus
[3].

The aim of this study is to develop an open source OCR
engine using artificial intelligence methods. The developed
OCR engine is trained using receipt data. The receipt dataset
is difficult to find because the receipt images contain personal
information belonging to the user. For this reason, we need
to create the dataset to be used for training ourselves. Since
all of the data obtained by us consisted of Turkish receipts,
Turkish receipt images were used for the training. The success
of the developed OCR engine is compared to other existing
OCR engines. For comparison, both Turkish receipt dataset
and English receipt dataset were used. Since the training
dataset consists of Turkish receipt images, the comparison
of the achievements of OCR engines was also made on
Turkish receipts. As mentioned earlier, these receipts contain
the personal information of the owner on them. For this reason,
the Turkish dataset and the results of the comparison cannot
be shared. Both for the sharing of the comparison results
and to measure the success of the developed OCR engine in
different datasets, the comparison is also made on the English
receipt data. Test images from the ICDAR-2019 SROIE [4]
competition were used for the English receipt dataset.

Although this study focuses on only one document type,
the methods used can be applied to other document types.
The method used in the study consists of three main headings.
These; pre-preparation, word detection and word reading. In
the preliminary preparation stage, the receipt areas are deter-
mined in the visual by passing through the visual masking and
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segmentation model that comes first. Then, the corner detection
algorithm is operated on the obtained mask and the perspective
process is applied by detecting the four corners of the receipt.
Thus, the receipt image is freed from unnecessary background
and more focus is provided on the regions containing text. In
the next step, the object detection algorithm is applied to the
image obtained and the locations of the words in the receipt
are determined. In the final stage, the words detected are
passed through the Convolutional Recurrent Neural Network
(C-RNN) [5] model and the reading process is performed.
In this way, the incoming receipt image is OCR’d and the
text output is produced. The success of the OCR engine
developed in this study is compared to Tesseract, Easy OCR
and Google Vision Api. When making the comparison, the
test dataset consisting of Turkish receipt images selected by
us and not used during the training phase and also English
receipt data from the ICDAR2019-SROIE competition is used.
Comparisons are evaluated on the basis of speed and accuracy,
and the results from each dataset are shown in separate tables.

The flow in this article can be summarized as follows. In
the following part of the study, the OCR engine developed will
be explained. The method and dataset used in this regard will
be detailed. In Section III, the success of the proposed OCR
engine will be detailed from the dataset used to compare it with
other commonly used OCR engines and the benchmark metrics
used. Section IV contains the results from the comparison,
interpretations and analyses of these results. Section V briefly
summarizes our work and talks about the work to be done in
the future.

II. RELATED WORK

OCR engines have been a topic of interest for a long time.
Even though studies have been carried out for a long time, the
OCR problem is still not a solved problem. However, there are
OCR engines that can achieve high success compared to others.
Applications such as Amazon Textract and Google Vision Api,
which are among these OCR engines, are chargeable to use.
Since OCR engines are generally produced for commercial
purposes, very few open source OCR engines are available.
The most well-known open source OCR engine in the literature
is Tesseract. Tesseract OCR engine differs from our study in
terms of the methods it uses. While deep learning methods are
used for OCR in our study, Tesseract performs OCR with pixel
operations. The Tesseract OCR engine first determines the text
areas in the image by performing page layout analysis. Blobs
are obtained by applying connected component analysis in the
specified text fields. The detected blobs are then separated into
lines and words. After the words are divided into characters
with two different methods, the text recognition process is
performed using the two-pass adaptive classifier.

Apart from the Tesseract OCR engine, there is another
open source OCR engine called OCRopus. This OCR engine,
first determines the text fields by page layout analysis like
Tesseract. Then the text fields determined by the page layout
are sent to the Text Line Recognition stage, and the language
of the text and the writing direction of the text (right to left,
left to right) are determined. It uses dynamic programming
algorithm for character detection and multi-layer perceptrons
(MLPs) for character recognition. There is also a study [6],
which uses slightly more modern methods and whose text

recognition stage is similar to our work. In the text detection
phase, all contours are detected with the Canny algorithm
and then lines are determined using these contours. Then,
preprocessing operations such as Noise removal, perspective
correction, baseline correction are applied to improve the
reading process before the text recognition stage. The lines
detected in the text detection stage are divided into smaller
pieces by the sliding window method for the reading process.
The image pieces obtained from the lines are then sent to the
text recognition model. First, features are obtained by passing
the incoming image pieces through the encoder consisting of
Convolution layers. Then, these features are passed through
the Bidirectional Long-Short Term Memory (Bi-LSTM) and
Connectionist Temporal Classification (CTC) layer, which is
the decoder part of the model, and text outputs are produced.

Unlike these [1], [3], [6] studies, [7] study describes a new
method for reading clipped words from document data. In this
method, the incoming word image is first passed through an
encoder called the Gated Recurrent Convolution Neural Net-
work (GRCNN). The features obtained in the encoder section
are then sent to the decoder consisting of Bi-LSTM and CTC
layers, and text outputs are produced. The aforementioned
[1], [3], [6], [7] studies were developed using document data,
similar to our study. In the OCR field, there is also OCR in
Natural Scene data, in addition to document data. Although
the OCR issue in Natural Scene data is similar to the OCR
issue in document data, it is a much more difficult problem.
While some studies on Natural Scene data focused only on
text recognition [8], [9], [10], some others [11], [12], [13], [14]
tried to solve the text detection and recognition issue together.

III. METHODOLOGY

In this section, all stages of the developed OCR engine
are examined in detail. The OCR engine mentioned in this
study was developed through three basic processes. In the
preliminary preparation stage, which is the first stage; the
incoming receipt image is subjected to multiple processes for
the detection of text fields. In the second stage, word positions
are determined on the full-screen receipt image, which is
the output of the first stage. In the final stage, the detected
words are clipped and sent to the “word reading model”
and the reading process is performed. The diagram given in
Fig. 1 summarizes the process mentioned. The details of the
processes are given in the following subheadings.

A. Preliminary Preparation

Receipt images sent to the OCR engine and expected
to be read often come with background images and taken
from different angles. The input image can also contain a
background image, as shown in Fig. 2. In such a case, the
detection of text fields is even more difficult. Factors such as
the constant change of the background, the position of the
receipt in the image, the obliquity of the receipt are just some
of the reasons that will make it difficult to determine the text
field. For this reason, the receipt image is passed through the
preliminary preparation stage before the text fields on it are
detected. The purpose of the preliminary stage is to obtain
a full-screen and vertical image of the receipt in the image,
free from the background image, and to send the clean receipt
image to the text detection stage.
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Fig. 1. The diagram that shows all the stages and outputs of the OCR model

Fig. 2. The processes and outputs of the preliminary stage

Fig. 2 also appears to detail the inside of the box called
Pre-porocessing in Fig. 1. The preliminary preparation phase
consists of three steps. These can be listed as (i) determination
of the receipt area (receipt mask formation), (ii) determination
of receipt corners, and (iii) application of the perspective
process. Masking model is used to determine the receipt area.
The purpose of the masking model is to produce a mask of
the objects in the visual and labeled in the training data. In
the training of the masking model, the input visual for the
input and the mask of the same resolution as the expected
output are required. An example of an input image is the Input
Image in Fig. 2. While the mask of this image is produced,
the receipt field in the image is labeled with the help of a
tool called LabelMe [15] . The tagged receipt field has a value
of 1, while the background without a receipt is 0. When this
matrix is converted to a image, the Receipt Mask given in Fig.
2 is obtained. This is how the dataset for the training of the
masking model is prepared.

The masking model is based on the Convolutional Encoder-
Decoder method. The resolution of the model input is reduced
as the layers progress. This part is known as the Encoder and
is the part where the Model draws information from the image.
Then, in the Decoder stage, the image that is reduced in the
Encoder stage is restored again. Finally, the mask of the input
image is produced by passing through the classification layer.
Depending on the number of classes in the training dataset, the
activation function of this classification layer can be Sigmoid
or Softmax. Since the OCR engine mentioned in this study
has a single class of receipt field, the last layer of the masking
model used is passed through the Sigmoid activation function.
As an output, a matrix consisting of numbers between 0 and 1
in the input image resolution is obtained. In this matrix, pixels

that are close to zero are considered as backgrounds, while
pixels with a value closer to one are considered as receipt
areas. The receipt area in the receipt image is thus estimated.

There are multiple Encoder-Decoder methods for the mask-
ing model. As the masking model used in this study, the most
appropriate Encoder-Decoder method was selected among the
methods presented in the segmentation models [16] library by
trying. Among the methods available in this library, only the
achievements of Unet [17] and Linknet [18] Encoder-Decoder
methods are compared. After selecting the Encoder-Decoder
method for the masking model, it is necessary to select a
Backbone for the Encoder. As skeletal model, VGG16 [19]
and Resnet34 [20] models with similar parameter numbers are
compared. A mobilenetv2 [21] model with a lower number
of parameters has also been added to the comparison. As a
result, the most appropriate masking model was selected by
comparing two different Encoder-Decoder methods and three
different Skeletons. The results obtained are shown in Table I.

When comparing, dataset and training parameters were
kept constant. The dataset used in the comparison consists of
the same data as the dataset of the masking model used in the
OCR engine mentioned in this study. The dataset contains a

TABLE I. COMPARISON OF COMPARING THE SUCCESSES OF MASKING
MODELS. (BATCH SIZE: 8, EPOCHS: 50, METRICS: IOU,

SAVEBESTVAL IOU ACC, INPUT RESOLUTION: 512,512)

Model Mobilenetv2
Unet

VGG16
Unet

Resnet34
Unet

Mobilenetv2
Linknet

VGG16
Linknet

Resnet34
Linknet

Duration
(Sec) 0.0926 0.1070 0.0908 0.0880 0.1004 0.0870

IoU% 98.28 98.42 98.40 98.17 98.44 98.31
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total of 1352 background receipt images. 10 percent of this
data is reserved for testing. The results given in Table I were
obtained using this training and testing dataset. In training,
bce jaccard loss was used as a loss function. The remaining
parameters are found in the description of Table I. Each model
is trained by up to 50 epochs and the best Val IoU values are
used for success comparison. Then the average elapsed time for
a receipt estimate was used to compare the model speed. Test
data were used for duration and success measurement. When
the results given in Table I are examined, it is understood that
there is not much difference between them. However, if it is
necessary to choose the most suitable model, the Resnet34
Unet should be chosen due to its proximity to the highest
success and lowest speed. In this study, Resnet34 is used as
Skeleton and Unet is used as Encoder-Decoder method in the
masking model.

Using the masking model, the receipt areas in the incoming
receipt image are determined. This process alone is not enough.
The detected receipt area needs to be separated from the
unnecessary background. Perspective process is used in this
study both to get rid of unnecessary background and to cor-
rect oblique receipt images. The perspective process converts
images that are oblique, such as the input image given in Fig.
2, into full-screen images such as the Receipt Image in Fig.
2. For this, the four corners of the region to be applied to the
perspective process (in this case, the receipt area in the image)
must be determined correctly. The receipt mask obtained from
the Masking model is used for corner determination. The edges
of the receipt image are determined using the Canny function
in the OpenCV library on the receipt mask. Then, the output
consisting of black and white images with edges is sent to the
findContours function and the corner points in the receipt mask
are determined. Using the positions of the obtained corner
points, the best four corners to represent the receipt mask
are selected. Finally, the positions of these four designated
verticals are sent to the getPerspectiveTransform. The output
of this function is sent to the warpPerspective function and the
Receipt Image in Fig. 2 with perspective applied is generated.

B. Text Detection

At this stage, the receipt visual, which is the output of the
preliminary preparation stage, is taken as input. In order to
read the incoming receipt image, the text fields must first be
determined. In this study, object detection algorithm is used
for the detection of text fields. Object detection algorithms are
used to determine the position of pre-labeled objects in the
image or video. In this study, the task of the object detection
algorithm is to detect the text fields on the receipt image that
comes as a full screen. The dataset used for the object detection
algorithm is labeled using a tool called LabelMe. The data
used in the dataset are the receipt images from the preliminary
preparation stage. When this data is labeled, each word in
the receipt image is labeled as belonging to the same object
class. The dataset consists entirely of Turkish receipt images
and consists of 552 data in total. 10 percent of this dataset is
reserved for test data.

In this study, You Only Look Once (YOLO) model is used
due to its speed and success. For word detection, YOLO V3
[22] and YOLO V4 [23] models were compared and the most
appropriate model was selected. For the training, a dataset

Fig. 3. The Words Detected by YOLO Models on the Sample Turkish
Receipt (Blue Boxes), the Output of the YOLO V3 (Left), the Output of the

YOLO V4 (Right)

consisting of Turkish receipt data used in Text Detection was
used. For success comparison, 10 percent of the dataset was
used as a test dataset. Accuracy was taken into account as a
benchmark. In comparison, the batch size and model resolution
are kept the same. Average Precision, IoU, F1 Score are used
as comparison metrics. The darknet [24] library, which is also
used in YOLO training, was used to calculate the mentioned
metrics of YOLO models. The results from the comparison
are shared in Table II. In Fig. 3, the words detected by both
YOLO models in the sample Turkish receipt image are seen.
Although the difference in success is not clearly seen in Fig.
3, when Table II is examined, it is seen that the YOLO V4
model gives the best result in all categories. For this reason,
YOLO V4 model is used in the word detection model.

C. Word Reading

The word reading stage is reached with the word positions
determined during the text detection phase. At this stage, words
are clipped from the receipt image using word positions. The
cropped words are read by means of the reading model. C-
RNN is used as a word reading model in this study. The dataset
used for the training of the model consists of words clipped
from Turkish receipt images. Words are manually tagged.
Although Turkish data are used in the training dataset, the
words are labeled according to the Latin alphabet. The reason
for this is that there are letters in Turkish that are very similar
to each other (ç-c, ö-o, i-ı ...). These letters create ambiguity
due to their similarities, and labeling them as a single class
increases success by eliminating uncertainty. For this reason,
the training dataset is labeled according to the characters in the
Latin alphabet. The dataset consists of 68,000 Turkish words

TABLE II. COMPARISON OF THE ACHIEVEMENTS OF YOLO MODELS

Model Average Precision IoU F1 Score
YOLO V3 84.31 59.50 0.80
YOLO V4 86.61 65.5 0.83
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Fig. 4. The C-RNN model scheme used as a word reading model

that are clipped and labeled from approximately 1,100 receipt
images. 10 percent of this Turkish data is reserved for the test
dataset.

The C-RNN model used for the word reading model is
based on the principle of Convolutional Encoder and Recurrent
Decoder. As seen in Fig. 4, the incoming word image is
first passed through the Convolutional layers. In this section,
the information of the letters in the word is obtained. Then,
wordprintouts are produced by looking at this information in
the Bi-LSTM layer. CTC-Loss is used as the loss function in
the model. The model takes words with resolution (256,64,1)
as input. During the model prediction, word predictions are
produced by passing the word outputs through the ctc decode
function in the [25] Keras library. After this stage, the words on
the receipt and the positions of these words are known. Using
this information, the lines are determined. Thus, the text output
with specified lines that are the output of the OCR engine is
produced.

The word reading model consists of two parts: Encoder
and Decoder. While creating the word reading model seen
in Fig. 4, various methods were tried on the Encoder and
Decoder layers. If we need to talk about the methods used
in the Encoder section, some of them can be listed as follows:
(i) The stride value was made 2 by using the Convolution layer
instead of the pooling layer. (ii) If there are three consecutive
Convolution layers, the first layer output is summed up with
the third layer output. (iii) The number of Convolution layers
before the pooling layer was reduced to one in order to create
a simpler model and to increase success. (iv) The activation
function used and the output dimension were changed. (v)
A feed forward layer has been added to the end of the
convolution layer, as shown in Fig. 4. Multiple encoder models
were developed using such methods, and the most successful
Encoder model seen in Fig. 4 was selected among them.
When changing the encoder model, the parameters used in the
training and the Decoder model were kept completely constant.

After the encoder model is selected, the Decoder model
should be selected as the most successful. The methods used

for this can be listed as follows: (i) The activation function
and output dimension used were changed. (ii) Instead of
using bidirectional LSTM, two forward directional and two
backward directional LSTMs were used and their outputs were
combined. (iii) It was attempted to transfer the LSTM hidden
state to the next LSTM layer, but this method was not used
because it reduced the success as expected. (iv) LSTM outputs
were collected with each other. (v) A feed forward layer
has been added after the LSTM output. While trying these
methods, the training parameters and the encoder model were
kept constant. Among the methods tried, the Decoder model
in Fig. 4 was selected that gave the most successful result.

IV. EVALUATIONS

A. Comparison Dataset

While the success of the OCR engine mentioned in this
study was measured, the accuracy of the outputs obtained
on the same dataset was compared with other OCR engines.
The comparison was performed both in the dataset consisting
of Turkish receipts and in the dataset consisting of English
receipts. For the success comparison, the production of the
OCR engine mentioned in this study requires a dataset that
is not used in the preliminary preparation, text detection or
word reading stages. A test dataset consisting of Turkish
receipts was created for comparison. This dataset consists of
66 Turkish receipt images. These receipt data are labeled on
a per-word basis. In Fig. 4, a sample image from the Turkish
test dataset is given. When the receipt image is examined, there
are Turkish letters such as ”I, Ş, Ü, Ç” in it. Since the OCR
engine developed could only read the Latin alphabet, these
Turkish letters were converted to similar letters in the Latin
alphabet (”I, S, U, C”) and tagged. For the sake of equality in
comparison, the outputs of all compared OCR engines are also
translated into the Latin alphabet. This process was applied
only in the Turkish dataset.

As mentioned before, the Turkish dataset used in the
comparison cannot be shared because it contains personal
information. For this reason, in addition to the Turkish dataset,
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the ICDAR2019-SROIE dataset, which consists of English
receipt data, is also used. Since the OCR engines were also
compared in the receipt dataset in the ICDAR2019-SROIE
competition, test images of the same dataset were used to
compare the OCR engine produced in this study with other
OCR engines. Since the text positions are given on a word-
by-word basis in the outputs of the compared OCR engines, the
dataset to be compared must also be labeled as words. Since
the ICDAR2019-SROIE dataset where the comparison will be
made is labeled on a sentence-by-sentence basis, these tags
need to be broken down and converted into word tags. When
performing this operation, if there are spaces in the labeled
text in the dataset, this text is divided into more words than
the number of spaces. The process of shredding this tagged
text was carried out by us. This English dataset is labeled by
the contest holders with all letters capitalized. For this reason,
the comparison was made after the outputs of all OCR engines
were converted to capital letters. This process was applied to
the English dataset only.

The application called LabelMe was used when labeling
words. Thanks to the LabelMe application, words and word
positions are saved in a file by manually labeling the data. Each
word saved in the file is saved in the (LeftTopCornerX Left-
TopCornerY RightLowerCornerX RightLowerCornerY Word)
format. Only a single word is stored in each line of the file and
only the words in a receipt are stored in each file. The order
in which words are labeled is not important because then each
tagged word is matched to the words read by OCR engines.

B. Comparison Method

The comparison of OCR engines is based on speed and
accuracy. The accuracy category includes two main issues.
These are the success of Word Reading and Word Posi-
tion Detection. These categories are the same as task 1
and task 2 in the ICDAR2019-SROIE study. The first task
in the competition measures how accurately the contestants
determine the positions of the words on the receipt. In the
second task of the competition, it is measured how accurately
the competitors read the text in the receipt image. In the
ICDAR2019-SROIE competition, they used Precision, Recall
and F1-Score to measure success in both tasks. These metrics
are not enough to measure the success of an OCR engine. For
this reason, while comparing OCR engines in this study, in
addition to these metrics, Character Error Rate (CER) metric
was used in word reading success and IoU metric was used in
word position determination. As mentioned in the Comparison
Dataset section of the article each receipt is labeled mixed on a
word basis. Since the words and positions obtained by reading
the receipt image with the OCR engine are also mixed, it is
necessary to match the labeled data with the data read by the
OCR engine to measure the success of the OCR engine.

When matching words, it is necessary to match them
correctly. OCR engines may have guessed more or less than
the words tagged. In order to prevent this situation, it is aimed
to achieve the highest success in matching. Compared the
tagged words with all the predicted words and recorded CER
achievements. The achievements are recorded in the list and
converted into a table in the size of (Number of Tagged Word
X Number of Words Read). Then, starting from the first row
of the table, the word with the highest achievement in the row

is determined. If this word also has the highest achievement
in the column and is higher than the specified threshold value,
the labeled word in the index of the row it is in is matched
to the read word in the index of the column in which it is
located. To prevent the matched words from being re-matched,
the achievement values in the table where CER achievements
are recorded are equalized to zero. Calculations are made after
all the words are matched to each other. When performing
calculations, the paired words are taken as True Positive (TP ),
while the predicted but unmatched words are taken as False
Positive. In addition, words that are not predicted but are
labeled are considered False Negative (FN ). The total number
of words matched in a receipt is shown as TPn. With these
definitions, formulas to be used in success comparison are
produced. The formulas used are shown as Eq. (1) and Eq.
(2).

V. RESULTS

Two different categories are taken into account when com-
paring OCR engines. These are Speed and Accuracy. The accu-
racy category is similar to the ICDAR2019-SROIE competition
and is divided into two as Word Position Detection Success and
Word Reading Success. The speed of OCR engines depends
on the system being tested. In particular, offline OCR engines
such as Easy OCR and Tesseract OCR depend on the power of
the system. For this reason, all OCR engines were tested from
the same computer and success measurements were made. The
processor of the system in which the tests are carried out is
Intel i5-11400H 2.7 GHz, the amount of Ram is 16GB, the
Graphics Card is NVIDIA RTX 3050TI (Mobile) and CUDA
Version 11.7.

A. Speed Achievement

For companies that use the OCR engine in a product, the
document reading speed of the OCR engine is important. The
use of a slow OCR engine in a project involving the use
of the OCR engine leads to the accumulation of work, thus
wasting time for the customer, the project user, and therefore
dissatisfaction. For this reason, the speeds of OCR engines
are compared in this section. When measuring the speed of
the OCR engine, the reading speeds of all the receipts in the
dataset used were measured. The sum of these speeds is then
averaged by dividing them by the total number of receipts.
This results in the average time spent by the OCR engine on
a receipt. While the speed of Easy OCR, Tesseract OCR and
Nacsoft OCR depends on the system specifications, the speed
cannot be measured on the computer where the test results
are obtained because the Google Vision Api does not work
on the local computer. For this reason, Google Vision Api is
not included in the speed measurement. The results obtained
in Table III are given.

TABLE III. COMPARISON OF THE DURATION ACHIEVEMENTS OF OCR
ENGINES IN THE ENGLISH DATASET

OCR Engine Easy OCR Tesseract OCR Nacsoft OCR
Mean of Time (sec) 0.89 1.88 0.45
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TABLE IV. COMPARISON OF THE WORD READING ACHIEVEMENTS OF
OCR ENGINES IN THE TURKISH DATASET

OCR Engine Easy OCR Tesseract OCR Vision Api Nacsoft OCR
Word Reading
Success (CER) 79.49 85.10 91.48 93.89

Precision 71.57 82.67 84.12 88.04
Recall 78.26 39.88 92.71 90.07
F1 Score 74.66 52.68 88.15 89.01

TABLE V. COMPARISON OF THE WORD READING ACHIEVEMENTS OF
OCR ENGINES IN THE ENGLISH DATASET

OCR Engine Easy OCR Tesseract OCR Vision Api Nacsoft OCR
Word Reading
Success (CER) 88.50 92.90 94.63 90.77

Precision 84.90 92.58 86.30 83.92
Recall 83.11 75.80 92.41 80.91
F1 Score 83.75 82.72 89.13 81.88

B. Word Reading Success

Another important metric of OCR engines is Word Reading
Success. The accuracy of the information contained in the
document read by the OCR engine directly depends on the
success of reading words. The success of reading words also
affects the success in extracting information from the text read.
Although there is no OCR engine that reads all documents
correctly, it is desired to choose the OCR engine that gives the
highest success possible. In this section, the success of reading
the words on the receipts is compared. When measuring
reading success, the word matching method mentioned in
the Method section was used and then the CER value was
measured among the matched words. The achievements are
added together and divided by the total number of matched
words (TPn). Thus, the Word Reading Success of a receipt
as defined in Eq. (1) is measured. The achievements of these
receipts are then summed up and divided by the number of
receipts in the dataset. As a result, the Word Reading Success
of the dataset is obtained. Table IV shows the success results
in the Turkish receipt dataset, while Table V shows the success
results obtained from the English receipt dataset.

∑TPn

i=1 CERi

TPn
(1)

When Table IV and Table V are examined, Tesseract OCR
has high precision and low recall accuracy. This means that the
Tesseract OCR engine predicts a small fraction of the words it
needs to guess, but the words it predicts are mostly the words
that are on the receipt. This difference between the precision
and recall categories is only visible in the Tesseract OCR
engine. When the results in Table IV are examined, it is seen
that the Nacsoft OCR engine, whose methods are described in
this study, has the best accuracy rate in almost all categories.
When Table V is examined, it is seen that Nacsoft OCR engine
gives close results to other OCR engines. Judging by the results
of the Vision api in Table IV and Table V, it is seen that it gives
the best success in the dataset consisting of English receipts,
and in the Turkish dataset, it comes after the Nacsoft OCR
engine with a close difference.

TABLE VI. COMPARISON OF THE WORD POSITION DETECTION
ACHIEVEMENTS OF OCR ENGINES IN THE TURKISH DATASET

OCR Engine Easy OCR Tesseract OCR Vision Api Nacsoft OCR
Word Position
Detection Suc-
cess (IoU)

65.34 77.04 84.03 78.75

Precision 85.55 80.02 88.82 92.68
Recall 93.37 38.85 97.90 94.79
F1 Score 89.16 51.26 93.08 93.69

TABLE VII. COMPARISON OF THE WORD POSITION DETECTION
ACHIEVEMENTS OF OCR ENGINES IN THE ENGLISH DATASET

OCR Engine Easy OCR Tesseract OCR Vision Api Nacsoft OCR
Word Position
Detection Suc-
cess (IoU)

66.87 77.73 75.94 76.86

Precision 92.10 93.13 90.01 90.74
Recall 89.92 76.44 96.38 86.88
F1 Score 90.72 83.40 92.96 88.16

C. Word Position Detection Success

Determining the position of the word is important in ex-
tracting information from the text. IoU is used when calculat-
ing the success of word positioning. IoU is measured between
the matched words in the word matching section mentioned
in the method section. By adding up the achievements and
dividing them by the total number of matched words, the Word
Position Determination success of a receipt data as defined
in Eq. (2) is measured. In this way, the IoU success of all
receipts in the dataset is measured and the results obtained
are collected. Then, the total value obtained is divided by the
number of receipts in the dataset, measuring the Word Position
Detection Success of the OCR engine in the dataset. Table VI
shows the success results in the Turkish receipt dataset, while
Table VII shows the success results obtained from the English
receipt dataset.

∑TPn

i=1 IoUi

TPn
(2)

An examination of the results of the Tesseract OCR engine
in Table VI and Table VII shows high precision and low recall
as mentioned earlier. When the results of the Easy OCR engine
are examined, Table VI and Table VII have the lowest accuracy
of word position detection success. The Vision Api has the best
success in both Turkish and English datasets. A review of the
results of the Nacsoft OCR engine in Table VI shows that it has
the best F1-Score accuracy compared to other OCR engines,
but it surpasses the Vision Api in word position detection
achievement.

VI. CONCLUSION

In the study, OCR engine was developed on Turkish receipt
data by using artificial intelligence methods. The success of
the developed Nacsoft OCR engine was compared with the
success of Tesseract OCR, Easy OCR and Google Vision Api
on English and Turkish receipt data. When the results obtained
are examined, Nacsoft OCR gives better results in Turkish
receipt data than other open source OCR engines, but cannot
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reach the same result in English receipt data. This may be due
to the fact that the training dataset consists only of Turkish
receipts. In addition, the low number of data used in the
training of the Nacsoft OCR engine may also adversely affect
success. According to this situation, success can be increased
by increasing the number of data used in the training of the
Nacsoft OCR engine and adding English data to the training
dataset. In the training of the Nacsoft OCR engine in future
studies, other document types besides the receipt data can be
included in the training.
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Abstract—In the past decade, blockchain technology has
become increasingly prevalent in our daily lives. This technology
consists of a chain of blocks that contains the history of transac-
tions and information about its users. Distributed digital ledgers
are used in blockchain. A transparent environment is created
by using this technology, allowing encrypted secure transactions
to be verified and approved by all users. As a powerful tool,
blockchain can be utilized for a wide range of useful purposes
in everyday life including cryptocurrency, Internet-of-Things
(IoT), finance, reputation system, and healthcare. This paper
aims to provide an overview of blockchain technology and its
security issues for users and researchers. In particular, those
who conduct their business using blockchain technology. This
paper includes a comparison of consensus algorithms and a
description of cryptography. Further, most applications used in
blockchain are focused on in this paper also analyzing real attacks
and then summarizing security measures in blockchain. Even
though Blockchain holds a promising scope of development in
several sectors, it is prone to several security and vulnerability
issues that arise from different types of blockchain networks
which represent a challenge to deal with blockchain. Finally, as
a research community, we encourage future research challenges
that can be addressed to improve security in blockchain systems.

Keywords—Blockchain; cryptography; cryptocurrency; consen-
sus algorithms; blockchain security

I. INTRODUCTION

Blockchain is based on a decentralized, unchangeable
database that makes it simpler to record assets and keep
track of transactions in a corporate network. An asset may
be tangible or intangible. On a blockchain network, virtually
anything of value may be stored and traded, reducing risk and
improving efficiency for all users. Generally, a blockchain is
a digital ledger of transactions that are being recorded. It is
decentralized and is not controlled by any individual, group,
or company [1].

As a structured technology, blockchain can be very difficult
to change without the approval of the people who use it.
Blockchain stores data as a decentralized ledger. Participants in
this network can read, write, and verify transactions. Transac-
tions cannot be modified or deleted. To support and secure the
blockchain system, digital signatures, hash functions, and other
cryptographic functions are used. These primitives ensure that
transactions recorded in the ledger are integrity-protected and
authenticated. This technology is called blockchain because
new blocks are linked to older ones to form a chain. The
first appearance of this term was a publication written by S.
Haber and W.S. Stornetta in 1991 [2]. In general, blockchain
technology is credited to Satoshi Nakamoto, who developed

the theory and implemented the technology in 2008 and
2009, respectively in the cryptocurrency Bitcoin, the most
well-known blockchain application. Blockchain technology in
recent years has attracted significant attention from academics
and industries because of its advanced features. It can be
applied to a variety of applications beyond cryptocurrencies.
Blockchain technology has become a leading technology of
internet interaction systems, including the Internet of Things
(IoT) [3].

Our motivation in this paper is to inform and assist
someone to become familiar with blockchain technology and
its security issues, particularly for those who carry out trans-
actions using blockchain technology and for researchers in-
terested in developing blockchain technology and evaluating
its security issues. To search publications and information
on the Internet, the first step is to identify keywords such
as blockchain, consensus algorithm, cryptography, cryptocur-
rency, and blockchain security. A second approach is to
review papers that have been published in top conferences and
journals that deal with blockchain. In this paper, we provide
the following main contributions:

• A detailed survey was conducted on blockchain tech-
nology.

• A systematic survey of Blockchain applications is
conducted in this paper. 10 application areas are
considered.

• Security and privacy issues were also addressed.

Therefore, we encourage further efforts to survey and
develop blockchain technology for widespread adoption.

The rest of this paper consists of the following sections:
In Section II, we provide an overview of the history of
blockchain technology. A typical consensus algorithm used
in the blockchain is described in Section III. In Section
IV, we focused on blockchain applications. In Section V,
we summarize the technical risks, attacks, and challenges of
security in this area, and in Section VI, we conclude this paper.

II. HISTORY OF BLOCKCHAIN

Chaum’s Ph.D. thesis, published in 1982, was the first
to suggest a blockchain as a protocol. A paper by Haber
and Stornetta published in 1991 titled “How to Time-Stamp
a Digital Document” detailed the concept of time stamping
digital data cryptographically [3].

In 1998, Nick Szabo proposed the creation of Bit Gold, an
early attempt at the creation of a decentralized virtual currency.
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However, Szabo’s attempt to implement Bit Gold is generally
regarded as the basis for Satoshi Nakamoto’s bitcoin protocol,
even though the project was never implemented [4].

Modern day blockchain technology is widely believed to
have been first implemented by Satoshi Nakamoto in 2008. He
hypothesized a direct online payment between parties without
the use of a third-party intermediary. Rather than relying
on trust, that paper presented a cryptographic proof-based
electronic payment system [5].

Blockchain was introduced by Ethereum in 2013 as a
technology for executing smart contracts on a decentralized
platform. With Ethereum, it is possible for developers to
create markets, store transactions, and move funds according to
written instructions, all without the involvement of middlemen.
Unlike Bitcoin, Ethereum is a ledger technology that is being
used by companies to develop new programs, which are being
expanded beyond the realm of currencies for the first time [6].
With the launch of the Ethereum platform in 2015, blockchain
could be used for storing and processing loans and contacts.
Using an algorithm known as a smart contract, this technology
ensures the implementation of an action between two parties.
Due to Ethereum’s ability to provide a faster, safer, and more
efficient environment, it became extremely popular. Instead
of all the different blockchain projects, Ethereum enables
communication via untrusted distributed applications on its
own blockchain, thus creating a new concept called Ethereum
2.0 [7].

Hyperledger is open source software for blockchains that
was announced by the Linux Foundation in 2015. The Hy-
perledger blockchain framework aims to build enterprise
blockchains, which are different from Bitcoin and Ethereum.
Blockchain attracted interest with its capability to enable
anonymity, but the real appeal lies in its capability to enable
complete privacy. As will be discussed in the fourth section,
there have been many applications for blockchain technology
that have been discovered across a wide range of industries.

The following Fig. 1 summarizes the history of blockchain
technology. Since everyone can participate in Bitcoin and
Ethereum’s blockchain networks, they are considered public
blockchains. Due to their need to verify participants before
joining the network, the Hyperledger blockchain networks are
considered private blockchains, also known as permissioned
blockchains.The following Table I summarizes the differences
between Hyperledger and Ethereum, two popular blockchain
platforms and networks.

TABLE I. HYPERLEDGER AND ETHEREUM

Feature Ethereum Hyperledger
Purpose run smart contracts Businesses

Confidentiality public network limited access
Governance Ethereum developers Linux Foundation
Participation permission-free Only authorized members

Smart contracts Yes Yes using chaincode
Programming Language Solidity JavaScript, Java, etc
Consensus Mechanism Yes, PoW,PoS, etc No
Speed of Transactions Low High

Use Public Applications Private applications

Fig. 1. History of blockchain.

III. BLOCKCHAIN TECHNOLOGY

A. Blockchain Layers

According to Melanie Swan, blockchain technology has
passed through two stages. The first stage is blockchain 1.0
represented by Bitcoin, and the second stage is blockchain
2.0 represented by Ethereum. In general, blockchain-based
technologies include Bitcoin, Ethereum, Hyperledger, etc [8].
Even though the implementations are varied, there are some
similarities in the basic architecture.
Blockchain environments can be classified into five layers, as
shown in Table II application, network, contract, consensus,
and data layers.

TABLE II. BLOCKCHAIN LAYERS

Layers Bitcoin Ethereum Hyperledger

Application layer Bitcoin trading Ethereum trading Enterprise blockchain

Network layer TCP TCP HTTP

Contract layer Script Script Java

Consensus layer PoW PoW/PoS PBFT/SBFT

Data layer Merkle tree Merkle patricia tree Merkle Bocket tree

Consensus mechanisms are the main component of the con-
sensus layer. In the contract layer, smart contracts are included.
Various protocols for data transmission and verification are
included in the network layer. In addition, it is pertinent to note
that the blockchain is a typical peer-to-peer network. There is
no central node and all nodes are connected through a planar
topology [9]. It is possible to transact between any two nodes.
Each node within the network is free to leave or join anytime.
A number of applications are included in the application layer,
such as Bitcoin, Ethereum, and Hyperledger.

B. Consensus Algorithms

Among the many desirable characteristics of blockchain
technology, it is possible to verify the honesty of anonymous
users when they enter transactions into the ledger. This is
done by validating each transaction to ensure that it is legal
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before adding it to a block. Consensus algorithms are used to
determine whether new blocks will be added to the blockchain
and to ensure trust between parties involved in the blockchain
system and to store transactions. As a result, consensus algo-
rithms are the core of all blockchain transactions [10]. Every
participant must follow a consensus protocol. There have been
several consensus mechanisms developed for blockchains. This
includes Proof of State, Delegated Proof of State, Proof of
Work, Proof of Elapsed Time, Directed Acyclic Graph, and so
on. We will take a look at the most common algorithms shown
in Table III.

Proof of Work (PoW): The objective of this algorithm is
to determine a problem that must be solved through guessing.
Bitcoin and Ethereum employ PoW as the algorithm for their
consensus. As a result of PoW requiring lots of electricity and
time, it is not widely used [11].

Proof of Stake (PoS): It ranks second in popularity as a
consensus algorithm, and it involves fewer computations than
PoW. It minimizes the time and energy waste issues that PoW
has. This consensus algorithm replaces the current method for
reaching consensus in a distributed system, instead of solving
a Proof-of-Work. BlackCoin was the first cryptocurrency to
use a PoS [12].

Proof of Elapsed Time (PoET): It is a consensus algorithm
for blockchain networks that keeps the process more efficient
by avoiding over-utilization of resources and high-energy
consumption. The PoET method resembles the proof of work
method (PoW), but requires less power due to its ability to
allow the processor to switch to other tasks after a period of
time, which increases efficiency [13].

Byzantine Fault Tolerance (BFT): It is aimed at solving
problems where there are untrustworthy parties, but they need
to achieve consensus. PBFT is designed to improve BFT. With
PBFT, if hostile nodes represent fewer than thirty percent of all
nodes, then the current state of the blockchain will be agreed
upon by all participants. Blockchain systems are more secure
when there are more nodes involved. Currently, Hyperledger
Fabric is based on PBFT [14].

Direct Acyclic Graph (DAG): It consists of vertices
and edges, which differentiates it from various consensus
algorithms. Transactions are represented by the vertices of the
structure. A block is not referred to in this algorithm, nor do
we need to use a mining process to add transactions. Each
transaction is built upon the previous one rather than being
grouped into a block. Several applications of DAG technology
can be found in fields that require high speed and no fees,
like Internet of Things (IoT) [15].

TABLE III. CONSENSUS ALGORITHMS

Algorithms Speed setup Example of use

PoW Low Public/private Bitcoin, Ethereum

PoS High Public/private NXT

DPoS High Public/private EOS, BitShares

DBFT Very high Public/private NEO, TON

PBFT High Private Hyperledger, Chain

C. Smart Contract

The smart contract also called chaincode is an essential
feature of blockchain because it not only offers a distributed,
immutable completion of all activities, but is also capable of
allowing for the creation of a computer program that is non-
subjective and specifies how the process will be implemented.
In this contract, an important activity is addressed. More than
two parties don’t need to be involved in this contract. The
Ethereum smart contract was designed to overcome some of
the limitations of Bitcoin [16].

Enterprise blockchain applications are based on smart
contracts, which will revolutionize the way businesses operate.
Smart contracts can be developed by anyone without the need
for an intermediary. Because of a smart contract, the process
is autonomous, accurate, and cost-effective.

D. Cryptography of Blockchain

Blockchains enable confidential and secure transactions
between anonymous parties. This trust is established through
cryptography, thus eliminating the necessity for centralized
institutions. By using cryptography, blockchain data is kept
on the ledger. Cryptography building blocks are used in
blockchain technology as follows [17]:

• Public Key Cryptography: Designed to create digital
signatures and encrypt data.

• Zero-Knowledge Proof: Show that you know a secret
without divulging it.

• Hash Functions: A mathematical function that gener-
ates pseudo-random numbers.

1) Public key cryptography: A transaction can be proven
to have been created by the right user by this method. Using a
private key, a user can sign a message, known as a digital
signature. Digital signatures are used in Hyperledger and
Ethereum transactions to verify the authenticity of the sender
and that the information has not been changed since it was
signed. The algorithm (ECDSA) is widely used to generate a
combined set of private and public keys.

2) Zero-knowledge proofs: These are primarily used when
users request to transfer money to other users. Before com-
mitting a transaction, the blockchain must verify that the
participant who is transferring funds has enough to complete
the transaction. However, the blockchain does not care about
how much money he has in total or who is spending it so it
has no idea who the user is or how much money he owns.

3) Hash functions: Hash Functions: Hash functions form
an essential part of blockchain technology. There are five
properties of a hash function that are critical for cryptography
[18]:

Fixed size: The hash function can accept any input and
create the output of a fixed size. In order to provide digital
signatures, blockchains employ hash functions to condense
messages.

Preimage resistance: When given a set of inputs, it is not
challenging to produce a hash result. Despite this, reverse
engineering the original input is mathematically impossible
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based on the hash output. The only way to achieve the same
result is to randomly select data that should be entered into
the hash algorithm.

2nd preimage resistance: Obtaining a secondary input that
provides the same hash result is impossible given an input and
its hash result.

Collision resistance: The same hash output cannot be
produced from two distinct inputs.

Big change: An entirely different hash output will be
produced if any single bit is changed in the input.

IV. BLOCKCHAIN APPLICATIONS

According to the survey, blockchain applications include
cryptocurrency, Internet-of-Things (IoT), finance, reputation
system, healthcare, security and privacy, advertising, copyright
protection, society application, energy, mobile applications,
defense, digital records, supply chain, digital ownership man-
agement, automotive, intrusion detection, agricultural sector,
voting, identity management, education, law and enforcement,
property title registries, asset tracking, and so on [19]. An
illustration of the spiraling applications of blockchain can be
found in Fig. 2.

Fig. 2. Application of blockchain.

More applications of blockchain systems are predicted to
be developed in the future.To provide further information, we
have selected the following 10 blockchain-based applications:

A. Healthcare

Prescription medications are being tracked and traced
throughout supply chains using blockchain technology. The
tool enables the easy and rapid prevention and regulation of
counterfeit pharmaceutical distribution as well as the recall
of ineffective and unsafe medications. Security of customer
data is a primary goal in healthcare, as is the exchange of data
between hospitals, governments, and research institutes, which
facilitates the improvement of healthcare services.As part of
this project, Nokia has used wearable devices to track daily
steps and hours of sleep and stored the data on the Blockchain
[20].

B. IoT

People, places, and products can be connected via the
Internet of Things (IoT), providing new opportunities for the
generation of value in products and business processes. On
the other hand, implementing this technology on a large scale
is fraught with security concerns. Combining blockchain and
IoT offers the following benefits: To detect data manipulation
quickly and accurately, blockchain technology can provide a
robust framework for faster detection. Due to the size of IoT
networks, it can be difficult to detect failure patterns. Each
IoT endpoint is assigned a unique key by blockchain tech-
nology, which facilitates the identification of inconsistencies.
By combining IoT with smart contracts, it becomes possible
to authorize automated responses. Decentralization enhances
security: Blockchain technology is decentralized, making it
impossible for cybercriminals to hack and corrupt a single
server. Additionally, the use of blockchain technology allows
tracking of user actions to provide information on who, when,
and how users have used a particular device [21].

C. Government

Blockchain technology can be used in the public sector
to improve the quality and quantity of services. It can also
be used to improve transparency and accessibility, as well
as to share information between different organizations. In
addition to being secure against online attacks, the blockchain
is publicly available. Transactions are not editable or deletable
once they have been added. This makes data transactions safe,
secure, and accessible to anyone [22].

D. Power Grid

The development of blockchain-based smart grids is aimed
at improving energy distribution on a large scale. There is a
significant amount of inefficiency in electricity distribution at
the retail level. The use of blockchain technology and Internet-
of-Things (IoT) devices for these types of services can reduce
electricity bills by bypassing retailers and directly connecting
consumers to wholesale distributors. Consumers connected to
the smart grid can also shop around for the highest rates from
a variety of providers. This leveled the playing field in an
industry that has traditionally been dominated by a single
provider. Several projects are leading the way in this area,
including Grid + and Energy Web Token [23].

E. Copyright and Royalties

Music, films, and other creative mediums are subject to
copyright and royalties. These are artistic mediums and do not
appear to be linked to Blockchain in any way. In the creative
industries, however, this technology is quite critical in terms
of ensuring security and transparency. It is common for music,
films, art, etc., to be plagiarized without proper credit being
given to the original creators. A detailed ledger of artist rights
can be maintained on the Blockchain to rectify this issue. The
use of blockchain technology can also provide a secure record
of artist royalties and deals with large production companies,
in addition to being transparent. Digital currencies, such as
Bitcoin, can also be used to manage the payment of royalties
[24].
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F. Cryptocurrencies

In 2008, it was announced that Bitcoin would be the first
cryptocurrency. It was launched in 2009. It is estimated that
there are 21 million bitcoins in use today. The miner receives a
transaction fee once he finds a value that matches the difficulty.
Currently, about 90% of BTC is mined.

Ethereum (ETH) is regarded as the second largest cryp-
tocurrency based on market capitalization after Bitcoin (BTC).
According to Cryptoslate, [25] there are 2403 top cryptocur-
rencies ranked by market capitalization. Table IV below shows
seven popular cryptocurrencies.

TABLE IV. TOP CRYPTOCURRENCIES

No cryptocurrency Market cap

1 Bitcoin (BTC) 322.5 billion

2 Ethereum (ETH) 162.8 billion

3 Tether (USDT) 66.3 billion

4 Binance Coin (BNB) 44.0 billion

5 U.S. Dollar Coin (USDC) 43.9 billion

6 XRP (XRP) 17.66 billion

7 Binance USD (BUSD) 16.3 billion

Blockchain technology can be applied to the use of cryp-
tocurrencies, thus taking full advantage of the features of this
technology including:

• There is no intermediary involved in the payment
process.

• Processing fees are low.

• Money can be sent at any time without delay or
restriction.

A few disadvantages of cryptocurrencies include:

• Black money may be incurred due to a lack of control.

• Digital assets may be lost as a result of a security
attack, which we will discuss in more detail later.

• Some commentators claim that investing in cryptocur-
rencies is highly speculative and risky. Tesla, for
instance, advised investors to be aware of Bitcoin’s
volatility.

G. Dubai Blockchain Office

Strategy of Dubai Blockchain is the result of a collabo-
ration between the Dubai Future Foundation and the Digital
Dubai Office. The purpose of this initiative is to continuously
explore and evaluate the latest technological innovations that
can be used to enhance the quality of life in cities through
seamless, efficient, safe, and impactful solutions [26].

The strategy represents a powerful and innovative tool to
influence the future of the Internet through the provision of safe
and simple transactions. This will help to achieve the vision of
making Dubai the world’s first blockchain-powered city. When
this strategy is successful, Dubai will contribute substantially
to the future economy.

H. Cloud Computing

Cloud computing has had a major impact on the software
technology industry due to its impressive benefits. There are
many uses for cloud computing among businesses worldwide,
including data storage and backup, software development
and testing, disaster recovery, and more. Many industries are
using cloud computing to build innovative solutions, including
healthcare, automotive, and retail. Even with the advantages
of cloud computing, it has its limitations. Blockchain can
help overcome these limitations. Due to its transparency,
security, and decentralized nature, blockchain technology is
being used by millions of businesses for a variety of industrial
applications. The use of blockchain and cloud technology
together, however, can further revolutionize industries. Even
though blockchain technology provides better network secu-
rity, privacy, and decentralization, cloud computing provides
high scalability and elasticity. Therefore, cloud technology and
blockchain technology can be combined to produce innovative
solutions [27].

I. e-Commerce

Constant evolution is taking place in the e-commerce
industry due to the development of new technologies and
the creation of new ways to buy and sell products and
services. Using blockchain technology, it is possible to create a
decentralized database for storing information about products
and customers. By doing so, customers would be able to
obtain information about products, such as their origin and
supplier, which would also reduce the possibility of fraud. A
blockchain-based payment system can also ensure enhanced
security and reduce the risk of fraudulent payments. As a
distributed database, blockchain technology provides secure,
transparent, and tamper-proof transactions. It is anticipated
that this technology will revolutionize the e-commerce industry
by improving the security of transactions and simplifying the
fulfillment process. The system also enhances buyer-seller trust
and transparency. Blockchain technology allows e-commerce
businesses to track the history of orders and transactions to
improve the customer experience. The customer would be
able to track their orders easier and find information about
previous purchases. Additionally, blockchain can reduce the
risk of fraud and facilitate the tracking and verification of
transactions more reliably and securely. The implementation
of this technology could prove to be a game changer for the
e-commerce industry, which is currently plagued by issues of
fake reviews, fraudulent transactions, and other security risks.
Businesses that use blockchain technology can reduce costs
associated with processing transactions and shipping products,
as well as improve the speed at which new products are
introduced to the market [28].

J. Advertising

A blockchain advertising application is a type of distributed
ledger technology that promotes decentralization with the
highest level of security and transparency. On the blockchain,
digital records are immutable, which means that individuals
have access to read but cannot amend the records. Blockchain
can allow advertisers to track their advertising expenditures
in real time since it stores information and transactions. it
provides a level of transparency that cannot be achieved with
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existing systems. Transparency is not the only advantage. In
advertising, speed is crucial, as it is difficult to track inventory
and ensure high-quality products. Blockchain technology has
the capability of keeping up with these challenges [29].

V. ATTACKS AND SECURITY MEASURE ON BLOCKCHAIN

A. Attacks on Blockchains

Blockchains are distributed so it makes sense to conduct
research on their security. In this section, we will discuss
the security risks associated with this technology. In order
to gain a deeper understanding of blockchain security, it is
essential to first understand the differences between private and
public blockchain security, particularly regarding data access
and participation capabilities, as we mentioned above.

The following are the top security issues associated with
blockchains [30]:

1) Sybil attack: In this attack, several fake network nodes
are generated by hackers. Through the use of these nodes,
it will be able to gain majority agreement and interrupt
transactions.

2) Endpoint vulnerabilities: Another vital concern in the
security of blockchain is the vulnerability of endpoints. Elec-
tronic devices such as mobile phones and computers are used
to interact with the blockchain network. Observing the behav-
ior of users and targeting their devices will allow hackers to
steal the user’s key. Perhaps this is one of the most prominent
security issues associated with blockchain technology.

3) 51% attack: An attack of 51% occurs when one user or
institution controls half of the hash rate and takes control of
the entire system. Transactions can be modified by hackers and
prevent them from being confirmed. They will even reverse
transactions that have already been completed, leading to
double spending.

4) Phishing attacks: Phishing attacks are designed to steal
user credentials. An email will be sent to the wallet key owner
that appears to be legitimate. A fake hyperlink is attached to
the email that requires the user to enter their login details. By
gaining access to a user’s credentials and private information,
it is possible to cause damage to the user and the blockchain
network as a whole.

5) Routing attacks: In this attack, participants are usually
unaware of the threat because the transmission of data and the
conduct of operations continue as usual. A potential danger
is that such attacks could reveal sensitive information or gen-
erate revenue without the user’s permission.There is a critical
reliance on the movement in real time of enormous amounts of
information in a blockchain application and network. Due to
the anonymity of an account, hackers may be able to intercept
information transmitted to Internet service providers by using
it.

6) Private keys: You will need a private key in order to
access your funds. A hacker can easily guess the private key
if it is weak. Your funds could be accessed as a result. Keeping
your private key secret is extremely critical, and it should be
strong enough not to be guessed easily.

7) Malicious nodes: Additional security problems related
to blockchain technology include the threat of malicious nodes.
An attempt to disrupt the network will occur once a dishonest
actor has joined the network. In order to accomplish this, they
will attempt to reverse transactions or flood the network with
transactions.

B. Security Measures of Blockchain

To ensure the security of blockchain applications, security
must be considered at all layers, including permission manage-
ment through several security measures [31]. The following are
some of the security measures of blockchain:

1) Blockchain governance: Determining how existing or-
ganizations or users leave or join the network, and providing
mechanisms to prevent malicious actors, manage errors, secure
data, and address issues between parties.

2) Data security: While data compression is generally
regarded as the most effective method for identifying what data
should be kept on-chain, additional privacy measures should
be implemented to hash data, cloud storage, and data in transit.

3) Security of blockchain network: Blockchain is a dis-
tributed system, which requires network connections from var-
ious participants beyond a single organization to interact. All
of these factors have the potential to introduce security exploits
or flaws. Part of governance, therefore, includes reviewing
security protocols for users [32].

4) Blockchain application security: Security applications
are vulnerable points and should be protected with effective
user identification and endpoint security measures. For private
blockchains, where access and use are limited to authorized
participants, it may be necessary to provide different levels of
authorization that may change with time.

5) Smart Contracts Security: Smart contracts consist of
a set of codes within the blockchain, triggered by a set of
programmed conditions. This presents another point of vul-
nerability as their reliability determines whether the operation
and the results can be trusted.

6) Use of trusted third-parties: Security evaluations, pen-
etration checks, and reviews of the source code of smart
contracts and blockchain implementations should be performed
only by trusted individuals. Use these to protect against new
security threats, such as unauthorized access to cryptographic
algorithms [33].

VI. CONCLUSION

During the past few years, blockchain technology has
attracted a great deal of attention due to its advanced charac-
teristics of decentralization, autonomy, integrity, immutability,
verification, and fault tolerance. In terms of the future scope,
the primary priority will be addressing the security concerns
arising from the various types of blockchain networks. Fur-
thermore, consensus algorithms such as PoW implemented on
blockchain have several drawbacks. Thus, the development
of a consensus algorithm that is more efficient will result in
more cost-effective blockchain networks. This survey intro-
duces an in-depth overview of blockchain technology. A brief
historical overview of blockchain was presented, followed by
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a comparison of the most widely used consensus algorithms.
It has been discussed in detail how public key cryptography
and hash functions applied to blockchains can be used for
security, identification, and non-repudiation purposes. In ad-
dition, it provides detailed information and comparisons of
some cryptocurrencies used in blockchain. Also, we focus
on various categories of top security risks associated with
blockchain technology. Finally, by making this effort, we hope
that someone will gain a deeper understanding of blockchain
technology. We also hope that individuals will give more focus
to the safety of the blockchain
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Abstract—The electronic healthcare system (EHS) nowadays is
essential to access, maintain, store, and share the electronic health
records (EHR) of patients. It should provide safer, more efficient,
and cost-effective healthcare. There are several challenges with
EHS, notably in terms of security and privacy. Nonetheless, many
approaches can be utilized to tackle it, and one of them is
access control. Even though numerous access control models were
presented, traditional methods of access control, such as role-
based access control (RBAC), were extensively employed and are
still in use today. Currently, the number of EHS equipped with
access control keeps growing, and some previous works utilize
RBAC only or an autonomous role. However, relying only on a
role in today’s advanced technology may jeopardize security and
privacy. The previous work also has flaws because of using an
ineffective instrument that is costly to maintain and will burden
organizations, particularly in developed countries. In this paper,
the background and emphasis on the challenges associated with
an autonomous role in the EHS are discussed. Following that,
this paper provides recommendations and analytical discussion
on existing EHSs with access control mechanisms for securing
and protecting EHR in developed countries. Finally, instrument
information in the form of a SWOT analysis is recommended to
replace the present instrument utilized by the previous work for
a notion to the organizations in the developed countries to select
the best environment for their future or upgrade EHS.

Keywords—Access control; security; privacy; electronic health-
care system; electronic health record; developed countries

I. INTRODUCTION

Recently, developments in information technology have
made significant progress in the field of medical information.
This information nowadays is managed in a system called
EHS. Advanced EHS is required to manage massive volumes
of EHR clearly and cost-effectively. EHR is a non-printed form
that electronically stores all of a patient’s medical information.
EHS is now developed and administered by numerous medical
institution systems that allow sharing of EHR among various
healthcare practitioners and organizations, rather than by a
single healthcare organization. Due to that, a sophisticated
system must be put in place to secure and preserve EHR.

Many approaches have been utilized to address security
and privacy protection, but the most commonly used is access
control. In general, access control is important in securing sys-
tems and protecting the privacy of authorized users, especially
when providing health services. Today, many types of EHS

combined with access control have been proposed, however,
there are still issues that impede the development of EHS with
access control.

This study discusses the issue of the utilization of access
control mechanisms in EHS. The current EHS [1] has been
established to secure and preserve EHR in developed countries.
With regards to security and privacy, the previous system
was in the initial stage of discussing the plan to use some
instruments to secure their system, and the EHR in this system
was protected using RBAC, which uses role or job function
to allow or deny access to resources. Subsequently, another
previous system [2], also used the RBAC model to secure
the storage server in the cloud environment. Based on these
previous works [1], [2], an autonomous role was utilized in
these systems. It is indisputable that this traditional access
control model is still applicable today; however, the problem
is that employing an autonomous role to secure systems and
preserve privacy in today’s advances of ICT is not acceptable
and unsafe, especially in a healthcare environment, due to
various drawbacks of this scheme observed by previous works.
Details about RBAC are discussed in Section II. The previous
work [1] also suffers from the problem of utilizing the wrong
choice of instrument, since they utilize a centralized database
that has been claimed to have issues such as timely, frequent
errors, and costly [3], [4].

This article review’s main contributions are grouped into
four categories. First, based on the problems of the previous
works [1], [2], this paper provides background information
on the RBAC model, including a description of the model’s
history, followed by examining the scheme’s benefits and
drawbacks based on previous works, and finally, discussions
on the current EHSs employing autonomous RBAC. Second,
this article examines and suggests previous literature reviews
related to current EHS with access control models by dis-
covering the environment and mechanisms used by previous
systems instead of relying solely on an anonymous role. The
aim is as a notion or an opportunity for the clinics and
hospitals in developed countries to enhance their EHS with
appropriate mechanisms in a specific environment in the future.
It also aids researchers in swiftly grasping each function of
the mechanisms employed by prior systems. The current EHS
with access control models is examined in three categories:
EHS with access controls aimed at securing the system,
existing systems aimed at protecting the EHR, and finally,
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existing systems capable of securing the system and protecting
the EHR. Third, based on previous literature reviews, this
article provides an analytical discussion in terms of the issues
or problems of previous works, findings, or results of the
previous works, and finally, comments or suggestions based
on previous works. This discussion aimed to help identify
how many issues or problems were faced by previous works
and group them in the same categories. This discussion also
helps clinics and hospitals in developed countries in obtaining
information about the problems that happen in EHS and the
way to solve them and have a notion to develop or upgrade
EHS. It also helps the researcher in understanding difficulties
and the ideas of previous works in solving problems, and
comments or suggestions can be used to find opportunities
for future work. Finally, because of previous work employed
the wrong instrument, this paper provides critical instrument
selection information in the form of a SWOT analysis that can
assist clinics and hospitals in developed countries choose an
acceptable and cost-effective instrument.

The rest of this paper is organized as follows: Section II
provides the background of the RBAC model, while consider-
ation of EHS with access control is discussed in Section III.
In Section IV, the SWOT analysis is presented, and finally,
Section V concludes the work.

II. ROLE-BASED ACCESS CONTROL (RBAC)

Role-Based Access Control (RBAC) means to allow or
deny client data from being accessed by the user based on role,
i.e., job function or position, however, this decision depends
on organizational policy [5]. This model has been introduced
for over twenty years, primarily in UNIX, and centralized
computer conditions, yet this model needs standardization
because every framework utilizes its restrictive elements [6].
Therefore, the National Institute of Standards and Technology
(NIST) began a task in 1992 to bound together with the
principles of RBAC by incorporating the current models [6].
Although RBAC has since quite a while ago existed and is
viewed as traditional access control, this model is still being
used and stays pertinent right up until today.

In a positive sense, there are quite a few points why RBAC
has become well known and can be utilized by current systems.
The advantages of RBAC are as follows:

1) Simplifies access management and user permission
review [7], where it is easy to categorize roles and
a group of users for each role [8] and it aids in de-
termining which permissions are permitted for which
users in a large enterprise system [9].

2) RBAC policies adhere to the need-to-know security
concept and fulfil the notion of least-access privileges
[10]. This model also may be well-known for man-
aging complicated role hierarchies in organizations
[11].

3) This model may not need to be concerned about users
being added or deleted from the system because this
architecture is ideally suited to a large organization
[12].

4) It can be considered an acceptable model in a health-
care cloud, as it has key strengths such as efficient
management of large-scale user permissions, enforce-
ment of need-to-know access controls, simplified

auditing for regulatory compliance, and scalability
[8].

Even though RBAC offers advantages, this model likewise
experiences a few limitations. The following are RBAC draw-
backs:

1) This model is incompatible with an open system in
which the user is almost likely unknown, and the
system recognizes a user solely by roles without
knowing the identity and purpose of access —[13].

2) Previous works [14], [15] have highlighted that
RBAC can lead to privacy disclosure, especially sen-
sitive attributes to unauthorized and untrusted users
because of the insufficient and inefficient of this
model.

3) RBAC is less flexible and responsive because of its
static role. As a result, RBAC cannot define granu-
lar control over users in certain roles in accessing
certain individual objects, which is generally not
sufficient for organizations with complex organiza-
tional structures, such as collaborative E-healthcare
environments [9], [16], [17].

4) In a healthcare environment, installing an emergency
access mechanism on a static role can pose a high
security threat [18], for example, if unauthorized
users can have illegal access rights under RBAC,
they can easily compromise health records using the
emergency access control window because there are
no additional control variables to authenticate attacker
access.

5) Although a previous study [12] has shown that RBAC
is suitable for large organizations, however, RBAC
is experiencing a role explosion or lack of scalabil-
ity due to the increasing number of different roles.
Furthermore, maintaining all these roles to provide
appropriate access rights can be a difficult task [19].
Therefore, RBAC is not advised to be used in cloud
computing or in a large system due to the lack of
scalability [20], [21], [4].

In light of the previous passages, the aim of featuring the
advantages and the drawbacks is to indicate the performance of
this model. Despite the fact that the relevance of using RBAC
until now was highlighted, nonetheless, this model also has
many limitations. Therefore, proposing access control with an
autonomous role, in the current context, i.e., in a collaborative
system, is extremely hazardous.

Currently, several EHSs utilizing an autonomous role have
been proposed. First, previous work [1] proposes a notion of
early implementation of the EHS design model in the clinics
and hospitals in developed countries, so that they do not miss
out on the benefits of building this system rather than paper-
based. A typical hospital workflow was defined and utilized in
the design process. This study offers a prototype of an EHR
web-based system that secures and protects privacy by utilizing
RBAC. However, relying solely on RBAC without supporting
other features may cause a security and privacy risk. This
system also suffers weaknesses when using RBAC, such as
static in nature and inflexibility [9], [16], [18], [17], which
pose a difficulty if the user needs to treat patients during an
emergency situation. A centralized database is an instrument
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used in this system to allow access, maintain and store EHR.
However, this instrument is not suitable to be utilized in
developed countries since it contradicts the goals of generating
cost-effective EHS. Next, Li et al. [22] also propose EHS with
RBAC model to protect cloud-based outsourced EHRs. They
claimed that this model provides an efficient and secure RBAC
strategy for securing EHR stored on a storage server, even if
the storage server is administered by an untrustworthy third
party. This system offers a distinct and more efficient form
of fine-grained access control that does not rely on attribute-
based encryption (ABE). Only users with roles that adhere to
the access policy are permitted to decapsulate. However, in the
current circumstances, adopting an autonomous role may put
the system in danger.

To summarize, employing an autonomous role to secure
and maintain privacy in an internal, external, or collaborative
system setting is not viable in today’s tough environment.
It is agreed that RBAC is still relevant nowadays since it
has numerous benefits, however, this model needs support
or a hybrid with other features. In the next section, the
recommended current EHSs with access control utilizing with
or without roles to secure and preserve the EHR is highlighted.

III. CONSIDERATION OF EHS WITH ACCESS CONTROL
MODEL

This section provides information on current EHSs with
access control as a reference or notion for organizations in
developed countries to developing efficient and effective EHS.
The main aim is to highlight and compare the environment
and mechanisms applied in the previous works. This section
is divided into three sections: 1) The EHS with access control
approaches seeks to secure the system, 2) The EHS with
access control mechanisms intends to protect the EHR, and
3) The EHS with access control models to secure and protect
EHR. This section also provides an analytical discussion of
all collections of previous works in terms of the problems or
issues, finding or results, and comments or suggestions.

A. Security

There are eight EHSs with access control in a cloud
environment, and in this section, these systems are discussed.

First, in the cloud-fog computing environment, a searchable
personal health records (PHR) framework with fine-grained
access control was proposed. PHR is also EHR, however, PHR
is controlled, shared, or maintained by patients themselves to
support their personal care [23]. This framework was proposed
to address the need for local information for a terminal device
and the weaknesses of cloud computing [24]. To provide
a keyword search function and fine-grained access control,
the proposed framework integrates attribute-based encryption
(ABE) technology and search encryption (SE) technology.
When the keyword index and trapdoor match are successful,
the cloud server provider only delivers relevant search results
to the user, resulting in a more accurate search. Experiments
with simulations demonstrate that the proposed method works
well in a cloud-fog scenario. However, the keyword sets are
obtained from the actual encrypted file on the cloud, introduc-
ing the prospect of a chosen-ciphertext attack. Besides, a novel,
fine-grained, and flexible PHRs data access control system for

cloud computing based on encryption was proposed to address
the problem of repeated processes in data encryption [2]. The
scheme consists of the symmetric key and the ABE layer. The
system supports multi-privilege access control for PHRs from
multiple patients in the ABE layer. To resolve the problem
of repetitive processes, the scheme combines data encryption
from different patients, where data is under a single access
policy, to reduce encryption and decryption costs. Through
implementation and simulation, the proposed scheme shows
efficient in terms of time. Moreover, the proposed scheme
proved that it was secured based on the security of the CP-ABE
scheme. This system ensures data privacy, but, due to compu-
tational complexity and scalability concerns, it is unsuitable
for health records. Next, the previous work [25] also utilized
a CP-ABE based access control for a smart medical system
with policy-hiding capabilities that is secure and efficient to
overcome the problem of Zhang et al. [26] approach that fails
to offer efficient large data storage with leakage resistance.
The access control uses hidden access policies to satisfy the
medical user’s attribute values. A comparison of performance
analysis reveals that the suggested system is more efficient than
the current scheme. A Secure Healthcare Framework (SecHS)
in the cloud using CP-ABE was proposed to provide secure
access to health and medical information [27]. Patient data
is encrypted under a symmetric encryption scheme and the
access policy in CP-ABE is embedded with the ciphertext.
The proposed framework was compared with current CP-ABE
frameworks, and it demonstrates that SecHS offers greater
features for data security. Next, the User Usage Based En-
cryption (UUBE) diversified access control framework, which
usually builds on the searchable encryption technique to secure
outsourced data was proposed [28]. In this method, the owner
or patient will outsource data to the cloud data center. Data will
be encrypted with a multiuser setting and will be stored in the
form of ciphertext and finally stored in the database. To search
PHR, the user needs to be authenticated by their category of
user and institution. After receiving a request from a user, the
data center computes the matching encrypted keyword search
and returns the relevant outcome. Usage-based encryption is
designed for user access and revoke after a specified time. This
approach ensures a high level of security for data sharing. If
there is misconduct in data access and various attacks by the
revocation of the user, the suggested approach proved efficient.
However, granular data access cannot be achieved using stan-
dard CP-ABE techniques, instead, a multi message CP-ABE
is required. Subsequently, to secure cloud storage, a novel
system using a hybrid encryption algorithm using Improved
Key Scheme of RSA (IKGSR) and Blowfish was proposed
[10]. To efficiently retrieve the encrypted data, steganography-
based access control was utilized for key sharing via substring
indexing and keyword search mechanisms. The findings clearly
show that the proposed technique delivers superior security
while also retrieving data more efficiently. An expressive and
efficient access control method with attribute/user revocation
based on the ordered binary decision diagram (OBDD) access
structure was proposed to overcome the previous CP-ABE
schemes relying on access structures that are either restrictive
or cumbersome, resulting in less expressive and efficient [29].
The proposed work establishes attribute groups, which are
made up of users who have specific attributes. Each attribute
group has its own group key. Version numbers are assigned to
user secret keys and ciphertexts to avoid cooperation between
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revoked and non-revoked users. When a user’s attribute is
revoked, a new attribute group key is produced and dissem-
inated to all group members except the revoked user. When
there is a change in the attribute group key following an
attribute/user revocation, the version number is incremented.
The proposed approach was analyzed regarding security and
efficiency, and shows that it is secure, expressive, and efficient.
Finally, due to the inflexibility of the RBAC, a cloud-based
EHR architecture to implement ABAC that employs extensible
access control markup language (XACML) was presented [30].
The proposed approach has two stages, after conducting access
control on patient records, encryption and digital signatures
are applied as an additional security precaution utilizing XML
encryption and XML digital signatures to provide more flexible
and fine-grained control and minimize the chances of revealing
patient private records. A comparison of the security criteria
to those utilized in other relevant research was applied and
found that the suggested technique was more secure than
previous methods. However, encryption in XML requests and
responses, on the other hand, is highly expensive for data
sharing. Requests and responses are explicitly communicated
between legal parties in the first phase and are thus vulnerable
to attack.

Subsequently, the previous discussion of EHS with access
control models aimed to secure the system is summarized in
the form of a comparative analysis. The explanation is shown
in Table I.

B. Privacy

In this section, eight EHSs with access control models that
seek to protect EHR are discussed.

First, a privacy-aware relationship semantics–based exten-
sible access control markup language (XACML) access control
model was proposed that uses XACML to execute hybrid
relationship and ABAC in the hybrid cloud [4]. To enhance
multipurpose EHR utilization, the proposed approach offers
fine-grained relation-based access control (Rel BAC) with an
anonymization technique called Anatomy as it provides quality
data utilization. The proposed model delivers and maintains
efficient privacy vs utility trade-off. The proposed model was
explicitly validated to assess its efficacy regarding privacy-
aware electronic health data access and multi-functional usage.
The experimental findings demonstrate that access policies
based on relationships and EHR anonymization may perform
well in terms of access policy response time, and space storage
in the proposed model. Next, due to the patient’s reluctance
to share sensitive data, organizations rely on cloud solutions
that employ machine learning models. This article offers a
Euclidean L3P-based Multi-Objective Successive Approxima-
tion (EMSA) algorithm, efficient measure of privacy in a
cloud [31]. Each EHR is divided into common and privacy-
related attributes. Privacy-related attributes, such as sensitive
information, are subjected to a cryptographic mechanism to
produce a key for storage in a cloud environment. Role-based
encryption keys are provided here as the fundamental founda-
tion for the storage of sensitive data in cloud environments. In
terms of performance, the proposed EMSA was compared with
Bat, PUBAT, TPNGS, WOA, and CIC-WOA algorithms based
on performance metrics, such as fitness, privacy, and utility.

According to the simulation, the suggested EMSA model has
greater privacy values.

A new framework for access control was proposed that
protects the privacy of PHR data while a patient is in an
emergency [32]. The system proposed uses smart contracts that
may limit PHR access permissions in a state of emergency.
The smart contract also enables the PHR owner to assign
the rules to an employee (a certified medical practitioner)
who has the authorization to access the actual data from the
PHR, considering the time restriction. The system suggested
provides historical audit records that store the history of
transactions in an emergency. The proposed framework, based
on the experiment, is improved regarding accessibility, privacy,
emergency access control, and data auditing in health care
systems. A PHR-based blockchain model was proposed to
solve the limitation of the blockchain [33]. The proposed
model is constructed to provide a tamper-resistant feature
utilizing blockchain technology. To protect privacy, proxy re-
encryption, and other cryptographic methods are applied. A
comprehensive safety analysis reveals that the proposed model
can protect the privacy and tamper resistance. The performance
study reveals superior overall performance in the proposed
model compared to the current literature approach. This work
extended [34] by analyzing the system on a variety of user
counts and PHR data sizes in a real-world situation.

Permission to access the EHR requires agreement from
the patient (data owner), and additional access authorization
to be granted by the patient to the healthcare professional
is required. A newly built Health Information System (HIS)
access decisions flow, guaranteed by RBAC, incorporating
patient-centered control was designed [35]. Colored Petri-
Networks (CPN) is used as a mimic for RBAC to demonstrate
security policy conflicts or restrictions during the access con-
trol authorization process. To provide explicit permission for
a patient to access their data in a non-offensive access flow, a
discretionary access control (DAC) feature was added. Mutual
exclusive was designed to consider patient needs for them to
permit healthcare providers to access EHR data. Additional
information was added to the permission Access Control ma-
trix to ensure privacy is protected and subject to DAC. When
compared to prior CPN simulations, a minor modification is
proposed to integrate RBAC-aware systems with no significant
drawbacks. Subsequently, a novel healthcare access control
model named Solution de Gestion Automatisée du Consente-
ment / automated consent management solution (SGAC) was
proposed to manage patient consent for accessing their EHR
[36]. Because patient preferences and rules may conflict, the
SGAC provides a mechanism to handle this issue based on
priority, specificity, and modality. Four sorts of characteristics
were examined to safeguard patient privacy while providing
effective care in life-threatening situations: accessibility, avail-
ability, contextuality, and rule effectivity. The verification of
SGAC access control rules utilizing two first-order logic model
controls, Alloy, and ProB, based on distinct technologies. The
results show that SGAC performs better than XACML and
that ProB outperforms Alloy by two orders of magnitude
thanks to its programmable approach to constraint solving. A
formal specification of the system based on the legislation that
defines it was proposed to improve the confidence level of
the patient towards the system in privacy preservation [37].
This work concentrated on the control and access features
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TABLE I. EHS WITH ACCESS CONTROL MODELS IN THE CLOUD ENVIRONMENT AIMS TO SECURE THE SYSTEM

No Ref. Mechanism

ABE CP-
ABE UUBE SE Sym

metric IKGSR Blowfish Stega-
nography OBDD ABAC XACML

1. Sun,
2018 / /

2. Li,
2018 / /

3. Rana,
2020 /

4. Satar,
2021 /

5. Suresh,
2019 /

6. Chinnasamy,
2021 / / /

7. Edemacu,
2020 /

8. Seol,
2018 / /

of patients’ health information. The method used relies on
the correct-by-construction Event-B to prove the control and
access properties of the system. Finally, traditional approaches
like k-anonymity and its derivations frequently overgeneralize,
resulting in lower data accuracy. To address this problem, the
Semantic Linkage K-Anonymity (SLKA) method was offered,
which allows for continuing record linkages [38]. This work
demonstrates how SLKA strikes a balance between privacy and
utility preservation by detecting risky combinations hidden in
data releases.

Subsequently, the previous discussion of EHSs with access
control aims to protect privacy is summarized in the form of
comparative analysis. The explanation is shown in Table II.

C. Security and Privacy

In this section, information about recent works on EHSs
with access control to secure the system and protect EHR is
highlighted.

A secure sharing architecture based on MA-ABE with
anonymous authentication outsourcing was proposed to protect
the patients’ privacy and guarantee that patients may control
their PHRs [39]. Before outsourcing, all PHRs are protected
using MA-ABE, which overcomes the key hosting problem
and achieves fine-grained access control to PHRs. Furthermore,
anonymous authentication between the cloud and the user is
recommended in order to secure data integrity on the cloud
without revealing the user’s identity during authentication. The
proposed authentication is based on a novel attribute-based
online-offline signature. In comparison to previous studies, the
suggested approach not only retains encrypted PHRs resistant
to collusion assaults and not forged throughout the sharing
time, but it also accomplishes privacy preservation, which
improves patients’ control over their PHRs. Next, some health
institutions in the Republic of South Africa have problems
protecting HIV patient data because they still use traditional
approaches, e.g., paper-based. This work aims to build a cloud-
based access control model to share in nine (9) provinces
in the South African Republic [40]. This study is based on
the acceptance and use of the RBAC model for permission
access based on job function, the Access Control List (ACL)
contained a list of access control entries (ACE) to identify

trustees and specify access privileges, and Motive Based
Access Control (MBAC) models related to data object and
motives of seeking them. However, this framework proposes
a static model which is not suitable for emergency conditions.
Subsequently, CP-ABE also was employed in the proposed
scheme to enhance the retrieval capabilities of data based
on disease and to solve the inefficiency of RBAC [41]. The
proposed scheme can retrieve encrypted EHR based on a
specific disease. Furthermore, the scheme ensures user access
control and the anonymity of the user or data owner during
data retrieval. Moreover, the scheme is resistant to collusion
between unauthorized retrievers to access the data. Based on
the results of the analysis, the suggested method accomplishes
data confidentiality, user anonymity, and collusion resistance.
A unique privacy-preserving access control (PPAC) method for
electronic health records (EHR) was proposed based on the
attribute-based signcryption (ABSC) scheme and the cuckoo
filter [42] to solve the issue of security and privacy in sharing
EHR. The ciphertext-policy attribute-based signcryption (CP-
ABSC) is proposed to ensure fine-grained access control of the
EHR data, utilize a cuckoo filter to hide the access policy, and
preserve the privacy of EHR owners. Security analysis reveals
that the proposed scheme is provably secure. In addition,
the performance study reveals that, compared to previous
schemes, the suggested scheme achieves low communication
and calculation costs, while maintaining the privacy of its
owner. However, hiding the AC policy may result in a loss of
efficiency. A multi-layer access control (MLAC) model was
proposed for building a secure and privacy-preserving EHR
system that allows patients to exchange data with stakeholders
[43]. In this article, a dual-layer access control model called
pseudo-role attribute-based access control (PR-ABAC) was uti-
lized that incorporates attributes with roles for secure sharing
of EHR across many contributors. To protect the integrity of
patient data, the proposed system also employs the notion of
provenance. PASH, a privacy-aware s-health access control
system, was introduced based on a large universe CP-ABE with
partially concealed access restrictions to solve the problems of
conventional CP-ABE [41]. In PASH, access policy attribute
values are concealed in encrypted s-health records (SHRs), and
only attribute names are exposed. In reality, attribute values
contain far more sensitive data than general attribute names.
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TABLE II. EHS WITH ACCESS CONTROL MODELS AIMS TO PROTECT PRIVACY

No. Ref. Environment Mechanism

Cloud Blockchain XACML ABAC Rel BAC Anatomy EMSA
algorithm CPN RBAC SGAC Event-B SLKA

1. Kanwal,
2019 / / / / /

2. Sathya,
2021 / /

3. Rajput,
2021 /

4. Thwin,
2019 /

5. Junior,
2020 / /

6. Huynh,
2019 /

7. Rivera,
2020 /

8. Lu,
2018 /

PASH, in particular, implements an efficient SHR decryption
test that requires a limited number of bilinear pairings. The
attribute universe can be exponentially huge, whereas public
parameters are modest and constant in size. According to secu-
rity analysis, PASH is completely secure in the standard model.
PASH is more efficient and expressive than prior systems,
based on performance comparisons and experimental data.
However, this system lacks revocation. A sensitive and ener-
getic access control (SEAC) was proposed for managing cloud-
hosted EHRs and enabling fine-grained access control even
in the critical environment to solve problems of the security
of the prior system that have threatened the patient’s privacy
[44]. The system suggested guarantees that data from a patient
are confidential where only authorized users may be permitted
to modify or review particular data from the patient. Before
submitting to cloud storage, each EHR data is encrypted by
the managing authority. The requesting user can receive rights
that change permission dynamically based on authentication
and context attributes. The security analysis shows that the
SEAC mechanism is secure and prevents unwanted access. The
findings indicate outstanding compatibility and performance
with various configurations and settings. However, keyword
searches on encrypted data are not possible using the encryp-
tion methods employed. The encryption technique employs
bilinear mapping, which has a high computational cost and is
impractical for lightweight applications. A hybrid framework
called MediTrust was proposed which combines two systems,
namely RBAC and ABE, and operates in a semantic database,
guaranteeing that patient data are accessible to various access
controls [19]. On the provider side, patient data is encrypted
before it is outsourced to the cloud server. After download, it
is decrypted again at the user. The patient’s general PHR and
medical reports are stored separately on another cloud server.
CAPTCHA provides the second stage of security control,
particularly for security checks, which allows users to connect
to MediTrust. The third step of safety control additionally
provides for sharing one key with the registered cell phone
number of the user and sharing another key with the user’s
e-mail id. In MediTrust, the PHR must be decrypted with
the combination of the two keys. Furthermore, Amazon AWS
EC2 CA was used to validate ABE policies and access control
security mechanisms for privacy preservation on PHR. The

results of performance evaluations demonstrate that regarding
time complexity and computational overhead, the proposed
MediTrust is superior than the prior projects.

A system was proposed by using a technique known as
channelling integrated with a smart contract logic script within
the network to ensure interoperability of EHR and access
control only through the authorization of the patient [45].
The goal of this approach is to provide the entire privacy,
integrity, and access control of distributed EHR. Simulated
findings show that the proposed solution uses the blockchain
to provide absolute transparency and perfect privacy inside a
distributed network of sharing EHRs in the medical setting.
Next, a blockchain-based architecture was proposed to secure,
interoperable and efficient access to patients’ medical records,
while protecting the privacy of sensitive data of patients [46].
The proposed framework, named Ancile, uses smart contracts
on an Ethereum-based blockchain for enhanced access con-
trol, and data obfuscation, as well as advanced cryptographic
methods for additional security. However, this work uses six
different forms of smart contracts for a proxy re-encryption
approach that may incur high computational costs. Finally,
Smart Contract-based Attribute-based Searchable Encryption
(SC-ABSE) was proposed to solve the issue of security,
privacy, and searchability in PHR [47]. This work bridges
the gap between PHRs and blockchain technology by down-
loading extensive medical data into the IPFS and building
a compulsory cryptography authorization and access control
system for outsourced encrypted medical data. This system
expands CP-ABE and searchable symmetric encryption (SSE),
as well as using smart contract technologies, to accomplish the
following: 1) efficient and secure fine-grained access control of
outsourced encrypted data, 2) confidentiality of data by elim-
inating trusted private key generators, and 3) multi keyword
searchable mechanism. The rigorous security indistinguisha-
bility analysis, based on decisional bilinear Diffie–Hellman
hardness assumptions (DBDH) and dismulti-keywordhm (DL)
issues, reveals that SC-ABSE is secure against the chosen-
keyword attack (CKA) and keyword secrecy (KS) in the
standard model. User collusion assaults are prevented, and data
tamper-proof resistance is assured. Furthermore, security vali-
dation is validated by simulating a formal verification scenario
with Automated Validation of Internet Security Protocols and
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Applications (AVISPA), revealing that SC-ABSE is immune
to man-in-the-middle (MIM) and replay attacks. Simulation
findings demonstrate that SC-ABSE has high performance and
low latency and that network life are ultimately increased in
comparison with conventional medical systems.

Subsequently, the previous discussion of EHS with access
control models aim to secure the system and protect privacy
are summarized in the form of a comparative analysis. The
explanation is shown in Table III.

Finally, all previous literature will be discussed in the form
of an analytical discussion. The discussion is depicted in Table
IV.

IV. SWOT ANALYSIS OF INSTRUMENTS CONSIDERABLE
IN DEVELOPED COUNTRIES

In view of past work [1], an affordable EHS was developed
and it was targeted to be utilized by the organizations in the
developed countries. The instrument used to maintain and store
EHR is by using a centralized database system. However, this
storage is timely, frequent error, and costly [3], [4] to use and
maintain, and it is against the aims of creating an affordable
EHS in developed countries. As indicated in the preceding
sections, blockchain system and cloud computing were the
dominant instruments to be used for accessing, maintaining,
and storing EHR. These instruments can also be used as one of
the solutions for securing and protecting privacy. However, or-
ganizations in developed countries should have the knowledge
to choose the right instruments for their new or upgraded EHS.
Therefore, information about blockchain systems and cloud
computing is provided in this paper in the form of strength,
weakness, opportunity, and threat (SWOT) analysis to allow
organizations doing instrument selection either to use only
one or hybrid instruments. This analysis is essential planning
that can take enormous amounts of information inside these
four domains and sort out them into explicit concerns [48],
[49]. Because of its successful and simple forms of analysis,
hospitals may use this method, and it is ideal for use in
strategic planning in healthcare systems or medical advances.

First, the Blockchain is discussed in the form of a SWOT
analysis. The description of the analysis is discussed as follows
and summarized in the form of a list in Table V.

1) Strengths
Benefits were classified into two groups: patient-
related benefits and organizational-related benefits.

For patient-related benefits, they include the follow-
ings:

a) Users may only register their identity on the
blockchain network once so they do not need
to re-register their identification for the future
[50].

b) Allows healthcare professionals to embrace
the concept of a shared database capable of
producing sharable individualized healthcare
plans for patients [50].

c) The traceability feature enables tracking of
the patient since every Bitcoin transaction is
logged with a timestamp that is validated and

maintained by all computer nodes participat-
ing in the blockchain network [50].

d) Enable effective patient monitoring, espe-
cially for critically sick patients, because
this technology assists physicians in making
appropriate medical-related treatment deci-
sions. To do this, patients’ wearable gad-
gets such as smartwatches, smartphones, and
smart glasses must be linked to the healthcare
blockchain network [50].

e) Improve privacy protection for citizens and
governments by giving individuals more con-
trol over their personal data. They can use
blockchain technology to control who has
access to their data, for what purpose, and
for how long [51].

The organizational-related benefits are:
a) To enable the secure sharing of patient in-

formation between healthcare organizations
[50].

b) To make clinical trial management easier be-
cause the study contains extremely sensitive
patient-related information [50].

c) The traceability function is crucial in con-
trolling the pharmaceutical supply chain. In
particular, can identify the origin of data,
which can help pharmaceutical firms track
the supply of products [50].

d) Ability to manage medical insurance [50].
e) Decentralized authority allows for the re-

duction of time, errors, and costs in the
performance of processes, with the goal of
building and updating a predictive model that
supports medical care and risk management
[3].

f) The cryptographic system, the immutability
of the data transmitted throughout the net-
work, and the decentralized autho rity all
contribute to increased confidence in the sys-
tem [3].

g) Every member can confirm the activities that
happen in the organization as they have a
duplicate of the entire blockchain on their
gadget and this makes the process transparent
[3].

h) In Bitcoin, it is possible to identify any
alteration to transaction records after they
have been verified by solving a cryptographic
problem [51].

2) Weaknesses
a) A verified transaction might be reversed after

a government or group of persons in control
of a blockchain [51].

b) With the possibility for additional records
to be produced natively on chain via smart
contracts, legal admissibility must be con-
sidered. Laws and regulations regulating the
admission and weight to be given to such
evidence vary by jurisdiction, making it dif-
ficult to generalize how such evidence could
be regarded by courts [51].
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TABLE III. EHS WITH ACCESS CONTROL MODELS AIMS TO SECURE THE SYSTEM AND PROTECT PRIVACY

No. Ref. Environment Mechanism

Cloud Block Chain MA- ABE RBAC MBAC CP-
ABE ABSC Cuckoo filter PR- ABAC ABE SSE AC Channeling

integrated
1. Zhang, 2020 / /
2. Azeez, 2018 / /
3. Zarezadeh, 2020 / /
4. Ming, 2018 / / /
5. Chenthara, 2019 / /
6. Zhang, 2018 / /
7. Riad, 2019 /
8. Tembhare, 2019 / / /
9. Nortey, 2019 / / /
10. Dagher, 2018 /
11. Hussien, 2021 / / /

c) Blockchain records are intended to be im-
mutable rather than changeable. This high-
lights the larger issue of how to remove or
dispose of records from blockchain, which is
also an issue to address when adopting data
retention regulations or correcting mistakes
in the record [51].

d) The topic of how to maintain blockchain
records, in the long run, remains unanswered
[51].

3) Opportunities
a) As more companies see the advantages of

blockchain-based recordkeeping, they will
need a trusted adviser to assist them [51].

b) Through its usage, information professionals
may reinvent their methods. For example,
the UK National Archives is investigating
smart contracts, to automatically execute data
publishing [51].

4) Threats
a) The sharing of whole copies of the

blockchain under a model in which sensitive
data on a single patient is shared would raise
several issues related to privacy regulations,
especially if entities other than public health-
care corporations participated in the network
[52].

b) Scalability has become a major challenge
for public blockchain applications, such as
linking wearable devices because there is no
control over the number of people joining the
network [50].

c) Vulnerable to cyber-attacks where the at-
tacker gains control of the blockchain net-
work, which can lead to disaster if the at-
tacker disrupts, stops or even reverses previ-
ously verified transactions within the network
[50].

d) The high energy consumption has been
noted since it pertains to the usage of
the blockchain (public blockchain) based on
proof of work, which is a mining process
that uses a lot of electricity and it has gotten
worse as more users have joined it and the
number of transactions made per second has
risen [50].

e) Absence of guidelines given by legitimate
experts for blockchain advances [50].

f) Interoperability was considered as one of the
significant difficulties for blockchain innova-
tion reception in medical services because of
the absence of trust between medical care
organizations [50].

g) Lack of adequate technical skills and capabil-
ities while carrying out blockchain advance-
ments might prompt tragic results [50].

h) Data centers require a high cost of financing
to maintain and require a large quantity of
electricity [52].

i) One of the challenges is to train stakeholders
on how to use this complex new system [52].

Next, this paper describes the SWOT analysis of cloud
computing. A detailed list of cloud analysis is indicated in
Table VI.

1) Strengths
a) It has been recognized that cloud computing

reduces the price of IT infrastructure, and the
lower cost of IT infrastructure will open the
road for certain businesses to embrace the
technology [53].

b) Cloud computing allows companies to con-
centrate their efforts on their core compe-
tencies while also providing them with a
scalability scenario, both in terms of services
and infrastructure, that becomes “unlimited”
[54].

c) Cloud resources can be anything: database
services, virtual servers or machines, full
service processes, or complex setups of dis-
tributed computing systems such as clusters
[54].

d) It does not require hardware and software up-
dates as it is managed by the cloud provider
[55].

2) Weaknesses
a) Concerns raised regarding the integrity, pri-

vacy, and security of services for users and
their data [54].

b) Raises legal difficulties such as trademark
infringement, security concerns, and the shar-
ing of proprietary data resources [54].
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c) There is a lack of consistency in service legal
agreement (SLA) terminology. Performance
and availability are essential SLA goals, but
additional variables like security, data (own-
ership, location, access, and portability), dis-
pute mediation, disaster recovery, and exit
strategy negotiation are also crucial [54].

3) Opportunities
a) Assist developed countries in reaping the

advantages of cloud without the large upfront
costs that have hindered previous attempts
[54].

b) Many innovative services are produced in the
cloud, such as educational applications for
African or developed country schools [54].

c) Many vendors provide affordable cloud com-
puting services [56].

d) Cloud computing research is still in its initial
phases, particularly in the health industry
[56].

e) The network, server, and security issues as-
sociated with locally installed, outdated sys-
tems are eliminated by adopting cloud com-
puting [57].

4) Threats
a) Problem in terms of data security, IT audit

policies [54].
b) Raises privacy problems since the service

provider may access the data on the cloud
at any moment, notwithstanding their own
encryption claim. They may inadvertently or
purposefully change or destroy data [54].

c) The problem is with the legal ownership of
the data. Many Terms of Service agreements
do not address ownership issues [54].

d) Lack of trust in cloud services [55].

V. CONCLUSION

This paper discusses the EHS with access control to secure
and preserve EHR. The issue addressed in this paper is about
the EHS with the RBAC model. In general, RBAC is a
prevalent model in access control, and it may still be used
in current EHS research, despite the fact that it is considered
a conventional access control model. The problem highlighted
in this paper is that using EHS with RBAC only to secure and
preserve an EHR may cause a huge risk to the system. There-
fore, several of the current studies on EHS utilizing access
control have been suggested and examined their mechanisms
and environment for a notion to the organizations in developed
countries to develop their EHS instead of using an autonomous
role. Analytical discussion in the form of a table has also
been provided to identify the issues or problems, findings
or results, and comments or suggestions related to previous
works. Finally, due to problems with the instrument used by
the previous work, information on instrument selection was
provided in the form of a SWOT analysis as it is hoped that
this information can be useful for organizations in developed
countries in obtaining ideas for building their new or upgraded
EHS in the right environment.

In the future, further developments need to be considered.
First, many different types of access control models were
employed, such as trust, purpose, and attributes. Therefore,
this is an opportunity for researchers to develop EHS with
a variety of access control models instead of an anonymous
role to secure the system and protect privacy. Second, instead
of developing EHS in a blockchain and cloud environment,
maybe developing EHS in another environment needs to be
considered for example mobile or IoT environment.
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TABLE V. SWOT OF BLOCKCHAIN TECHNOLOGY

Strengths Weaknesses
Patient-related:
- Register once
- Shared database
- Traceability
- Patient monitoring
- Privacy protection

Organizational-related:
- Secure sharing
- Clinical trials
- Pharmaceutical supply chain
- Manage medical insurance
- Reduce time, error, cost
- Confidence
- Transparent
- Alteration detection

- Controlled by the top management
- Legal admissibility
- Disposition records
- Maintain records

Opportunities Threats

- Trusted advisor
- Professional reinvention

- Sharing sensitive data
- Scalability
- Cyber-attack
- High-energy consumption
- Absence of guidelines
- Inter-operability
- Technical skills
- Financial cost
- Training

TABLE VI. SWOT OF CLOUD COMPUTING

Strengths Weaknesses
- Reduce price
- Scalability
- Multi-purpose
- Updated by the cloud provider

- Integrity, privacy, and security issues.
- Legal issues
- SLA inconsistency

Opportunities Threats
- Assist developed countries
- Produce innovative services
- Services affordable
- Research
- Equipment and installation are removed

- Data security and audit
- Privacy problem
- Data legal ownership
- Trust issues
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Abstract—Financial fraud is a complex problem faced by fi-
nancial institutions, and existing fraud detection systems are often
insufficient, resulting in significant financial losses. Researchers
have proposed various machine learning-based techniques to en-
hance the performance of these systems. In this work, we present
a semi-supervised approach to detect fraudulent transactions.
First, we extract and select features, followed by the training
of a binary classification model. Secondly, we apply a clustering
algorithm to the fraudulent transactions and use the binary
classification model with the SHAP framework to analyze the
clusters and associate them with a particular fraud type. Finally,
we present an algorithm to detect and assign a fraud type by
leveraging a multi-fraud classification model. To minimize the
mounting cost of the model, we propose an algorithm to choose
an optimal threshold that can detect fraudulent transactions. We
work with experts to adapt a risk cost matrix to estimate the
mounting cost of the model. This risk cost matrix takes into
account the cost of missing fraudulent transactions and the cost
of incorrectly flagging a legitimate transaction as fraudulent.
In our experiments on a real dataset, our approach achieved
high accuracy in detecting fraudulent transactions, with the
added benefit of identifying the fraud type, which can help
financial institutions better understand and combat fraudulent
activities. Overall, our approach offers a comprehensive and
efficient solution to financial fraud detection, and our results
demonstrate its effectiveness in reducing financial losses for
financial institutions.

Keywords—Machine learning; semi-supervised learning; fraud;
finance; cost analysis

I. INTRODUCTION

Financial institutions face multiple challenges in fighting
money laundering activities. Jensen [1] defines it as the
disguise of the origin of illegally obtained funds to make
them appear legitimate. The goal of money laundering is
to convert cash into another form. Financial institutions
must fight fraudulent activities by analyzing their customers’
transactions. Transactions exchanged between financial insti-
tutions use SWIFT (Society for Worldwide Interbank Finan-
cial Telecommunication). This provides an interbank network
offering different services, such as money transfers between
bank accounts. More than 11,000 banking organizations across
nearly 200 countries use SWIFT to transfer money [2]. SWIFT
transactions are international and may have multiple interme-
diaries between the transaction’s originator and beneficiary.
However, among these transactions, anomalies may be linked

to financial fraud. Thus, the analysis of interbank transactions
is a crucial issue for financial institutions [3]. The current
systems have four limitations outlined by SWIFT1: 1) systems
and processes inefficiency, originally designed for retail
banking, is based on rules and risks. In this context, a critical
problem is the high alert volume generated by them, and
90 percent of them are false alerts. Therefore, a manual
investigation by experts is required. 2) Due to mounting costs,
financial institutions lose a considerable amount of money
fighting against money laundering—either by being fined for
their weak compliance systems, maintaining these, or paying
experts to review the alerts. 3) Indirect structure: Some
domestic and regional banks act as aggregators for smaller
banks. It is hard to follow and monitor the payment activity
effectively in such instances. 4) Information sharing: Banks
do not share information with their customers due to confiden-
tiality clauses. In addition, due to these limitations, fraudulent
transactions’ detection is a complex task. It’s also difficult to
identify the fraud types [4]. For these reasons, our work aims to
respond to the first three challenges by answering the following
questions: How can fraudulent transactions be detected with
their frauds types while minimizing the mounting costs ? The
article is structured as follows: in Section II, we review the
most recent developments in the field of machine learning
for detecting financial fraud and identifying different types of
fraud. Then, in Section III, we present our method, which aims
to detect fraudulent transactions within the SWIFT network
and identify fraud types, while minimizing the associated costs.
In Section IV, we apply our methodology to a real-world
dataset and report on the experimental results, demonstrating
the effectiveness of our approach. Finally, in Section VI, we
summarize our findings and outline potential avenues for future
research.

II. RELATED WORK

Most of the detection systems are based on rules. These
systems, based on predefined rules pertaining to amounts,
countries, or customer behaviors, are identified by fraudsters.
In turn, they adapt their behaviors to bypass these rules
and manage to launder their money through illegal activities.
For these reasons, they generate a high false alerts rate and
detect few fraudulent transactions. Most of the literature on

1https://www.swift.com/fr/node/166756
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financial fraud detection techniques are based on machine
learning. These techniques “offer numerical power and func-
tional flexibility needed to identify complex patterns” [5].
Machine learning techniques for detecting financial fraud fol-
low a process that can be divided into four steps: 1) data
acquisition, which can be a complicated task for specific
fields, such as finance or medicine, in instances where the
data is confidential. Synthetic data can be used to validate
experiments. 2) Features extraction involves calculating new
information from existing features and reducing the number of
dimensions while storing the information in the initial features.
The 3) choice of algorithms and their hyperparameters
depends on the number of dimensions, the volume, and the
nature of the data. 4) The last step is the model evaluation.
The predictive models are evaluated with metrics based on
correct and wrong predictions.

This section is structured as follows: we present the ma-
chine learning process used for fraudulent transaction detec-
tion. Then we present a fraud types identification work. Finally,
we synthesize the related work and introduce our approach.

A. Machine Learning Process

1) Data acquisition: A financial dataset is transactions with
fields such as the amount, the date, the beneficiary [6], [7],
[8]. They are confidential, and the lack of public data hinders
experiments, particularly for their validation and comparison.
There are different data formats depending on the data source
(retail bank [9], agricultural bank [10]). The data volume in
various experiments is heterogeneous, ranging from thousands
[11] to millions [12] transactions. Validation of fraud detec-
tion approaches requires labeled datasets with legitimate and
fraudulent transactions. A common aspect of financial fraud
datasets is the class imbalance between fraudulent and legiti-
mate transactions, with a fraudulent ratio usually around 0.1%
[13]. In this context, researchers are interested on synthetic
financial data generation. Lopez and al. [14] developed PaySim
a mobile payment simulator tool with fraudulent transactions.

Most of the studied approaches don’t explain the data
generation process [15], [10]. Michalak and al. [16] detail in
their study how they generated transactions. They use Gaussian
distribution to generate a transactions networks between em-
ployees of companies. LV and al. [17] use real data coupled
with artificially generated fraudulent data. Some approaches
use the kaggle public dataset2 to validate anti-money launder-
ing methods [18], [7], [19]. This dataset comprises transactions
conducted with credit cards involved in fraud. It includes the
following three known attributes: the date, the amount, the
transaction class (fraudulent or legitimate), and 28 remaining
attributes with unknown meanings.

2) Features extraction: The data must be processed before
training the models with algorithms. There are many types
of processing, namely standardization, features addition, or
dimensions reduction. Features from the transaction attributes
are extracted to represent customers’ behaviors based on their
transaction history. The transactions are aggregated with differ-
ent periods (weekly, monthly, and yearly) to compute several
features, such as the transactions’ average amounts made
by customers and their frequency (number of transactions

2https://www.kaggle.com/mlg-ulb/creditcardfraud

done in a period). There are few works based on SWIFT
transactions [20] or international transactions fields (countries
or currencies) [21] to extract features. When the features
number is too high, a dimensions reduction step is used to train
the models faster or for visualization purposes. Bestami et al.
[19] use the PCA (Principal Component Analysis) algorithm
to reduce dimensions number to train a model with the K
nearest neighbors algorithm. Paula et al. [22] use auto-encoders
(deep learning technique) to reduce dataset dimensions number
and complete the training 20 times faster. As mentioned,
financial fraud datasets are imbalanced. The class imbalance
problem can be less constraining using over or under-sampling
techniques. Oversampling techniques generate synthetic new
instances from the minority class, whereas under-sampling is
used to reduce the number of instances from the majority
class. SMOTE [23] is a popular oversampling algorithm in the
literature that generate additional fraudulent transactions from
the existing ones in the dataset. Badal et al. [24] prove this
technique effective in financial fraud detection by obtaining
better results using the SMOTE algorithm.

3) Algorithms and hyperparameters: Fraud analysts use
fraud detection rules. These rules are used to detect fraudulent
scenarios that occur frequently. However, rules can become
quickly obsolete and must be reviewed. Nowadays, machine
learning can be combined with a rules-based system. Clas-
sification (supervised learning) and clustering (unsupervised
learning) help in fraud prevention and detection by classifying
transactions as fraudulent or legitimate. The choice between
supervised and unsupervised learning depends on the datasets.
Supervised learning aims to learn the relationship between the
data and its label. In unsupervised learning, the goal is to
retrieve exploratory information, by grouping similar data or
detecting hidden patterns [5]. Ryman-Tubb et al. [25] conduct
a survey on card fraud detection methods for using financial
transactions. This survey shows that only eight methods can
be deployed on real data. Al-Hashedi et al. [26] expanded the
work of Albashrawi [27] and present a survey from 2009 to
2019 conducted on financial fraud classified by fraud types.

a) Supervised methods: These compare algorithms to
deduce which is pertinent to the data and their volume [28],
[29], [19]. Mehbodniya et al. [30] propose financial fraud de-
tection in healthcare based on machine learning and deep learn-
ing techniques and showed that the KNN algorithm generates
better results than other approaches. Ensemble methods such
as random forest [31] or boosting algorithms [32], [33], which
combine multiple models, also proved their effectiveness in
imbalanced datasets by using local decisions taken in areas
where the imbalance is less prominent.

b) Unsupervised methods: These are used for financial
fraud detection. Porwal et al. [7] use K-means algorithm to
create fraudulent and legitimate transaction clusters. Simulta-
neously, other works propose new distance measurements to
detect outliers [34]. Guo et al. [35] use autoencoders to have
a deep representation of their data; they combined it with a
KNN-based outlier detection method [36].

c) Semi-supervised methods: This combines supervised
and unsupervised learning. Some approaches [37], [38], [8],
[39] apply unsupervised algorithms to label their data, then
they use supervised algorithms to classify their transactions.
These approaches don’t need an expert to verify each abnormal
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transaction from the unsupervised model, they verify clusters
and fraudulent transactions from the supervised model.

4) Evaluation and metrics: The trained models are evalu-
ated to check their effectiveness. Many metrics for evaluation,
such as precision, recall, or F1-Score, exist. These metrics are
used for model validation and comparison. In the evaluation
process, data volume and fraudulent class rate are important.
The evaluation should be done on the minority class.

In the case of unlabeled datasets, the evaluation is more
complex. The verification of prediction results can be a long
and imprecise operation. Furthermore, in the financial domain,
Bahnsen et al. [40] propose a cost–risk matrix (Table I) to
estimate the model mounting cost for a financial institution
fighting against credit card fraud. It estimates model mounting
costs depending on its predictions: it has an administration cost
Ca for transactions predicted fraudulent, representing the esti-
mated price for a transaction investigated by an expert. Amti is
a fraudulent transaction cost, the fraudulent transaction amount
predicted as legitimate by the model. They sum up all the
transaction costs used in the evaluation phase to compute the
model mounting costs.

TABLE I. BAHNSEN [40] RISK-COST MATRIX

Reality (ti)
Fraud Legit

Prediction (ti) Fraud Ca Ca

Legit Amti 0

B. Fraud Types Identification

Desrousseaux et al. [41] present an approach to pro-
file money laundering activities. They use the SOM (Self-
Organizing Map) algorithm from an unlabeled transaction
dataset to map its transactions into a two-dimensions matrix.
SOM algorithm [42] is used as an unsupervised algorithm to
cluster and visualize data with a two-dimensional map. The
algorithm assign a new representation for each transaction.
It uses the map node value associated to the transaction.
Desrousseaux et al. use this node and its neighborhood as
a new transaction representation. With it, they train a neural
network called Fuzzy ART, which forms clusters with transac-
tions. Finally, they combine these clusters with the map from
the SOM algorithm, resulting in a map with different regions
depending on the value of the node associated with a cluster. To
interpret results, they use two methods: 1) They use the Fuzzy
Art model weighted vector for each money laundering type and
features distribution to retrieve the features with the highest
weight. 2) They group transactions with the same type and
use features distribution. This approach is interesting because
no literature interprets fraud types in financial datasets. The
choice of algorithms might be questionable because there are
numerous clustering algorithms, such as k-means or BIRCH.
The interpretation through the comparison of maps can be
very complicated depending on the number of dataset features.
Moreover, this approach relies on unlabeled datasets. It does
not address the banks’ concern of identifying the fraudulent
patterns on their labeled dataset and the fraud types identi-
fication. While their interpretation of feature distribution is
interesting, a new tool in the literature has been designed to
interpret models, which could be helpful. In our work, we aim

TABLE II. EXAMPLE OF SWIFT MESSAGES OF THE DATASET

Originator Intermediary Beneficiary Date Currency Amount Class
BIC0FR01 BIC0IT01 BIC0FR02 210625 EUR 15006 L
BIC0US03 - BIC0GB01 210625 GBP 33065 L
BIC0FR04 BIC0FR06 BIC0FR05 210626 EUR 100325 F

to extend this work, propose a method to detect fraudulent
transactions with a reduced features number, and interpret the
fraud types with interpretable tools.

C. Synthesis

We studied the related works of fraudulent transactions
detection and types identification. This problem has not been
considered yet on the SWIFT transactions. As mentioned,
SWIFT executes financial transactions between banks world-
wide. These transactions have fields such as: country, currency
and intermediary. SWIFT fraudulent transactions detection
model is obtained through a comparative study of the super-
vised and unsupervised algorithms and their evaluation.

Desrousseaux et al. [41] present interesting results to
identify the fraud types inside our datasets. However, this
approach could be improved by considering labeled datasets
and using model interpretation (SHAP). We aim to reduce our
model mounting costs by using and expanding the risk–cost
matrix from [40].

III. METHODOLOGY

In this section, we present our proposed approach for
labeled transactions (fraudulent and legitimate). Our approach
has three goals:

1) Detect fraudulent transactions
2) Identify and analyze the fraud types in the dataset
3) Minimize the mounting costs

To achieve these goals, we present our semi-supervised
approach in Fig. 1. First, we extract features from a SWIFT
transaction set. Second, we select the relevant features for de-
tecting fraudulent transactions from the legitimate by training a
binary classification model. Afterward, we create a fraudulent
transaction subset, from which we apply an unsupervised
algorithm to form clusters based on the fraud types. We also
use the binary classification model to interpret the cluster
to identify the fraud type. Moreover, we label fraudulent
transactions based on the fraud types and train a multi-class
classification model. We propose the Multi-Fraud Detection
algorithm (MFD) to classify a transaction as legitimate or
classes associated to fraud types. Then we propose a second
algorithm to minimize the model mounting cost.

This section is structured as follows: (A) we present the
dataset and the fields, (B) we list the extracted features, (C)
we train a binary classification model and evaluate it, (D) we
apply a clustering algorithm on the fraudulent transactions and
identify the fraud type, (E) we train a multi-class classification
model, and (F) we minimize the model mounting costs.
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Fig. 1. Methodology architecture schema

A. Dataset Presentation

In Table II, we present the SWIFT transactions fields.
These transactions contain three actors: the originator, the
intermediary, and the beneficiary. The transaction corresponds
to the transfer of a money amount in a currency operated
on a date between an originator and a beneficiary. SWIFT
transactions path depends on the relationship between the orig-
inator bank and the beneficiary bank. If they have no direct
relationship, then the transaction involves an intermediary
connecting the two banks. Otherwise, the path only includes
the originator and the beneficiary. An actor is identified with a
BIC code, which contains the financial institution country. The
transaction class indicates if the transaction is fraudulent (F)
or legitimate (L). We formalize transactions as the following:

We have a set T of transactions ti, where i ranges from
1 to n, the total number of transactions. To compute features
for each transaction ti, we form transactions subset with a
similar field (e.g. originator), with specific time window, (e.g.
last 15 days). For example, for a transaction t1, we have subset
T 15D(originator) containing all transactions with the same
originator for the last 15 days.

B. Detection of Fraudulent Transactions

We need to extract features from the dataset to separate
legitimate and fraudulent transactions. The computed features
must enlighten the fraud associated with SWIFT transactions.
In a transaction, we have one numerical field: the amount.
Features are computed on different period with the date field.
Hence, we use the amount and the date to compute features
associated with the other fields: the originator, the interme-
diary, the beneficiary and their countries, and the currency.
With a financial expert, we define a list of features with their
formalization in Table III.

We also define other features relative to the transaction
path. In this context, by path, we mean the countries implied

in the transaction and the presence of an intermediary. We list
the features in Table IV.

Finally, we add temporal features relative to the day, the
week, the year. We select a reduced features number. Some
features might be irrelevant to the separate legitimate and
fraudulent transactions in the features computed. A feature
selection algorithm assigns an importance value to each fea-
ture. We select the top n features depending on the feature
number required to interpret the fraud type. With the additional
features, we train a binary classification model, evaluated with
the metrics presented in Section III-C.

C. Model Training and Evaluation

In the related works, researchers trained a model with
different classifiers and then selected the classifier with the best
evaluation results. A good evaluation is crucial to ensure that
the extracted features can distinguish between legitimate and
fraudulent transactions. To do this, we use a confusion matrix
presented in Table V. TP is the number of true positives. FN
is the number of false negatives. FP is the number of false
positives. Finally, TN is the number of true negatives.

From the confusion matrix, we can evaluate our approach
with the classical metrics:

Precision =
TP

TP + FP
; (1)

Recall =
TP

TP + FN
; (2)

F1 =
2 ∗ TP

2 ∗ TP + FP + FN
; (3)

D. Clustering of Fraudulent Transaction

Unsupervised algorithms are effective at discovering new
patterns and hidden relations in datasets. Thus, we create

www.ijacsa.thesai.org 864 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 2, 2023

TABLE III. FIELDS BASED FEATURES

Formalization Description
|T (field)| Transactions number in the set

max
0<i<n

T (field|amount) Maximum amount

min
0<i<n

T (field|amount) Minimum amount∑t
i=0 T (field|amount) Sum of transactions∑t
i=0 T (field|amount)

|T (field)| Average transactions amounts
Latency Seconds since the last transaction

|T (field) ∩ T (Originator)| Count of transactions with the same Originator
|T (field) ∩ T (Intermediary)| Count of transactions with the same Intermediary
|T (field) ∩ T (Beneficiary)| Count of transactions with the same Beneficiary
|T (field) ∩ T (Currency)| Count of transactions with the same Currency

|T (field) ∩ T (OriginatorCountry)| Count of transactions with the same Originator Country
|T (field) ∩ T (IntermediaryCountry)| Count of transactions with the same Intermediary Country
|T (field) ∩ T (BeneficiaryCountry)| Count of transactions with the same Beneficiary Country

|{T (field) ∩ T (Originator)}| Distinct count of transactions with the same Originator
|{T (field) ∩ T (Intermediary)}| Distinct count of transactions with the same Intermediary
|{T (field) ∩ T (Beneficiary)}| Distinct count of transactions with the same Beneficiary
|{T (field) ∩ T (Currency)}| Distinct count of transactions with the same Currency

|{T (field) ∩ T (OriginatorCountry)}| Distinct count of transactions with the same Originator Country
|{T (field) ∩ T (IntermediaryCountry)}| Distinct count of transactions with the same Intermediary Country
|{T (field) ∩ T (BeneficiaryCountry)}| Distinct count of transactions with the same Beneficiary Distinct country

TABLE IV. PATH FEATURES

Features Description
Intermediary Boolean value to specify if there is an intermediary

Originator path The count of the originator using the intermediary and beneficiary countries to make a transaction
Intermediary path The count of the originator using the originator and beneficiary countries to make a transaction
Beneficiary path The count of the originator using the originator and intermediary countries to make a transaction

Distinct originator Path The count of a distinct path with an intermediary and beneficiary countries
Distinct intermediary Path The count of a distinct path with an originator and a beneficiary countries
Distinct beneficiary path The count of a distinct path with an originator and an intermediary countries

TABLE V. CONFUSION MATRIX

Predicted : Positive Predicted : Negative
Actual : Positive TP FN
Actual : Negative FP TN

fraudulent transactions clusters, each of which will be asso-
ciated with a fraud type. Cluster analysis allows experts to
identify which fraud types clusters are associated based on
their fraud knowledge. We use the SHAP framework [43]
to facilitate cluster analysis and interpret model predictions.
It assigns importance to each feature (Shapley values) for a
prediction, depending on the feature’s value. By leveraging this
framework, we use visualization tools: heatmap and beeswarm
for each cluster.

E. Multi-Class Model

After identifying the fraud types, we train a new model
to predict the transactions class between legitimate and fraud
types. Class numbers rely on the fraud types’ numbers on
the dataset. The new model attributes a probability to each

class; however, the frauds’ probability is split into different
classes. Some fraudulent transactions’ probability is divided
into different fraudulent classes. The legitimate class could, in
turn, take over them. For these reasons, we sum the fraudulent
classes’ probability pi (1 < i < n, n number of fraudulent
classes), we start at 1 because i = 0 represents the legitimate
class. The transaction is considered fraudulent if the sum of
pi is above a defined threshold. The transaction’s class will be
the fraudulent with the highest probability. We resumed this
on our MFD algorithm presented in the Algorithm 1.

F. Mounting Costs Minimization

To estimate the model mounting costs, we used the matrix
of Bahnsen et al. [40], where we added a cost Cd for the legit-
imate transaction predicted as fraudulent, which estimates the
dissatisfaction price of a customer whose transaction has been
blocked. Indeed, Bahnsen et al. did not consider the wrong
prediction cost for a fraudulent transaction. If a transaction
is incorrectly blocked for a customer, then this one could be
unsatisfied and result in losses for the financial institution.

We minimize the model’s risk cost with our new risk–cost
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Algorithm 1 MFD : Multi-Fraud Detection

1: T : set of transactions
2: m : classification model
3: threshold : fraudulent threshold
4: n : fraudulent classes number
5: for t in T do
6: p = model.predict proba(t) ▷ list of pi
7: sum =

∑n
i=1 pi

8: if sum > threshold then
9: fraudtype index = argmax(p)

10: class list.add(fraud[fraudtype index])
11: else
12: class list.add(legit)
13: end if
14: end for
15: return class list

TABLE VI. ADAPTED RISK-COST MATRIX

Reality (ti)
Fraud Legit

Prediction (ti) Fraud Ca + Cd Ca

Legit Amti 0

matrix in Table VI and Algorithm 2. For that we use the MFD
algorithm for each threshold value between 0 and 1 with a
0.01 step. Subsequently, with the model’s prediction with these
thresholds, we compute the model, then, we add f1-score and
cost in list. Afterward, we retrieve the highest f1-score and
check the closest f1-score with the lowest cost. Moreover, we
return the threshold corresponding to this, and by doing so, we
ensure to keep our model effective while reducing its mounting
costs.

Algorithm 2 Cost Minimization

1: T : set of transactions
2: ca : administrative cost
3: cd : dissatisfaction costs
4: amt : transactions’ amounts list
5: class target : transactions’ class
6: model : trained model
7: f1 list : f1-score list
8: costs list : costs list
9: for threshold← 0 to 1 by 0.01 do

10: class list = MFD (T, model, threshold)
11: f1 list.add(compute f1(class list,class target))
12: costs list.add(compute costs(class list,

class target,ca,cd,amt))
13: end for
14: best f1 = max(f1 list)
15: thresholds around best f1 = around(best f1, f1 list)
16: best threshold = argmin cost(costs list, thresh-

olds around best f1)
17: return best threshold

IV. EXPERIMENTATION

Experiments were conducted with a 3676795 SWIFT
transactions dataset obtained through a collaboration with the

TABLE VII. BASE FIELDS NAME

Originator
Intermediary
Beneficiary

Common history between Originator and Intermediary
Common history between Originator and Beneficiary

Common history between Intermediary and Intermediary
Currency

Originator country
Intermediary country
Beneficiary country

TABLE VIII. THE 10 FEATURES SELECTED

Features Name
Value

number with intermediary Beneficiary 3D
max value Originator Beneficiary
avg value Originator Beneficiary

avg value Intermediary Beneficiary
latency Intermediary Beneficiary

frequency with currency Intermediary Beneficiary
sum value Intermediary Beneficiary 3D
max value Intermediary Beneficiary 3D

frequency with currency Intermediary Beneficiary 3D

SKAIZen Group3 company. We split the data into a training
dataset composed of 294136 transactions with 10722 fraud-
ulent transactions and a testing dataset composed of 735359
transactions with 2645 fraudulent transactions. Thereafter, we
used the Jupyter4 platform to develop the experimentation. We
trained our models with the Scikit-Learn library.

A. Features Extraction

We compute the features for the fields listed in Table VII.

Then, we compute the features related to transactions paths.
Features are extracted for each transaction on a time window of
one year, one month, and three days before the transaction date.
We obtain 267 features, and we reduce this number using the
SelectFromModel algorithm, a meta-transformer with a model
trained with a classifier to assign an importance score to each
feature. We use CatBoost as the classifier for its performance
and capacity to deal with categorical features. The features
number is an algorithm parameter, we choose 10 features based
on SWIFT experts’ knowledge (Table VIII).

The algorithm selects features related to the relationship
between the intermediary and the beneficiary. For the transac-
tions’ history, no features related to the month were retained,
except the last three days (’3D’ suffix) and the last year.
We apply a value transformation between 0 and 1 with the
Quantile Transformer algorithm, which transforms according
to a uniform distribution to reduce the outlier transaction
impact. A very high amount of transactions could misrepresent
other transactions during the visualization step (section IV-C).

B. Algorithms Comparison

We compare the classifiers from the literature to observe
the best algorithm for our data. The results are presented in
Table IX. Results show that CatBoost is the best algorithm for
our data with a f1-score of 0.89.

3https://skaizengroup.eu/
4https://jupyter.org/
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TABLE IX. CLASSIFIERS COMPARATIVE ACCORDING TO PRECISION, RECALL AND F1-SCORE

Fraudulent Legitimate All(average)
Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score

SVM 1.0 0.08 0.16 0.99 0.99 0.99 0.99 0.54 0.58
Random Forest 0.93 0.61 0.74 0.99 0.99 0.99 0.97 0.80 0.87

LightGBM 0.70 0.55 0.62 0.99 0.99 0.99 0.85 0.77 0.81
XGBoost 0.92 0.61 0.74 0.99 0.99 0.99 0.96 0.80 0.87
CatBoost 0.94 0.68 0.79 0.99 0.99 0.99 0.96 0.84 0.89

Fig. 2. Elbow Figure

TABLE X. CLUSTERS DISTRIBUTION

Cluster Count of transactions Average
0 4970 107999
1 4652 771069
2 3745 1279286

Our features are relevant enough to distinguish legitimate
and fraudulent transactions. Our future experiment models will
be trained with CatBoost.

C. Clustering of Fraudulent Transactions

After algorithms comparison, k-means [44] unsupervised
algorithm is applied on the fraudulent transactions subset. We
test different cluster numbers on our 13367 fraudulent trans-
actions. We used the elbow method [45] to select the optimal
k Fig. 2. The optimal cluster number is 3 because the curve
linearly decreases at this number. Table X presents transactions
distribution for each cluster and the average of transactions
amount. The 3 clusters have an equivalent transactions number;
however, the average of the transactions amount is different.
The first cluster has a low average, the second one has a
medium average, and the third has a high average.

In order to assign a fraud type to each cluster, we present
fraud types in Table XI identified by our experts and the
literature [46].

TABLE XI. FRAUD TYPES

Fraud Types Description
Payment diversion unauthorized redirection of payment instructions

Large amount unauthorized initiation of high-value transactions
Smurf illegal money laundering using money mules

Dormant account unauthorized use of inactive bank accounts
False demand draft creation and use of fake financial instruments to withdraw money.

D. Clusters Analyses and Fraud Types Identification

To analyze clusters, we used the SHAP framework [43]
with the binary classification model trained on section IV-B
on the transactions of each cluster. We compute the Shapley
values with SHAP. For the interpretation, we use two visualiza-
tion types: i) beeswarm for global cluster visualizations with
features’ importance and their value, ii) heatmap for cluster
local visualizations with features impact on each transaction
prediction.

1) Cluster 0: From the heatmap (Fig. 3), we split the map
in two parts with the first five features : (i) on the left side,
the first three features have a high impact. The beeswarm
(Fig. 4) indicates that these values are low. For the last two
features, their impact is lower, and their values are medium.
(ii) The right side indicates the high impact of the first and
fourth features with low values and a negative impact of the
feature value (Amount field) with low values. This fraud type
comprises customers making a few transactions with low and
medium amounts.
Experts analyzed it as either to new customers doing few
transactions (low frequency) of low amount (left side), or
either to customers doing medium amount transaction after a
long time (right side). This cluster is assigned to the “dormant
account” fraud type (DAF).

Fig. 3. Heatmap cluster 0

2) Cluster 1: According to the heatmap (Fig. 5), we split
the map in two parts: (i) the right side shows that the amount
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Fig. 4. Beeswarm cluster 0

has a high impact with high value, as shown in the beeswarm
(Fig. 6). (ii) the heatmap’s left side has a high impact on the
second and third features with high values according to the
beeswarm. The amount has an average impact corresponding
to a medium value for these impacts.

Experts associated this fraud type with customers realizing
many transactions (high frequency) in a short time (three days)
and with an average amount. This cluster is assigned to the
“smurf” fraud type (SF).

Fig. 5. Heatmap cluster 1

Fig. 6. Beeswarm cluster 1

3) Cluster 2: According to the heatmap (Fig. 7), the
feature value (Amount field) greatly impacts the whole cluster.
Furthermore, the beeswarm (Fig. 8) indicates that its value
is high, and if we revert to Table X, the average amount of
this cluster is very high. Experts associate this fraud type with
customers realizing a high amount of transactions. This cluster
is assigned to the “large amount” fraud type (LAF).

We identified three fraud types by leveraging the binary
classification model in combination with the SHAP framework
and k-means algorithm. The next step is training a multi-fraud

Fig. 7. Heatmap cluster 2

Fig. 8. Beeswarm cluster 2

classification model to classify frauds in their fraud types. we
update the fraudulent transaction label with their fraud type.

E. Multi-Fraud Classification and Mounting Cost Minimiza-
tion

We train a multi-Fraud classification model with the same
transactions in the training and testing set. Once our model
is trained, we choose a threshold for the MFD algorithm
presented in Section III-E.

we used our cost minimization algorithm to select the
optimal threshold. The administrative cost Ca is set to 100,
and the dissatisfaction cost Cd set to 50.

Fig. 9 shows the model mounting cost, and its f1-score is
represented by two curves for each threshold. The mounting
cost is low when the threshold is low because transactions
probability to belong to fraudulent class are above 0.1. There
is no cost impact on the model with fraudulent transaction
amounts. However, the model generates many false alerts, for
this reason, it’s important to maintain a good f1-score. When
the threshold is above 0.1, the model has the highest f1-score
(0.85). Using our cost minimization algorithm, we retrieve 0.19
as the optimal threshold that minimizes the model mounting
cost while maintaining a good f1-score (0.85). We reduce the
f1-score of the hundredth order, which is insignificant.

We detail the model’s evaluation results with the threshold
in Table XII and in the confusion matrix in Table XIII. Our
model has a good precision and a weaker recall. It results
in a f1-score of 0.74, which is lower than 0.85 with the
binary classification. MFD algorithm sums the probability
of 3 fraud types. The transaction is fraudulent if the sum
is above a threshold and its class is the fraud type with
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Fig. 9. Mounting costs and f1-score curves

TABLE XII. MULTI-CLASS MODEL

Fraud Type Precision Recall f1-score

Multi-Class

Legit 0.99 0.99 0.99
SF 0.91 0.43 0.58

DAF 0.93 0.50 0.65
LAF 0.92 0.60 0.73

Macro avg 0.94 0.63 0.74
Legit 0.99 0.99 0.99

Binary Fraud 0.92 0.57 0.70
(DAF+SF+LAF) Macro avg 0.96 0.78 0.85

the highest probability. In conclusion, our multi-class model
detects fraudulent transactions as a binary model, and the fraud
type assignation reduces the f1-score of just 0.09 but give
additional information to experts about frauds.

V. LIMITS AND DISCUSSIONS

In this section, we completed the 3 goals outlined in section
III through experimentation. First, we detect fraudulent trans-
actions by extracting relevant features and using the CatBoost
algorithm. This resulted in a f1-score of 0.89. However, due to
data privacy limitations, we can’t compare these results with
other datasets. Second, we identify our dataset’s fraud types
based on the CatBoost model, k-means algorithm and SHAP
framework. A multi-class classification model is trained using
the MFD algorithm to detect fraudulent transactions and assign
them a fraud type. Finally, we select a threshold to detect
fraudulent transactions in order to achieve the highest f1-score
while minimizing costs. Our multi-class model obtain 0.74 as
f1-score (Table XII), which is lower than the 0.89 from the
first step. However, if we consider a transaction as fraudulent
when it’s part on one the 3 fraud types, there is a f1-score of
0.85 (binary row). It means that fraudulent transactions are still
detected on this model, however the fraud type assignation is
decreasing the f1-score. It can be explained by possible close
boundaries between clusters.

TABLE XIII. CONFUSION MATRIX

Predicted
Legitimate DAF SF LAF

Actual

Legitimate 732605 18 2 89
DAF 317 243 2 2
SF 55 2 59 0

LAF 779 2 0 1184

VI. CONCLUSION

We presented in this work the context of financial trans-
actions between banks through the SWIFT network. We
studied financial fraud detection literature. Machine learning
techniques are valuable for identifying the fraudulent pattern
provided during the training phase. We proposed a detection
and identification frauds approach based on Desrousseaux et
al. method. We can summarize our approach as: First, we
extracted features from the transaction base fields and on the
actors, currencies, countries, and transactions path. Second,
we applied a supervised algorithm on our labeled dataset
and reduced the features number to retain the relevant one.
Third, we used the unsupervised algorithm to cluster fraudulent
transactions to identify the fraud types by leveraging the SHAP
framework and the supervised model. Then, we trained a multi-
fraud classification model to assign a class to a transaction with
the three identified fraud types: dormant account fraud, smurf
fraud, and large amount fraud. To handle this model prediction,
we proposed the MFD algorithm to classify a transaction as
fraudulent or fraudulent with its type. Finally, we proposed
another algorithm to minimize the model mounting cost by
choosing a threshold from which a transaction is considered
fraudulent.

Our semi-supervised methodology is used by financial
institutions to understand their dataset. Cluster interpretation
needs experts feedback based on visualization tools (Fig. 3-8).

In conclusion, our contributions with the proposed ap-
proach are : detecting fraudulent transactions, identifying fraud
types and minimizing the mounting cost.

In future work, we plan to explore additional fraud types
on different datasets. We also plan to automatize identifying
fraud type with semantic analyses based on financial fraud
ontology.
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Abstract—Recently liver diseases are becoming most lethal
disorder in a number of countries. The count of patients with liver
disorder has been going up because of alcohol intake, breathing
of harmful gases, and consumption of food which is spoiled and
drugs. Liver patient data sets are being studied for the purpose
of developing classification models to predict liver disorder. This
data set was used to implement prediction and classification
algorithms which in turn reduces the workload on doctors. In this
work, we proposed apply machine learning algorithms to check
the entire patient’s liver disorder. Chronic liver disorder is defined
as a liver disorder that lasts for at least six months. As a result,
we will use the percentage of patients who contract the disease as
both positive and negative information We are processing Liver
disease percentages with classifiers, and the results are displayed
as a confusion matrix. We proposed several classification schemes
that can effectively improve classification performance when a
training data set is available. Then, using a machine learning
classifier, good and bad values are classified. Thus, the outputs
of the proposed classification model show accuracy in predicting
the result.

Keywords—Machine learning algorithms; classification model;
classifier; liver disease

I. INTRODUCTION

The liver is the most imperative structure in a human build.
Insulin is broken down by the liver. The liver breaks bilirubin
with glucuronidation, which further helps its defecation into
bile [1]. It is also accountable for the breaking down and
excretion of many unwanted products. It shows a noteworthy
role in altering toxic materials. It shows a noteworthy role in
collapsing medicinal products. It’s named Drug metabolism.
The weight would be 1.3 kg. The liver consists of 2 immense
portions namely the privileged portion, and the left estimate.
The gallbladder is located below the liver, near the pancreas.
The Liver along with these organs helps to consume and give
nutrition. Its job is to help the flow of the wounding materials
in the stream of blood from the stomach, before passing it to
whatsoever is left of the body. Liver sicknesses are triggered
when the working of the liver is affected or any injury has
happened to it [2].

The development of liver disorders [3] is complicated and
varied in character, influenced by a number of variables that
determine disease susceptibility. Sex, ethnicity, genetics, en-
vironmental exposures (viruses, alcohol, nutrition, and chem-
icals), body mass index (BMI), and coexisting diseases like
diabetes are among them. A high mortality rate is associated
with liver problems, which are life-threatening diseases. The
usual urine and blood tests are the first step in the prognosis of
liver disorders. A LFT (liver functions test) is recommended
for the patient based on the symptoms seen [4].

Liver disease is a significant health issue affecting millions
of people globally. Early detection and accurate classification
of liver diseases can lead to better patient outcomes and reduce
the burden on the healthcare system. One-third of adults and an
increasing proportion of youngsters in affluent nations suffer
from non-alcoholic fatty liver disease (NAFLD) [5], a growing
health issue. The abnormal buildup of triglycerides in the liver,
which in some people causes an inflammatory reaction that
can lead to cirrhosis and liver cancer, is the first sign of
the condition. While there is a significant correlation between
obesity, insulin resistance, and non-alcoholic fatty liver disease
(NAFLD), the pathophysiology of NAFLD remains poorly un-
derstood, and treatment options are limited. However, machine
learning techniques have demonstrated encouraging results in
predicting and categorizing liver diseases based on patient
data. By utilizing sophisticated algorithms to analyze and learn
from large datasets, these techniques can identify patterns and
anticipate outcomes. The employment of machine learning
techniques in liver disease prediction and classification is a
dynamic area of research, with continual advancements being
made to enhance accuracy and decrease healthcare costs.

A. Overview of Liver Disease

Liver disease refers to an abnormality in the liver’s func-
tion, resulting in illness [4]. The liver is responsible for many
vital functions within the body, and if it becomes damaged
or infected, the loss of these functions can have a significant
impact on overall health. Hepatic disorder is another term used
to describe liver disease [6]. This umbrella term encompasses
a range of possible complications that prevent the liver from
performing its assigned roles. Even if only a quarter of the
liver is still functioning and the rest is damaged, this organ’s
efficiency will be greatly reduced. The liver is the biggest
hard structure in the human build and is well thought-out as
a gland because, amid its many roles, it creates and secretes
bile. The liver is stood at the upright part of the abdomen and
the rib cage shelters it. It has two core lobes that are thru
with small lobules. The liver cells have two dissimilar bases
of a blood source. The hepatic artery transfers heart-driven
blood abundant in oxygen, while the portal vein provides
nutrients from the intestines. Generally, the vein’s job is to
bring the blood from all other organs to the heart, but the
portal vein permits nutrients from the digestive region to go
into the liver for treating and purifying the former to flow into
the general circulation. The portal vein proficiently transports
the chemicals that liver cells require to yield the proteins,
cholesterol, and glycogen needed for usual body actions.
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B. Causes of Liver Disease

There are numerous activities that prompt liver mal-
adies [7]. The classifications are:

1) Infection: The liver can become infected by parasites
and viruses, which can lead to inflammation or edoema and
compromise liver function. The virus that typically results in
liver damage is spread through blood or sperm and is primarily
brought on by tainted food, contaminated water, or contact with
an infected person. Hepatitis A,C, and B are liver infections
that can affect people.

2) Immune system abnormality: The body’s immune sys-
tem is administered by certain ailments, to attack other body
parts. The liver is also affected. These diseases could be
Autoimmune hepatitis. In addition, it could be Primary biliary
cholangitis, and Primary sclerosing cholangitis.

3) Inheritance: A rare gene genetically inherited from ei-
ther of your parents can cause a buildup of various compounds
in the liver, which can cause liver damage. Wilson’s disease,
Hemochromatosis, and alpha-1 antitrypsin deficiency are three
examples of genetic liver illnesses.

4) Cancer and other progressions: Cancers that have may
reason liver diseases are Liver adenoma, Bile duct cancer, and
Liver cancer.

5) Others: The general reasons are prolonged alcohol
abuse, fat buildup in the liver (NAFLD), certain drugs or over-
the-counter treatments, and certain herbal mixes.

6) Risk apects: Factors that might raise the risk of liver
diseases are excessive usage of liquor, being overweight,
diabetes of type, tattoos, piercings of the body, drug injection
with used needles, transfusion of blood, exposure to foreign
blood, unprotected intercourse, exposure to chemicals, and
inheritance.

C. Chemicals Compounds in Liver

Chemicals such as Bilirubin, Albumin, Alkaline phos-
phatase, Aspartate aminotransferase, and globulin are existent
in the liver and perform a vital role in the daily operations of
the healthy liver.

1) Bilirubin: Bilirubin is a yellowish complex that arises in
the usual catabolic trail that breaks down heme in vertebrates.
Bile and urine emit it. Raised volumes of bilirubin in the
body cause diseases. The bilirubin is accountable for the
yellow shade of cuts and the yellow staining in jaundice
disease. Its following breakdown products, like stercobilin, are
accountable for the brown color of feces. Another breakdown
product, urobilin, is the key constituent of the straw-yellow
color of urine.

2) Alkaline phosphatase: In beings, alkaline phosphatase is
existent in all tissues all over the body but is mainly focused
in the liver, intestinal mucosa, bile duct, bone, kidney, and
placenta. In the serum, two kinds of alkaline phosphatase
isozymes prevail skeletal and liver. In childhood, most of
the alkaline phosphatase is of the skeletal source. Most of
the mammals including humans have these types of alkaline
phosphatases:

• ALPI: It is intestinal having a molecular mass of 150
kDa.

• ALPL: It is tissue-nonspecific mainly present in the
liver, kidney, and bone.

• ALPP: It is placental and is also known as Regan
isozyme.

• GCAP: It is a germ cell.

3) Aspartate aminotransferase: AST is a kind of enzyme.
AST levels are higher in the heart and liver. AST is found in
the kidneys and muscles, although in less amounts. It is very
low in human blood. When muscle or liver cells are injured,
the AST is released into the bloodstream. The AST test will
therefore be useful for tracking or identifying liver damage or
dysfunction.

4) Albumin: They’re globular proteins. Serum albumins are
common and are the most imperative protein of blood. It binds
thyroxine (T4), water, cations like Ca2+ and Na+, hormones,
fatty acids, bilirubin, and pharmaceuticals. Its core part is to
govern and normalize the oncotic pressure of the blood. It
binds several fatty acids, cations, and bilirubin.

5) Globulin: They are protein globules. They are heavier
than albumin at the molecular level. It will not dissolve in
pure water but will solvate in dilute salt solutions. The liver
produces some globulins. Globulin absorption in fit human
blood is around 2.6-3.5 g/dL. There are several different types
of globulins, including beta, alpha 1, alpha 2, and gamma
globulins. Any unfitting amounts of these chemicals produced
in the kidney can reason an imbalance and cause liver diseases.
These are considered features. There are n number of kinds of
liver illnesses and these are grounded based on the proportion
of these chemicals stashed.

II. MACHINE LEARNING AND LIVER DISEASE

Classification algorithms are often defined to be used for
forecasting the liver disease as they can help predict whether
a patient has the disease or not based on certain features
or characteristics. Based on the existing solutions, it was
found that the F-Tree algorithm shows the highest accuracy
among the algorithms tested, making it a suitable choice for
forecasting liver disease. Feature selection along with the
fuzzy K-means classification methods are commonly used in
the classification of liver diseases. These methods can help
identify important features that can be used to distinguish
between different types of liver disorders. As the same attribute
values may be present in different liver disorders, using fuzzy-
based classification can help improve the performance of the
classification process by taking into account the degree of
similarity between instances [8], several classification algo-
rithms, including J48, SVM, RF, and MLP, were used to
classify liver diseases. The study evaluated the performance
of these state-of-the-art algorithms using metrics such as data
accuracy, data effectiveness, and correction rate, and compared
the results. The findings indicated that the multilayer percep-
tron algorithm achieved the highest accuracy compared to the
other algorithms examined in the research. In this work [9],
researchers employed Bayesian classification to distinguish
between various liver diseases, including cirrhosis, hepatitis,
and non-liver diseases. They used both Naive Bayes and FT
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tree techniques to categorize the liver patient dataset into
different illness subtypes, and evaluated the performance of
these methods in terms of accuracy and execution time. Their
analysis revealed that Naive Bayes algorithm outperformed the
FT tree algorithm in terms of execution time.

In this work [10], authors explored the effectiveness of
several classification methods in diagnosing liver diseases.
These methods included Naive Bayes, Decision Tree, Multi-
layer Perceptron, K-Nearest Neighbors, Random Forest, and
Logistic Regression. To evaluate their performance, the au-
thors used metrics such as precision, recall, sensitivity, and
specificity. The results showed that Naive Bayes achieved the
highest precision compared to the other algorithms examined.
Additionally, the Logistic Regression and Random Forest
algorithms were found to have good results when recall was
considered.

In [11], to create a model for analysing liver illness, the
WEKA tool was employed. To create their suggested model,
the Naive Bayes, Decision Tree (DT), and J48 algorithms
were employed. The algorithms’ accuracy and execution time
were measured, and the results were compared to those of
the available options. The findings demonstrated that the J48
and DT algorithms outperformed the Naive Bayes algorithm
in terms of accuracy.

In [12], uses a dataset of Indian patients with liver disease
and implements it using various classification algorithms, in-
cluding LR, K-NN, and SVM. Additionally, confusion matrix
was used to evaluate the algorithms against one another.
Based on their correctness, the experimental analysis of these
algorithms was examined and evaluated. According to the
findings, LR and KNN techniques can both achieve a sizable
degree of accuracy, although LR has a high sensitivity. With
this, it can be inferred that LR is an appropriate strategy for
disease prediction. A novel feature model with the classifica-
tion methods Random Forest, SVM, J48, Bayesian Net, and
MLP was proposed in [13], [14], [15].

Three distinct procedures are used to examine and im-
plement a comparative study for the prediction of liver dis-
ease. On the dataset containing records of liver diseases,
the normalisation method min-max was examined and tested
in the initial phase. The second step uses the PSO feature
selection approach to choose the dataset’s necessary compo-
nents for predicting liver illness. The implementation of the
classification algorithms and an accuracy-based performance
evaluation of the methods were done in the third phase.
The experimental study leads to the conclusion that the J48
method outperformed when PSO feature selection was used.
In this work [16], aimed to balance the dataset for accu-
rate prediction of liver diseases by using a combination of
sampling and oversampling techniques. Several classification
algorithms were used, including J48, Multilayer perceptron,
Random Forest, Multiple linear regression, Support Vector
Machines, and Genetic programming. The Random Forest
algorithm with oversampling at higher rates demonstrated the
best performance in predicting liver diseases. Similarly, In this
work [17] utilized various classification algorithms such as
Naive Bayes, FT tree, J48, SVM, RF, MLP, K-NN, LR, and
C4.5 to classify liver diseases. Different techniques such as
feature selection, fuzzy K-means classification, normalization,
PSO feature selection, oversampling, and undersampling were

also employed to enhance the performance of these algorithms.
The performance of these algorithms was evaluated based on
different factors such as accuracy, execution time, precision,
recall, sensitivity, specificity, and F-measures. The results of
these studies indicate that different algorithms perform differ-
ently depending on the dataset and application [18]. Therefore,
it is crucial to evaluate the performance of multiple algorithms
and techniques to identify the best approach for a specific
dataset and application. Although the outcomes have been
found to differ depending on the dataset employed and the
specific algorithm used, some algorithms such as Multilayer
perceptron, Random Forest, Support Vector Machines, and
Artificial Neural Network generally perform better than others
in predicting liver diseases.

ML has a multiplied widespread routine in the modern
ages. Using ML as a means of aid in therapeutic and phar-
macological diagnostics is increasing. However, the common
thing is rapidly increasing access to huge amounts of data.
The following content gives a thorough summary of the major
defies and prevalent resolutions to ML challenges [19] in
medicine. Feature selection is to decrease the struggle by
selecting a subsection of the useful features in the input and
disposing of the residual features.

It is clear from the above statement that various studies
have been conducted using different machine learning algo-
rithms to predict liver diseases and evaluate their performance.
Different algorithms such as Naive Bayes, Decision Trees,
Random Forest, Logistic Regression, K-NN, SVM, Artificial
Neural Networks, and C4.5 have been used in these studies.
The performance of these algorithms has been evaluated based
on factors such as accuracy, precision, recall, F1-score, speci-
ficity, and execution time. It is also noted that different studies
have different conclusion on which algorithm performs best,
it depends on the dataset and evaluation metrics used.

A. Logistic Regression

Its new name is the Logit model [20]. It is used to
simulate the likelihood of a specific class or event prevailing,
such as pass/fail, healthy/sick, alive/dead, or win/lose. It’s
a mathematical model. In its most basic form, it employs
a logistic strategy to advance a binary dependent variable,
while several complicated expansions exist. A binary logistic
model [21] will include a variable that is dependent and has
two possible values, such as pass/fail, which represents an
indicator variable, and the two values are regarded as 0 and 1.

B. Support Vector Machine

It targets to find an ideal hyperplane that splits the data into
diverse classes. A way of implementing SVM [22] in python
is by making use of the scikit-learn package. The data is sorted
out and is disjointed into test data and training sets. The testing
data is set as twenty out of every hundred. The set for algorithm
preparation is fixed as one hundred and sixty out of every two
hundred. An SVM forms either a set of hyperplanes. It is built
in an immeasurable-extension space. A hyperplane that has the
farthest distance to the nearest data point of any class achieves
a good separation, called a functional margin. In essence, a
wider margin implies a smaller simplification defect for the
classifier.
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C. Convolutional Neural Networks

CNN is a portion of DNN [23]. It is broadly purposed
for the exploration of imageries. They are also known as shift
invariant ANN or space invariant ANN. They have a mutual-
bulks architecture. Here, the network develops a mathematical
process termed convolution. They are solely, neural networks
that practice convolution as a replacement for general matrix
multiplication in a minimum of one of their layers.

D. MLP Classifier

MLP [24] is a portion of (ANN). Also called, feed-forward
ANN. An MLP encompasses the bottom of three sheets of
nodes. The three sheets are the first input, the mid-hidden, and
the final output layers. Further, each other node is doubled as
a neuron that makes use of a nonlinear activation, with an
exception of the input node. MLP practices an administered
learning system that is known as backpropagation, for training.
MLP [25] can be distinguished from linear perceptron because
of its manifold layers and non-linear instigation.

E. Random Forest

The random forest [26] creates decision trees on data
mockups and gains the prediction from all the formed decision
trees. Finally, it elects the best elucidation by voting means.
The data is sorted out and is disjointed into test data and
training sets. The testing data is set as twenty out of every
hundred. The set for algorithm preparation is fixed as one
hundred and sixty out of every two hundred. The program
fragments the data into many groups and subgroups. If an
individual draws lines between data points in a subgroup, lines
connecting subgroups into a group, and so on. The erection
appears to be tree-like. The hyperplane that maximizes the
distance to the nearest data point in the training set provides
a reliable separation between classes.

III. LITERATURE REVIEW

A. Liver Disease Biopsies using Deep Learning and CNN

Fig. 1. Processing of ML algorithms

The author sought to implement a completely involuntary
tool for diagnosing liver disease by using liver biopsy images.
The author considered using biopsy images because there
is a respectable chance of differentiating an unhealthy and
healthy liver using these images. The projected tactic is to

use image study and deep learning and further determine an
efficient CNN [27] architecture and further execution. NAFLD
is common. An investigation stated that almost forty percent
of all liver illnesses around the globe are caused by NAFLD.
The existence of NAFLD in the liver can be found by the
sign of hepatic steatosis, and also other reasons for fat build-
up, such as major consumption of alcohol, lasting use of
steatogenic medicines, and genetic problems. In this proposed
method, the biopsy images of the liver are taken and the hepatic
structures existent in these are analyzed with the aid of two
CNN [28] which have the same architecture. They want to
develop a 4-class detection system, which detects sinusoids,
ballooned hepatocytes, veins, and fat droplets initially. In the
concluding phase, this detection system is united with each
other to complete the methodology. It then calculates the fat
and ballooning ratio. The found ratio will aid in concluding
the patient’s condition. They made use of seven hundred and
twenty liver biopsy images. Six hundred and twenty of these
images are used for testing the algorithm, sixty are used for
validation and the rest of the forty images are used for testing.
These images originally are of 10, 000 * 10, 000 pixels or
above. The area in which the tissue is extant is hauled out
from each image and the resultant images are 64 * 64 pixels.

B. Predicting the Accuracy of Liver Disease using Machine
Learning

Utilizing and modeling medicinal data sets are now con-
sidered by specialists across the globe. The main plan here is
to shorten the time gap in the middle of testing the liver, and
generating the report and final result. They used some Machine
Learning algorithms [29] like decision tree, naive Bayes, ANN,
and random forest. Then, the Pearson correlation [30] to find
the anomalies such as TP (true positives), FN (false negatives),
FP (false positives), and TN (true negatives) is applied. This
is done to find the precision, specificity, and affectability of
the algorithms used. The produced words are used to compute
the sensitivity, affectability, specificity, and accuracy using pre-
defined equations. The author intended to create an interface
in which the user could enter the patient’s report as input. The
algorithms are then skill-trained using the allocated data set,
and the output of the user input information is determined.
The output will be a single number that is either a zero or
a one, with the binary one indicating that the patient’s liver
is sickly and the binary zero indicating that the patient’s liver
is healthy. The user-given input data will be logged and this
data will further train the algorithm again. These additional
tabulated values will train and skill the algorithm to progress
with precision. UCI machine is the site from where the authors
obtained the data set. The outcoming results of these respective
algorithms are charted. These grids show outcomes, which
are encouraging Accuracy not cited. They made use of ML
algorithms- ANN, Naı̈ve Bayes, and Decision tree to make the
model. There are numerous types of liver ailments, the authors
considered the general liver diseases to ease the process and
get a precise result.

C. Segmentation of Liver using CT Scan and Finding Disease

The authors lit up an idea by making the use of Abdominal
CT, liver disease can be perceived. Some organs cannot be
perceived through standard X-Ray equipment. These are the
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Fig. 2. Histogram for frequency distributions of various patients based on attribute

TABLE I. ACCURACY FOR ML METHODS

ML Models Accuracy
Logistic Regression 0.76
Support Vector Machine 0.72
Nearest Neighborhood 0.80
Random Forest 0.88

conditions that strengthen the motives to use CT Scans as
they can show the structures better than an X-Ray. These CT
scan-produced images will have an accurate resolution. They
proposed to use WTA to segment the Scan image, identify the
liver placement, and differentiate it from the background. In the
ending step, the percentage of the area affected is calculated.
With the intention of perceiving the progress or sternness of
the liver disease, one should use a highly precise technique,
that is CT Scan. This CT Scan is extensively used in this
medical field to attain info about the humanoid build. In the
initial step, the imageries are scrutinized to find different parts.
In the following step, the images are handled using the Erode
and Dilate algorithm. Viewing point values are adjusted here.
Further, they are processed with WTA to segment the liver
area. The WTA gives two outputs namely the liver area and the
non-liver area. The output yielded is referred to as cropping.
Then the gathered copy is adapted into a binary where this
organ is white and the rest is black. Then median filtering is
done to reduce the noise and smoothens the texture. Then the
damaged region of the liver is tallied using a formula. The
authors affirm that the typical precision of image breakdown

Fig. 3. Comparison with the frequency of males and females

is around eighty-one percent and the typical precision of liver
breakdown is around 92 percent. The author used the WTA to
distinguish the liver. Another method suggested is to use the
binary threshold to isolate the liver area and the diseased area.
The closing process in this paper is to measure the fraction of
diseased spaces in the liver.
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Fig. 4. The correlation graph between each attribute

Fig. 5. The accuracy of each machine learning technique used for
classification is compared with others

D. Liver Disease Prediction using Classification Algorithms

The proposed process by the authors shows that machine
learning can not only predict the disease but also can recog-
nize hidden patterns for diagnosis and decision-making. The
everyday growing cases of liver disorders are considered to be
a common problem around the world. The goal of this thesis is
to provide competent findings in identifying liver disease using
classification algorithms [31]. Logistic Regression, K-Nearest
Neighbor, and Support Vector Machines are the algorithms uti-
lized for this type of job. The algorithms called Classification

Fig. 6. The box plot represents about the outliers present in that attribute

algorithms [32] are predominantly being used in predicting
diseases among machine learning algorithms. ML techniques
are now very helpful in the healthcare sector for the prediction
of diseases from medical databases. In almost every continent
there are researchers and scientists who are rigorously using
machine learning models [33] with classification algorithms
to strategically enhance medical diagnostics and are showing
better results. Logistic Regression, K-Nearest Neighbor, and
Support Vector Machines are used in this paper to predict
liver disease. We all know that the liver is the body’s largest
internal organ, performing vital functions such as producing
blood clotting factors and proteins, producing triglycerides and
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Fig. 7. Scatter plots for Direct Bilirubin vs Total Bilirubin, Albumin vs Total Bilirubin, Albumin and Globulin Ratio vs Total Proteins

cholesterol, glycogen synthesis, and bile production. In most
cases, a decrease in function must affect much more than 75%
of the liver tissue. So it’s crucial to notice at an untimely stage
at which the disease can be treated before it progresses to the
severe stage

IV. PROPOSED SYSTEM

In the proposed system, we have to import the liver patient
dataset (.csv). Then the dataset is pre-processed and the anoma-
lies and full-up empty cells in the dataset are removed, so that
we can further improve the effective liver disease prediction.
Then we construct a Confusion matrix for accomplishing an
enhanced lucidity of the no of correct/incorrect predictions.
Formerly, several classification and prediction procedures and
if possible, combinations of different algorithms are imple-
mented and check the accuracy. Our objective is to develop a
code that delivers an exactitude of 90%. The advantages are
improved classification, early prediction of risks, and improved
accuracy. The block diagram of the overall system is shown
in Fig. 1.

V. RESULTS

Using various methods, we begin our study in this part
with the data-processing stage and go on to feature extraction,
classification, and prediction analysis. The attributes used in
the datset are Age, Direct Bilirubin, Total Bilirubin, Alkaline
Phosphate, Alamine Aminotransferase, Aspartate Aminotrans-
ferase, Total Proteins, Albumin, and Globulin Ratio, Albumin,
Dataset (where data set is the class label). Each histogram tells
us about the frequency distributions for various patients in that
particular attribute, shown in Fig. 2.

We represented attributes count or frequency of the
patients based on the age, direct bilirubin, total bilirubin,
alkaline phosphotase, alamine aminotransferase,
aspartate aminotransferase, total proteins, albu-
min and globulin ratio, albumin, and data set. The Fig 4
shows the correlation between each attribute used in data set
are plotted. The lighter the color between two attributes in the
graph the higher the values of one attribute are dependent or
correlated on the second attribute. From the Fig. 4 we can say
that direct bilirubin and total bilirubin are highly correlated.

The Fig. 3 the frequency of males used in the dataset is
compared with frequency of females. The Data set contains
a total of 441 males and 142 females. The accuracy of each
model is obtained by training the model with the dataset values
and testing it by predicting the dataset value. The number of
correct predictions done by the model gives us accuracy. From
Fig. 5, we can say that Random Forest has the highest accuracy
compared to other models. The box plot is plotted which tells
us about the outliers present in that attribute. The box plot
identifies the outliers using IQR (Inter Quartile Range) method.
From Fig. 6, we can see only two values are greater than
450 and far from other values. Hence they are outliers. From
Fig. 7 scatter plots for Direct Bilirubin vs Total Bilirubin,
Albumin vs Total Bilirubin, Albumin and Globulin Ratio vs
Total Proteins are plotted. Scatter plots are a valuable tool
for visualizing the relationship between variables, with dots
representing the data points. They are commonly employed to
illustrate the associations between variables and how changes
in one variable impact another. From the Fig. 7, we can see
for Direct Bilirubin vs Total Bilirubin the scatter plot is like
a straight line which indicates they are highly related. Table I
shows the accuracy of the ML method results. The random
forest method gives good accuracy than LR, SVM, and nearest
neighborhood.

VI. CONCLUSION

The liver patient data set was used to implement prediction
and classification algorithms, which in turn reduces the work-
load on doctors. We suggested employing machine learning
techniques to examine the patient’s total liver condition. A
liver condition that has persisted for at least six months is
considered chronic. We will thus utilise the proportion of
people who get the condition as both positive and negative
data. A confusion matrix is used to represent the outcomes
of classifier processing of percentages of liver disease. When
a training data set is available, our proposed classification
schemes can significantly enhance classification performance.
Then, using a machine learning classifier, good and bad values
are classified. Thus, the outputs of the proposed classification
model show accuracy in predicting the result.

The extent of our work is that we will apply deep learn-
ing techniques to predict liver disease. Some of the future
directions are improve the accuracy of liver disease prediction
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and classification models is to include more diverse data
sources, improving liver disease prediction and classification
is to combine multiple machine learning techniques, machine
learning models can be trained to predict the likelihood of liver
disease in individuals based on their unique characteristics.
Another important direction in liver disease prediction and
classification using machine learning is to develop models that
are explainable. This means that the models should provide
clear and interpretable insights into the factors that contribute
to liver disease. Explainable models can help healthcare pro-
fessionals to make better decisions and provide better care for
patients.
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Abstract—The image super-resolution is utilized for the image
transformation from low resolution to higher resolution to obtain
more detailed information to identify the targets. The super-
resolution has potential applications in various domains, such
as medical image processing, crime investigation, remote sensing,
and other image-processing application domains. The goal of the
super-resolution is to obtain the image with minimal mean square
error with improved perceptual quality. Therefore, this study
introduces the perceptual loss minimization technique through
efficient learning criteria. The proposed image reconstruction
technique uses the image super-resolution generative adversarial
network (ISRGAN), in which the learning of the discriminator
in the ISRGAN is performed using the EfficientNet-v2 to ob-
tain a better image quality. The proposed ISRGAN with the
EfficientNet-v2 achieved a minimal loss of 0.02, 0.1, and 0.015
at the generator, discriminator, and self-supervised learning,
respectively, with a batch size of 32. The minimal mean square
error and mean absolute error are 0.001025 and 0.00225, and
the maximal peak signal-to-noise ratio and structural similarity
index measure obtained are 45.56985 and 0.9997, respectively.

Keywords—Single image super-resolution (SISR); generative
adversarial networks (GAN); convolutional neural networks (CNN);
EfficientNetv2

I. INTRODUCTION

With the rapid development of information technology
(IT) along with the boom of Internet technology, information
processing based on image and signal is widely utilized by an
enormous population, in which image processing is a crucial
component of information processing. Here, the role of image
super-resolution (SR) is significant when considering image
processing-based applications [1], [2]. Image SR is the image
transformation from low resolution (LR) to high resolution
(HR) for obtaining an enhanced quality image. Medicine,
agriculture, industry, and military applications utilize the SR
technique due to its high practicability [3], [4]. While con-
sidering artificial intelligence, the role of SR is crucial for
performing various processes [5], like public security, remote
sensing imaging, medical imaging, image compression, and
so on using the single image SR criteria [6], [7]. The image
resolution enhancement using the up-sampling process lacks
texture details. The image transformed into the HR provides
enormous information with finer details [8]. For example, the
crime scene image offers plenty of evidence for investigating
crime. Likewise, an image acquired from the satellite image
undergoes various processing, like resource detection, object
detection, and several other processing using the HR image [9].
While considering the medical application domain, the disease
diagnosis is employed based on Magnetic Resonance Imaging

(MRI) and Computed Tomography (CT) Scan images with
better resolution for providing accurate medication. Thus, the
role of SR is crucial in image-processing application domains.

The SR of the image is obtained from the LR image
using three various categories: 1) learning-based approach, 2)
reconstruction approach, and 3) interpolation approach [10].
Image resolution enhancement using interpolation is the earli-
est method most researchers utilized and is easy to implement.
Some of the interpolation techniques used to enhance the
image’s quality are non-uniform sampling interpolation, Bicu-
bic Interpolation, Bilinear Interpolation, and Nearest Neighbor
Interpolation. In these approaches, the higher frequency details
can be reconstructed through the linear characteristics of the
approaches. The image SR using the interpolation approach
provides a better outcome; still, the performance degrades
with the scaling factor’s elevation [11]. Reconstruction based
SR approach transforms the LR image by gathering the non-
redundant details. The approaches with non-negativity, energy
boundedness, support boundedness, and smoothness-based hy-
pothetical constraints using the Projection onto Convex Set are
one of the methods utilized for SR reconstruction. The slower
convergence rate is the limitation of the reconstruction-based
criteria and has many solutions [12], [13]. In addition, the
reconstruction solution acquired at the final stage hang-on on
the initial evaluation. Also, the performance is limited while
considering reliable robustness and real-time modeling due
to the inefficiency in handling the noise level reconstruction
[14]. Finally, the third approach is the learning-based image
transformation approach that enhances the quality of the image
using machine learning and deep learning algorithms [15].
Nowadays, learning-based image quality enhancement is the
widely utilized approach by researchers [16] due to better
image perception.

The learning of the network is employed in the learning-
based approach of image SR for providing a high-quality
reconstructed image. Here, for network learning, the high
representation of the samples is utilized with variation in data
for generalizing [17]. Thus, enormous data is acquired from
various sources to obtain the required solution. While consider-
ing the image taken from the remote sensing domain, the infor-
mation collection is a challenging task due to the variations of
image based on the factors like different sensors and locations
along with the difference in the objects [18], [19], [20].
Thus, the network learned with the limited samples affects the
model’s performance due to the poor generalization capability.
Nowadays, the advent of deep learning models based on non-
linear operation in artificial intelligence accumulates enormous
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samples that can be utilized for several computer vision-
based applications [21]. Hence, the generalization capability
of the deep learning models is elevated through the enormous
learning of data samples. The convolutional neural network
(CNN) based image resolution enhancement technique was
first suggested by Dong et al. [22]. The method acquired a
better signal-to-noise ratio (SNR) with a high sampling rate,
but the information about the image is lost due to the too
smoothness of the reconstructed image [23], [24]. In the deep
learning approaches, the error concerning the mean squared
error (MSE) reduction of 2.98 and the elevation of the peak
signal-to-noise ratio (PSNR) value of 21.15dB are obtained
through the optimization target for acquiring the high-quality
image from the ill-posed nature. The variation between the
reconstructed and the original image based on the perception
is not photorealistic by some existing approaches. Generative
adversarial network (GAN) based methods are also designed
by several researchers to overcome the issue concerning in-
formation loss in image reconstruction, in which the CNN is
replaced with the GAN network [3]. The GAN-based image
SR techniques gather the non-linear high-dimensional features
from enormous data [25], [26] and make the generalization
more effective for providing a better outcome.

This study aims to reconstruct the SR image from the LR
image by minimizing the perceptual loss to obtain a perceptu-
ally good image with detailed information that gratifies the hu-
man eye. This study proposes ISRGAN with EfficientNet-v2 to
enhance reconstruction accuracy with minimal distortions. The
ISRGAN is designed for image reconstruction by minimizing
the perceptual loss comprising of content and adversarial loss
with EfficientNet-v2 is utilized for learning the discriminator
of the ISRGAN, in which the perceptual loss concerning the
image is minimized for the acquisition of a better quality
image.

The significant contributions of the research are:

• Design of ISRGAN: Image Super-Resolution Gener-
ative Adversarial Network (ISRGAN) is designed for
image reconstruction by minimizing the perceptual
loss comprising of content and adversarial loss.

• EfficientNet-v2: EfficientNet-v2 is utilized for learn-
ing the discriminator of the ISRGAN, in which the
perceptual loss concerning the image is minimized for
the acquisition of a better quality image through the
fast learning criteria.

The manuscript is organized as follows: The primary meth-
ods review is enclosed in Section II with its problem definition.
The detailed proposed ISRGAN based on EfficientNet-v2 is
portrayed in Section IV, Section V for implementation, and
Section VI discusses the results and analysis of the study.
Finally, Section VII concludes the work.

II. RELATED WORK

The primary methods concerning the image SR are detailed
in this section. The image SR using the GAN concerning the
quality loss was devised by Zhu et al. [27] to solve the issue
of instability of the GAN in image reconstruction. The method
addressed the loss issue by optimizing the pre-trained network.
The gradient magnitude similarity deviation was utilized for

the discriminator training to obtain a better performance.
In addition, batch normalization, computation overhead, and
memory reduction make learning more efficient and obtain
better visual appeal. Image SR using GAN with the fused
attentive network to extract global features was designed by
Jiang et al. [28] using the scanning time reduction technique. In
this study, the attributes at various scales are taken out based on
the attention criteria to acquire the most relevant attributes and
enhance reconstruction accuracy. In addition, the stability of
the learning is accomplished through the spectral normalization
approach. The analysis based on the distance measure and the
similarity index offered a better outcome.

Shahidi [29] designed the wide attention-based GAN to
stabilize the learning process using the Wasserstein with a Gra-
dient penalty. Two different normalizations, such as weight and
batch normalization, elevate the similarity index of the image
by considering the texture and color restoration. Besides, the
inclusion of the self-attention layers and the residual blocks
assures a high-quality image by learning past information. The
self- attention layer is utilized in the discriminator to extract
the attributes from the image patches to correct the generator
more effectively. The loss function was evaluated using the
VGG-19 network. An enlightened GAN was developed by
Gong [30] using the self-supervised hierarchical perception
loss to acquire enhanced image reconstruction performance
through network induced convergence. The enlighten blocks
were introduced to accomplish a better gradient using the
improved generalization capability. Besides, the occurrence of
seam lines in the reconstructed image was eliminated through
the clipping and merging approach-based learning criteria
using the batch internal inconsistency loss. The image quality
assessment of the method provided a superior outcome by
solving the merging issue that depicts the realistic criteria of
the developed method. GAN with cascading residual network
was designed by hybridizing the neural network (NN) with
the GAN by Ahn et al. [31] to acquire the network’s short
connection and multi-level representation for improving the
reconstruction performance. The balanced distortion and the
perception criteria of the designed method are made using the
multi-scale discriminator and GAN-based learning. Here, the
usage of the multi-scale discriminator gathers fine information
from the image concerning the resolution to reduce the losses
in the network. The visual outcome of the method provided a
realistic and sharp image.

Residual-in-Residual Dense Block-based GAN was devised
by Song et al. [32], in which the optimal network with transfer
learning was employed to acquire a high-quality image with
better perception and low distortion. The slow convergence rate
and the unstable learning capability were enhanced through
the inclusion of the dense block with enhanced perception
and minimal distortion in the reconstructed image. In addition,
the feature reuse and propagation were improved along with
the vanishing gradient issue solution, which was accomplished
through the dense connection establishment with minimal
parameters. A conditional GAN-based image reconstruction
was presented by Sun et al. [33], in which the color space
transformation was initially employed based on the variance
and mean of the channel for the channel normalization. The
better visual representation of the image was accomplished
through the colorization training criteria, which converge faster
than the traditional image reconstruction approach. In addition,

www.ijacsa.thesai.org 880 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 2, 2023

curriculum learning was utilized to solve the issue of large res-
olution differences in the learning phase. Color normalization
through self-supervised learning offers better generalization
capability to obtain better performance by eliminating color
variance. A weighted Multi-Scale Residual Block-based image
reconstruction strategy was introduced by Li et al. [34] for
image reconstruction through the weighted feature represen-
tation approach. In this, the low-level attributes were taken
out from the image. Then, using the global residual learning,
the high-frequency information from the features is mapped
using the non-linear mapping criteria. The reconstruction of
the image was accomplished from the reconstruction subnet of
the network.The benefits and the challenges of the reviewed
techniques is depicted in Table I.

A. Research Gap

The acquisition of high resolution image from the low
resolution input image is the image super resolution technique.
The learning based methods of image super resolution are
widely utilized for reconstructing the image to accomplish the
better performance through the non-linear learning capability.
The goal behind the image reconstruction is to obtain the better
perceptual image to identify the target solution in medical
imaging and satellite imaging applications. Many of the prior
researchers devised the GAN based image reconstruction tech-
nique for obtaining better performance. Still, the loss function
estimation and the network training with minimal loss is a
challenging task in most of the methods based on the GAN.
In addition, the un-pleased image reconstruction with higher
distortions and the over-smoothing of the image degrades the
better reconstruction. Hence in order to overcome the above
mentioned challenges, an ISRGAN is introduced for learning
the discriminator with higher learning speed with minimal
information loss, which enhances the generalization capability
of the network and obtains the better image.

III. METHODOLOGY

The ISRGAN is designed by modifying the loss function of
the traditional GAN to enhance the image quality that is more
pleasant to the human eyes and to improve the accuracy of
image reconstruction. The GAN for the super image resolution
of the single image is termed ISRGAN for transforming the
LR image into the SR image. The ISRGAN comprises of
discriminator and generator, which denotes AθA the discrimi-
nator model. The min-max issue of the ISRGAN is solved by
optimizing QθQ alternatively and AθA. The formulation for
the min-max issue is expressed as,

min
θ∞

max
θ1

E
SR∼p−train

(
SR

)[ logAθA

(
SR

)]
+ E

SL∼p−G
(
SL

) | [log
(
1−AθA

(
DθD

(
SR

)))
] (1)

where, the high-resolution image is notated as SR, the
low-resolution image is indicated as SL, the discriminator is
notated as A, and the generator is indicated as Q. Here, the role
of the generator is to mislead the discriminator, in which the
discriminator module of the ISRGAN is learned to identify the
difference between the real image and the SR image. Similarly,

TABLE I. REVIEWED TECHNIQUES: BENEFITS AND CHALLENGES

Technique Benefits Challenges
GAN [27] The enhanced adversarial learn-

ing along with the loss function
estimation using the image qual-
ity assessment provided a high
quality image.

The failure case of the method
was higher and provides an un-
satisfactory result. Besides, the
imperfection of the network por-
trayed diagonal lines in the
blocks of the outcome.

Fused Attentive
GAN [28]

The assessment with various
GAN-based image super-
resolution acquired better
performance in terms of
signal-to-noise ratio using
various datasets. Besides, the
reconstructed image is near
to the real image with high
resolution.

The reduction of the loss func-
tion with a higher number of
iterations elevates the computa-
tion overhead.

Wide-Attention
GAN [29]

Two normalizations like weights
and batch normalization along
with the self-attention layer pro-
vide the method a small range
of gradient clipping that elevates
the accuracy of image recon-
struction.

The analysis without the pre-
processing step limits the per-
formance of the model.

Enlighten-GAN
[30]

The convergence stabilization
along with the network intensi-
fication provided a better out-
come with an artifact-free re-
constructed image by maintain-
ing the hue and shape.

The outcome accomplished us-
ing the method still has the issue
of an unclear outline due to the
object fusing technique. Hence,
for the complex image, the de-
veloped method provided poor
performance.

Cascading
Residual
Network-GAN
[31]

The improved performance is
accomplished for the image
translation technique by balanc-
ing distortion and perception.

The complexity analysis based
on the execution time de-
picts the minimal time complex-
ity compared to some baseline
techniques; still, acquired poor
performance due to the memory
fragmentation criteria that limit
the parallelism of the approach.

Residual-in-
Residual Dense
Block-GAN
[32]

The visual outcome of the
method was better and was ap-
plicable for the applications that
don’t require the details con-
cerning the place and obtained
better running time.

The signal-to-noise ratio eval-
uated by the method was not
pleasant to the human eye.

Weighted
Multi-Scale
Residual Block
[33]

The weight-based image recon-
struction obtained better perfor-
mance using the high-frequency
attributes acquired from the
low-resolution image.

The method failed to analyze
the accuracy.

Conditional
GAN with color
normalization
[34]

The augmentation of the fea-
tures helps to acquire various
degradations degrees, which as-
sures the capability of learning
from the de-blurred image that
enhances the convergence rate
and boosts the performance of
the method.

For the images with severe in-
formation loss, the method of-
fered an unsatisfactory outcome.

the generator module is trained to produce the SR image
close to the real image, making the discriminator’s detection
capability a tedious task. As mentioned above, the generator
and the discriminator processes provide a more appropriate
perceptual solution. The maximization issue is solved using
the discriminator with minimal MSE. The architecture of the
ISRGAN is portrayed in Fig. 1.

IV. PROPOSED WORK

The proposed ISRGAN with EfficientNet-v2 incorporates
the EfficientNet-v2 to evaluate the loss function and train the
discriminator based on the loss to enhance the quality of image
reconstruction. The evaluation of the loss function and the
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Fig. 1. The architecture of ISRGAN

learning based on the loss function using the EfficientNet-v2
is detailed below.

A. Loss Function

1) Perceptual loss : The perceptual loss function of the
ISRGAN is considered a crucial factor that elevates the per-
ceptual characteristics of the image based on the loss function
[4]. The adversarial and content loss function of the ISRGAN
constitutes the perceptual loss function and is formulated as,

hH = hH
B + 10−3hH

G (2)

where, the adversarial loss of the ISRGAN is referred to as
10−3hH

G , the content loss of the ISRGAN is indicated as hH
B

and the perceptual loss evaluated by the VGG-based network
is indicated as hH .

2) Content loss: Here, the goal of the ISRGAN is to
replace the perceptual loss using the VGG feature map of the
network. The loss function of the pixel-wise MSE, evaluated
by VGG, is formulated as,

hH
E =

1

s2KN

sK∑
m=1

sN∑
n=1

(
SR
m,n −QθQ

(
SL

)
m,n

)2
(3)

where, the MSE error estimated by the VGG is indicated
as hH

E , and the height and width of the low-resolution image
are indicated as N and K, respectively. For the image points
(m, n), the gray level value is indicated as

(
SL

)
m,n

. Then, the
characteristic loss of the VGG network is formulated as,

hH
VGG/u,v =

1

Ku,vNu,v

Ku,v∑
m=1

Nu,v∑
n=1

(
αu,v

(
SR

)
m,n

− αu,v

(
QθQ

(
SL

))
m,n

)2
(4)

where, H refers to the image SR, R refers to the high-
resolution image, hH

VGG/u,v refers to the low-resolution image,
L refers to the characteristic loss for the VGG network,
the reference image is indicated as

(
SR

)
, and the recon-

structed image is indicated as QθQ.uth Max-pooling layer with
vthconvolution corresponding to the feature map is indicated
as αu,v . The dimensions of the feature maps are indicated
as Nu,v and Ku,v , respectively. Here, the characteristics loss
function is evaluated based on the activation function of VGG
loss, which is nothing but the Euclidean distance between the
reference and reconstructed image. The combination of the
characteristic loss and the MSE error constitutes the content
loss of the ISRGAN.

3) Adversarial loss: The loss generated by the generative
component of the ISRGAN for providing the most appropriate
solutions by tricking the discriminator of the network is termed
Adversarial loss, which is formulated as,

hH
G =

C∑
c=1

− logAθA

(
QθQ

(
SL

))
(5)

where, the natural high-resolution image is indicated as
QθQ

(
SL

)
, and the reconstructed image’s probability is notated

as AθA

(
QθQ

(
SL

))
. Here, the adversarial loss function needs

to be minimized for the acquisition of better gradient behavior.
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B. EfficientNet-v2 based Perceptual Loss Function

The proposed improved ISRGAN utilizes EfficientNet-v2
to estimate the loss function to enhance the quality of the
reconstructed image perceptually. The ISRGAN has the issue
of gradient disappearance that makes information losses due
to poor generalization capability. Thus, the EfficientNet-2 is
utilized for learning the discriminator based on the perceptual
loss function through the higher learning rate and the parameter
efficiency. Here, the role of the EfficientNet-v2 is to detect
the difference between the ground truth and the reconstructed
image for measuring the loss function to train the discriminator
to make the reconstruction more effective. The loss functions
like content loss and the adversarial losses that constitute
the perceptual loss are evaluated using the EfficientNet-v2 to
enhance the efficiency of the image SR.

EfficientNet-v2 for estimating the loss function utilizes
smaller kernel sizes with minimal memory access overhead.
Besides, the last stride-1 is eliminated to reduce the mem-
ory access overhead and size of the parameter. The runtime
overhead is minimized through network capacity elevation,
and the training overhead, along with higher memory, is
minimized by restricting the interference of the image. The
learning capability of the EfficientNet-v2 is higher by making
the original interference size for learning, which depicts the
scaling characteristics of the loss function estimator. The
building blocks of the EfficientNet-v2 are Fused MBConv
along with the mobile inverted bottleneck MBConv and are
portrayed in Fig. 2.

C. ISRGAN Architecture

The ISRGAN comprises two different modules: the dis-
criminator and the generator for producing the perceptually
quality image.

1) Generator: The transformation of the input image to
obtain the SR image is employed in the generator module of
the proposed ISRGAN. Initially, the encoding of the input im-
age is performed to acquire the high-dimensional information.
Then, the decoding is employed in the hidden layer of the
generator to provide high-resolution images. Here, the image
dimensions are scaled using the scaling algorithm to acquire
the feature resolution, which is performed as convolutional and
deconvolutional operations in the generator. Thus, the CNN is
utilized in the generator module of the ISRGAN to extract the
relevant features with a single dimension, which leads to the
failure in acquiring the granular patterns of the image. Thus,
the compound scaling factor is introduced in the ISRGAN
to obtain the image’s finer granular patterns. Hence, the
generator module is designed with 42 layers of convolutional
and deconvolutional, along with the Leaky rectified linear unit
(Leaky ReLU) activation function and batch normalization.
Besides, training aware Neural Architecture Search (NAS) and
scaling are utilized for designing the generator module.

2) Discriminator: The difference between the high-
resolution image generated by the generator module and the
real image is identified by the discriminator module using the
EfficientNet-v2. Here also, finer granular patterns are extracted
from the image. Seven Fused-MBConv, one convolutional
layer, and eight hidden layers constitute the discriminator
module along with the EfficientNet-v2. The sigmoid function

Fig. 2. Architecture of efficientNetv2

is utilized to determine the likelihood of SR images by con-
sidering the fake and real images. The perceptual loss function
training is employed alternatively in both the discriminator and
generator to obtain perceptually better image SR.

V. IMPLEMENTATION

The experimentation setup along with the interpretation of
the introduced ISRGAN is detailed in this section.

A. Experimental Setup

The implementation of the proposed method is employed
in Google Colaboratory (Colab) Notebooks tool. The total
number of iterations performed is 100, with batch sizes of
8 and 32.

1) Image dataset: The dataset utilized for the analysis of
the proposed ISRGAN is the CIFAR-10 dataset [35] comprises
10000 test images and 50,000 training images with 10 different
classes. Thus, a total of 60,000 images with the size of is
utilized. The type of image utilized for the evaluation is
synthesis.
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2) Network learning: The generator module of the ISR-
GAN is learned with the loss function, expressed as,

LossQ = hH + Losstexture (6)

where, LossQ refers to the loss utilized to learn the
generator, hH notates the perceptual loss, which comprises
adversarial loss and content loss and the texture loss is indi-
cated as Losstexture. Here, the Adam optimizer is utilized to
solve the optimization issue, and the learning rate of 1e−4 is
initially utilized. EfficientNet-v2 is utilized for extracting the
finer granular patterns from the image.

3) Loss function: The empirical risk of the proposed IS-
RGAN in reconstructing the HR image is evaluated based on
the loss function and is enunciated as,

Loss =
1

W

W∑
i=1

(
Oi − Ôi

)2
(7)

where, the total reconstructed samples is indicated as W ,
the HR reconstructed image by the proposed ISRGAN is Oi

and the targeted outcome is indicated as Oi.

4) Network parameter setting: The setting for the network
parameters of the Generator and Discriminator in the ISRGAN
architecture are displayed in Table II.

TABLE II. ISRGAN PARAMETER SETTINGS

Parameters Values
Generator

Dense Layer 256x4x4
Conv-1 128 filters, 3x3 kernel, 2x2 stride
Conv-2 128 filters, 3x3 kernel, 2x2 stride
Conv-3 128 filters, 3x3 kernel, 2x2 stride
Conv-4 3 filters, 3x3 kernel

Discriminator
Input Layer 32x32x3
Conv-2 64 filters, 3x3 kernel, 2x2 stride
Conv-3 128 filters, 3x3 kernel, 2x2 stride
Conv-4 128 filters, 3x3 kernel, 2x2 stride
Conv-5 256 filters, 3x3 kernel, 2x2 stride

VI. RESULTS AND ANALYSIS

A. Qualitative Analysis

The experimental outcome concerning the input LR image
and the output HR image is shown in Fig. 3.

The outcome acquired by the introduced ISRGAN shown
in Fig. 3(b) is visually pleasing to the human eye by recon-
structing the LR image 3(a). The discriminator learning based
on the perception loss estimated by the generator using the
EfficientNet-v2 elevates the accuracy of image reconstruction
by minimizing the MSE.

B. Quantitative Analysis

The quantitative analysis based on the loss function evalu-
ated by the proposed method and the error analysis is detailed
in this section.

Fig. 3. Outcome of ISRGAN: (a) input LR image and (b) output HR image

1) Analysis based on loss function: The quantitative anal-
ysis of the introduced ISRGAN is analyzed based on the loss
function measure and is portrayed in Fig. 4. The Table III
presents the batch sizes, number of iterations, and outcomes
of generator, discriminator, and the self-supervised. From the
table, we can observe that the increase in batch size and
iteration minimizes the loss. Here, the increase in the batch
size of the method reduces the noise in the gradients, which
assures enhanced accuracy in image reconstruction and reduces
the loss. Similarly, the increase in iteration helps the algorithm
obtain a closer solution to the target solution, which reduces
the loss and enhances image reconstruction accuracy. The
ISRGAN with the EfficientNet-v2 acquires minimal loss and
can be applied for the media, medical, and surveillance-related
application domains by detecting various objects in the image.
Besides, the loss function evaluation based on the perceptual
similarity loss assists in capturing the high-level information
that provides a more accurate solution.

Fig. 4. Analysis based on loss function with batch size 8 (top) and batch
size 32 (bottom)
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TABLE III. LOSS FUNCTION ANALYSIS

Batch size Iteration Generator Discriminator Self supervised
8 20 0.251 0.012 0.0154

32 20 0.02 0.000057 0.037
8 100 3.778 3.916 0.0154

32 100 0 9.130 0.015

2) Error and similarity analysis: The analysis is executed
based on MSE, PSNR, structural similarity index measure
(SSIM), and mean absolute error (MAE).

MSE: The analysis of the risk function concerning the
target solution in reconstructing the image is measured through
the MSE and is formulated as,

ISRGANMSE =
1

Tsamples

Tsamples∑
i=1

(
Ioutcome − I Target

)2
(8)

Here, the targeted outcome is indicated as I Target, the
outcome acquired by the proposed ISRGAN is indicated as
Ioutcome , the total number of samples is indicated as Tsamples
and the MSE is notated as ISRGANMSE. The MSE evaluated
by the proposed ISRGAN and the comparative methods like
Wide-Attention GAN [29], Enlighten GAN [30], and Fused
Attentive GAN [28] is portrayed in Fig. 5. The MSE evaluated
by the introduced ISRGAN with the EfficientNet-v2 is minimal
compared to the other conventional methods.

Fig. 5. Analysis based on MSE

MAE: The absolute difference between the obtained and
the targeted outcome of the super image resolution is measured
through the MAE and is formulated as,

ISRGANMAE =
1

Tsamples

Tsanples∑
i=1

∣∣Ioutcome − IT arget
∣∣ (9)

where, the MAE measure is indicated as ISRGANMAE .
The outcome of the proposed ISRGAN, along with the com-
parative methods, is portrayed in Fig. 6. The MAE evaluated
by the proposed method is minimal compared to the other
state-of-the-art techniques.

Fig. 6. Analysis based on MAE

PSNR: The quality of the image reconstructed from the
low-resolution image is measured through the PSNR. The
greater value of PSNR depicts better reconstruction. The for-
mulation of the PSNR of the reconstructed image is expressed
as,

ISRGANPSNR = 10 log10
( R2

ISRGANMSE

)
(10)

where, the PSNR measure is indicated as ISRGANPSNR,
and the fluctuation of the reconstructed image compared to the
original image is denoted as R. The PSNR estimated by the
proposed and the comparative methods is portrayed in Fig. 7.
The PSNR acquired by the introduced method is higher and
depicts a better image reconstruction quality.

Fig. 7. Analysis based on PSNR

SSIM: The similarity between the reconstructed and the
original image is measured through the SSIM that depicts the
perceptual quality of the image. The mathematical formulation
of the SSIM is expressed as,

ISRGANSSIM =

(
2µpµq + s1

)(
2σpq + s2

)(
µ2
p + µ2

q + s1
)(
σ2
p + σ2

q + s2
) (11)

where, the SSIM is indicated as ISRGANSSIM . The mean
and the variance of the reconstructed image are indicated
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as µp and σ2
p, and the mean and variance of the original

image are indicated as µq and σ2
q . The covariance between

the original and reconstructed image is notated as σpq , and the
variable utilized for the stabilization is indicated as s1 and s2,
respectively.

Fig. 8. Analysis based on SSIM

The outcome of the proposed method, along with its
comparative methods, is portrayed in Fig. 8. The higher SSIM
evaluated by the proposed method depicts the similarity of the
reconstructed super resolution image with the original image.

3) Comparative discussion: The comparative analysis of
the proposed method, along with the conventional image re-
construction techniques, is portrayed in Table IV. The MSE ac-
quired by the proposed method is 0.001025, which is 52.93%,
70.99%, and 35.54% minimum compared to the traditional
Wide-Attention GAN, Enlighten GAN, and Fused Attentive
GAN methods. Similarly, the proposed method accomplished
the minimal MAE of 0.00259, which is 59.09%, 67.08%, and
13.13% minimum compared to the traditional Wide-Attention
GAN, Enlighten GAN, and Fused Attentive GAN methods. In
contrast, the proposed method acquired the maximal PSNR of
45.5698, which is 40.26%, 49.89%, and 15.34% better com-
pared to conventional Wide-Attention GAN, Enlighten GAN,
and Fused Attentive GAN methods. Likewise, the maximal
SSIM measured by the proposed method is 0.9997, which is
20.62%, 22.32%, and 0.18% superior compared to state-of-
the-art Wide-Attention GAN [29], Enlighten GAN [30], and
Fused Attentive GAN [28] methods.

TABLE IV. COMPARATIVE ANALYSIS

Method MSE PSNR SSIM MAE

Wide-Attention GAN [29] 0.002188 27.2254 0.7936 0.0055

Enlighten-GAN [30] 0.00355 22.834 0.77656 0.006835

Fused Attentive GAN [28] 0.001598 38.58 0.9979 0.00259

Proposed Method 0.001025 45.56985 0.9997 0.00225

The proposed method incorporates the EfficientNet-v2 with
the traditional GAN for enhancing the image super resolu-
tion quality by minimizing the perceptual loss. For this, the
EfficientNet-v2 is utilized at the discriminator that minimizes
the information loss with fast learning rate. Thus

The Fused GAN was devised by integrating the attention
module in the traditional GAN for enhancing the perfor-
mance of the image super resolution technique. The quality
assessment based on the similarity measure was closer to
the proposed method; still, the higher time complexity and
failure in maintaining the system parallelism mechanism limits
the method. Thus, the existing Fused GAN acquired little
minimal performance compared to the proposed GAN with
EfficientNet-v2. Followed by, Wide Attention GAN devised
by integrating the self-attention module. Due to the inclusion
of the attention mechanism, the introduced Wide Attention
GAN also suffered with higher time complexity. Finally, the
Enlighten-GAN that was designed by incorporating enlighten
blocks into the traditional GAN. Here, the introduced method
accomplished better quality image as outcome by solving
the unstable convergence issue through the enlighten block.
However, method is inefficient in processing the image with
complex background. Thus, the analysis based on the error
estimation and the similarity analysis shows that the proposed
method accomplished better performance than other super
image resolution methods. The training of the discriminator
using the EfficientNet-v2 provides fast learning and the least
loss function based on the perception enhancing the image’s
visual quality.

VII. CONCLUSION

The SR image reconstruction from the LR image for
the acquisition of fine-grained information from the image,
along with the visual quality, is attained using ISRGAN with
EfficientNet-v2 in this paper. The proposed image reconstruc-
tion technique elevates the quality of the image by minimiz-
ing the perception loss present in the GAN network. The
information loss is minimized through the efficient learning
of the discriminator using the EfficientNet-v2, which has the
probability of a fast learning rate with more accurate learning
based on the perception loss generated by the generator module
of the ISRGAN. The learning capability of the EfficientNet-
v2 is higher by making the original interference size for
learning that depicts the scaling characteristics of the loss
function estimator. Thus, the proposed method provides a
promising outcome based on the error analysis and acquires
the minimal values of loss of 0.02 at the generator, 0.1 at
the discriminator, and 0.015 at the self-supervised learning,
respectively, with a batch size of 32. Besides, the minimal MSE
and MAE accomplished by the proposed method are 0.001025
and 0.00225, respectively. Likewise, the maximal PSNR and
SSIM acquired by the proposed method are 45.56985 and
0.9997, respectively. However, the loss of the method further
needs to be reduced for real-time processing.

In the future, we plan to introduce a novel hybrid meta-
heuristic optimization-based deep learning approach to over-
come the challenges the proposed model encountered in this
study.
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Abstract—Text simplification is a fundamental unsolved prob-
lem for Natural Language Understanding (NLU) models, which is
deemed a hard-to-solve task. Recently, this hard task has aimed
to simplify texts with complex linguistic structures and improve
their readability, not only for human readers but also for boosting
the performance of many natural language processing (NLP)
applications. Towards tackling this hard task for the low-resource
Arabic NLP, this paper presents a text split-and-rephrase strategy
for simplifying complex texts, which depends principally on a
sequence-to-sequence Transformer-based architecture (which we
call TSimAr). For evaluation, we created a new benchmarking
corpus for Arabic text simplification (so-called ATSC) containing
500 articles besides their corresponding simplifications. Through
our automatic and manual analyses, experimental results report
that our TSimAr evidently outperforms all the publicly accessible
state-of-the-art text-to-text generation models for the Arabic
language as it achieved the best score on SARI, BLEU, and
METEOR metrics of about 0.73, 0.65, and 0.68, respectively.

Keywords—Text simplification; sequence-to-sequence; split-and-
rephrase; natural language understanding; NLP; TSimAr; ATSC

I. INTRODUCTION

Texts with complex linguistic structures often pose a diffi-
culty in interpreting and understanding the indented meanings,
particularly the meanings between the lines. Such difficulty is
not only encountered by human readers but also by intelligent
applications that demand text comprehension at some point.
Consequently, text simplification methodologies have come
to help various readers (mainly readers with low-literacy
skills [1], such as children or non-native readers) as well as
to boost the performance of many natural language processing
(NLP) applications (e.g., automated text parsing [2], summa-
rizations [3], and translations).

Given a linguistically complex text as input, automated text
simplifications (ATS) work around generating candidate texts
as output that are essentially uncomplicated in structure and
easy to understand without losing the purposed meaning [4].
In broad, the relatively common two steps involved in many
ATS approaches are 1) splitting complex texts into simple
sentences [5], [6] and 2) text rephrasing [7], [8], [9], [10],
[11] using more straightforward common words (well-known
in some approaches as lexical paraphrasing). In this paper, we

focus on these two steps and introduce a novel text split-and-
rephrase solution for Arabic ATS.

Unlike the highly supported Indo-European languages
(such as English), the recent ATS literature [4], [12], [13], [14]
indicates that quite a few works are dedicated to supporting
the Arabic language. To our knowledge, a few text splitting
(e.g. [5]) and/or text-to-text rephrasing (e.g. [15], [16], [17],
[18], [19]) techniques exist in Arabic NLP literature for tasks
not related to simplification problems. Thus, in this paper,
we seek to combine these techniques to support Arabic ATS
in general. To illustrate the originality of our proposal, in
the next section, we review in some detail these techniques
besides exploring the existing non-Arabic split-and-rephrase
models [7], [20], [10], [9]. Until then, we briefly outline the
originality and main contributions of this paper as follows:

• We introduce a text split-and-rephrase strategy for simpli-
fying complex Arabic texts, which depends principally on
a sequence-to-sequence Transformer-based architecture.
In the splitting part, we integrate our suggested solution
with a punctuation detector for text segmentation (PDTS)
built on top of a pre-trained multilingual masked-language
model (mBERT). This PDTS attempts to generate the
shortest set of simple independent-clause sentences from a
given lengthy complex text. While in the rephrasing part,
we propose a modified attention-free Transformer model,
depending on a fast Fourier-Transform (FNet-based),
which rephrases the concatenated simple sentences into
a more readable version. The significant (original) work
introduced in this paper focuses on the latter part.

• We create a new Arabic corpus for benchmarking text
simplification approaches and make it publicly available1.
Besides, we make the details of our experimental eval-
uations and implementations (i.e., including codes and
scripts) publicly accessible2 to the interested researchers
for replicating our experiments.

The remainder of this paper structurally unfolds as follows.
First, we present the closely related work and the state-of-the-
art NLP pre-trained models, including a brief review of gaps
in the literature concerning the Arabic text simplification prob-

1https://github.com/AMahfodh/ArSummarizer/tree/main/TSimAr/resources
2https://github.com/AMahfodh/ArSummarizer/tree/main/TSimAr

www.ijacsa.thesai.org 888 | P a g e

https://orcid.org/0000-0002-6080-5236
https://orcid.org/0000-0001-6168-3552
https://orcid.org/0000-0002-7050-0532
https://orcid.org/0000-0002-1549-7334
https://orcid.org/0000-0003-3729-5079
https://github.com/AMahfodh/ArSummarizer/tree/main/TSimAr/resources
https://github.com/AMahfodh/ArSummarizer/tree/main/TSimAr


(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 2, 2023

lem. Next, we introduce our text split-and-rephrase approach
and discuss the subsequent experimental analysis and results.
Concluding the paper and outlining the potential forthcoming
avenues of investigation are presented afterward.

II. REVIEW OF RELATED LITERATURE

This section provides a synopsis of Text Simplification
(TS) methods, broadly categorized into extractive and abstrac-
tive approaches. In principle, text simplification approaches
(illustrated in Figure 1) are abstractly analogous to text
summarization approaches, as they both strive to simplify
texts. However, the dissimilarity between them is fundamental.
Text summarization attempts to shorten text without losing
the key meanings, while simplification attempts to improve
text readability by reducing linguistic complexity constrained
by preserving the key meanings. Before delving into TS
approaches, we position the novelty of our contribution in the
context of related literature by stating the following:

• no split-and-rephrase model has been suggested yet for
simplifying complex Arabic texts to the extent of the
authors’ knowledge; and

• for text-to-text rephrasing, we explore, for the first time,
the effect of the modified attention-free Transformer
model [21](i.e., depends on a fast Fourier-Transform) for
the Arabic language.

A. Extractive Approaches

The core idea of the extractive approach is to extract the
main sentences of the text through text summarization. In other
words, the simplification here is performed using summariza-
tion. However, summarization does not necessarily lead to sim-
plification. Therefore, this approach is not recommended. One
of the examples of text simplification through summarization
is the TF-IDF [14]. Preprocessing is a normal requirement
of this approach. The preprocessing includes converting text
into lower-case, removing punctuation, special characters, and
stop words, and stemming to return complex words to their
language base.

B. Abstractive Approaches

The previous approach is not a real simplification, it is
just a summarization, but in the abstractive approach, the
output text is a real simplified text. In this approach, there
are two main categories of simplifications. The first is Lexical
Simplification (LS), and the second is Text Generation (TG).

1) Lexical simplification: The simplification in the LS cat-
egory is performed through the replacement of complex/hard
words with simple/easy words. Therefore, it is called lexical
simplification. LS algorithms work at the sentence level. The
structure of sentences is not changed, and the grammar is
simplified. Only word replacement is included in the sim-
plification. As so, this type of simplification is not effective
enough. The hard words may be replaced with easy ones, but
the sentence structure and grammar may still be hard to un-
derstand. Examples of lexical simplification are the following.

• Rules-based LS
• Parallel corpora extracted-rules LS
• Word embedding LS

• Pre-trained language models LS

Rule-based LS [22], [23] depends on a linguistic database,
like WordNet, to get the simplest synonym of a word, which
can be based on its frequency or its length. In parallel corpora,
extracted-rules TS [24], [25], [26], the rules are extracted
automatically from a parallel aligned corpus. While Word
Embedding TS [27], [28], [29] has the advantage that there
is no need for lexical resources. The appearance of pre-trained
models had a huge benefit for all NLP tasks; one of these tasks
is text simplification. Some systems use pre-trained models
like BERT to find and generate easy words for complex
ones. Therefore, the class of pre-trained language models TS
systems [30], [31] has proved its effectiveness compared to
other techniques.

2) Text generation: The second category of the abstractive
approach is Text Generation (TG). In TG, a new simplified
text is generated. The new text may have a different structure
or a different number of sentences. TG’s approach includes
sentence splitting, text addition, and deletion. TG can only be
considered a true simplification, while the previous methods
can be seen as good trials for the simplification, but not real
simplification because real simplification means digestion of
the original text and generating a new simplified one with
new simple words, structures, and grammar. The recent text
generation-based TS is data-driven, considering the advantage
of the complex structures in data. The text generation tech-
niques can be classified as follows:

• Syntactic simplification
• Statistical Machine Translation (SMT)
• Deep Learning Techniques

In the next paragraphs, we explain each approach.

a) Syntactic simplification: In syntactic simplification,
the hard/complex words are replaced by easy/simple ones,
and the grammatically complex sentences are identified and
rewritten in simple sentences. The process of simplification
includes splitting long sentences, changing passive sentences to
active ones, and resolving ambiguities. Examples of syntactic
simplification research are mentioned in [32], [33].

In [34], the authors proposed a model called: TriS: Their
approach was to break down a long statement into numerous
shorter ones. When a sentence is written in the subject-verb-
object order, it is called simple (SVO). A dataset of 854
sentences taken from the New York Times and Wikipedia,
manual simplification is performed for the evaluation. The
authors assess 100 unseen sentences and compare them to
Heilman and Smith’s rule-based method [35]. Their approach
gets higher ROUGE [36] and Flesch-Kincaid Grade Level
scores. Another method is grammar induction, where simplifi-
cation is considered by converting the tree1 to tree2 problem,
where tree1 is for the source, and tree2 is for the target. The
process includes extracting tree transformation rules using a
corpus, then learning how to select the adequate rule(s) to be
applied to simplify unseen sentences. In [37], authors modeled
the syntactic and lexical simplification using tree transduction
rules. The evaluation of their proposal was performed using
the Simple Wikipedia corpus and it showed good results. The
authors highlighted the need for a mechanism to eliminate
useless transformation rules.
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Text Simplification Approaches

Extractive Approach

Simplification using 
summarization

Abstractive Approach

Lexical Simplification (LS) Text Generation (TG)

Simplification is 

performed using 

summarization

▪ Rules-based

▪ Parallel corpora extracted-rules

▪ Word embedding-based

▪ Pre-trained language models-

based

▪ Syntactic Simplification

▪ Statistical Machine Translation 

▪ Deep Learning Approaches 
• Graph-based and Machine Translation
• Unsupervised and Reinforcement 

learning-based 
• Combining semantic structure and 

Machine Translation
• Split and Rephrase

Fig. 1. Text simplification approaches

b) Statistical machine translation (SMT): Machine
translation (MT) is the process of translating a text written
in language A (source) to language B (target), where the two
languages are different. Due to the massive amount of available
data nowadays, MT has achieved many success stories. MT is
applied successfully to the TS by considering that language
B (target) is a simplified version of language A (source),
where both represent the same language. Now the problem of
simplification can be seen as the generation of monolingual
text-to-text or monolingual translation. Some research used
phrase-based statistical MT and applied it to TS. The task
obviously is simpler than the source, and the target languages
are the same; only the target is simpler than the source.
Examples of SMT used for TS includes [38], [39], [40], [41],
[42].

c) Deep learning techniques: In the era of big data,
powerful computers, and GPUs, deep learning took the lead
in AI, especially data-driven AI. Deep learning proved to be
effective when used with SMT, where RNN Encoder-Decoder
is used in MT [43]. This motivated researchers to employ DL
in TS using the monolingual translation approach. In [44],
the researchers successfully used RNN-based Neural Machine
Translation (NMT) for TS; other authors in [45] used LSTM
Encoder-Decoder in the simplification process. The authors
in [46] developed a model called R-PBMT, Phrase-Based
Machine Translation, augmented with a re-Ranking heuristic
based on dissimilarity. The model is trained and tested using
the PWKP dataset; they compare their work with three models,
Word-Substitution Baseline models, that replace a word in a
sentence with synonyms retrieved from WordNet. In another
research [47], the authors performed four rewriting operations,
replacing, splitting, reordering, and deletion; their work is also
depending on DL. In [48], the authors proposed a system that
is based on quasi-synchronous grammar. Results showed the
general superiority of their model using the human evaluation
and the automatic evaluation using the metrics BLEU and
Flesch-Kincaid grade level. There exist many other DL-based
approaches for TS. These approaches include graph-based

approaches [49], reinforcement learning-based TS [50], NMT
[51], combining semantic structure and NMT [52], phrase-
based unsupervised TS [53], unsupervised neural TS [54],
and split-and-rephrasing techniques [8], [9], [7], [10], [20]. In
this paper, we conceptually consider the latter technique (i.e.,
split-and-rephrasing technique) for the Arabic language for the
first time. In addition, Table I summarizes the recent existing
approaches which indicate the originality of our proposal.

III. METHODOLOGY

Figure 2 presents an overview of our proposed TSimAr in
five steps with illustrative input-output examples. In principle,
we integrate a punctuation detector for text segmentation
(PDTS [5], see step 3) with a modified attention-free Trans-
former architecture for rephrasing and simplifying complex
Arabic text, step 4. The former (i.e., PDTS) attempts to split
a given input text into the shortest set of simple independent-
clause sentences. The latter (i.e. the focus of this paper) aims
to rephrase the concatenated simple sentences to generate a
more readable version. For example, given a textual document
X containing complex sentences, TSimAr attempts to break it
down into (Y ) uncomplicated sentences with rephrasing, such
that Y ← TSimAr(X) and Y =

{
y1, y2, · · · , y|n|

}
, where n

is the number of generated simple sentences.

As usual with most NLP applications, TSimAr is set off
with straightforward text preprocessing (see step 2), which
includes noise/diacritizations removal and soft normalization.
This preprocessing step cleans the input texts without breaking
sentence structures, and more importantly, it preserves the
overall meaning to an extent. For implementing this step,
we consider two Python-based toolkits: NLTK3 and CAMeL4.
Once the preprocessing step is performed, TSimAr segments
and then rephrases the cleaned input text, shown in steps 3 and
4 of Figure 2. In the following subsections, we focus on these

3NLTK Tool: https://www.nltk.org/
4CAMeL is an Arabic natural language processing tool: https://camel-tools.

readthedocs.io/
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TABLE I. A BRIEF SUMMARY OF REVIEWED TEXT SIMPLIFICATION APPROACHES THAT APPLY SPLIT-AND-REPHRASING TECHNIQUES

Approach Language Split Technique Rephrase Technique Transformer
Architecture

[8] Context-Preserving Text Simplifi-
cation

English Defining a 35 hand-crafted
transformation rules

Semantic hierarchy of minimal
propositions

✗

[9] Fact-Aware Sentence Split and
Rephrase with Permutation Invari-
ant Training

English Training a CNN model for pre-
dicting sentence split

Seq2seq Model ✗

[7] Controllable Text Simplification
with Explicit Paraphrasing

English DisSim: structural simplifica-
tion tool consisting of 35 hand-
crafted grammar rules

Transformer seq2seq Model ✓

[10] A Memory-Based Sentence Split
and Rephrase Model

English Encoder and Decoder transformer model connected by a
memory gate layer

✓

[20] Hierarchical Generation for Sen-
tence Simplification

English A semantic separator layer at
decoder model

LSTM Seq2seq based Model ✗

our TSimAr Arabic PDTS [5] (built upon mBERT
model)

FNet Text-to-Text based model ✓

two main steps (i.e. the segmentation and rephrase steps) in a
little more detail.

A. Text Segmentation

We base our proposed TSimAr on top of PDTS [5] (i.e. an
Arabic text splitting tool that employs a pre-trained multilin-
gual BERT [55] model for detecting missing punctuations) for
segmenting input texts into a set of potentially independent-
clauses. More in detail, PDTS queries mBERT5 |X| times to
predict proper punctuations between words on which they can
be used as text split delimiters:

p(pum
i |tmi ; pun, θ) = PDTS ◦mBERT (X ′

i), (1)
X ′

i ← insertMaskToken(X, i),∀i ∈ X (2)

where pum
i represents the valid mBERT’s output for a

given white-space at index i; tmi is the actual mBERT’s output;
pun and θ are model parameters set by the user to filter out
tmi ; and X ′

i is the input X with the inserted [MASK] token at
index i. PDTS then validates the predicted set of punctuations
pum ∀i ∈ {1, 2, · · · , |X|} using four generic linguistic rules in
a greedy-like strategy. In this paper, we have set pun with only
the main splitting punctuations, including full-stop, comma,
semicolon, and colon.

B. Rephrase Generation

Motivated by Transformers-based encoder-decoder archi-
tecture [56] that has achieved outstanding improvements in
complicated NLP tasks, we consider one of its optimized
sequence-to-sequence models. In particular, we utilize (FNet)
an efficient version that substitutes complex self-attention
layers with linear Fourier Transforms-based layers, introduced
originally in [21]. Here, FNet is efficiently lighter and much
faster than the standard Transformer model with complicated
attention layers. Besides, it closely matches the performance
of the standard Transformer model. Considering the right part
of Figure 2, it descries the core part of standard Transformer
architecture that is modified by adding fast Fourier Transforms
layers. Broadly speaking, Transformer blocks are stacked with
a size of Nx, where each block consists of a two residual

5https://github.com/google-research/bert/blob/master/multilingual.md

gateless layers that adds additional weight matrix with Skip
Connection, Eq. (3):

y := ϵf(x) + x (3)

where ϵ is the regularization parameter. In the standard
Transformer architecture, the multi-head attention (i.e. con-
catenate a number of self-attention layers) allows to learn
the structural and morphological correlation between different
input-tokens impressively, using Eq. (4):

attention(Qi,Ki, Vi) = σ

(
QiK

T
i√

dk

)
Vi,

for i = 1, · · · , h (head). (4)

where query, key, and value vectors are computed as
Qi = W i

qx, Ki = W i
kx, Vi = W i

vx; and σ is the softmax
activation function. Nevertheless, it is memory intensive and
has an exponential (quadratic) time complexity concerning
the size of the input sequence [56]. Thus, to avoid such
scalability issues, we employ fast Fourier Transform layers
as an alternative to attention sublayers, expressed in Eq. (5):

Wij =

(
e−i 2πi

N i×j

√
N

)
(5)

where i, j = 0, · · · , N − 1. Recent experiments [21]
demonstrated that the Fourier Transform-based model (so-
called FNet) can significantly reduce the training time and
space complexity while providing an excellent performance
that is exceptionally comparable to the performance offered by
the standard Transformer-based encoder-decoder model. The
architecture of our implemented FNet sequence-to-sequence
model for rephrasing Arabic texts is presented explicitly in Fig-
ure 3.

IV. EXPERIMENTS AND RESULTS

We conduct experiments to assess the performance of
TSimAr and analogize its rephrasing part with the existing
Arabic pre-trained text-to-text generation models. We intro-
duce ATSC (a new Arabic corpus for text simplification) and
use it in our evaluation protocols. As a quality benchmark
of generated simplifications, we report various automatic text
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A complex textual document(1) 

A candidate simplified version(5) 

Transformer Seq2Seq Architecture 

with Fast Fourier Transform Layers

(2) Pre-processing:
• Normalizing.

• Removing diacritizations.

• Removing non utf-8 characters.

(3) Segmentation into simple sentences:
• Predicting text splitting punctuations using PDTS & mBERT models.

• Applying linguistic rules to identify potential independent clauses.

(4) Rephrasing:
• Concatenated the generated simple sentences.

• Text rephrasing using Seq2Seq with Fourier Transform Layers.
Fourier Transform 

Fourier Transform 

Fourier Transform 

رمطمحالسعادة عهمالأعلىالبش  ز اروكل رالأسمىومنز
َّ
رإليهارويتوقيعشقهارمن

 
د
ُ
.لنفسهدومًارينشدهارلعليهارالحصولوراءويَك

Input (a complex sentence) : Happiness is the highest aspiration of human beings and it's their strongest
desire and each one of us loves it yearns for it and strives to obtain it to always seek it for ourselves.

ر• رللبش  زعرالاسمىي .السعادةرمنز
.كلرشخصريعشقرالسعادةرويتوقراليها•
.الجميعريكدرللحصولرعلىرالسعادة•

Output (a set of simple rephrased sentences) :
• Happiness is a lofty aspiration for human beings.
• Everyone loves happiness and yearns for it.
• Everyone works hard to find happiness.

Fig. 2. The overview flow of the proposed TSimAr with an illustrative input-output example

Fig. 3. The architecture of our implemented FNet sequence-to-sequence model for Arabic texts rephrasing. The total trainable parameters are 11,055,616

matching metrics, including SARI (the primary metric for text
simplification and rephrasing), besides presenting the findings
from the conducted manual (human-based) assessment.

A. Corpus and Experimental Setup

a) Arabic text simplification corpus (ATSC):: To the
extent of our knowledge, there is no specific Arabic corpus for
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text simplification. Thus, we create a small benchmark corpus
containing 500 pairs of a small-to-large complex text (source)
and a gold-standard simplified (i.e. splitted and rephrased) text.
The gold-standard reference simplifications are written and
carefully reviewed by human experts. In a little more detail,
our corpus ATSC has been constructed from selective Arabic
articles that contain appropriate text to simplify. We collected
these articles from different public sources (i.e., Wikipedia,
newspapers, and news agencies), which cover various domains,
including history, geography, health, education, and technol-
ogy. For constructing the simplified versions from the collected
articles (i.e., form the gold-standard human-based references),
we have applied two simplification methods: syntactic simpli-
fication (i.e. just an extractive text summarization method that
drops/selects the key sub-sentences without generating new
words) as well as linguistic simplification (i.e. almost similar to
the abstractive summarization method that attempts to replace
complicated words with conceivably simpler synonym words),
depending on their contexts and overall meaning. Table II
shows some general statistical descriptions of our ATSC.

TABLE II. STATISTICAL DESCRIPTIONS OF OUR EVALUATION CORPUS
(ATSC)

Original complex texts Simplified Rewrites

# No. Documents 500 500
# No. Sentences 546 1243
# No. Words (distinct) 17069 (6046) 17564 (5479)

# No. Vocabularies (for both complex and simplified texts) 6737

b) Baselines:: We compare the text rephrasing part in
our TSimAr (i.e. FNet model) against the state-of-the-art pre-
trained Arabic monolingual (Arabic-T5-small [16], Arabic-
T5 [15], UBC-AraT5 [17]) and general multilingual (MT5-
base [19], mBART-large-50 [18]) models for text generation
tasks. These text-to-text generation models are architecturally
extended from T5 encoder-decoder transformer blocks[57],
except mBART that is a multilingual Sequence-to-Sequence
model used generally for translation tasks:

c) Automatic metrics:: Given a source text st and a
gold-reference gr (i.e. a typical simplification version written
by human experts), we evaluate the efficiency of the produced
simplification y (i.e. Y ← TSimAr(st)) using a variety of
automatic metrics as follows:

• SARI [58] (System output against References and against
the Input sentence) is a standard evaluation metric for text
simplification, which compares the generated candidate
simplifications y against both (1) the source input st and
(2) the gold-reference gr. It uses precision and F1 scores
of n-grams (n ∈ 1, 2, 3, 4) to measure the goodness of
added, deleted, and preserved tokens by the simplifier
model (i.e. TSimAr).

• BLEU [59] (Bilingual Evaluation Understudy) is a pop-
ular evaluation metric for text quality, commonly used
in machine-translated tasks. It compares y against gr
only and approximates recall and precision metrics using
the best match (n-gram) length and modified n-gram
precision, respectively.

• METEOR [60] (Metric for Evaluation for Translation
with Explicit Ordering) is similar to BLEU but replaces
the best match (n-gram) length and modified n-gram

precision with a weighted F-score metric that depends
on unigram mapping.

• TER [61] (Translation Edit Rate) which estimates the
number of edits required (e.g., adding, deleting, or shift-
ing a word token) to improve y as matched with gr.

• ROUGE [36] (Recall-Oriented Understudy for Gisting
Evaluation) gives different ROUGE-n metrics, where n
represents the number of overlapping n-grams between y
and gr. It uses the standard statistical metrics (precision,
recall, and F-measure) for its measurements. In our ex-
periments, we consider ROUGE-1 (unigram overlapping),
ROUGE-2 (bi-grams overlapping), and ROUGE-L (the
longest identical subsequence overlapping between y and
gr).

Concerning SARI, BLEU, METEOR, and ROUGE, higher
scores indicate better quality correlated to rational human
judgments. In contrast, a lower TER metric (i.e. lower edit-
rating scores) indicates better performance.

d) Implementation details: To train and configure the
text rephrasing part in our TSimAr (presented in Figure 3),
we applied a 50—20—30 random split on our ATSC corpus
to create train, dev, and test sets, respectively. Besides, we
used the Adam optimization algorithm for training with a
learning rate of 0.001. The training loop lasts 5k epochs with
a batch size of 64 and a maximum sequence length of 256.
Moreover, the text-to-text generation models, considered in
this paper as baselines, are publicly available at the Hug-
ging Face6, under the model (card) names: ‘google/mt5-base’,
‘facebook/mbart-large-50’, ‘flax-community/arabic-t5-small’,
‘UBC-NLP/AraT5-base-title-generation’, and ‘malmarjeh/t5-
arabic-text-summarization’. We have constructed these models
using PyTorch7 framework besides utilizing some NLP toolkits
for text preprocessing, including NLTK8 and CAMeL9. All
experiments have been conducted using a gaming PC equipped
with Intel i9-CPU, 64G-RAM, and a single NVIDIA GeForce
RTX3070 GPU.

B. Performance Evaluation

In Table III, we show the performance of our TSimAr with
FNet against different text rephrasing models (i.e. depending
on text-to-text generation models) using the validation portion
from ATSC. Performance results are also visualized in Fig-
ure 4. Besides that, we break down the performance details
and simplification quality for one input instance in Table IV.
As can be observed, TSimAr evidently outperforms all the
existing state of the art text-to-text generation models for the
Arabic language. It achieves the best score on all standard
metrics (particularly SARI) and gives the second to the best
score on TER and ROUGE-1. The last column on the right
of Table III shows the execution time in second, visualized
in Figure 5. Here, our TSimAr gives foreseen poor-to-ordinary
time performance as its FNet architecture is quite heavy
(consisting of more than 11M trainable parameters).

In addition, giving insight into the text simplifications
produced by the competitors’ models, presented in Table IV

6https://huggingface.co/
7https://pytorch.org
8https://www.nltk.org/
9https://camel-tools.readthedocs.io/
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TABLE III. AUTOMATIC EVALUATION RESULTS. THE BEST PERFORMANCE FOUND IS INDICATED BY THE ASTERISK*

ROUGE

SARI BLEU TER METEOR R-1 R-2 R-L ET. (Sec)

Arabic-T5-small [16] 0.23 0.02 0.89 0.11 0.23 0.11 0.22 128 *
Arabic-T5 [15] 0.21 0.01 0.94 0.05 0.14 0.04 0.14 145
MT5-base [19] 0.18 0.00 0.98 * 0.02 0.05 0.01 0.04 213
mBART [18] 0.53 0.40 0.52 0.61 0.72 * 0.53 0.70 3685
UBC-AraT5 [17] 0.21 0.00 0.95 0.05 0.12 0.04 0.11 178
Our TSimAr 0.73 * 0.65 * 0.34 0.68 * 0.71 0.67 * 0.71 * 724

TABLE IV. EXAMPLES OF GENERATED TEXT SIMPLIFICATIONS BY RELATED BASELINE MODELS, INCLUDING OURS. THE INPUT EXAMPLE IS TAKEN
RANDOMLY FROM THE VALIDATION SET, AND THE SIMPLIFICATIONS’ QUALITY IS ILLUSTRATED USING OUR CONSIDERED AUTOMATIC METRICS

Input: complex sentences 
 

دمَج فيه السياسات الهادفة لتعزيز الصحة وال
ُ
باع نهج متعدد القطاعات ت

ّ
ايدة التعقيد ات ز وقاية،  ويستدعي التعامل مع الاحتياجات الصحية المت 

  
ً
العناصر  مع وضع حلول تستجيب للمجتمعات المحلية، وتقديم خدمات صحية تتمحور حول الناس. وتشمل الرعاية الصحية الأولية أيضا

ز الأمن الصحي ودرء التهديدات الصحية مثل الأوبئة ومقاومة مضادات الميكروبات، من خلال تدابتر مثل المشاركة   الأساسية اللازمة لتحسير
صّد.  ي ذلك الت 

ز
 المجتمعية والتعليم، والوصفات الطبية الرشيدة، ومجموعة أساسية من وظائف الصحة العمومية الأساسية، بما ف

Dealing with increasingly complex health needs calls for a multisectoral approach in which health promotion 
and prevention policies are combined, with community-based solutions and people-centred health services. 
Primary health care also includes the essential elements needed to improve health security and stave off health 
threats such as epidemics and antimicrobial resistance, through measures such as community participation 
and education, rational prescription, and a core set of essential public health functions, including surveillance. 
 

Model Generated text 
  

Arabic-T5-small ي ذلك الاهداف الحيويه ، واجراء احكام
ز
 Including vital goals, and making provisions   بما ف

Arabic-T5  ايدة المعقدة ز   " الصحة الصحية " تواجه الاحتياجات الصحية المت 

    “Healthcare” is facing increasingly complex health needs 

MT5-base <extra_id_0> ،  كما يمكن     It can also 

mBART-large-50  ايده التعقيد اتباع نهج متعدد القطاعات تدمج فيه السياسات الهادفه ز ويستدعي التعامل مع الاحتياجات الصحيه المت 

صحيه تتمحور حول الناس    لتعزيز الصحه والوقايه ، مع وضع حلول تستجيب للمجتمعات المحليه ، وتقديم خدمات 

ز الامن الصحي ودرء التهديدات الصحيه مثل  . وتشمل الرعايه الصحيه الاوليه ايضا العناصر الاساسيه اللازمه لتحسير

الاوبئه ومقاومه مضادات الميكروبات ، من خلال تدابتر مثل المشاركه المجتمعيه والتعليم ، والوصفات الطبيه الرشيده  

صد . . . ، ومجموعه اساسيه م ي ذلك الت 
 ن وظائف الصحه العموميه الاساسيه ، بما فز

UBC-AraT5  وزارة الصحة: الدعم الصحي هو الحل الأمثل لمواجهة الاحتياجات الصحية 

Ministry of Health: Health support is the best solution to meet health needs 

Our model قده يجب ان نتبع نهج متعدد القطاعات لتعزيز الصحه . يجب تقديم خدمات للتعامل مع الاحتياجات الصحيه المع

صحيه تتمحور حول الناس . العناصر الاساسيه للرعايه الصحيه الاوليه هي المشاركه المجتمعيه ، الوصفات الطبيه  

 الرشيده ووالوظائف الاساسيه للصحه العامه .  

To deal with complex health needs we must take a multi-sectoral approach to health 

promotion. People-centred health services must be provided. The essential elements of 

primary health care are community participation, rational prescriptions, and basic functions 

of public health. 
  

 

TABLE V. AUTOMATIC EVALUATION RESULTS FOR THE TEXT EXAMPLE DESCRIBED IN TABLE IV

ROUGE

SARI BLEU TER METEOR R-1 R-2 R-L

Arabic-T5-small [16] 0.27 0.00 0.98 0.01 0.04 0.00 0.04
Arabic-T5 [15] 0.27 0.00 1.00 0.01 0.04 0.00 0.04
MT5-base [19] 0.27 0.00 0.98 0.01 0.05 0.00 0.05
mBART [18] 0.44 0.15 1.10 0.57 0.51 0.28 0.50
UBC-AraT5 [17] 0.27 0.00 1.00 0.01 0.04 0.00 0.04
Our TSimAr 0.90 * 0.79 * 0.19 0.81 * 0.92 * 0.87 * 0.92 *

and Table V, one can observe that mid-to-high automatic metrics results may not necessarily reflect valid candidate
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Fig. 4. Performance of TSimAr with FNet against competitors’ text
rephrasing models (i.e. depending on text-to-text generation models)
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Fig. 5. Performance (w.r.t execution time in second) of TSimAr with FNet
against competitors’ text rephrasing models

simplification. To clarify more, we observe that mBART [18]
often produces outputs almost identical to the input without
simplifying or rephrasing, and in turn, it inaccurately archives
more than 0.4 SARI score. While, UBC-AraT5 [17] simplifies
input text in much better quality, it achieves around 0.27 SARI.
Accordingly, it was essential to solidify the evaluation of our
proposed TSimAr using manual insight by eliciting human
judgments.

C. Manual Evaluation

To get an additional in-depth evaluation of our TSimAr,
we conducted a qualitative analysis by eliciting a humanistic
viewpoint on 36 sampled text documents selected randomly
from the ATSC validation set. We invited two expert consul-
tants in Arabic linguistics (not authors of this paper) to evaluate
these documents (each expert is given 18 documents) on the
following three standards using a five-star-point Likert scale
(1-5):

• Adequacy (preservation of the source meaning),
• Contextual soundness (quality of rephrased and simplified

texts), and
• Grammaticality (to what extent the generated text is free

from grammatical errors).

Experts are asked to compare the generated simplifications
TSimAr by (i.e. depending on Arabic-T5-small, Arabic-T5,
MT5-base, mBART, UBC-AraT5, and our FNet) against the
gold-standard references (i.e. text simplification versions writ-
ten by human experts). With a glancing over into Table VI,
the results of our manual evaluation look almost compatible
with the automatic evaluation results (shown in Table III)
for only the first and the third standards (i.e. Adequacy or
Grammaticality). Nevertheless, Contextual soundness standard

TABLE VI. HUMAN EVALUATION RESULTS FOR THE THREE CRITERIA:
ADEQUACY, CONTEXTUAL SOUNDNESS, AND GRAMMATICALITY. BASE

PRE-TRAINED TEXT-TO-TEXT GENERATION MODELS WITH ∗ ARE
SIGNIFICANTLY DIFFERENT FROM TSIMAR’S BASE MODEL †,

DEPENDING ON A TWO-TAILED INDEPENDENT T-TEST, WHERE p < .05.
FOR ARABIC-T5, THE DIFFERENCE IS SIGNIFICANT AT (p < .1)

Text generation models A C G Avg. p-value t-value

Arabic-T5-small [16] 1.5 2 3 2.17 .010585 ∗ 4.52904
Arabic-T5 [15] 3 3.5 4.5 3.67 .080472 ∗ 1.71791
MT5-base [19] 0 0 1 0.33 .000694 ∗ 9.47046
mBART [18] 5 0 4 3.00 .366645 1.01705
UBC-AraT5 [17] 3.5 4.75 5 4.42 .778051 0.30151

Our TSimAr depending on FNet 4 4.75 5 4.58 †

reveals the quality differences more precisely, which also
confirms that our TSimAr with FNet (indicated by ‡) can
produce a highly competitive performance (see, 4.58 the best
average ratings obtained by TSimAr).

Furthermore, the manual experimental results indicated that
UBC-AraT5 is a feasible pre-trained text rephrasing model to
adopt (i.e. an alternative model to FNet) as it achieves the
second highest average score of about 4.42. This indication
can also be statistically noticed by its insignificant p-value
(i.e. the obtained .78 with UBC-AraT5). In contrast, however,
the worst performances observed were with MT5-base and
mBART, which unexpectedly gave zero simplification quality.
Here, the performance of mBART contradicts the insignificant
p-value (i.e. .367) as this heavy model offers an illusive high
score in Adequacy and Grammaticality standards, which is a
consequence of generating texts exactly similar to the input
texts with no simplification.

D. Discussion and Potential Threats to Validity

In this section, we discuss the potential threats to the
empirical validity of the proposed TSimAr. The main threats
may include the creation of our corpus (ATSC) for evaluation
as well as the benchmarking against the state-of-the-art text
rephrasing models. As mentioned earlier in this section, there
is no specific Arabic corpus for text simplification available
to date. Therefore, we had to make an effort to (1) collect
professionally written corpus from online sources (mainly from
newspaper articles) and (2) simplify them precisely (i.e. split
with rephrasing) by linguistic experts in Arabic, elaborated
in ATSC. One may argue that ATSC is relatively small
(containing only 500 pairs of texts), and more importantly,
it may be insufficient to train a heavy model like FNet. These
thoughts are valid to a reasonable extent. However, recent
studies demonstrated that training a language understanding
model on a larger corpora/dataset might not necessarily imply
improving its performance [62], [63]. Besides, our intention
here is not to use ATSC to train a language understating model
but rather to use it as a benchmarking corpus for testing the
generalization of a pre-trained test-to-text generation model.
We make our ATSC available for researchers to exploit in this
regard.

Concerning the chosen text rephrasing baseline models, we
attempted to counter this concern by using all publicly avail-
able Arabic monolingual sequence-to-sequence models (we
have encountered only Arabic-T5, Arabic-T5-small, and UBC-
AraT5) as well as using the state-of-the-art multilingual models

www.ijacsa.thesai.org 895 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 2, 2023

(i.e. MT5 and mBART). For a fair comparison between these
pre-trained models, we confirmed that their large vocabulary
contains all the distinct 6737 words extracted from ATSC.

V. CONCLUSION

Approaching towards breaking down a given complex
Arabic text into a simple and meaning-preserving version,
we have presented a text split-and-rephrase solution (so-
called TSimAr), which depends principally on a sequence-to-
sequence Transformer-based architecture. For the splitting, we
have integrated TSimAr with a punctuation detector for text
segmentation (PDTS) built on top of a pre-trained multilingual
masked-language model (mBERT). This PDTS attempts to
generate the shortest set of simple independent-clause sen-
tences from a given lengthy complex text. While in the rephras-
ing phase, we have proposed an attention-free Transformer
model, depending on a fast Fourier-Transform (FNet-based),
which rephrases the concatenated simple sentences into a more
readable version.

In addition, we have created a new corpus (ATSC) to train
and evaluate the rephrasing part in our TSimAr. Automated and
manual analyses demonstrated that with the support of PDTS,
our TSimAr evidently outperforms all the existing state-of-the-
art text-to-text generation models for the Arabic language as
it achieved the best score on SARI, BLEU, and METEOR
metrics. Nevertheless, a trivial limitation noted in TSimAr
lies in the execution time compared with competitors’ lighter
models, such as Arabic-T5-small. Hence, for the generality,
we imagine a remarkable extension of this ongoing work in
two directions:

• (1) evaluating TSimAr on a comprehensively benchmark-
ing dataset that we plan to create, and

• (2) optimizing our FNet architecture for enhancing its
execution performance.

For the latter direction, we will investigate the feasibility
of applying a knowledge distillation technique to compress our
FNet into a smaller version to help us reduce its space com-
plexity while achieving higher inference speed and accuracy.
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Abstract—Presently, sample social applications have emerged,
and each one is trying to knock down the other. They expand
their game by bringing novelty to the market, being ingenious and
providing advanced level of security in the form of encryption. It
has become significant to manage the network traffic and analyze
it; hence we are performing a network traffic binary classification
on one of the globally used application – WhatsApp. Also, this
will be helpful to evaluate the sender-receiver system of the appli-
cation alongside stipulate the properties of the network traces. By
analyzing the behavior of network traces, we can scrutinize the
type and nature of traffic for future maintenance of the network.
In this study, we have carried out three different objectives. First,
we have classified between the WhatsApp network packets and
other applications using different ML classifiers, secondly, we
have segmented the WhatsApp application files into image and
text and third, we have incorporated a deep learning module with
the same ML classifiers to understand and boost the performance
of the previous experiments. Following the experiments, we have
also highlighted the difference in the performance of both tree-
based and vector-based classifiers of Machine Learning. Based
on our findings, XGBoost classifier is a pre-eminent algorithm in
the identification of WhatsApp network traces from the dataset.
Whereas in the experiment of WhatsApp media segmentation,
Random Forest has outperformed the other ML algorithms.
Similarly, SVM when clubbed with a Deep Learning Auto encoder
boosts the performance of this vector-based classifier in the binary
classification task.

Keywords—Network traffic; encrypted network traffic; tree
based classifiers; SVM

I. INTRODUCTION

All network applications need encryption as it provides
authenticity, confidentiality and integrity to the users. In unen-
crypted network traffic, an intruder; whether spiteful (attacker),
or not (e.g. network administrator tracking infrastructure) can
read network packets and can view their contents. This leads to
the intrusion of privacy and misuse of user’s data. Whereas, in
case of WhatsApp application, the data is end-to-end encrypted
from the sender to receiver. Such applications do not leave
room for any kind of violation of privacy. In widespread,
encryption has a giant effect on detection and analysis of
network traffic, because it conceals all payload statistics. As
a result, new methodologies and frameworks are required to
understand the complexity of Network traces without the need
for decryption.

With an efficient and accurate Network Traffic Classifica-
tion (TC), we can attain the cognizance of the nature and type
of packets without the need of decryption. This is a secure way
for Network traffic analysers to understand about the complex
features of data packet. This could benefit the Network Traffic
analysers in wide area of applications including advertising, al-
locating more bandwidth, understanding network patterns and
its alterations etc. without the need of decryption. However,
the rising strength of encryption requires efficient frameworks
which can sustain the complexity of different and novel
features of the data packets and can yield accurate results. In
this study, we have used multiple Machine learning classifiers
for performing binary TC. In accordance with that, we have
also incorporated Deep Learning Auto encoder and PCA with
ML classifiers to see their influence on the previous results.
Over the last few studies, researchers have demonstrated how
the inclusion of Deep Learning in the classification frameworks
has improvised the results. This extra module of DL thus
takes care of the packet’s features and extracts them for the
classifier. With an extracted set of features, the complexity
for the classifier reduces and as a result it performs better.
The results in this paper indicate the same and give a clear
understanding of the performance of different models taken
into consideration. The model which we proposed is to make
the features learned from the deep learning algorithm such as
auto encoder, PCA and those features will be feeded to train the
machine learning model such as SVM, XGBoost, and Random
forest. The performance analysis is done to verify whether the
auto encoder or PCA helps the machine learning model to
improve the classification in network traffic data.

A. Key Contributions

Our major contributions in this paper are:

• The available dataset [1] [2] does not includes What-
sApp network traffic traces. In this work we collected
WhatsApp network traffic and integrate into the exist-
ing dataset.

• Implementing auto encoder, PCA with machine learn-
ing models for network traffic classification.

• Comparative study on the performance of tree based
classifiers and large margin classifier for encrypted
network traffic classification.
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B. Introduction of WhatsApp Application Data in the Dataset

The WhatsApp Network traces are captured using the Port
Mirroring Technique in a supervised environment over a secure
connection. This enables us to club this captured data with
open- source datasets available and use this combined dataset
to train our proposed models.

C. Comparison of Tree-Based and Vector-Based ML Classi-
fiers for Traffic Classification

A contrast is highlighted between Tree-based and Vector-
based algorithms of Machine Learning and the results are
thoroughly explained using precision and F-1 scores. At the
end of this study, a claim is also made in favour of Tree-based
algorithms for their excelling performance.

D. Feature Learning using Deep Learning and Comparison of
Proposed Cross-Frameworks

An extra step is implemented to distribute the workload of
Traffic Classification over different modules of the proposed
framework. During the feature extraction and learning, Auto
encoder and PCA come into action and pass the set of learned
features to the classifier. This not only performs the TC but
also boosts the performance of the model.

II. RELATED WORK

The rising demand for Network Traffic Classification (TC)
[3] [4]has led to many studies in the recent years. TC has
use in wide areas of applications and holds a huge demand
among the Network Analysers. A lot of studies have also
demonstrated hybrid models that are known to have better
accuracy in identifying large variety of applications.

In [5], T.T. Nguyen and others put forth the execution of
ML techniques to IP traffic classification. They claim that the
algorithms have demonstrated varied accuracy, even up to 99
percent, for a wide range of web application traffic. In [6],
A. Dainotti and others have provided a wide range of worthy
recommendations for traffic classification. According to one of
their recommendations, the blend of traffic classification and
algorithms should include a thorough analysis of efficiency
and performance. Weibo Liu and others in [7] bestow the
combination of Auto encoder, convolutional neural networks,
deep belief network, and restricted Boltzmann machine. Using
this combination, they indicate that we can now use unsuper-
vised learning algorithms to process the unlabelled data. In
[1], Hongtao Shi and others propose an approach that insists
on dimensional reduction in feature space and overcomes
the multi-class imbalance. Giuseppe Aceto and others in [2]
put forward Deep Learning to build traffic classifiers based
on auto-extracted features and reflect their traffic patterns.
Finally, they have dissected existing DL algorithms in standard
traffic classification. In [8], Chuan Guo and others put forth
the calibration prospect of the ML algorithms. Their findings
signify the effectiveness of temperature scaling on datasets.
Arthur Callado and others in [9] propose techniques like
signature-matching, sampling, and inherence, known in the
field of IP traffic analysis, and focuses on application detection.
In [10], Wei Wang and others present a new perspective of
traffic classification using AI. They achieved good accuracy
using a traffic classifier, which can learn features automatically

(used CNN). Meanwhile, [11] and [12] are concerned with
the privacy involved in network traffic analysis in applications
present on the smartphone. They propose methods to secure
end-to-end encryption as well as show the threats an eaves-
dropper can bid.

A similar approach is also investigated in [13] where the
author proposes high performance multi class classification
architecture capable of enhancing the classification results
by up to +9.5 percent. The popularity and efficacy of DL
based hybrid model is also evident in [14]. In [14], [15],
[16] a pure DL framework with a series of Neural Network
is proposed. The focus here lies on addressing a novel and
updated experimental setup for an umbrella of TC tasks which
are encrypted. In addition to this, sustainable frameworks are
designed by researchers to use it for multi-classification tasks.
In [17], a single architecture is proposed which can perform
two tasks simultaneously. Task one being the characterization
of the network traces based on F2P and P2P. The second task
being the identification of applications [18]. With this single
Deep Learning framework [19], the author has been able to
further distinguish the packets into VPN and Non-VPN [20]
traces followed by TC. The need of standard framework in
network traffic analysis is discussed in [21].

Our research is greatly influenced by the concept of hybrid
models and their multi-classification purpose. With that in
mind, we have deduced different models and selected the most
promising among them.

In this work the feature learning process is automated
through the auto encoder, PCA. The proposed model trains the
machine learning model [5] with the features learned using the
auto encoder, PCA. A comparative study is done between the
performance of the tree based classifiers and SVM. From the
results it shows the performance of random forest improved
much better with auto encoder.

III. DATASET COLLECTION

Fig. 1 demonstrates the experimental setup involved in
the data collection process. This setup consists of a router,
a viable internet connection, a port mirroring switch, com-
municating devices and software for the purpose of analy-
sis. The Wireshark software is used on the controlling unit
which displays the features and network traces in a series of
timeline. However, this raw data obtained from this setup is
in the .pcap format. CIC Flowmeter tool is used to convert
this extension in a usable format of .csv extension for our
model to be trained. Once the data is converted, it passes
through the pre-processing stage. Here, the CIC Flowmeter
tool extracts more features from the raw data by performing
mathematical calculations using statistics at the backend. These
are called the derived features. Based on the previous studies,
the relevant features for our model are considered and the
others are omitted. These features include both the backward
BWD and forward FWD transmission flow. Once the data is
pre-processed, it is combined with an open-source network
traffic dataset (ISCXVPN2016) to train our proposed model.
As a result, this combined dataset includes WhatsApp network
traces along with Other Applications. This experimental setup
is carried out in a supervised environment and is one our major
contributions in this paper.
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Fig. 1. Experimental setup for capturing network packets

A. Dataset

The dataset used in the experiment includes VPN [22]
traffic data from the Canada Institute for Cybersecurity.
Since VPN data are encrypted it is combined with What-
sApp traffic data. Total VPN data is 16395 which includes
‘vpn email’, ‘vpn facebook’, ‘vpn hangouts’, ‘vpn spotify’,
‘vpn youtube’ and the WhatsApp data is about 17997. For
experiments on classifying WhatsApp data as image, text the
number of image data is 12546 and number of text data is
26258

IV. PROPOSED METHODOLOGY

Although a simple Machine Learning Classifier is capable
of distinguishing between two types of data packets and seg-
menting them into classes, however with the rising complexity
and security of social media applications, these traditional
classifiers namely SVM, Random Forest, XGBoost etc. under
perform.

Our proposed model in Fig. 2 is a dual stage framework
with each stage performing an independent task in the TC. This
not only boosts the efficiency of the model but also yields
improvised results as compared to pure Machine Learning
models. Stage 1 provides a pipeline where the data is captured
and pre-processed before it is passed onto the classifiers. In
this stage, MinMax scaler is implemented to normalize the
data entries and convert them in the range of [0,1]. ML
classifiers like SVM, XGBoost and Random Forest are tested
on our self-gathered dataset. Also, a contrast between Tree-
based (XGBoost and Random Forest) and Vector-based (SVM)
algorithms is made at the end of each stage.

In order to improve the results obtained in stage 1, stage
2 is introduced with an extra module of Deep Learning. Stage
2 provides a fusion of Machine Learning and Deep Learning
to form a Hybrid System. This system comes into action after
the data passes through the pre-processing pipeline. For the
purpose of comparison, Auto encoders and PCA are used with
each classifier implemented in stage 1. Once the data is passed
through the Auto encoders or PCA, it extracts the complex
features from the dataset and provides a reduced set of relevant
features which are then traversed back to stage 1. Here the
normal flow of data is then followed by Machine Learning.

Fig. 2. A dual-stage hybrid architecture

This simple yet effective system has proved to enhance the
outcome of classification obtained from stage 1.

The Random Forest algorithm is a tree-based algorithm
suitable for selecting relevant features to perform classification.
In the above algorithm, the tree starts at a single root node.
At each node of the tree, a subset from the feature set is taken
which is then split into different nodes. Each node denotes an
attribute relevant for the classification of the Network Packets.
f denotes the subset of features taken for each node, where f is
much smaller than F. The decision to split a particular node is
a computationally expensive process. By restricting each split
in the tree, the rate of learning becomes faster.

Algorithm 1 Algorithm for Feature Learning with Auto En-
coder

Input:[X1,X2,X3,....]

1: Feature in X1=X1,X2,....Xn
2: for each X do
3: y=f(x)=se(w*x+bh)
4: se(x) = sigmoid(x)=1 / (1+e-x)
5: g(y)=sd(w*́y+bŕ)
6: sd = tanh(x)(ex-e-x) / (ex+e-x)
7: Optimize θ=[W,bh,b’r]
8: while Di = [x1, x2, x3, . . . , xn] do
9: JAE(θ)=

∑
R(x,r) x∈Di

10: end while
11: end for
12: Train Feature =
13: Test Feature=
14: for each Train X in Se(X) do
15: Train Feature = X
16: end for
17: for each Test X in Se(X) do
18: Test Feature = X
19: end for
20: se – Encoder Function
21: sd – Decoder Function

In Algorithm 1, where R denotes the reconstruction error,
w’ the weights given to the inputs of the hidden layer, and b’
the biasness of the inputs given to the hidden layer.TrainX ,
TestX denotes the number of training and testing samples.
The TrainFeature, TestFeature are used to train the machine
learning models. Encoder encodes the input Xi to hidden
representation hi. It does with the function h(X)=G(W*X+B).
W is the set of weights, B is bias and G () is a nonlinear
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function. The work of the decoder is to reconstruct the input
from the hidden representation. Initially the weights and bias
are randomly assigned and the values are optimized with every
iteration. The loss function is used to calculate how much the
hidden values are deviated from the original data. The network
traffic data with dimensions of 21 features are given as input
to the encoder. The encoder with sigmoid activation function
produces a hidden representation of data with 10 dimensions.
The loss function used for the decoder is binary cross entropy.
The Adam optimizer is used for getting the right set of values
for W and B. After the encoder optimizes the values, the
features are transformed to train the machine learning models.
The machine learning model such as SVM, XGBoost, and
Random Forest are trained and tested with the features from
auto encoder, PCA.

V. RESULTS AND DISCUSSION

TABLE I. COMPARISON OF ML CLASSIFIERS FOR WHATSAPP AND
OTHER APPLICATIONS

Model Precision Recall F1 Score
Random Forest 0.84 0.99 0.91
XGBoost 0.98 0.97 0.98
SVM 1.00 0.90 0.94

In this experiment, we aim to classify the WhatsApp
network packets from other applications. Evaluation of this
experiment is conducted using a self-gathered dataset. The
dataset consists of encrypted traffic [23] flow which is gathered
using a port-mirroring switch and a network router. The raw
data consists of more than 35 features which are eventually nar-
rowed down to 21 features after doing a considerable amount
of data analysis. The influence of original (non-normalized)
and normalized data has been studied in this experiment. The
encrypted data is then normalized using MinMax Scaler for
our distance based algorithms to yield correct and accurate
results.

Towards the end of this experiment, we propose a compar-
ison between vector based and tree-based machine learning
classifiers. The normalized traffic flow data is fetched into
three machine learning algorithms, namely, SVM, XGBoost
and Random Forest algorithm. The comparison between these
three classifiers is illustrated in Table I. It demonstrates the
effectiveness and performance of tree-based algorithms over
the vector-based classifiers. With a F-1 score of 0.92 (for
WhatsApp) and 0.98 (for others), XGBoost succeeds the other
classifiers in this experiment. With the analysis of the F-1
scores derived above, we conclude that tree-based algorithms
perform better than vector-based algorithms in the classifica-
tion of network packets.

In the second experiment we have presented the com-
parison between different machine learning classifiers in the
classification of image and text files of WhatsApp Network
packets. The network packets obtained using the Port mirroring
switch consists of a combination of different file transmissions.
Due to their encrypted nature, it becomes challenging to
classify them into different classes based on the nature of these
files. As a result, tree- based and vector-based classifiers in
machine learning are used for this purpose.To have a better

understanding, the author has denoted the media files as class
1 and text files as class 0. For each class, precision, recall and
F-1 score is calculated to measure and analyze the performance
of these classifiers. Table II gives the performance metrics
for each class and its classifier. In Table II, Random Forest
and XGBoost are the tree-based classifier which follows the
approach of branching for classification tasks. On the other
hand, SVM follows a vector- based approach to classify the
packets. Upon comparison, it is found that Random Forest
overcomes the performance of XGBoost and SVM. With an
F-1 score of 0.91 (class 0) and 0.80 (class 1) for image
files and text files classification, Random Forest has been the
best classifier among the other two algorithms. Followed by
Random Forest, it is noticed that XGBoost is closer to Random
Forest in terms of performance with an F-1 score of 0.86 (class
0) and 0.67 (class 1). From this experiment, we conclude
that tree-based algorithms perform better than vector-based
classifiers and Random Forest has achieved better results than
XGBoost and SVM in the classification of image and text files
of WhatsApp packets.

TABLE II. CLASSIFICATION OF WHATSAPP FILES INTO TEXT AND IMAGE
USING ML CLASSIFIERS

Model Precision Recall F1 Score
Random Forest 0.88 0.95 0.91
XGBoost 0.83 0.90 0.86
SVM 0.72 0.91 0.80

TABLE III. COMPARISON OF PROPOSED HYBRID SYSTEMS FOR
WHATSAPP CONTENT CLASSIFICATION

Model Precision Recall F1 Accuracy
Auto Encoder + SVM 0.80 0.80 0.84 0.90
Auto Encoder +XGBoost 0.83 0.88 0.85 0.91
Auto Encoder +Random For-
est

0.85 0.84 0.84 0.88

PCA + SVM 0.68 0.98 0.80 0.85
PCA + XGBoost 0.73 0.66 0.69 0.78
PCA + Random Forest 0.70 0.95 0.81 0.84

In the last experiment, we present a method and a frame-
work for efficient and effective feature extraction followed by
ML classification. This architecture consists of deep learning
modules and machine learning classifiers in order to fulfill the
objective of our experiment i.e. classification of WhatsApp
network packets into text and image. During this experiment,
we show that our implementation of the framework can extract
the features of the network packets which are encrypted and
unlabelled. For the purpose of comparison, Auto encoders and
PCA are taken into consideration for feature extraction.

As we move forward in this architecture, tree-based and
vector-based machine learning classifiers are implemented to
classify the packets based on the features extracted. For each
feature extraction module, three classifiers are tested, namely,
SVM, XGBoost and Random Forest. Table III highlights the
results obtained after testing all the algorithms. SVM when
implemented alone performed the lowest among XGBoost and
Random Forest as observed in experiment 2. However, in
contrast to this, it is seen that auto encoders are improvising
the results of SVM in experiment 3. With the use of Auto
encoders, the F-1 scores of SVM have drastically improved
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whereas it has been nearly same for the other two classifiers.
From the chart shown in Fig. 3 and 4, it is clear that PCA
has failed to show any improvement in the classification
task, the results suggest that feature extraction through auto
encoders has contributed towards a positive learning curve.
In conclusion, the deep learning module – auto encoders has
provided a better result when clubbed with SVM in comparison
to when SVM is implemented alone. Fig. 5 and 6 shows how
the precision and recall value varies between the different
models with respect to auto encoder, PCA usage.

Fig. 3. Comparison of auto encoder and PCA with machine learning model
in classifying WhatsApp image from text

Fig. 4. Comparison of auto encoder and PCA with machine learning model
in classifying WhatsApp text from image

VI. CONCLUSION AND FUTURE WORK

Every tactical model performed differently under our ex-
perimental environment. This is also attributed to the dataset as
well as the computational complexity of the algorithms. Thus,
the model yielding the best results should also be efficient
enough to perform TC on large datasets. It should also be
noted that the efficiency of the model is directly related to its
performance in real time TC.The computational complexity of
each algorithm is closely scrutinized. The vector-based classi-
fier SVM has a computational complexity of O (n3), wherein
n is the training data’s strength. While the computational
complexity of Tree based algorithms highly depends upon
the number of attributes taken into consideration which is 45

Fig. 5. Comparison of auto encoder and PCA with machine learning model
in classifying WhatsApp image from text in terms of precision

Fig. 6. Comparison of auto encoder and PCA with machine learning model
in classifying WhatsApp image from text in terms of recall

features in our case. Thus, the feature count becomes directly
proportional to the number of subtrees formed in the model. As
a result, the computational complexity of XGBoost for learning
each tree becomes O (nlogn). In the case of Random Forest
algorithm, the computational complexity is O (TD), where T is
the size of random forest and D is the maximum depth. In case
of Random Forest, the subtree balance and D highly influence
the results. Different tactical models and hybrid systems are
tested in our paper and a conclusion is drawn in favour of the
Tree-based classifiers. Upon testing all the classifiers upon our
self-gathered dataset, it is concluded that Tree-based classifiers
(XGBoost and Random Forest) outperforms the Vector-based
classifier (SVM) and yields a better accuracy and F-1 score
in Network TC. Therefore, from experiment 1, Performance
(XGBoost) is greater than the Performance of Random Forest
and SVM. Similarly, in experiment 2, the performance of
Random Forest and XGBoost are interchanged whereas SVM
remains the last in comparison. This clearly indicates that
Tree-based classifiers are better in performance than Vector-
based classifiers. Also, the use of Deep Learning for feature
extraction has given a boost to the results of SVM. Thus, auto
encoder reduces the complexity of the features and supports
the classifiers in the classification process.

Certain cases are expected to be covered in the future
work for making this proposed architecture a state-of the art
system. This includes the segmentation of other media files
including file transfer, voice message and location sharing.
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Apart from this, other Deep Learning models like CNN, Deep
Neural Networks, RNN, etc. are yet to be tested upon this
dataset. Thus, a further investigation is required with other
Deep Learning modules. In future the work can be extended to
other WhatsApp data such as text, voice, etc. The development
of an intrusion detection system for encrypted data such as
WhatsApp, Telegram.
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Abstract—Air pollutants that are generated from indoor
sources such as cigarettes, cleaning products, air fresheners, etc.
impact human health. These sources are usually safe but exposure
beyond the recommended standards could be hazardous to health.
Due to this fact, people started to use technology to monitor
indoor air quality (IAQ) but have no capability of recognizing
pollutant sources. This research is an improvement in building
a classification model for recognizing pollutant sources using
the multilayer perceptron. The current research model receives
four data parameters under warm & humid and cool & dry
conditions compared to nine parameters of the previous literature
in detecting five pollutant sources. The classification model was
optimized using GridSearchCV to obtain the best combination of
hyperparameters while giving the best-fit model accuracy, loss,
and computational time. The tuned classification model gives an
accuracy of 98.9% and a loss function value of 0.0986 under the
number of epochs equal to 50. In comparison with the previous
research, the accuracy was 100% with the number of epochs
equal to 1000. Computational time was greatly reduced at the
same time giving the best-fit accuracy and loss function values
without incurring the problem of overfitting.

Keywords—Indoor air pollutants; pollutant sources; indoor
air quality; IAQ; sensors; multilayer perceptron; classification
modeling; gridSearchCV; hyperparameter tuning

I. INTRODUCTION

In the last several years, scientific evidence has been
produced regarding indoor air being more harmful than the air
outdoors. That is why, people at homes, offices, and schools
desire to have indoor air to be fresh and pleasant, not harmful
to health to promote productivity. Air pollutants are one of
the contributory factors in harming indoor air which comes
from different sources and significantly impacts the health of
the people in the long run. With this threat present, relevant
organizations develop Indoor Air Quality (IAQ) standards and
guidelines to eliminate or prevent people from the potential
health risk of these indoor pollutants. These organizations gave
threshold values for concentration levels and exposure time in
maintaining the optimal IAQ level.

Aside from the IAQ standards and guidelines made by
different organizations around the world, the research com-
munity contributed a lot to the development of advanced
technologies that will help monitor and keep IAQ at the
optimum level. Research themes like performance assessments
on industry and consumer sensors and devices, factors affecting
indoor air pollution in residential and commercial spaces,

machine learning algorithms, strategies, and techniques were
also included giving new contributions to the existing body of
knowledge. But with all these research trends, it was found
that limited contribution was given to IAQ research on pattern
recognition techniques. This gave the researcher motivation
to further study the topic revolving around machine learning
using pattern recognition techniques.

One of the studies that were considered was from Saad
Shaharil Mad et al. [19]. In the study, nine parameters were
used to develop pollutant recognition based on pattern recog-
nition techniques. With the motivation of exploring the topic
of pattern recognition techniques, the researcher formulated a
research question to further explore the topic. The question
was - How effective is an algorithm if the dataset parameters
are reduced from nine to targeted parameters in classifying
indoor air pollution sources in terms of model accuracy and
loss? The research question was then supported with another
study which gives this research a starting point for further
investigation. That study was from Demanega Ingrid et al.
[19] and was all about assessing the performance of low-cost
monitors and not classifying indoor pollutants. The result of
the study shows positive detection outcomes for all sensors and
devices using particulate matter (PM), carbon dioxide (CO2),
total volatile organic compounds (TVOC), indoor air temper-
ature, and relative humidity as the parametric specifications
considered in the research. Most of the low-cost sensors in
the study responded to the simulated indoor pollutant sources
with varying parametric readings. Also, the pollutant sources
in the study of Demanega Ingrid et al. [11] and Saad Shaharil
Mad et al. [19] shows to have relatively the same sources
used as indoor pollutants. On that note, a hypothesis was then
created to predict that selecting key parameters out of the
nine parameters that were considered in the study of Saad
Shaharil Mad et al. [19] can still be able to recognize or
classify indoor air pollutants. With this study, the sensors to use
were purely dependent on consumer-grade monitors available
in the market which has no ability to recognize sources. The
selected parameter that was considered were PM, CO2, TVOC,
and formaldehyde (HCHO). These parameters were collected
in a controlled room setup where indoor air temperature and
relative humidity were set as one parameter while generating
an environment simulation commonly encountered in many
indoor climates around the world. These indoor climates are
set as two thermodynamic conditions, warm & humid and
cool & dry conditions which were adopted in the research

www.ijacsa.thesai.org 905 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 14, No. 2, 2023

of Demanega Ingrid et al. [11]. The multilayer perceptron
classification model algorithm was used as the only algorithm
for this study since it performs to have the highest classification
accuracy in the previous study. Lastly, to further improve the
previous work and set an additional contribution, optimization
was done through hyperparameter tuning.

This paper starts by introducing what Indoor Air Quality
is followed by the significance of the study, and the different
research trends that bring motivation to implementing this
research. Validation of the research question was done through
the review of the literature followed by a brief description of
the methodology. The methodology starts with data collection
of the target parameters under two thermodynamic conditions,
processing the data through a pattern recognition technique
(Multilayer Perceptron) leading to the classification of pol-
lutant sources. Afterward, a preliminary analysis was done
to show the parameter’s categorical correlation followed by
the model’s accuracy and loss results. Finally, an optimization
process through hyperparameter tuning was also performed.

II. LITERATURE REVIEW

A. Indoor Air Quality: Description, Sources and Effects to
Human Health

The quality of air inside a building or structure like homes,
schools, and offices which promotes good health and comfort
for occupants is called indoor air quality (IAQ). It is also
the extent to which human requirements in terms of indoor
air are met. In this case, it is the desire which air should be
fresh and pleasant, have no harmful effect on health, promotes
good working conditions in the context of building offices or
homes, and productivity in terms of learning at schools [1].
IAQ has been recognized as an important factor in people’s
health and comfort in indoor environments because 90% of
people’s time is spent indoors [2]. Also, studies have shown
that the occupants are 100 times more exposed to indoor air
pollutants than outdoor air pollutants and the concentration of
air pollution indoor is seen to be 2 to 4 times higher than that
of outdoor [3].

When indoor air quality is not taken into consideration for
buildings and structures, possible health concerns due to high
indoor pollutant exposure may be experienced. According to
United State Environmental Protection Agency (EPA), there
are many sources of indoor air pollution. Sources like fuel-
burning combustion appliances, tobacco products, products for
home cleaning and maintenance, building materials, furnish-
ings, a product like air fresheners, and many more [4]. Over the
years, these sources have been producing gaseous pollutants
which are chemicals tagged as hazardous. These include radon,
ozone, nitric oxides, sulfur dioxide, carbon monoxide, diatomic
carbon, and VOCs [5]. Aside from these sources, particulate
matter from combustion and cleaning activities, heavy metals
from fuel consumption and building materials, airborne parti-
cles, pest control chemicals, and biological contaminants are
recognized as air pollutants harmful to human health [6].

With the threat of pollutant exposure leading to significant
risks to human health, relevant organizations developed differ-
ent IAQ standards and guidelines. Among these organizations
are the World Health Organization (WHO) and the United

States Environmental Protection Agency (USEPA) which con-
tributed to the making of indoor air quality standards and
guidelines. The guidelines serve as a database reference to
eliminate or prevent people from too much exposure to indoor
air pollution and the potential health risks that may be brought
to the human population [7]. Aside from WHO and USEPA,
other recognized organizations like ASHRAE [22], National
Health & Medical Research Council in Australia, and many
more around the world have set guidelines and threshold values
to maintain an optimal IAQ [8].

B. IAQ Current Research Trends

With the standards and guidelines set by the different
organizations and the development of sensor technologies in
a network and systems, different research trends have been
developed through time. Most of this literature fall under ad-
vanced technologies for monitoring, performance assessments
of cheap and high-end monitoring device or systems, factors
affecting indoor air pollution in residential and commercial
spaces, forecasting, and pattern recognition techniques.

1) Advanced technologies for monitoring IAQ: The devel-
opment of mobile technologies and the internet of things (IoT)
has brought great capability toward improving IAQ monitoring
systems. Air quality monitoring nowadays can easily be done
through smartphones by simply accessing the web. In the
study of M. Tastan et al. the research proposed an IoT-based
real-time e-nose measuring system using low-cost electronic
sensors [9]. The system includes sensors such as MH-Z14A
for Carbon Dioxide, MICS-4514 for Nitrogen Oxide and
Carbon Monoxide sensor, GP2Y1010AU as a dust sensor, and
DHT22 for Temperature and Humidity sensor together with an
ESP32 microcontroller with built-in Wi-fi, used to process the
information provided by the sensors. Pollutant concentration
data is thrown into the Blynk cloud, and an android-based
mobile user interface was developed for users to access the
data in a form of digital or graphical monitoring.

In another study by Giacomo Chiesa et al. [10], a system
was developed based on several sensor data to model the IAQ
which serves as input in controlling the ventilation system.
The system is connected to an app that features management
of the device, real-time data visualization, and statistical data
[10]. Device management allows the user to create a list of
installed devices and set desired ventilation time to report
indoor conditions in threshold value for each device. Real-
time data visualization includes the quality level of indoor
air and each of the parameters because of the sensor devices,
and lastly, statistical data which gives users daily or weekly
graphs for each sensor. The parameters that were considered
for this research were carbon dioxide, TVOC, pressure, hu-
midity, and temperature. Raspberry Pi serves as the backend
platform where it handles device management, sensor-to-
microcontroller interface, sensor data communication, control
algorithms, data storage, and aggregation. The research data
platform used for IoT needs was MongoDB. It is a source-
available cross-platform document-oriented database program.

2) Performance assessment on IAQ monitoring device and
systems: Another research trend from the existing body of
knowledge revolves around an IAQ theme that was based on
IAQ monitoring devices and system performance assessment
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and evaluation. Performance assessment is needed since there
are different sensor devices and systems in the market and
these sensors can either be low-cost or industry-grade sensors
that influence the sensor reading’s accuracy. Sensor devices
and systems were tested to know their performance reliability
or prove if these devices can competently measure a target
parameter. In the study of Ingrid Demanega et al. consumer
environmental monitors available in the market together with
low-cost single variable sensors were assessed to know their
reading reliability in thermodynamic conditions [11]. Different
sources were introduced inside a room chamber like candle
burning, mosquito coil burning, wood lacquer drying, room
deodorant injection, essential oil heating, carpet vacuuming,
popcorn cooking, and carbon dioxide injection. The parameters
to be evaluated were the particulate matter (1.0, 2.5, and
10), carbon dioxide, and TVOC. Particulate Matter Monitor
miniWRAS, LI-COR 850 Bioscience gas analyzer for carbon
dioxide, and GrayWolf AdvancedSense Pro as TVOC monitor
were all used as the industry-grade reference monitor to
evaluate the consumer-grade monitors and sensors.

In another research, Zhiqiang Wang et al. [12] tested the
performance of low-cost IAQ monitors for PM 2.5 and 10
[12]. The low-cost monitors are Air Quality Egg 2018 version,
IQAir Airvisual Pro, Awair 2nd Edition, Kaiterra Laser Egg
2, PurpleAir Indoor, and Ikair with reference measurement
systems together with professional-grade particulate monitors.
The test chamber used in this research is a room of 120m3
with three external walls, two doors, and raised ceiling. Sev-
eral sources were used in multiple experiments, sometimes
with variations that include measuring indoor concentrations
of infiltrated outdoor PM2.5 were collected to evaluate the
performance of the low-cost devices.

3) Factors influencing indoor air pollution: There are dif-
ferent factors that contribute to the level of indoor air pollution
inside buildings and structures. Several researchers have spent
time and effort discovering such factors with the aim to
improve air quality inside buildings and structures. In the study
of Wonho Yang et al. [13], the IAQ level was investigated
in different schools in Korea with the intention to know the
correlation with respect to the age of the buildings [13]. Air
samples were taken indoors and outdoors with parameters to
consider such as carbon monoxide, carbon dioxide, particulate
matter (PM10), total microbial count, total volatile organic
compounds, and formaldehyde. Results show that the factors
which contributed to indoor air pollution in schools are un-
satisfactory ventilation and chemical emissions from building
materials or furnishings. Significant high concentrations of
carbon dioxide, TVOCs, and HCHO were also found at schools
constructed within one year.

A relevant factor that influences the variation of indoor
pollutants inside the buildings and structures points to the
different seasons. In the study of Corinne Mandin et al. [14],
a European project OFFICAIR was made to gain more knowl-
edge with regard to IAQ in modern office buildings. It was
found that significantly higher concentrations of formaldehyde
and ozone were measured in summer whereas benzene, α-
pinene, D-limonene, and nitrogen dioxide were significantly
high during winter. Another study focused on the variation
in the concentration of pollutants at different locations in
India. The study of Arindam Datta et al. [15] focuses on

the indoor air quality of non-residential buildings which is
scarce in India [15]. It was found that among different non-
residential buildings, a lower concentration of pollutants was
recorded in the educational building compared to the two office
buildings. A ductless air-conditioning system with poor air
circulation and active air filtration contributed to the higher
concentration of PM2.5. In Doha, Qatar, another study was
carried out to investigate the level of PM2.5 and PM10 in
office environments [16]. It was found that the cause for
significant concentrations of particulate matter inside the office
is ventilation, faulty envelopes, and windows.

Different factors influencing indoor air quality have been
a trend in the research community. Aside from the identified
factors and themes that were done by the researchers above, the
study of Mehzabenn Mannan et al. [8] summarizes some of the
factors that were gathered by the researcher’s related literature
which influenced indoor air pollution. The research identified
factors like different indoor building materials and few surface
finishes and appliances, nearby construction activity, indoor
movement, tobacco smoke, and computer operation, high ben-
zene concentration was observed in the lower-level classrooms
and school carpet was seen to be responsible for higher PM.
Another factor indicated to be the source of air pollution was
the concrete additive in an office while comparing two office
settings (Beijing and Stockholm) and the contribution of indoor
air pollution with respect to newly built and refurbished office
buildings. Factors like occupant behavior, the role of humans,
respiratory emissions from human beings, and the reaction of
ozone to skin lipids are seen to be giving a contribution to
indoor air pollution.

4) Machine learning and statistical modeling in IAQ:
Building a system that can forecast the concentration level
of pollutants to characterize indoor air quality has been a
long important topic in the community and domain of indoor
environment and health science [17]. In real-occupied environ-
ments, statistical modeling has great potential to explore and
predict indoor air pollution concentration levels [18]. Statistical
modeling on IAQ can use forecasting techniques to predict the
level of IAQ and pattern recognition techniques which allow
the system to recognize certain types of smell [19].

In the study of Wenjuan Wei et al. [18], a summary of
common machine learning and statistical modeling methods
was collected through a literature review. Methods were com-
pared based on strengths and weaknesses while discussing how
and where the methods have been used in the field of IAQ.
A summary of machine learning algorithms used in IAQ are
based on either supervised or unsupervised learning with a
different type of response variable and linearity of the model.

a) Forecasting techniques: A study about forecasting
indoor concentration levels in an office space using machine
learning was made by Johanna Kallio et al. [20]. The research
contribution gives the body of knowledge a comprehensive
dataset covering a full year with the applicability of four
machine learning methods which include ridge regression,
decision tree, random forest, and multilayer perceptron. Ac-
curacy was evaluated with respect to the different methods
of prediction, history window time frames, and the impact of
multiple sensor modalities. In another study, Shisheng Chen
et al. [23] use a machine learning approach to predict CO2,
TVOC, and HCHO. Five Classrooms at the National University
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of Singapore were used to perform the continuous parametric
collection of data. The dataset was trained and tested using
Support Vector Machine, Gaussian Processes, M5P, and a
backpropagation neural network. According to Wenjuan Wei et
al. [18], an artificial neural network (ANN) is the most popular
method for the prediction of IAQ based on the researcher’s
findings. Dwellings, offices, schools, and subway stations are
the different sites where ANN modeling was used to predict
several IAQ parameters [18].

b) IAQ pattern recognition techniques: Forecasting
techniques prove to be relevant and saturated in the field of
indoor air quality. In the case of pattern recognition techniques,
little literature has been found to have a relevant contribution
to the IAQ research community. One of which was a study
that uses pattern recognition techniques to recognize specific
types of pollutants by Saad Shaharil Mad et al. The authors of
this topic publish two papers in 2015 and 2017. The first paper
classifies pollutant sources with the use of one pattern recogni-
tion technique, ANN. The other study was an enhancement to
the previous paper which utilizes different supervised machine
learning algorithms like multilayer perceptron, k-nearest neigh-
bors, and linear discrimination analysis. Nine (9) parameters
were used to classify five (5) different pollutant sources. These
parameters were nitrogen oxide, carbon dioxide, ozone, carbon
monoxide, oxygen, VOCs, particulate matter, temperature, and
humidity [19].

C. IAQ Parameter and Sensors

The research topic regarding indoor air quality was nar-
rowed down to the context of classifying pollutant sources
using pattern recognition techniques. To classify indoor air pol-
lutant sources, sensors must collect different parametric data
to generate the IAQ dataset. Choosing the target parameters
with the corresponding sensors serves as one of the important
points to make this research a success.

1) Relevant IAQ parameter consideration: In the study
of Saad Shaharil Mad et al. [19], sensors were used to
target the different parameters like CDM4161 for carbon
dioxide, TGS5342 for carbon monoxide, TGS2602 for VOC,
MiCS2610 for Ozone, MiCS2710 for nitrogen dioxide, KE25
for oxygen, HSM20G for Temperature and Humidity, and
GP2Y1010AUOF for Particulate Matter (PM10). These sen-
sors were used to respond to the five indoor pollution sources,
such as the ambient air, combustion activity, chemical pres-
ence, fragrance product, and food & beverages [19].

In another study, H. Zhang et al. [21] developed a low-
cost IAQ multi-pollutant monitoring system using raspberry
pi. Different sensors with specifications from different manu-
facturers together with their prices were carefully considered
to be included in the Low-Cost Air Quality System or LCAQS.
Sensors that measure Relative Humidity, Temperature, Partic-
ulate Matter (PM2.5/10), Nitrogen Dioxide, Sulfur Dioxide,
Carbon Dioxide, Carbon Monoxide, Ozone, and Total Volatile
Organic Compound (TVOCs) was used to develop the system
[21].

To measure the indoor air quality level, parameters were
divided into categories: physical condition, chemical con-
taminants, biological contaminants, and other common IAQ
parameters. Using these categories, the study of Saad Shaharil

Mad et al. divided the sensors into three types: gas sensor,
particle sensor, and thermal sensor [19]. The two studies
above both have common thermal and particle parameters
(Temperature, Relative Humidity, and Particulate Matter) with
different IAQ research themes. Both studies above utilize nine
(9) parameters, and most of the gas parameters were common
to both studies except for oxygen and sulfur dioxide. In the
study of Demanega Ingrid et al. [11], four parameters were
only utilized to assess low-cost environmental monitors and
single sensors which were used to respond to different indoor
pollution sources. These parameters were temperature, relative
humidity, carbon dioxide, and particulate matter [11].

Also, it can be seen in the study of Demanega Ingrid et al.
[11] that the results of using the different simulated activities
for indoor pollution sources show positive detection outcomes
for all sensors and devices used in the study. Different particle
sensor responds to indoor pollution sources such as candle
burning, mosquito oil burning, and popcorn cooking. This
reflects that the current study has the basis to use only target
parameters to classify pollutant sources.

2) Thermodynamic conditions: To simulate an environment
that is commonly encountered indoors in many climates around
the world, thermodynamic conditions should be considered
which helps assess the performance based on the standard
thermal comfort zone [11,22]. This methodology was also
adopted in this research in using thermodynamic conditions
– warm & humid (26 +/- 1 C, 70 +/- 5%) and cool & dry (20
+/- 1 C, 30 +/- 5%)[11].

D. IAQ Research Motivation and Summary

The exhaustive search done on the internet through online
research databases proves that the topic of indoor air quality
revolves mostly around advanced technologies for monitoring,
performance assessments of cheap and high-end monitoring
devices or systems, factors affecting indoor air pollution in
residential and commercial spaces, and research about machine
learning specifically forecasting techniques. On that note, a
limited contribution was found regarding pattern recognition
techniques in IAQ research, thus, this research takes that route
related to pattern recognition. One of the pattern recognition
studies that were reviewed came from Saad Shaharil Mad et
al. which became the major motivation for doing the current
research. The research done by Saad Shaharil Mad et al.
considers nine parameters to classify pollutant sources. This
pique the interest of the researcher to formulate a research
question in optimizing the previous strategy. A strategy to
select a few parameters out of the nine, to classify pollutant
sources. In selecting parameters to be included in the classifi-
cation process, the study of Demanega et al. shows results that
were relevant in choosing the parameter of this research. To
add another layer of parameter, the thermodynamic condition
was also adopted to simulate two indoor climates commonly
encountered.

III. METHODOLOGY

This chapter discusses the key design choices, concepts,
and procedures in attaining the classification of Indoor Air
Pollutant Sources using targeted Pollutant Parameters based on
Machine Learning’s Pattern Recognition Techniques for Indoor
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Air Quality (IAQ) Systems. Fig. 1 below shows the outline
of the methodological process on how to attain the research
objectives.

Fig. 1. Research framework flowchart

After establishing the research novelty, relevance, and
feasibility through the review of related literature, the de-
velopment procedure of this research starts with the im-
plementation stage through research conceptualization. This
defines the research considerations regarding the approach,
initial strategies, the participants involved, and the research
setting. Experimental setup and specifications were the next
procedure which provides details regarding the room setup,
thermodynamic conditions, sources of indoor air pollutants to
consider, IAQ parameters, and what device monitor to use.
When the different setup and conditions were met in the second
stage, test activities and data collection follows. This procedure
provides details as to how the data was collected in the room
setup, the simulation activity for the source of pollutants, and
the timeframe needed for the device to collect data. When all
the necessary data under different conditions were collected,
the raw data undergoes the stage of preprocessing and data
splitting. Raw data was secured to be clean, and normalized,
making the data classification-ready, and undergoes data split-
ting for the training proper. After the previous procedure, data
training follows using a pattern recognition technique identified
in this study. The trained data was then validated based on its
accuracy and performance evaluation was done through the
given statistical methods involved in this research.

A. Research Conceptualization

The ground theory of the previous literature builds the
foundation of this research. The literature of this study revolves
around (1) the significance of why IAQ is needed and the
possible health impact on humans, (2) the indoor air quality
research trends, giving details to literature who were well-
studied, researched, and studies with limited resource con-
tribution, (3) IAQ parameters to consider using the sensor
results and readings under different thermodynamic conditions,

and (4) different pattern recognition techniques based on the
machine learning research trends.

In the last several years, indoor air quality has been a
well-studied area in the environmental research community.
Different environmental organizations have taken steps to es-
tablish standards and guidelines to address issues and potential
risks to human health. Technological advancements are also
given attention to the research community and IAQ industry
on intelligent systems, IoT, machine learning, etc. During the
literature review, limited research contribution was seen in the
area of indoor air quality which involves pattern recognition
techniques. This identified gap motivated the researcher to
conduct further study on the topic. The study of Saad Shaharil
Mad et al. [19], was the main literature that gave motivation
to this research. This study is an improvement to the study
of Saad Shaharil Mad et al. [19] by taking into consideration
the use of targeted parameters under different thermodynamic
conditions.

1) Research approach and initial strategies: The study’s
general objective was to classify five (5) indoor air pollutants
using thermal, particle, and gas parameters under two (2)
thermodynamic conditions using multilayer perceptron pattern
recognition technique. Thus, the research approach should be
quantitative. Another consideration in selecting what research
approach to use was based on the typical approach used by
the related literature in this research. Also, the nature of
the research objectives should clearly define what strategy to
utilize. Since the research is about the classification process
in machine learning then the strategy to pursue should be the
predictive strategy.

2) Participants and setting: The usual strategy for the
collection of data regarding air quality uses environmental
chambers and other controlled room setups. In the study of
Shisheng, Chen et al. [23] regarding time series prediction
of CO2, TVOC, and HCHO, they made use of the rooms
with the air-conditioning unit (ACU) inside the campus of
the National University of Singapore (NUS) as the location
for the air quality data collection [23]. In the same way, this
research used the facility of the University of the Philippines –
Cebu as the location for collecting air parameters in classifying
pollutant sources. Specifically, this research was conducted
in the Department of Computer Science Conference Room,
3rd floor, Room 313 of the Arts and Sciences (AS) building
University of the Philippines - Cebu.

B. Experimental Setup and Specifications

Before acquiring the data for preprocessing and data
training, needed preparations were done to achieve organized
procedures regarding the simulated test activities. This subpart
talks about the setup and conditions inside the room, pollutant
sources and parameters to consider, and the IAQ device
monitor to use.

1) Room setup and conditions: Fig. 2 below shows the
room’s details, fixtures, and specifications. The figure was the
floorplan venue for the collection of indoor air parameters. The
room has the dimension of 5.33m x 3.10m x 3.05m, it has one
door, three windows, one window-type air-conditioning unit
(ACU), and fixtures like couches (small and big), a conference
table with office chairs, and small cabinet.
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Fig. 2. Room specifications using floorplanner.com

2) Sources of indoor air pollutants: The research also
adopted one of the indoor air pollutants activities being used
in the study of Demanega, Ingrid, et al. [11] which was
candle burning for combustion activity. Other source pollutants
adopted came for the study of Saad, Shaharil Mad et al. [19]
such as cleaning agents like “Lysol”, rotten cooked fish, and
the ambient condition. This research also included rubbing al-
cohol as one of the sources which is currently a big contributor
to indoor air pollutants because of the pandemic. Table I shows
the summary of the source pollutants included in this research
with the activity description, data collection interval, and span.
Each pollutant undergoes two thermodynamic conditions cool
& dry and warm & humid. Data was then collected every
1-minute interval and a collection span of 16 hours or 960
samples will be collected across each of the source pollutants
considering the thermodynamic condition. An 8-hour day plan
was decided in consideration of the university’s working hours.
Gathering samples for the 5 single source pollutants for each
thermodynamic condition gives us a total of 9600 samples or
160 hours of collection time. Given an 8-hour day plan, 160
hours is equal to 20 days collection process.

TABLE I. ACTIVITY DESCRIPTION, DATA COLLECTION INTERVAL OF THE
SOURCE POLLUTANTS

Source Thermodynamic Activity Data Collection
Pollutants Condition Description Interval

Ambient
Cool and Dry Observe the ambient

condition reading of

Warm and Humid the surrogate sensors
and device reference.

Combustion
Cool and Dry Light up two candles

Warm and Humid in the room.
Collect data

Chemical
Cool and Dry Place half full glass every 1 minute.

of isopropyl alcohol A total of 960

Warm and Humid in the middle of the samples should
room. be collected.

Fragrance
Cool and Dry Automatic Spray

using Lusol for every

Warm and Humid 18 minutes in the
room.

Rotten Food
Cool and Dry 5 days old rotten

food(leftovers) will

Warm and Humid be placed in the
middle of the room

3) Indoor air quality parameter and device monitor: In
the study of Saad Shaharil Mad et al. [19], nine parame-
ters were used to develop a pollutant recognition based on
pattern recognition techniques, but the study of Demanega
Ingrid et al. [11] paved way to consider only using a few
target parameters in classifying indoor pollutants. That same

study gave results showing positive detection outcomes for
all sensors and devices. Most of the sensors responded to the
simulated indoor pollutant sources which gave way to adopting
the previous studies’ parameters. The pollutant parameters that
were considered were air temperature and relative humidity for
thermal parameters, particulate matter (PM2.5/10) for particle
parameters, and carbon dioxide as a gas parameter. Thus,
this study considers the parameters that were studied in the
previous related work.

The study of Demanega Ingrid et al. [11], provides an
assessment of low-cost monitors, research, and professional-
grade IAQ systems used as reference monitors. These systems
are expensive, yet the reading accuracy is top-notch with
respect to the different IAQ parameters. Not just expensive,
most of these systems detect a single parameter only unlike
the consumer-grade IAQ monitors which are available in the
market. But in that same study, some of the consumer-grade
monitors were assessed and exhibited good performance grad-
ing in detecting the different parametric values for pollutant
sources. On that note, the IAQ monitor that was used in this
study was low-cost and consumer-grade monitors targeting the
relevant parameters that were considered in the previous study.
Two IAQ handheld devices were considered in implementing
this research. Temptop M2000 2nd Generation was use to
collect CO2 and particulate matter. BR-SMART-123SE was
used to collect TVOC and HCHO. These devices were then
positioned in the middle of the room, specifically on the top
of the table.

4) Working with thermodynamic conditions: According to
the study of Xiangguo et al. [24], conventional all-air central
air-conditioning (AC) systems can control the temperature and
humidity through cooling, reheating, and humidifying equip-
ment but AC systems which were commonly seen in small
and medium-sized buildings have no specific dehumidifying
equipment to deal with moisture. In the Philippines, relative
humidity is high because of the surrounding body of water. It is
said on the PAGASA website that the average monthly relative
humidity varies between 71 percent in March and 85 percent
in September. In a requirement to have fresh air indoors, good
ventilation by opening the windows can help but will greatly
influence the moisture level. In working with thermodynamic
conditions and achieving the cool & dry and warm & humid
room setup, doors and windows were sealed to avoid moisture
air influencing the indoor humidity and temperature. Also,
dehumidifiers and humidifier equipment were placed inside
to control the humidity level of the room while an AC unit
was used to control the room temperature with a significant
contribution to the relative humidity. The dehumidifier and
humidifier equipment has automatic control which directly
reacts with the varying humidity levels in the room.

C. Data Collection and Test Activities

Before the collection procedure, the two thermodynamic
conditions should be first met. In the case of cool and dry, the
ACU was turned on together with the dehumidifier for some
time until the conditions were met for an activity to happen.
For relative humidity control, only the dehumidifier was turned
on since the room space was not completely sealed. A humidity
level of 30% was never achieved in consideration with the
study of Demanega Ingrid et al. [11]. Only 45% +/- 5% was
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achieved in this research. Both the ACU and dehumidifier have
a control device that shuts off when a certain temperature or
humidity value is reached. For warm and humid, ACU will
be turned off and both the dehumidifier and humidifier were
turn on to control the humidity level of the room. In the same
way, the ACU, dehumidifier, and humidifier were connected
to a control device that establishes the right thermodynamic
condition. When the conditions were set, different source
pollutants were injected. Also, the device monitors which were
placed in the middle of the room were turned on at least 1 hour
before each activity allowing the sensors to have enough time
to stabilize and the collection procedure commences as soon
as the desired thermodynamic conditions were met.

Table I shows the order in collecting the source pollutants
data with the desired activity description. A warm and humid
condition will be implemented first to be followed by a
cool and dry condition. The start and end of the collection
procedure will be manually timestamped to map the desired
data activity. PM2.5, CO2, TVOC and HCHO was collected
while considering thermodynamic conditions. Thus, giving this
research a total of 5 parameters.

D. Data Preprocessing, Exploration and Splitting

The raw dataset that was then generated from the device
monitor and was extracted through USB in excel format.
The manual timestamp was defined and divided into different
data based on the thermodynamic conditions and different
pollutant sources. After organizing the dataset, data clean-
ing was followed. This was where incorrect data type or
format, missing values, and data duplication in the dataset
were either modified, replaced, or deleted before the data
normalizatin/standardization process and choosing other data
preprocessing techniques. Preprocessing is important because
it may aid in the success of pattern recognition performance
[19].

After the procedures above, data exploratory analysis fol-
lows. This process will investigate the data values and ex-
plore meaningful insights. One process for data exploration
is through descriptive statistics which gives this research the
first insight for interpretation or an overview of what the clean
raw data look like. This process will also give insight into
the potential outlier readings inside the dataset which can be
deleted. After doing descriptive statistics, this research will
explore some of the questions identified below.

1. What are the relationships between the collected param-
eters? 2. Are the collected values different considering two
thermodynamic conditions?

Answering these questions through the process of data
exploratory analysis gives the researcher an initial under-
standing of what the dataset looks like. The initial analysis
taken through the dataset was then generated using visual
representation. Data exploratory analysis use python software
to generate the visual results.

After the data exploratory analysis, data splitting was
followed by dividing the cleaned and explored raw data into a
training dataset and a testing dataset. The training dataset was
used for the classification training and the testing dataset was
used to check how the current generated model was working.

If the model was not performing well, an iterative process of
training to develop a pattern recognition model followed by
testing dataset checking occurs. The testing dataset will be
used to evaluate the classification model’s performance. 60%
of the data will be taken for training and 40% will be taken
for the testing procedure.

E. Data Training and Testing

According to the study of Saad Shaharil Mad et al. [19],
an artificial neural network (ANN) was more suitable to be
embedded in an IAQ system. The algorithm does not need
large storage space unlike the other counterparts and is easy
to embed because it requires a less complicated formula. ANN
are parallel information processing approaches that are applied
for data processing, process analysis, control, fault detection,
pattern recognition, defining the complex and non-linear re-
lationship, and employing a number of input-output training
patterns from the experimental data [25]. The commonly used
neural network architecture is the multilayer feed-forward
neural network known as Multilayer Perceptrons or MLP
networks which are based on a backpropagation algorithm and
comprise multiple hidden layers and neurons. Adding one or
more hidden layers creates another set of synaptic connections
and more neural interactions which leads to the improvement
of the network’s accuracy. Fig. 3 shows the general architecture
of the multilayer feed-forward neural network for prediction.

Fig. 3. Sample multilayer perceptron network architecture

Hyperparameters in the study of Saad Shaharil Mad et al.
[19] were adopted in this study. One hidden layer was used
with three (3) neurons. Vector array normalization was used as
feature scaling and an assumption of using stochastic gradient
descent was used as the optimizer algorithm since there was
no mention in the previous study. Other hyperparameters like
the input layer, batch size, kernel initializer, activation function
in the last layer, etc. are all defined based on the nature of the
classification problem. Using the hyperparameters, training of
the dataset will follow to generate the multilayer perceptron
model accuracy and loss function. Optimization was then
carried out to improve the model with the consideration of
overfitting and underfitting. GridSearchCV was then used to
find the values of the optimal hyperparameters.
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F. Performance Evaluation and Software Details

Evaluation of the performance of the classification model
was done through model training and validation metric of
accuracy while the loss function was through categorical cross-
entropy.

The high-level programming language that was used to
implement the methods regarding data cleaning, exploration,
normalization, splitting, training, testing, and evaluation was
done through Python language. This research utilized the
integrated development environment (IDE), Spyder, as the
open-source platform for scientific programming in the python
language. During the implementation using the platform, soft-
ware libraries imported such as pandas, sci-kit-learn, Keras,
and TensorFlow, etc.

IV. RESULTS AND DISCUSSION

In this study, the IAQ handheld devices were set up in
the middle of the room to collect PM2.5, CO2, HCHO,
and TVOC. Secondly, temperature and humidity equipment
were prepared to achieve two thermodynamic conditions com-
monly encountered in many climates around the world. During
the preparation of the experimental room setup, a specific
limitation was found before the implementation of the data
collection process. Before injecting a source pollutant, the two
thermodynamic conditions must be met first. In the case of
the cool and dry condition, room temperature should be at
20C +/- 1C and humidity of 30% +/- 5%. It was found that
the room condition can reach the required temperature for
the cool and dry condition but can never reach the humidity
value of 30% +/- 5%. This limitation was brought about
by the experimental room setup which was not completely
sealed. This setup simulates the regular room setup where
pollutant sources can be found. The final humidity value of
45% +/- 5% was set for cool and dry condition. Finally, adding
the limitation above, the simulation of different indoor air
pollutants was administered while collecting the data values
generated by the devices. This section reports the results and
findings in relation to the research question and hypothesis of
this study while providing meaning, importance, and relevance
of the result.

A. Preliminary Analysis

Initially, data cleaning was performed to the collected
raw dataset to ensure correctness and improve data quality.
The cleaned raw dataset was processed through preliminary
analysis by describing key features of the data. Each parameter
for all categorical conditions was correlated to provide insights
into the parameter’s relationship. Table II shows the individual
categorical correlation.

Examining the table above shows that for ambient condi-
tions, it was observable that HCHO has a very high positive
correlation with respect to the thermodynamic condition and
has a value of 0.92. For combustion conditions, PM2.5 and
TVOC has negative high relationship with respect to thermody-
namic conditions. For chemical conditions, HCHO has a very
high positive correlation with the thermodynamic condition

TABLE II. CATEGORICAL PEARSON CORRELATION

Class 0 Ambient Condition Class 1 Combustion Condition
PM2.5 CO2 HCHO TVOC CD/WH PM2.5 CO2 HCHO TVOC CD/WH

PM2.5 1.000 PM2.5 1.000
CO2 0.400 1.000 CO2 0.310 1.000

HCHO 0.087 0.560 1.000 CO2 -0.170 0.055 1.000
TVOC 0.220 0.480 0.340 1.000 CO2 0.450 0.200 0.300 1.000

CD/WH -0.023 0.480 0.920 0.049 1.000 CO2 -0.790 -0.077 0.220 -0.710 1.000

Class 2 Chemical Condition Class 3 Fragrance Condition
PM2.5 CO2 HCHO TVOC CD/WH PM2.5 CO2 HCHO TVOC CD/WH

PM2.5 1.000 PM2.5 1.000
CO2 0.062 1.000 CO2 0.600 1.000

HCHO 0.370 0.079 1.000 CO2 0.590 0.690 1.000
TVOC 0.390 0.320 0.670 1.000 CO2 0.200 0.429 0.680 1.000

CD/WH 0.390 0.084 0.930 0.590 1.000 CO2 0.430 0.670 0.800 0.830 1.000

Class 4 Rotten Food Condition
PM2.5 CO2 HCHO TVOC CD/WH

PM2.5 1.000
CO2 0.410 1.000

HCHO -0.130 0.020 1.000
TVOC 0.110 0.190 0.960 1.000

CD/WH -0.200 -0.039 0.960 0.910 1.000

and a moderate correlation value of 0.59 with respect to TVOC.
For the fragrance conditions, most of the parameters has a
moderate to very high positive correlation with respect to each
other. Lastly for rotten food conditions, HCHO and TVOC has
a high positive correlation with thermodynamic conditions.

The categorical dataset was then merged to provide insight
to have the overall Pearson correlation of the dataset’s param-
eters including the categorical conditions. Fig. 4 shows the
heatmap generated through seaborn in python.

Fig. 4. Overall correlation heatmap

Firstly, the figure above shows that PM2.5 has a high
positive correlation value with respect to CO2 which measures
a positive correlation of 0.77 which verifies the result in most
of the IAP conditions having a significant correlation value.
The same positive correlational value was also observed for
HCHO and TVOC parameters. Strong correlation was found
for HCHO and TVOC since HCHO was part of the parameters
to be collected in TVOC device. Secondly, CO2 has negligible
correlational value with respect to the thermodynamic condi-
tion and has a very minimal negative correlation with respect to
TVOC and HCHO with the value of 0.37 and 0.2 respectively.
The result of CO2 is also verified using the correlation table
of the individual IAP condition. Thirdly, the thermodynamic
condition has a low correlational value to HCHO of positive
0.32 which verifies as well in the individual IAP condition
correlation table. Lastly, the overall correlation of the IAP
conditions has a very low negative correlation with respect to
PM2.5 and CO2 with negligible correlation to other variables.
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B. Accuracy and Loss Comparison between Distinct Scaling
Technique and Optimizer Algorithm

After the preliminary analysis, model training was initiated.
The study of Saad Shaharil Mad et al. [19] model training algo-
rithm motivates this study in adopting multilayer perceptron as
the only machine learning algorithm and adopted some of the
hyperparameters used in the previous study. Table III shows the
adopted hyperparameters and using additional hyperparameters
to carry out this study.

TABLE III. MULTILAYER PERCEPTRON HYPERPARAMETERS

Adopted Hyperparameters
Hidden Layer 1

Neurons 3
Output Layer 5
Learning Rate 0.01

Momentum Constant 0.5
Epochs 1000

Additional Hyperparameters
New Input Layer 5

Batch Size 64 (based on a paper)
Feature Scaling VAN, Standardization

Optimizer Algorithm SGD, Adam
Hidden Layer Activation Relu (default on Keras)

Kernel Initializer glorot uniform (default on Keras)
Output Layer Activation Softmax

Metric Accuracy
Loss Function Categorical Cross Entropy

This study addresses the hypothesis by using only 5 IAQ
parameters in predicting the different classes of indoor air pol-
lution, thus, setting the input layer equal to 5. The hidden layer,
neurons, output layer, learning rate, and momentum constant
were directly adopted in generating the model accuracy and
loss. Additional hyperparameters were set to successfully train
the data using Multilayer Perceptron. This study uses a fixed
batch size of 64, in reference to the recommendation of the
study of Kandel, Ibrahem et al [26]. For feature scaling, Vector
Array Normalization was seen to be the best performer in the
previous research, and standardization was not included for
comparison. This study has drawn insights into the difference
in results between using VAN and Standardization (STD)
technique. Optimizer Algorithm was never mentioned in the
previous research; thus, this study assumes and adopted the
use of stochastic gradient descent (SGD) as the optimizer
for this research. Also, this study has explored the Adam
optimizer since this optimizer is always compared with SGD
in many papers. For this comparison setup, this study has used
‘relu ’for the hidden layer activation, ‘glorot uniform’for the
kernel initializer, and ‘softmax ’for the output layer activation
function. The two former variables were considered as default
hyperparameter of Keras for model training. ‘Softmax ’was
used as the output layer activation function since this is an
example of a multiclass classification problem.

After setting up the hyperparameters, model training starts.
Accuracy and loss function results was compared using the
combination of two feature scaling and two optimizer algo-
rithms.

Given Fig. 5, in using VAN as the feature scaling and SGD
as the optimizer, it can be observe that the accuracy output

Fig. 5. Model training and validation accuracy (a) VAN-SGD (b)
VAN-Adam (c) STD-SGD (d) STD-Adam

was noisy, and the training process was slow reaching to a
validation accuracy of 52% for 1000 epochs. Using the same
feature scaling while changing SGD to Adam optimizer, the
accuracy results are less noisy, and the validation accuracy
improves reaching 86% for 1000 epoch. Using standardization
(STD) as the feature scaling while varying the optimizer,
the result greatly improves. With SGD as the optimizer, the
validation accuracy incurs a value of 93.8% compared to Adam
optimizer with a value of 97% for 1000 epochs.

Fig. 6 shows the model loss comparison. Model loss in
VAN feature scaling was observed to be bigger compared to
the feature scaling of standardization after 1000 epochs. VAN-
Adam has better loss value compared to VAN-SGD with 0.34
and 0.99 validation loss respectively. Both optimizers using
STD as the feature scaling reaches a loss value of less than
0.2 in 1000 epochs. STD-SGD incur a validation loss of 0.16
compared to STD-Adam with a validation of 0.07.

Fig. 6. Model training and validation loss (a) VAN-SGD (b) VAN-Adam (c)
STD-SGD (d) STD-Adam
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C. Hyperparameter Tuning

Referring to the comparison results in the above section,
the accuracy in using STD and Adam can be seen as good fit
already. Even if the result was good, it can be observed that
some of the hyperparameters was not tuned with the hypothesis
of gaining the optimized accuracy and loss value. To further
improve the results, tuning of different hyperparameters was
investigated. Hyperparameters like number of input layers,
number of hidden layers, number of neurons, number of
output layers, output layer activation function, metrics and loss
function were preset because of the nature of the dataset. The
result in the previous section in using standardization as the
feature scaling and Adam as the optimizer algorithm was also
included as a preset value for the tuning process. Momentum
was excluded in this process because of the new optimizer.
It was also observed that in using STD as feature scaling,
1000 epochs was too much of a training period and eventually
just limits the number of epochs to 50. Table IV shows the
validation accuracy and loss function for the different epochs.
The table shows that the use of standardization (STD) feature
scaling is superior compared to vector array normalization
(VAN) in this dataset. It is observable that even if the epoch
was 50, using standardization still exhibits a good accuracy
and loss value.

TABLE IV. VALIDATION RESULT PER EPOCHS

Validation Result
1000 epochs 100 epochs 50 epochs

Accuracy Loss Accuracy Loss Accuracy Loss
VAN-SGD 0.5216 0.9952 0.4794 1.1598 0.4711 1.2210
VAN-Adam 0.8617 0.3420 0.5706 1.0109 0.4599 1.1576
STD-SGD 0.9383 0.1169 0.9284 0.2206 0.9102 0.2902
STD-Adam 0.9711 0.0750 0.9362 0.1837 0.9255 0.2475

Taking into consideration the execution time of model
training, hyperparameters like learning rate and batch size
was varied. Other hyperparameters like hidden layer activation
and kernel initializer was also varied to find the best possible
combination of hyperparameters. Table V shows the summary
of hyperparameters.

TABLE V. NEW SET OF HYPERPARAMETERS

Hyperparameters
Input Layer 5

Hidden Layer 1
Neurons 3

Output Layer 5
Learning Rate 0.1, 0.01, 0.001

Epochs 50
Batch Size 32, 64, 128

Feature Scaling Standardization (STD)
Optimizer Algorithm Adam

Hidden Layer Activation Tanh, Relu, Sigmoid
Kernel Initializer glorot uniform, uniform, he uniform

Output Layer Activation Softmax
Metric Accuracy

Loss Function Categorical Cross Entropy

Given all the hyperparameters above, model training was
initiated and using python’s gridsearchCV to exhaustively

search for the best fit combination of hyperparameters. Cross
validation (CV) for this process was set to 5.

Fig. 7. GridSearchCV hyperparameter combinations

Fig. 7 shows the different hyperparameter combinations
with the mean test score value where mean test score is the
mean accuracy of the classification. Using STD and Adam
optimizer as the new hyperparameter, it is shown that all hy-
perparameter combination exhibits the value of mean test score
greater than 70%. It also shows that there are hyperparameter
combinations that reaches more than 99% of mean test score.

Table VI shows top 10 performing hyperparameter com-
binations with respect to the mean test score with mean fit
time

TABLE VI. TOP PERFORMING HYPERPARAMETER COMBINATION
BASED-ON MEAN TEST SCORE

Activation Batch Initial Learning Mean Test Mean Fit
Size Weights Rate Score Time

Relu 32 be uniform 0.01 0.98924 15.98910
Sigmoid 64 glorot uniform 0.1 0.98854 8.60077

Relu 64 Uniform 0.1 0.98819 8.35799
Sigmoid 32 glorot uniform 0.1 0.98901 15.08160
Sigmoid 32 be uniform 0.1 0.98698 14.59695
Sigmoid 32 Uniform 0.1 0.98681 15.14623

Tanh 128 glorot uniform 0.1 0.98559 4.98741
Relu 128 glorot uniform 0.1 0.98333 4.68067

Sigmoid 128 glorot uniform 0.1 0.98264 4.75186
Relu 128 be uniform 0.1 0.98264 4.82595

It was observable that rank 1 combination garnered a mean
test score of 98.9 percent while having a mean fit time of
15.878 seconds. Succeeding combinations have good mean test
score values but has longer mean fit time. The mean fit time is
the average time of training between cross validation folds. The
correlation figure below shows the relationship between mean
test score and mean fit time with the varying hyperparameters.

TABLE VII. CORRELATION OF VARYING HYPERPARAMETERS WITH
MEAN TEST SCORE AND MEAN FIT TIME

Activation Batch Size Initial Learning
Weights Rate

Mean Test Score -0.1963 -0.2720 0.0035 0.5749
Mean Fit Time 0.0212 -0.9222 0.0194 -0.0091
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Table VII shows the correlation of varying hyperparameter
results. Batch size can be seen to have a high negative
correlation with respect to the mean fit time which gives an
idea that training period is greatly influence by the value of
batch size. The bigger the batch size, the lesser the mean fit
time and the lower the batch size, the bigger the mean fit
time. Negligible relationship can be seen through learning rate,
activation function and initial weights with respect to the mean
fit time. Moderate positive correlation value was found from
mean test score with respect to learning rate and very low to
negligible relationship can be seen from mean test score with
respect to hidden layer activation and batch size and initial
weight.

D. Accuracy and Loss using the Optimal Hyperparameter
based on Mean Test Score

Using the optimal value of hyperparameters based on
mean test score, model training was again initiated to get the
accuracy and loss function. Fig. 8 shows the model training
and validation results.

Fig. 8. Model training and validation using the optimal hyperparameter(a)
accuracy (b) loss

Taking into consideration Table IV and Fig. 8, it is observ-
able that the accuracy and loss function in 50 epochs greatly
improves using the tuned hyperparameters in comparison to
old hyperparameters. Accuracy of the old hyperparameters in
50 epochs was 92.55% while the new hyperparameter incurred
a value 98.9%. Loss function for old hyperparameter in 50
epochs was 0.2475 in comparison of the new hyperparameter
with a value of 0.0986.

V. CONCLUSION

This research presents the process of classifying indoor air
pollutant sources using relevant parameters under two thermo-
dynamic conditions. The research question that was formulated
at the start of this study was finally addressed using this
research. Model accuracy and loss function values were seen
to be in good fit which is comparable to the previous study.
From nine parameters, this research streamlines the number of
parameters into five considering CO2, PM2.5, TVOC, HCHO,
and Thermodynamic Conditions. Using the dataset generated
in this study feature scaling was compared using normalization
and standardization. Standardization scaling was shown to be
superior in relation to the vector array normalization scaling
which was used in the previous study. The hyperparameters

used in the previous study were also taken into consideration
for this research to have the optimal values of hyperparameters.
It can be observed that hyperparameters should be tuned to
gain optimal result value. Computational time was greatly
reduced at the same time giving the best-fit accuracy and loss
function values without incurring the problem of overfitting.

The current study classifies indoor pollutants with a min-
imal number of sensors but can only classify one pollutant
source at a time. The previous study collected a dataset on a
single source and tested the acquired model on mixed pollutant
sources but relatively gains poor performance. Considering
this limitation, further dataset gathering and investigation on
mixed pollutant sources should be examined while taking into
consideration hyperparameter tuning.
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