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IJACSA Editorial 

From the Desk of Managing Editor… 

May 2011 bring something new in life. Let us bathe in a resolution to bring hopes and a spirit to overcome all the 

darkness of past year. We hope it provide a determination to start all things with a new beginning which we failed to 

complete in the past year, some new promises to make life more beautiful, peaceful and meaningful. 

Happy New Year and welcome to the first issue of IJACSA in 2011.  

With the onset of 2011, The Science and Information Organization enters into agreements for technical co-

sponsorship with SETIT 2011 organizing committees as one means of promoting activities for the interest of its 

members. It’s a great opportunity to explore and learn new things, and meet new people 

The number of submissions we receive has increased dramatically over the last issues. Our ability to accommodate 

this growth is due in large part to the terrific work of our Editorial Board. 

In order to publish high quality papers, Manuscripts are evaluated for scientific accuracy, logic, clarity, and general 

interest. Each Paper in the Journal not merely summarizes the target articles, but also evaluates them critically, place 

them in scientific context, and suggest further lines of inquiry. As a consequence only 30% of the received articles 

have been finally accepted for publication. 

IJACSA emphasizes quality and relevance in its publications. In addition, IJACSA recognizes the importance of 

international influences on Computer Science education and seeks international input in all aspects of the journal, 

including content, authorship of papers, readership, paper reviewers, and Editorial Board membership 

The success of authors and the journal is interdependent. While the Journal is advancing to a new phase, it is 

not only the Editor whose work is crucial to producing the journal. The editorial board members , the peer 

reviewers, scholars around the world who assess submissions, students, and institutions who generously give their 

expertise in factors small and large— their constant encouragement has helped a lot in the progress of the 

journal and earning credibility amongst all the reader members.  

We hope to continue exploring the always diverse and often astonishing fields in Advanced Computer Science and 
Applications 

Thank You for Sharing Wisdom! 
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Computing knowledge and Skills Demand: A Content 

Analysis of Job Adverts in Botswana 
 

Y. Ayalew, Z. A. Mbero, T. Z. Nkgau, P. Motlogelwa, A. Masizana-Katongo 
Department of Computer Science, University of Botswana 

{ayalew, mberoz, nkgautz, motlogel, masizana}@mopipi.ub.bw 

 
Abstract - This paper presents the results of a content analysis of 

computing job adverts to assess the types of skills required by 

employers in Botswana. Through the study of job adverts for 

computing professionals for one year (i.e., January 2008 to 

December 2008), we identified the types of skills required by 

employers for early career positions. The job adverts were 

collected from 7 major newspapers (published both daily and 

weekly) that are circulated throughout the country. The findings 

of the survey have been used for the revision and development of 

curricula for undergraduate degree programmes at the 

Department of Computer Science, University of Botswana. 

 

The content analysis focused on the identification of the most 

sought after types of qualifications (i.e., degree types), job titles, 

skills, and industry certifications. Our analysis reveals that the 

majority of the adverts did not set a preference to a particular 

type of computing degree. Furthermore, our findings indicate 

that those job titles and computing skills which are on high 

demand are not consistent with previous studies carried out in 

the developed countries. This requires further investigation to 

identify reasons for these differences from the perspective of the 

practices in the IT industry. It also requires further investigation 

regarding the degree of mismatch between the employers 

computing skills demands and the knowledge and skills provided 

by academic programmes in the country.    
 
Keywords - computing job adverts; job adverts in Botswana; content 

analysis 

I. INTRODUCTION 

Computing professionals have enjoyed better employment 
packages and job opportunities due to high demand for their 
knowledge and skills worldwide [1, 2]. As most organizations 
and businesses are becoming highly dependent on Information 
Technology, the demand for such professionals is expected to 
increase. To satisfy this demand, the knowledge and skills 
possessed by graduates with computing degrees should match 
with the types and variety of skills needed by employers. One 
recent trend observed is that employers are continually 
demanding a mix of skills in addition to technical skills from 
computing graduates [1, 3].  Academic institutions need to 
scrutinize this trend so that they can align their programmes 
and curricula with industry needs. In Botswana, employers’ 
needs and expectations from computing graduates have not 
been properly studied. As the skills demand of employers may 
change from time to time, studies should be carried out 
regularly so that the patterns of growth for the future can be 
identified.  

This research was motivated by the need to better 
understand the current and future employers’ needs for 
computing graduates in Botswana. As the only public 
University in the country, a lot is expected from this institution 
to produce workforce that can meet the demands of employers. 
Realizing this expectation, the Department of Computer 
Science planned to diversify its programmes both at the 
undergraduate and graduate levels.   To do so, the department 
needs to understand the competencies that are needed and will 
be needed by the job market.  Currently, the department offers 
undergraduate degree programmes in Computer Science and in 
Information Systems. 

In the past curricula revision used to be carried out in the 
department based on the perceptions of academicians of what 
might be needed by the employers. However, this trend is no 
longer practical because there is a gap in the perceptions of 
employers and academicians about the knowledge, skills and 
competencies required of computing graduates [4, 5]. Different 
studies have also identified that employers are demanding a 
variety of new skills which were not found in the mainstream 
computing studies.   

In the context of Botswana, there is also a perception that, 
recently, graduates with computing degrees are having 
difficulties in getting employment. This is in contrary to the 
global trend where the demand for computing professionals is 
still high. For example, according to the Unites States Bureau 
of Labour and Statistics[6], occupations in the area of network 
systems and communications,  application development and 
systems software development will be on the rise in the years 
to 2012. The situation in Botswana calls for further 
investigation to get an understanding of where the problem lies. 
It could be that graduates are not well prepared in terms of the 
required knowledge and skills for employment or that the 
industry is not well developed to avail employment 
opportunities for entry-level graduates. In our search for past 
studies focusing on Botswana, we were unable to find a study 
describing the knowledge and skills in demand by employers 
for computing graduates. Therefore, this study aims to 
investigate the knowledge and skills required for computing 
graduates. Specifically, this study focuses on the identification 
of knowledge and skills demanded for early career/entry-level 
positions.  

The objectives of the study are as follows: 

1. Identify the types of degree qualifications that are in 

demand 
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2. Identify the types of knowledge and skills required 

for entry-level positions 

3. Assess to what extent industry certifications are 

required for entry-level positions  

 
In order to achieve our objectives, we collected job adverts 

from the 7 major newspapers (published both daily and 
weekly) in the country for the period January 2008 to 
December 2008. Job adverts are widely used as a means of 
expressing employers’ needs regarding skills and competencies 
of prospective employees. A number of studies [3-5, 7-11] 
have used job adverts as a source of data for analysing skills in 
demand in different disciplines. Therefore,   we assume that 
employers are able to express correctly the types of skills they 
want from their prospective employees when they advertise in 
newspapers. 

Examples of job adverts included were those that require a 
bachelor degree in Computer Science, Information Systems, 
Information Technology or related discipline with less than or 
equal to two years of experience requirements.  We consider 
that such job adverts describe early career positions. Kennan et 
al. [5] defined that “early career or entry level positions are 
those positions requiring new graduates and those with up to 
three years work experience”. In the context of Botswana, most 
employers advertise jobs in newspapers and hence the adverts 
collected from the major newspapers should be a sufficient 
source to make any conclusions. Online job adverts are not 
common in the country as Internet is not yet the preferred 
medium for advertisement of jobs. 

The rest of the paper is organized as follows: Section 2 
describes the research method used in this research. The 
analysis and findings of the survey are presented in Sections 3 
and 4 respectively. Sections 4 includes also a discussion of the 
main issues resulted in from the data analysis. Finally, Section 
5 presents the main points of the survey result. 

II. RESEARCH METHOD 

One major activity during curriculum design is the 
identification of knowledge and skills that are in demand and 
those job categories and skills that are anticipated to grow in 
the future. This identification can be achieved using surveys, 
interviews, content analysis of job adverts, etc. or any 
combinations of these techniques [3].  

The content analysis method was chosen for the job advert 
analysis from major newspapers in the country. According to 
Krippendorff [12], content analysis is a “research technique for 
making replicable and valid inferences from texts (or other 
meaningful matter) to the contexts of their use”.  As a scientific 
tool, content analysis provides new insights and increases a 
researcher’s understanding of particular phenomena, or informs 
practical actions. Content analysis has been applied in different 
fields [13, 14]. Different studies used content analysis for 
analysing job adverts [8, 11] and indicated that content analysis 
helped  to identify skills in demand at present and identify 
shifts in the patterns of skill demands over time. 

A content analysis of job adverts for software developers by 
Surakka [9] discovered that  the requirement for technical skills 
more than doubled in the years 1990 to 2004. Gallivan et. al [4] 
conducted a content analysis study of job adverts in printed 
media from 1988 to 2003 and discovered that employers were 
increasingly requiring a variety of skills from new IT 
employees. Their study also revealed that there was a 
recruitment gap in that even though employers wanted all-
rounded employees, their adverts demanded more IT technical 
skills. Other similar studies using content analysis were 
conducted to identify skills demand of employers in different 
countries[4, 5, 8, 10, 14]. 

For our study, job adverts were collected from 7 major 
newspapers (Mmegi, Daily News, Gazette, Guardian, Midweek 
Sun, Sundays Standard, and Voice) for the period January 2008 
to December 2008. Two of the newspapers are published daily 
while the other five are published weekly.  These newspapers 
are circulated country-wide. As online job adverts are not 
popular yet in the country, we believe that the job adverts in 
these Newspapers have a fair representation of job adverts in 
the country.   

In order to carry out the data collection, 6 research 
assistants (i.e., demonstrators and teaching assistants in the 
department with at least a bachelor degree in Computer Science 
or Information Systems) were employed. The research 
assistants were given a template that contains information items 
that need to be recorded by scanning the newspapers they were 
assigned (sample template is attached as an appendix). The 
Newspapers were available at the University Library to the 
research assistants for the indicated period. Since we are 
planning to use the result of this survey for curricula revision of 
the existing undergraduate programmes (Computer Science and 
Information Systems) and introduce new undergraduate 
programmes in other Computing disciplines, the research 
assistants were asked to record any job advert requiring a 
degree in one or more of the computing disciplines (as defined 
in [15]).   

III. ANALYSIS 

In our analysis, we excluded some of the adverts for various 
reasons. The first group of adverts excluded were those 
requiring a qualification different from Bachelors degree. Since 
our main focus is to get an understanding of the skills 
requirement for early career employees in Computing (B.Sc. 
degree), we removed those requiring other than B.Sc. degree. 
We also excluded qualifications such as Degree/Diploma or 
MSc/BSc for an advert as these types of mixed-qualification 
adverts are not specifically targeting B.Sc. degree graduates. 
Finally, we excluded those adverts which were redundant; 
meaning those adverts appearing in multiple newspapers. This 
is common since the same advert can be listed in different 
newspapers. In addition, the same advert can appear in 
different issues of the same newspaper.  

The criterion we used to remove redundant adverts is using 
vacancy number. Unfortunately, not all adverts have vacancy 
number. Therefore, to minimize the redundancy, we scanned 
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those adverts manually. Using all these elimination criteria, we 
reduced the number of job adverts from 494 (initially collected) 
to 131. The following table shows the number of adverts for 
each Newspaper. 

 

TABLE I.  ADVERTS PER NEWSPAPER 

 

 

 

 

 

 

 

 

 

 

 

 

 

* refers to those that do not fall into one of the specified categories. 

 

A. Job Categories 

Since the department is, currently, running B.Sc. degree 
programmes in Computer Science and Information Systems 
and has a plan to launch new programmes in other computing 
disciplines, we opted to use generic computing job categories 
that can describe the knowledge and skills required of 
computing graduates. Gullivan et al. [3] developed computing 
skill categories for IT professionals in their study of changing 
demand patterns for IT professionals. In order to come up with 
those job categories, they used Computerworld job/skill 
classifications scheme, literature and evolved it through Delphi 
refinement approach using Faculty members in their institution. 
The job categories they introduced helped them to assess the 
level of demand of each job category. They identified the 
increase in demand for software engineers. 

Litecky et al. [8] also developed job categories using web 
content mining techniques to identify job categories and the 
associated skills needs prevalent in the computing profession in 
the USA. They extracted job adverts of about 20 months from 
three online sources for jobs requiring a degree in Computer 
Science, Information Systems, and other computing programs. 
They analyzed the data collected using cluster analysis to come 
up with clusters of job categories and identified 19 job titles 
and 24 most frequently mentioned skills in computing job 
adverts. The job definitions and the associated skills required 
for these titles are provided in [8]. These job definitions were 
finally categorized into five larger job classifications to 
minimize the similarities among the job definitions. The 
classifications include Web developers, software developers, 
database developers, managers, and analysts. Nunamaker et al. 
[16] also provided job classification scheme used in the 1980s 
which provided the categories: programmers (software 
developers), technical specialists, business systems analysts, 
end-user support, and computer operators & data-entry clerks.   

Another study by Liu et al. [10] provided five broad skill 
categories: Programming languages, Web development, 
Database, Networking, and Operating systems & 
Environments. Each category is further divided into different 
types of skills. For example, under programming languages 
category, skills such as C++, Java, VB, etc were listed. They 
reported the level of demand of each skill in each of the five 
categories. For example, in the programming languages 
category, C++/Visual C++ skill is in high demand with 
38.64%.   

From the above classification schemes, we can see that 
some are based on job titles [3, 8, 16] and others are based on 
skill categories [5, 10]. However, both approaches list the 
associated skills to the job titles or skill categories. In addition, 
we observed that some focus only on technical skills while 
others include other non-technical skills such as project 
management, business strategy, etc. As many recent studies [5, 
8] indicated, the trend is that most employers demand a mix of 
technical and non-technical skills from computing graduates. 
Another difference among the different schemes is the level of 
detail in skills categorizations. For example, the job category 
developed by Litecky et al. [8] indicated how specialized the 
skill requirements are in the USA. Such categorization may not 
be appropriate in developing countries where the industry is not 
well developed. On the other hand, classification schemes like 
the one provided by Nunamaker et al. [16] indicate very 
generic classifications which were appropriate in the past but 
may not be applicable at present. 

In Botswana, we were unable to find standardized job titles 
and their associated skills that can be used by most employers. 
In our preliminary analysis, we observed that different job titles 
are used for the same positions. For this study, using the 
various literature resources [8, 17, 18] and our own experience, 
we adopted a classification scheme as given below in Table 2.  

Newspaper Adverts Positions Diploma BSc(<= 

2years) 

BSc(> 

2years) 

MSc PhD Other* 

Daily News 78 341 15 37 14 4 0 8 

Sunday 

Standard 

62 76 9 6 44 3 0 0 

Gazette 58 81 6 15 30 7 0 0 

Voice 18 249 3 6 8 1 0 0 

Midweek Sun 36 44 0 12 22 0 0 2 

Guardian 55 73 8 8 33 4 0 2 

Mmegi 187 215 28 47 90 11 5 6 

Total 494 1079 69 131 241 30 5 18 
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TABLE II.  JOB TITLES AND ASSOCIATED SKILLS 

 

Job title Job description Major skills required 

Systems analyst 

researches problems, plans solutions, 

recommends software and systems, 

and coordinates development to meet 

business or other requirements 

Programming, operating systems, 

hardware platforms  

Education 

covers a range of areas, including 

tertiary and secondary teaching; 

vendor training; corporate trainers 

and trainers / managers of specialist 

training organizations. 

Not specific 

User/technical support 

Provide support regarding application 

packages, computer systems, 

networks to end users 

Network, packages, operating 

systems, installation, upgrading 

Systems administrator 

(systems manager) 

Administration of end-user systems 

and workstations as well as 

networking and telecommunications 

Operating systems (Windows, 

Linux, Unix), security, 

certification, networking 

Network administrator 

Responsible for the maintenance of 

computer hardware and software that 

comprises a computer network. 

Includes the deployment, 

configuration, maintenance and 

monitoring of networks equipment. It 

can also be called Network specialist, 

network designer, network support, or 

LAN administrator 

Operating systems, security, 

protocols (TCP/IP), Cisco  

Database administrator 

Works with the administrative 

component of databases. The role 

includes developing and designing 

the database strategy, monitoring and 

improving database performance and 

capacity, and planning for future 

expansion requirements. 

DBMS (Oracle/MS SQL 

Server/mySQL, etc.), SQL, 

Security, certifications 

IT manager 

plan, administer and review the 

acquisition, development, 

maintenance and use of computer and 

telecommunication systems within an 

organization  

Sound technical experience, 

leadership, strategy, finance, 

accounting, knowledge of 

administrative procedures such as 

budgeting, quality assurance and 

human resources 

Web developer 

Web application development using a 

variety of programming languages 

and tools 

HTML, XML, JavaScript, AJAX, 

Java, ASP, SQL, PHP 

Software   developer 

Involved in the specification, 

designing, and implementation of a 

software system and work with 

different languages and associated 

tools  

C/C++, C#, .NET, Java, OOP, 

software development 

Database developer 

Working with SQL, and different 

DBMS, programming, and systems 

analysis 

SQL, DBMSs, programming 

Project management involves the selection, approval and Estimation, scheduling, 
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initiation, planning, implementation 

and tracking, reporting and review of 

a project in the context of IT projects 

controlling, resources 

management  

Other (consultant, graphic 

designer, etc) 
Different non-common job titles  

 

IV. FINDINGS & DISCUSSION 

An analysis of our findings regarding the demand for the 
computing degrees, job titles, specific computing skills and 
industry certifications is provided below.  

A. Education requirements 

Under education requirement, we assessed the level of 
demand for the different B.Sc. degree (computing) 

qualifications in the country. Since we are interested in to 
assess the types of B.Sc. degree qualifications that are in 
demand for entry level positions and their associated skills, 
we focus on those adverts requiring less than or equal to 2 
(<=2) years of experience. The findings regarding the 
demand for the different degree qualifications are presented 
numerically in Table 3 and graphically in Figure 1. 

TABLE III.  DEMAND FOR COMPUTING DEGREES 

 

Newspaper Computer 

Science 

Information 

Systems 

Software 

Engineering 

Computer 

Engineering 

Computing 

(Any) 

Total Percent 

Daily News 27 0 0 0 10 37 28.2% 

Mmegi 28 3 0 1 15 47 35.9% 

Sunday 

Standard 

3 0 0 0 3 6 4.6% 

Gazette 2 0 0 0 13 15 11.5% 

Voice 1 1 0 0 4 6 4.6% 

Midweek 

Sun 

3 0 0 0 9 12 9.2% 

Guardian 1 1 0 0 6 8 6.1% 

Total 65 5 0 1 60 131   

Percent 49.6% 3.8% 0.0% 0.8% 45.8%     

 
In terms of the qualification type classification, we could 

have added Information Technology as this qualification is 
now a well established qualification according to the recent 
ACM/IEEE curricula guidelines. However, its use in the 
industry is still confused between its meaning as a Computing 
discipline and its generic meaning (i.e., referring to the IT 
industry). Therefore, we were not sure which meaning the 
advert is referring to when the education requirement is 
specified as “Degree in IT”. Hence we classified such adverts 
under “Computing (any)”. In addition, under education 
requirement, some adverts specify a list of alternative fields 
such as “Degree in Computer Science/ Information Systems” 
etc.  We classified such requirements as “Computing (any)” 
since they did not indicate preference to a particular Computing 
field of study.  

The result in Table 3 (or Figure 1) above shows that 
Computer Science degree is still in high demand (49.6%) for 
early career positions while Information Systems has a low 
demand (3.8%). We can also see that the demand for 
computing (any) degree is also high (45.8%). This could be an 
indicator that either employers do not care about the specific 
computing degree type as long as prospective employees are 
equipped with the desired skills or the tasks for which 
employers plan to recruit are so generic that anyone with a 
computing degree should be able to accomplish. Another 
interesting result is that there is no demand for software 
engineering degree in contrary to worldwide trend where the 
demand for software engineers is growing especially in 
developed countries.  This could also be an indicator that there 
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is no much software development locally or a degree in 
software engineering is still not known to employers. 

 
Figure 1. Demand for computing degrees 

It is interesting to see that Computer Science degree has 
still a high demand compared to the other computing degrees. 
This information is particularly important for prospective 
students so that they can make their decisions regarding the 
choice of field of study based on job prospects.   However, it is 
doubtful whether the demand for Computer Science degree 

represents the actual demand for Computer Science graduates. 
In our observation, the job descriptions of those adverts that 
required Computer Science degree are not typical descriptions 
requiring a computer science degree. Most of those job 
descriptions looked appropriate for anyone who has a 
computing degree. It could be that employers are more familiar 
with the computer science degree than the other computing 
degrees because it has been offered by the University since 
1992 while Information Systems degree started to be offered in 
2002.   

B. Job titles 

Even though the classification of the job titles is based on 
the description given in Table 2 (Section 4.1), we realized that 
it was difficult to come up with the same classification by 
different people as some of the job titles appear to fit into 
different job titles in the classification provided. For example, 
by looking at the job description of a particular advert, some 
one might classify it as a software developer position while 
others might classify it as database developer position when the 
description equally emphasizes on the database and software 
development skills. To minimize such misclassifications, the 
authors independently classified the job adverts and then 
discussed together to reach a consensus as to the best 
classification.  

The findings regarding the demand for the different job 
titles are presented numerically in Table 4 and graphically in 
Figure 4. 

TABLE IV.  DEMAND FOR JOB TITLES 

 

Job Title 
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Systems Analyst 8 1 6 2 5 22 16.8 

Education 9 0 0 2 9 20 15.27 

software developer 2 2 3 3 6 16 12.22 

other(consultant, graphic 
designer) 7 0 0 1 5 13 9.93 

network administrator 1 1 0 3 7 12 9.17 

database administrator 2 1 3 4 2 12 9.17 

User/technical support 2 1 5 1 2 11 8.4 

systems administrator 3 0 1 1 3 8 6.11 

IT manager 0 0 1 1 6 8 6.11 

database developer 3 0 2 2 0 7 5.35 

web developer 0 0 0 0 1 1 0.77 

project management 0 0 0 0 1 1 0.77 
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totals (# of adverts by: ) 37 6 21 20 47 131 100 
 

 

 
Figure 2. Demand for computing degrees 

The highest job title in demand is Systems Analyst (16.8%) 
followed by Education (15.27%) and Software Developer 
(12.22%).  The two findings that are in contrary to world wide 
trends are the demand for Education (15.27%) and Web 
developer (0.77%). 

It is interesting to observe that the job title with the highest 
demand is systems analyst which is not a typical job title for 
computer science graduates. This title is usually more suitable 
for Information Systems graduates. Therefore, it is likely that 
the problem lies in that employers are not able to properly 
differentiate the different computing disciplines when they 
specify educational requirements in their adverts. It is 
important to note that the high ranking of systems analyst job 
title is similar to findings in other studies [5, 19]. 

The demand for education is the second highest (15.27%) 
compared to the other job titles. This is probably a finding 
which is in contrary to other studies carried elsewhere. It could 
be an indicator of the job situation in a developing country 
context. The following two reasons might explain the situation: 
1) that many private higher learning institutions are being 
established in the country and these institutions usually 
employee new graduates to fill their positions as those 
graduates with M.Sc. and PhD are scarce; 2) a new subject 
called “Computer Studies” is offered in most government 
secondary schools and new graduates are usually employed to 
teach this subject.  

With the growing importance of the web, the demand for 
experts in this area is continuously increasing. It is expected 
that Web technology will provide the foundation for most 
future software systems. For this reason some Universities 
actually started to design web-centric curriculum to satisfy the 
ever increasing demand [20]. However, our finding shows the 

contrary where the demand for web developers is the least 
(0.77%). This could be an indicator that there is no much web 
development activity locally. 

C. Skills 

In order to analyze the various skills that are in demand, we 
adapted the skills categories provided in [10] as this scheme 
lists the most likely skill categories for entry-level Computing 
positions.  This scheme basically aggregates the skills listed in 
Table 2 corresponding to the different job titles. The skill 
categories are Programming (with skill set of C/C++, C#, Java, 
.NET, VB, generic,  others), Web Development (with skill set 
of Java/Java script, XML, PHP, ASP, HTML, generic,  others), 
Database (with skill set of Oracle, MS SQL Server, MySQL, 
MS Access, generic,  others), Operating Systems (Windows, 
Linux, UNIX, generic,  others), and Networking (with skill set 
of network design, network management, network security, 
generic,  others). In each of the skill categories, “generic” refers 
to generic skills without any preference to specific skills. For 
example, in the programming category, generic refers to 
generic programming skills without preference to a specific 
programming language. Similarly, in all the skill categories, 
“others” refers to specific skills specified different from the 
ones provided in each of the skill categories. For example, in 
the programming category, if one specifies skill in Perl, it is 
considered as “Others” as it is different from the specific skills 
listed in the programming category. 

In the programming skill category, generic programming 
skill accounts for 83.3% of the programming skills specified 
followed by C/C++ (11.1%) and .NET (5.6%).  In the web 
development category, generic web development skill 
constitutes 66.7% followed by HTML (13.3%) and Java/Java 
script (6.7%). In the database category, generic database skill 
constitutes 77.3% followed by Oracle (18.2%) and MS SQL 
Server (4.5%).  In the operating systems category, generic 
operating systems skill constitutes 57.7% followed by 
Microsoft Windows (23.1%) and UNIX (19.2%). Finally, in 
the networking category, generic networking skill constitutes 
77.4% followed by network management (19.4%) and security 
(3.2%).  

In terms of the skill categories, more adverts specified skills 
in networking (27.7%) than the other categories. The other skill 
categories’ demand is as follows: operating systems (23.2%), 
database (19.6%), programming (16.1%) and web development 
(13.4%). 

A clear trend that can be observed from the adverts is that 
the majority of them specify generic skills as opposed to 
specific skills. Even though it is difficult to make conclusions 
why most of them prefer generic skills, this pattern might be an 
indicator that most jobs do not require specialized skills. This 
in turn could be an indicator that the industry is not yet mature 
enough to engage the services of specialised professionals.  
This finding might also indicate a correlation with types of 
computing degrees specified in adverts.  We saw that many of 
the adverts did not set a preference to a particular type of 
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computing degree in their adverts. For example, many of the 
adverts specify, under education requirement, a list of 
alternatives such as degree in computer Science/Information 
Systems/… or related. This finding is also in contrary to other 
studies conducted especially in the developed countries where 
employers specify specific skills that are more relevant for their 
tasks. The actual reason needs further investigation. It could be 
that most job positions require generic skills or employers 
failed to include the specific skills desired in their adverts.  

D. Industry certifications 

Even though entry-level positions are expected to focus on 
the academic performance of graduates at their University 
education and their potential to succeed at work, we observed 
that some adverts actually require additional industry 
certifications in addition to academic degrees. Table 5 below 
presents the types of certifications that are required for entry 
level positions in the Botswana Computing job market. 

TABLE V.  DEMAND FOR INDUSTRY CERTIFICATIONS 

Certification Frequency Percentage 

MCSE 8 21.62% 

A+ 5 13.51% 

K2 SAP 4 10.81% 

OCP 3 8.11% 

OCA 3 8.11% 

ICDL 2 5.41% 

MCP 2 5.41% 

CCNA 2 5.41% 

CCVP 1 2.70% 

N+ 1 2.70% 

CISA 1 2.70% 

ITIL 1 2.70% 

ISEB 1 2.70% 

IT SECURITY 1 2.70% 

CCNP 1 2.70% 

MCSA 1 2.70% 

Total 37 
  

Table 5 shows that MCSE is required in 21.6% of the 
adverts followed by A+ (13.51%). Since Microsoft products 
are dominant in most organizations, the need for MCSE 
certification is understandable. However, the number of adverts 
requiring certifications are few compared to the total number of 
adverts for early career positions. An interesting finding is that 
the demand for skill in SAP is growing. This has also been 
observed in those adverts which required more than 2 years of 
experience.  

The issue related to the demand for industry certifications is 
a new trend. Even though the demand for certifications for 
entry-level positions is low in this study, compared to the total 
number of adverts, it might grow in the future. From our 
experience, most companies in the country expect their new 
employees to be able to handle their tasks immediately after 
employment without much training investment on the 
incumbents. This is particularly true for small to medium-sized 
companies where training investment on new employees is not 
a priority. Such companies usually require certifications and 
product specific skills from their new employees. Most private 
companies fall in to this category of companies. Therefore, the 
demand for certifications for entry-level positions has a 
challenging implication for academic programmes as 
certifications and product specific skills are not the primary 
focus of University education. Nonetheless, it is important to 
find a balance to minimize the expectation gap between 
employers’ demands and the knowledge and skills provided by 
academic programmes. 

V. CONCLUSION 

This study attempted to understand the types of computing 
knowledge and skills in demand in Botswana by analyzing job 
adverts from the 7 major newspapers in the country for the 
period January 2008 to December 2008. In particular, the study 
focused on the identification of the types of computing degrees, 
job titles, and skills in demand for entry-level positions. For 
this purpose, 131 (from the total 494 collected) job ads were 
extracted directly from the newspapers and analyzed.  

 The findings indicate that the demand for Computer 
Science degree is still high compared to the other computing 
degrees. It was also observed that a significant number of 
adverts specify a number of alternative degrees suggesting that 
the tasks for which the positions are advertised could be 
generic. In terms of job titles in demand, Systems Analyst is 
the highest ranking which is similar to the findings of other 
studies carried out elsewhere. The findings regarding those 
skills in demand show that generic skills have the highest 
ranking in all skills categories. From all the skills categories, 
web development skills are the least mentioned in the adverts 
which is in contrary to our expectation where web development 
is becoming common in other countries. It is also observed that 
some certifications are frequently required.  

We believe that such studies should be conducted regularly 
by collecting data continuously so that skill demand patterns 
can be understood properly. This understanding can lead to 
informed curricula design that can prepare graduates equipped 
with the necessary skills for employment. 

Even though the findings of this study are based only on 
one year advert data, the result can still be used as a baseline 
for further studies on the issue.  We believe that, in the future, a 
comprehensive data covering a longer period of time (e.g., 5 – 
10 years data) needs to be collected and analyzed in order to 
see the trend in the demand for the different computing skills. 
Once such studies are carried out, students can use the findings 
to select courses that focus on those skills which are in demand. 
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Academic institutions can use the findings so that that those 
skills in demand can be taken into account during curriculum 
design. 
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Abstract— The importance and popularity of open source 

software has increased rapidly over the last 20 years.  This is due 

to a variety of advantages open source software has to offer and 

also the wide availability of the Internet in the early nineties.  We 

identify and describe important open source software 

characteristics and then present a case study using open source 

software to teach three Computer Science and IT courses for one 

academic year.  We compare fulfilling our educational 

requirements and goals with open source software and with 

proprietary software. We present some of the advantages of using 

Open Source Software (OSS). Finally we report on our 

experiences of using open source software in the classroom and      

describe the benefits and drawbacks of using this type of software  

over common proprietary software from both a financial and  

educational point of view. 

Keywords-open source software (OSS), free software 

I.  INTRODUCTION 

Open source software (OSS) has become widely used in IT 
departments, with large software vendors making a significant 
amount of revenue from activities that use OSS \cite{idc-oss}. 
The emergence of the Internet in the early nineties has enabled 
collaboration between programmers at different locations in the 
world and easy distribution of software.  That together with 
distinct advantages OSS offers has resulted in an increasing 
popularity of this type of software. 

We briefly introduce of open source software, and describe 
its main proponents.  We describe the main OSS licenses and 
explain how some licenses protect users' freedom and the 
ability to use OSS in the future.  We describe the impact open 
source software has on the computer industry.  We believe this 
knowledge is important for fully appreciating the value offered 
by open source software. 

We present a case study in using open source software in 
teaching three Computer Science and IT classes for one 
academic year.  We compare satisfying our educational 
requirements with open source software and with proprietary 
programs.  We describe open source software used for 
infrastructure, user applications and development applications 
and compare it with proprietary software that achieves the 
same goals.  We evaluate the two categories of software for 

cost, student appeal and ease of use and we conclude with the 
main reasons we believe open source software should be more 
broadly integrated in Computer Science and IT education. 

We believe our study presents a balanced comparison 
between open source and commercial products relevant to an 
educational environment. We contribute to a better awareness 
of the relative benefits and drawbacks of open source software 
versus commercial software and we help educators make 
informed decisions regarding the software used in their 
classrooms and in the infrastructure that supports classroom 
activities. 

II. OPEN SOURCE SOFTWARE BACKGROUND 

Open source software has a rich history with great 
achievements, spectacular falls, powerful players and colorful 
stories.  We believe knowledge of the history of open source 
software is useful to understanding the software business and 
the computer industry as a whole.  We present a brief 
introduction to open source software describe its achievements 
and introduce its main proponents.  We describe common open 
source licenses and present the impact open source software 
has on the computer industry. 

A. History of Open Source Software 

When discussing open source software, two prominent 
figures stand out as what we call the creator and the enabler of 
today's events in this area. 

Richard Stallman can be rightfully considered the father of 
Open Source Software (or Free Software as he calls it).  He is 
the founder of the Free Software Foundation (FSF) a tax-
exempt charity that raises funds for work on the GNU (Gnu's 
Not Unix) Project [4]. The GNU project started in 1983 with an 
email to a Unix newsgroup, in which Richard Stallman, states 
that he is going to write a complete Unix-compatible software 
system and share it with everybody. He asks for contributions 
of time, money, programs and equipment.  With the help of 
thousands of programmers from around the world, and with the 
arrival of Linux, an operating system kernel, Richard Stallman 
succeeded in doing just that.  He is the initial developer for 
many popular Open Source projects such as GNU C Compiler, 
GNU Emacs, GNU debugger, and GNU Make and FSF 
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developed Bourne Again Shell (bash) and GNU C library.  The 
name GNU, comes from a recursive acronym for “Gnu's Not 
Unix”, which was designed to show its relationship with the 
Unix operating system.  The GNU operating system is a Unix 
compatible system but in the same time it was written from 
scratch so it is different than the proprietary Unix systems. 

A more recognizable name than Stallman's is Linus 
Torvalds and the Linux operating system kernel.  By 
contributing the original version of Linux to the Open Source 
pool, Torvalds added the last piece missing from completing 
Stallman's vision: a free Unix like system, and so, he enabled 
the widespread of the GNU/Linux systems as we see it today.  
Linux was initially created by Linus Torvalds when he was a 
student at University of Helsinki in Finland.  The first version 
0.01 was released in September 1991, and version 1.0 was 
release in March 1994 [9]. 

Open Source Software is a term promoted by the Open 
Source Initiative (OSI) [20], a non-profit organization launched 
in 1998. In their own words, the movement, is a marketing 
campaign to turn around the negative image Free Software had 
outside the hacker community. They argue for Free Software 
on pragmatic grounds of reliability, cost and business risks.  
They claim that development of Open Source Software 
happens at an astonishing pace compared with the conventional 
software [22].  This is a consequence of the fact that source 
code is available to everyone and can be changed, so anyone 
can find and fix bugs, and add their own improvements to the 
source code.  This rapid evolutionary process produces better 
software than the traditional closed model.  For this reason, and 
because of the lower development costs it makes business 
sense to choose open source software, and contribute to its 
development. 

The official definition of Open Source Software is very 
close to how FSF defines Free Software. Still the two 
movements differ in the reason they argue why people should 
adopt Open Source/Free Software. For FSF, the reason is that 
people want and deserve freedom, as defined in Section II-B1. 
For OSI the motivation is that software produced in an open 
source environment is technically superior. 

From now on, we will use the term Open Source Software 
because it appears to be much more popular than Free Software 
in the general press. 

B. Open Source Licenses 

This section describes the various license agreements under 
which open source software is available. 

1) Free Software 
Richard Stallman sees software as information, and he 

believes everyone should have the freedom to use it and to 
learn from it.  In particular, for a program to be Free Software, 
everyone should be able to run it for any purpose, to study how 
the application works, adapt it to their needs, redistribute 
copies so that the user may assist others, and improve the 
program and release the improvements, so that the whole 
community benefits.  A common misconception that FSF tries 

to clarify, is that Free Software means no money for your work.  
Free refers to freedom, as in “free speech” not as in “free 
lunch”. 

2) Copyleft 
Copyleft is the use of a license to protect the rights of free 

software (as defined in Section II-B1) such that remains free 
software. 

X Windows is a good example of what happens when free 
software is not protected by copyleft.  X Windows is a 
windowing system for Unix, developed at MIT, which was 
released as free software with a permissive license (without 
copyleft).  It was adopted by many software companies, which 
shipped their improved versions of X Windows without the 
source code. In those releases, X Windows was no longer Free 
Software.  The users lost the freedom they had for the initial 
release of X Windows. Copyleft was introduced to prevent this. 

Copyleft uses copyright law, but flips it over to serve the 
opposite of its usual purpose. Instead of keeping the software 
proprietary, it becomes a mean to keep the software Free 
Software.  Copyleft, gives everyone permission to run, copy, 
modify a program, and distribute modified versions, -- but not 
permission to add restrictions of their own.  The term copyleft 
comes from a letter sent to Richard Stallman by Don Hopkins, 
in which the following phrase appears: “Copyleft – all rights 
reversed” [23]. 

3) Software Licenses Classification 
An extended classification of software licenses, proprietary 

and Open Source, adapted from [6], is presented in Figure 1. 

Proprietary software does not have any of the seven 
properties listed at the bottom of Figure 1. 

Trial software, non-commercial software and shareware, do 
not cost anything and they are redistributable but they all have 
restricted usage. For trial software the time it may be used is 

Figure 1: Software Licenses Classification. On the X axis we show possible 

license features. On the Y axis we show possible types of software. 
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restricted or the features available limited.  Non-commercial 
software cannot be used for any purpose, and shareware has an 
unenforced limited time usage (for instance WinZip [27]). 

A royalty-free binary allows unrestricted usage and a 
royalty-free library is usually distributed with the source code. 

Open Source (BSD-style, where BSD stands for Berkeley 
Software Distribution) license allows you to modify the source 
of the program and redistribute the improved version.  This is 
the non-copyleft open source software distributed before the 
apparition of the Free Software Foundation.  Some examples of 
projects distributed under this kind of license are the X 
Windows windowing system [29], the FreeBSD operating 
system [5] and the Apache web server [1]. 

The software protected by the last two licenses is copyleft-
ed, so it is guaranteed to remain Free Software.  GPL stands for 
General Public License and LGPL stands for Library (Lesser) 
General Public License. Both were created by the Free 
Software Foundation.  The difference between the two licenses 
is that only a library protected by GPL requires that all 
programs that link with it, should be GPL programs as well.  
LGPL protected libraries allow proprietary programs to link 
with it as well. Most of libraries on GNU/Linux system are 
protected by LGPL, or less strict licenses, which means that the 
user may release proprietary programs on GNU/Linux, and link 
with the libraries available.  Many companies have done so 
(see [25]). Linux, GNU Compiler Collection and Emacs are 
example of programs protected by GPL. 

C. Impact of Open Source Software 

International Data Corporation (IDC) forecasts that 
revenues from open source software will grow at a 22.4% rate 
to reach $8.1 billion by 2013 [11]. 

In June 2000, Netcraft Web Server Survey~\cite{netcraft} 
found that GNU/Linux runs on about 29.9% of the active 
websites, Microsoft OS runs on about 28.32%, and Solaris is 
third with 16.33%.  Companies like IBM, Oracle and Intel fully 
support GNU/Linux systems. 

Apache is a powerful, full-featured and efficient open 
source web server.  Apache is also the most popular web server 
on the Internet The July 2009 Netcraft Web Server Survey [17] 
found that over 66\% of the million busiest sites on the Internet 
are using Apache, thus making it more widely used than all 
other web servers combined.  Apache Web Server is based on 
National Center for Supercomputing Applications (NCSA), 
University of Illinois, Urbana-Champaign public domain HTTP 
daemon, and the first release was in 1995.  It is released under 
a simple, non-copyleft open source software license.  Examples 
of sites which run on Apache are: Apple 
(http://www.apple.com), Financial Times (http://www.ft.com), 
Sony (http://www.sony.com), Palm (http://www.palm.com), 
Cnet (http://www.cnet.com) and Amazon 
(http://www.amazon.com). 

With success comes competition. The company that has the 
most to lose from  a wide acceptance of GNU/Linux systems is 
Microsoft. Their monopoly on the Operating System market is 
threatened.  So, they have increased the propaganda against 
GPL and GNU/Linux. 

Windows operating-system chief Jim Allchin has declared 
in 2001 that Open Source (GPL-style) will result in “the demise 
of both intellectual property rights and the incentive to spend 
on research and development” [15]. The Initiative For Software 
Choice organization [24] was created to fight against 
governments that mandate use of Open Source in government 
agencies and against licensing publicly funded projects with 
GPL. 

On the other hand many companies have found that 
GNU/Linux fits well in their business plans. Linux is certified 
on all IBM Systems [10]. Oracle is the first commercial 
database on Linux in 1998 and it invests significant resources 
in developing, optimizing and testing many open source 
technologies [10]. Intel works on a wide variety of open source 
projects to enable a broad range of programs and environments 
to run best on their hardware [12]. 

A recent attack on GNU/Linux and GPL is the SCO Group 
(SCO stands for Santa Cruz Operation) lawsuit accusing IBM 
of adding copyrighted Unix code into Linux. SCO is asking for 
1 billion dollars in damages, and credible speculations surfaced 
recently that Microsoft is financing SCO through a third party 
venture capital firm (see [7]). 

An interesting use of GPL in promoting a proprietary 
product is that of QT library by Trolltech [21] which was later 
acquired by Nokia. QT provides a platform-independent 
interface to all central computer functionality: GUI, database 
access, networking, file handling, etc. The library became 
popular with its use in the KDE desktop, and is included in 
Suse, a German distribution of Linux which is currently owned 
by Novell. The Open Source community started a campaign 
against KDE (because of their use of proprietary QT library) 
and Red Hat didn't include KDE desktop in their distribution of 
Linux. In 2000, QT on Unix was release under dual-license 
GPL and proprietary, ending the quarrel with the Open Source 
community. By releasing their library under GPL, Trolltech 
continues to receive the free marketing from the use of the 
library in KDE. In the same time, they don't lose any business 
because GPL won't allow a proprietary program to link with 
QT. This is just one example of successfully combining open 
source and generating a profit. 

III. OPEN SOURCE  IN COMPUTER SCIENCE  AND IT HIGHER  

EDUCATION: A  CASE STUDY  

We present the infrastructure, user and development 
applications used for one academic year in teaching three 
classes: Data Structures and Algorithms using Java, Rapid Java 
Application Development (an advanced Java class) and Design 
and Analysis of Algorithms. For these classes our goals were 
to: 

http://www.apple.com/
http://www.ft.com/
http://www.sony.com/
http://www.palm.com/
http://www.cnet.com/
http://www.amazon.com/
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 Present information about classes, present assessment 
methods and post student grades. Teach web 
applications development (web server recommended) 

 Use a database to store students enrolled in classes 
and grades assigned to students and teach database 
access from Java (database server needed) 

 Use both a desktop and a laptop (a method to 
synchronize between the two needed) 

 Maintain the security of the two computers (a method 
to encrypt the communication and a firewall is 

needed) 

 Maintain history of changes to course files and web 
site (source control system needed) 

 Browse the Internet (browser needed) 

 Read/write email (email client needed) 

 Create documents containing mathematical formulas 
for the Algorithms class (word processor with support 
for mathematical formulas needed) 

 Create presentations for classes (presentation program 
needed) 

 Create diagrams for use in classes (drawing tool 
needed) 

 Use an IDE for writing and debugging Java programs 

A. Infrastructure 

We used the server infrastructure described in Figure 2 for 
providing information about the educational institution and the 
classes taught, for using a database server to store grades for 
students and display them once the proper credentials were 
provided, for allowing students to submit homework through 
the website, and for allowing us to synchronize our work 
between the laptop and the server. A Firewall is protecting the 
server allowing only two types of communication: Web traffic 
for serving the website and Encrypted traffic for remote 
sessions on the server and file copying and synchronizing. A 
Web Server provides information about the professor and 
classes taught (static pages) and information about the grades 
assigned (dynamic pages). The static pages are read from the 
File System and the dynamic pages are built by programs run 
by a Dynamic Pages Engine which uses information stored in 
the Database Server. The Encrypted Communication server is 
used to encrypt any communication with the server. We can 
either synchronize files between the laptop and the server or 
access the Source Control System.  

 Figure 3 shows the Open Source implementation of the 
abstract infrastructure presented in Figure 2. We used the same 
setup on our laptop and our desktop. An identical setup on both 
computers enables the mobility of the teacher as they work 
either on their desktop or on their laptop. Almost all the 
applications used to perform the desired functions come 
standard in most GNU/Linux distributions (We used RedHat 
9.0). The exception is Unison File Synchronizer a tool built at 
University of Pennsylvania~\cite{unison}. The GNU Head 
(mascot of the GNU Project) and the Penguin (the mascot of 
Linux) show the source of the components used in our setup. 

Figure 2: IT Infrastructure. We display course materials on a Web Server, and 

we use a Dynamic Page Engine and a Database Server to keep track of 

students grades. We use a File Synchronizer to maintain the same content on 

our desktop and laptop and we use a Source Control System to keep track of 

changes made to our classes. Our server is protected by a Firewall and all 

communication though the Internet is encrypted. 
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We categorize the applications used in two groups: user 
applications and developer applications. 

B. User Applications 

 Web Browser: We used Mozilla which allows us to 
browse the Internet and to read newsgroup content. 

 Email: We used Evolution [3] which allows email, 
address book and calendar management, and 
synchronizes with a Palm compatible device. 

 Word Processor: We used LaTeX [13], a powerful   
formatting and typesetting processor with strong 
capabilities for writing mathematical formulas. For 
writing LaTeX files we used Emacs. Another option is 
Open Office Writer, which is especially useful for 
reading or writing Microsoft Word files. 

 Presentation: We used Prosper [14], a LaTeX based 
presentation package with features such as: incremental 
display, overlays, transition effects, predefined slide 
styles. Another choice is Open Office Impress which is 
useful for reading Microsoft PowerPoint presentations. 

 Drawing Tool: We used Xfig [28], a drawing tool for 
creating vector graphics. 

C. Development Applications 

The development tools used reflect the programming 
language taught (Java). However powerful tools exist for 
C/C++ development and many other languages. 

 Text Editor: We used Emacs [2], a text editor offering 
intelligent text editing for Java, HTML, LaTeX, 
XSLT and many other languages. 

 Integrated Development Environment (IDE): We used 
the NetBeans IDE [16] for editing and debugging 
Java, JSP, HTML, XSLT and other. 

IV. OPEN SOURCE VERSUS PROPRIETARY SOFTWARE 

This section compares open source software we used in our 
experiment with an equivalent setup using proprietary software. 
We did not compare individual features of open source 
software versus proprietary software. Our benchmark for listing 
an individual piece of software was to satisfy our educational 
objective. Both open source and proprietary software satisfied 
that criterion. We compare the open source versus proprietary 
software for cost, appeal to students and ease of use. 

A. Cost 

The Open Source programs used do not cost anything, so 
we calculate the cost of using common proprietary programs 
for an equivalent setup. This is presented in Table I. In 
parenthesis we present a package that contains the listed 
program. Microsoft uses a licensing model where Client 
Access Licenses (CALs) - which can be users or devices - are 
used to regulate access to their server programs. We used 
server programs with 5 CALs as they serve to make our point 
and they were the cheapest alternative. Wherever possible we 
applied an Education discount to the prices. We didn't used a 
volume discount as we were interested in the price that a 
student would get if he wants to install the given software on 
their own machine. We did not use the Express editions for 
certain pieces of software that Microsoft make available at no 
cost. While those versions can be used for education, they have 
reduced functionality that prevents their use in developing a 
business. In recent years, many companies including Microsoft 
began offering limited functionality of their products at no cost, 
we believe as a direct consequence of the strong competition 
open source products provide. 

Using Open Source products may result in increased 
administration costs, but that cost is difficult to calculate and 
depends on individual circumstances. The extra administration 
cost may range from zero if the system administrator is familiar 
with the particular open source product to being prohibitive if 
significant training is required. Administration cost is 
influenced by the maturity of the open source product and also 
by the number of products that the administrator has to 
manage. If open source products are used alongside with 
commercial products the system administrator has more work 
to do just as a result of the number of software products she 
administers. 

  

Figure 3: IT Infrastructure using Open Source Components. We use Apache 

as a web server, PostgreSQL as a database engine, Java, Java Server Pages 

(JSP) and XSL Transformation (XSLT) to generate dynamic web pages. We 

use Unison as a file synchronizer and cvs as a source control system. 

Communication is encrypted using ssh and we use ipchains as a firewall. All 

these components come standard on a Linux operating system. 
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TABLE I.  COST OF PROPRIETARY PROGRAMS USED TO ACHIEVE OUR 

EDUCATIONAL GOALS 

Function Application  Cost 

(USD) 

 Operating System MS Windows XP Professional 300 

Web Server IIS (Windows Server 2003, Std.) 1000 

 Firewall (Windows Server 2003, Std.) 0 

Encrypted Communic. (Windows Server 2003, Std.) 0 

Database Server MS SQL Server 1500 

Source Control (Visual Studio .NET 2003 Enterprise) 0 

Web Browser MS Internet Explorer 0 

 Email Client Outlook (MS Office 2003) 0 

Word Processor Word (MS Office 2003) 150 

 Presentation Program Powerpoint (MS Office 2003) 0 

Drawing Tool MS Visio Standard 2003 200 

 IDE Visual Studio .NET 2003 Enterprise 1800 

 Total 4950 

B. Student Appeal 

There are several reasons for which Open Source might 
appeal more to students than proprietary programs. 

First many Open Source projects have their roots in 
academia. Great examples are X Windows which was an MIT 
project, the Unison File Synchronizer which was created at 
University of Pennsylvania, the BSD Unix which was created 
at University of California at Berkeley and Linux which started 
at the University of Helsinki. 

Second, the availability of source code and documentation 
for the programs students work with, and the possibility for 
them to improve those programs could be very beneficial in 
attracting them to the IT field. In this respect the quote from [8] 
is revealing: “I'm a poorly skilled UNIX programmer but it was 
immediately obvious to me how to incrementally extend the 
DHCP client code (the feeling was exhilarating and 
addictive).'” 

Third, the costs detailed in the previous section would 
affect not only the professor and the school but the student as 
well. Students like to install the software used in school and 
work with it on their home computer. They may even want to 
start a business using the same software. When using open 
source software no additional costs are required. This is a big 
advantage for students and for promoting entrepreneurship. 

Proprietary software appeals to students because they get 
direct experience with something they might use at their work 
place. While this might be beneficial, the computer industry is 
notorious for fast changes and for many competing products on 
the same market segment. It is impossible for a school to train 
students in all competing products, so we believe market share 
should not be the main criteria for selecting the software 
product to be used in class. 

C. Ease of Use 

Individual open source applications are comparable with 
proprietary applications when trying to achieve common tasks. 

However, open source software operating systems are not 
as user friendly as their commercial software conterparts. This 
is the case mainly because of lack of hardware drivers from the 
hardware manufacturers. It is still difficult to use GNU/Linux 
on a laptop because of lack of wireless drivers and missing 
support for suspend and hibernate functionality. We see this as 
the major reason why we have not seen a widespread of open 
source software in the consumer market. 

V. CONCLUSIONS: WHY OPEN SOURCE SOFTWARE? 

We present our experience in using entirely open source 
tools for teaching and research, and we examine at why open 
source projects might appeal to students and professors. 

Some advantages in using open source software in 
Computer Science and IT education that we have seen from our 
experience are: 

 The cost for the university and the cost for students 
may be lower. 

 Open source projects are advantageous for research as 
the user can get the source and is free to implement 
new ideas. They are great for teaching as students 
have the opportunity to make a difference in a project 
used by many people. 

 Open source software allows the developer to port an 
application to another operating system. Proprietary 
software, is usually shipped on specific platforms. In 
our experience we used open source software on 
Linux as students used it on Windows. No problems 
were observed. 

 In many cases, an open source project is the de facto 
standard for that particular type of application. So, the 
user is working with the best application possible. 
Some examples are Apache Web Server, Linux 
Operating System, sendmail Mail Server. 

 Open source encourages entrepreneurship, as students 
can directly use open source tools in order to develop 
a business idea without the up-front costs of 
proprietary programs. 

The main disadvantage in using open source software is the 
fact that Linux usability on laptops is seriously affected by the 
lack hardware drivers especially for wireless, graphic cards and 
suspend/sleep functionality in laptops. 

Student feedback from this experiment was mixed, many 
students were excited to use Linux and open source tools some 
students thought that learning a proprietary tool will give them 
a better chance to get a job. A student who worked in an IT 
department commented that he is glad that we use and cover 
some Linux and open source software because he is using it at 
his job and he had to learn it all by himself. He thought we 
should cover open source software in other classes as well. 
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Adopting open source software for your courses is a 
challenge. Here are a few misconceptions and challenges that 
have to be overcome: 

 Open source software is a niche market used only by a 
small group of hobbyists. In fact the opposite is true. 
There is wide adoption in the computer industry for 
open source software.  

 There is no space on the lab computers to install this 
piece of open-source software. A decisions at the 
department level to use a certain open source software 
instead of a proprietary product helps in this case. 

 Proprietary software is better and students learn more 
by using better software. Some open source projects 
are leaders in their market segment (see Section II-C) 
and many got great reviews from publications in the 
field (see [18]). So it can be argued that there is no 
significant difference in what can be taught using open 
source software or proprietary software. 

We believe that both open source software and proprietary 
software have an important role to play in the computer 
industry of the future. While we do not advocate only using 
open source software for education we believe exposure to 
open source software is essential for student’s success. As 
future work we plan to develop questionnaires that evaluate 
specific commercial software products and their open source 
counter-parts. The evaluation criteria will be how well each 
product helps in reaching the educational objective of the 
course. 
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Abstract— In parallel (IR) systems, where a large-scale collection      

is indexed and searched, the query response time is limited by the 

time of the slowest node in the system. Thus distributing the load 

equally across the nodes is very important issue. Mainly there are 

two methods for collection indexing, namely document-based and 

term-based indexing. In term-based partitioning, the terms of the 

global index of a large-scale data collection are distributed or 

partitioned equally among nodes, and then a given query is 

divided into sub-queries and each sub-query is then directed to 

the relevant node. This provides high query throughput and 

concurrency but poor parallelism and load balance.  In this 

paper, we introduce new methods for terms partitioning and 

then we compare the results from our methods with the results 

from the previous work with respect to load balance  and 

query response time. 

Keywords- Term-partitioning schemes, Term-frequency 
partitioning, Term-lengthpartitioning, Node utilization, Load 
balance 

I.  INTRODUCTION  

The number of pages (documents) available online is 
increasing rapidly. Gulli and Signorini [17] estimated the 
current size of the web. They mentioned that Google claims to 
index more than 8 billion pages. They estimated the indexable 
web to be at least 11.5 billion pages. Beside the huge 
document collection, we  have a large number of information 
requests (queries) that are submitted by clients. Sullivan [18] 
reported that the number of searches per day performed by 
Google is 250 million. In order to the users to effectively 
retrieve documents that are relevant to their needs, the IR 
systems must provide effective, efficient, and concurrent 
access to large document collections. Thus, the first step in 
developing information retrieval system is to decide on what 
access method should be used in order to access large-scale 
collection efficiently. In IR systems the indices of documents 
must be built to perform timely information retrieval. The most 
known structures for building the index of large-scale 
collection are inverted files and signature files. The most 
common and most efficient structure for building the index 
of large-scale collection is the inverted file [1,2]. 

Zobel[3] compared inverted files and signature files with 
respect to query responsetime and space requirements. They 

found that inverted files evaluate queries in less time than 
signature files and need less space, thus for efficiency 
reasons, we use the inverted files in our research.  

In general, inverted files consist of vocabulary and a 
set of inverted lists. The vocabulary contains all unique 
terms in the whole data collection; while the inverted lists 
composed of a list of pointers and each pointer consists of 
document identifier and term frequency. The term frequency 
in each pair represents how many times term i appears in 
document j (Fi,j). Let’s suppose that the inverted list for term 
“world” is: 

World   2:5, 6:3, 12:1, 15:1 

This means that term world appears five times in 
document 2, three times in document 6, one time in 
document 12, and one time in document 15. The numbers 
2,6, 12, and 15 are called the document identifiers while the 
numbers 5, 3, 1, and 1 are called the term frequencies. 

In parallel IR system when term partitioning scheme is 
used all unique terms in the data collection and their 
inverted lists reside on a single node called the broker. The 
broker distributes all terms and their inverted lists across 
nodes using different approaches. The terms, for instance, 
may be distributed in round robin fashion. In this case the 
broker iterates over all terms in the inverted file, and 
distributes them sequentially across nodes. The aim of 
round robin partitioning scheme is to balance the load over 
the nodes by storing nearly equal number of terms on all 
nodes. 

Moffat[4] showed that distributing the terms of the term-
based index in round robin fashion results in load 
imbalance especially when there are heavy loaded terms. 
Because of this the round robin partitioning scheme does 
not take care of those terms to be distributed equally across 
nodes.  

Xi[5] proposed the hybrid partitioning scheme in order 
to achieve load balance. In hybrid partitioning scheme the 
inverted lists of the term-based index are split into chunks 
then chunks are distributed across nodes. They investigated 
partitioning the inverted list into different sizes and they 
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concluded that hybrid partitioning scheme achieves better 
load balance than the other schemes (document-based and 
term-based partitioning) when the chunk size is small (1024 
posting). But when the chunk size is large the hybrid 
partitioning is worse than the document partitioning. In this 
paper, we propose two methods for term partitioning scheme - 
term length partitioning and term frequency partitioning. 

Abusukhon et al. [13, 14, 16] proposed improving the 
load balance of hybrid partitioning using hybrid queries. In 
their work, they divided the nodes into clusters then the 
inverted lists of all terms were divided into a number of 
chunks, the chunks of a given term that start with a certain 
letter were distributed equally among the nodes of a certain 
cluster. A hybrid query was generated from a set of queries 
and then this query was divided into streams with respect to 
the first letter of each term. Each stream was directed to the 
relevant cluster. 

II. RELATED WORK 

Inverted files can be partitioned by different approaches. 
Different approaches of data partitioning leads to different 
load balance and different query response time as 
described by Abusukhon et al. [15]. In this section we shed 
light on various strategies  for term-partitioning schemes as 
described in the previous work.  

Cambazoglu[6] demonstrated two main types for 
inverted file partitioning - term-based partitioning and 
document-based partitioning. In term-based partitioning all 
unique terms in the data collection and their inverted lists 
reside on a single node. In document-based partitioning the 
data collection is divided into sub-collections, sub-
collections are distributed across nodes, and then each node 
builds its own index. 

Jeong [7] proposed two methods for load balancing 
when using term-based  partitioning scheme. In the first 
method they proposed to split the inverted list into equal 
parts and then distribute those parts across nodes instead of 
distributing equal number of terms across nodes in order to 
achieve better load balance.  

In the second method they proposed to partition the 
inverted lists based on the access frequency of terms in the 
user query and the inverted list size for each term appears in 
the query. They studied the performance of the above 
schemes by simulation under different workloads.                                           

Marin and Costa [19] stated that load balance is sensitive 
to queries that include high frequency terms that refer to 
inverted lists of different sizes.   

Moffat[4] examined different methods to balance the load 
for term-distributed parallel architecture and proposed 
different techniques in order to reduce the net querying 
costs. They defined the workload as follows: 

Wt = Qt * St 

Where Wt is the workload caused by the term t that appears 
in a query batch Qt and has an inverted list of length equals St 
bytes. The workload for a given node is the sum of Wt of the 
terms distributed over that node. In one of their experiments the 
terms of the queries were distributed over the nodes randomly. 
The simulation result showed that some nodes were heavy-
loaded because they retrieved very large size inverted lists; 
therefore, some of the nodes in the system were half-idle and 
affect the system throughput. In order to improve the load 
balance they proposed distributing the inverted lists equally 
among the nodes based on the number of pointers P in each 
inverted list.  

Jeong and Omiecinski [20] concluded that partitioning by 
term resulted in load imbalance because some terms were 
more frequently requested in a query. Thus, nodes where these 
terms associated with their inverted lists were stored would be 
heavily utilized.   

Xi[5] proposed a hybrid partitioning scheme in order to 
distribute terms across the nodes. Hybrid partitioning scheme 
avoids storing terms with long posting lists on one node 
instead of the inverted list of a given term is split into a 
number of equal size chunks and then distributed randomly 
across the nodes. They measured the load balance and 
concluded that the hybrid-partitioning scheme outperforms 
other schemes when the chunk size is small. In this paper, we 
propose Term Length partitioning and Term Frequency 
partitioning for improving the load balance of term-based 
partitioning. 

III. SYSTEM ARCHITECTURE 

Fig.1 shows our system architecture. It consists of six 
nodes and one broker. All nodes are connected to the broker 
via Ethernet switch. 

                   

 

 

 

 

    

 

 

Figure 1. Distributed IR Architecture 

The machine specifications for five nodes are: CPU 
2.80Ghz RAM 256MB whereas the specification for the last 
and the broker are: CPU 3.00Ghz, RAM 512MB. All 
machines are running in Windows XP environment. 

IV. RESEARCH METHODOLOGY 

We carried-out a set of real experiments using six nodes 
and one broker as shown in Fig. 1. In all of our experiments 
we use the data collection WT10G from TREC-9 and 10,000 
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queries extracted from the start of Excite-97 log file. The 
chronology of our research methodology is traced below: 

1. We build the global index (called the term-based 
partitioning) in the following way: 

a. Broker sends the documents across nodes in round robin 
fashion. 

b. Each node when receiving its document performs these 
activities- 

• Filters the document it receives from stop words (the stop 
word list consists of 30 words), HTML tags, and all 
noncharacters and non-digit terms. 

• Accumulates the posing lists in main memory until a given 
memory threshold is reached. At this point the data stored in 
memory is flushed to on-disk file [8,9, 2,11]. This process is 
repeated until all documents in the data collection are 
indexed. 

• Merge all on-disk files together into one on-disk file called 
the local index or the document-based partitioning. 

c. Finally, the broker collects all local indices from all 
nodes and merges them together in order to produce the 
global index. 

2. We partition the terms of the global index across 
nodes using four different approaches, viz., round robin 
partitioning, partitioning based on the length of the inverted 
list, term length partitioning and term frequency partitioning. 

Next, we demonstrate the above approaches and then run a 
set of real experiments in order to compare them with respect 
to the node utilization. 

A. Round Robin Partitioning  

In round robin partitioning, we distribute the terms of the 
global index across nodes. If we have three nodes and four 
terms A, B, C, and D associated with their posting lists then 
term A may reside on node 1, term B on node 2, term C on 
node 3, and term D on node 1, and so on [10]. 

B. Term Partitioning Based on the Length of the Inverted 

List 

In this method of partitioning, we pass over the terms of 
the global index twice. In the first pass, we calculate the 
length of the inverted list L for each term T, store T and L in 
a look up file PL after sorting them on L in ascending order. 
In the second pass, we distribute the terms and the inverted 
lists of the global index across the nodes using the PL in 
round robin fashion in the follow order: 

1. Read one record (L, T) from PL 

2. Search T in the global index and retrieve its inverted list 

3. Send T and its inverted list to a certain node in round robin 
fashion. 

4. If no more records then EXIT else go to step1. 

We use the above algorithm in order to guarantee that 
all inverted lists of the same length reside on all nodes 
equally. Fig. 2 shows an example of the PL file.  

 

 

 

 

 

 

 

Figure 2. Sorted look up file (PL) 

 

C. Term Length Partitioning 

Case[12] described Zipf’s principle of least effort. He 
stated that: 

“According to Zipf’s law (1949) each individual will 
adopt a course of action that will involve the expenditure of 
the probable least average of his work, in other words, the 
least efforts” 

He wrote that the statistical distribution of words in the 
text of James Joyce’s Ulysses follows the type of pattern on 
which Zipf based his theory. The 10th most common word 
appears 2,653 times; the 100th most common word, 265 
times; and the 1,000th, 26 times. This relation is called 
“harmonic distribution”. He stated that humans try to use 
short, common words whenever they can rather than longer 
words that take more effort. This is the first motivation for 
the term-length partitioning. In this section, we propose to 
partition the terms of the global index associated with their 
inverted lists with respect to the term length (in letters). 

Our research hypothesis for term length partitioning is 
based on statistical information collected from the query log 
file Excite-97. This information is stored into a look up file 
as it is shown in Fig.2. In Fig. 3, we see that the term 
lengths are not distributed equally in Excite-97 (i.e. have very 
skewed distribution). For example, the number of terms of 
length 5 equals 360093 while the number of terms of length 
11 equals 59927. The total number of terms in Excite-97 is 
2235620. Thus the percentage of the terms of length 5 to 
the total number of terms =360093 / 2235620 = 0.16% 
while the percentage of terms of length 11 = 59927 / 
2235620 = 0.03%. This is the second motivation for the 
term-length partitioning. When users submitted their 
queries, the queries contain terms of different length. 
Suppose that the majority of those terms are of length 4 and 5 
as it is shown in Fig. 3. In addition, we partitioned the terms 
of the global index in round robin fashion and all terms of 
length 4 and 5 resided on one or two nodes. This way of 
partitioning will result in load imbalance because most of the 
work will be carried out by one or two nodes only while 
other nodes doing less work or may be idle. Thus our 
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hypothesis is that all terms of the same length must be 
distributed equally a cross nodes in order to achieve more 
load balance. 

Our partitioning method requires passing over all terms 
of the global index twice. In the first pass, we calculate the 
length WL of each term T, store WL and T in a look up file 
PL after sorting them on WL in ascending order. In the 

second pass, we distribute the terms and the inverted lists of 
the global index across nodes using the PL in round robin 
fashion in the following order: 

1. Read one record (WL, T) from PL 

2. Search T in the global index and retrieve its inverted list 

3. Send T and its inverted list to a certain node in round robin 
fashion. 

4. If no more records then EXIT else go to step1. 

We use the above algorithm in order to guarantee that 
all terms of the same length reside on all nodes equally. 

Our proposed partitioning algorithm differ from round 
robin partitioning in that it distributes the terms across the 
nodes equally, and it also guarantee that all nodes get the 
same number of terms of the same length. The round robin 
algorithm distributes the terms across the nodes equally 
regardless the term length. Therefore, we expect that the 
term length-partitioning scheme achieves better load balance 
than the round robin partitioning. To the best of our 
knowledge, no previous work investigated partitioning the 
global index based on the term length, or measured the 
nodes utilization when using the term length partitioning. 

 

 

 

 

 

 

 

 

 

 

         

Figure 3. Term length distribution for Excite-97 

D. Term Frequency Partitioning 

Baeza[1] demonstrated Zipf’s law (Fig.4), which is used 

to capture the distribution of i-th most frequent word is 1/ir 
times that the most frequent word” (r between 1.5 and 2.0), 
thus the frequency of any word is inversely proportional to 
its rank (i.e. i-th position) in the frequency table. They 

showed that the distribution of sorted frequencies 
(decreasing order) is very skewed (i.e. there were a few 
hundred words which take up 50% of the text) thus words 
that are too frequent like stop words can be ignored. 

In Fig. 4, graph (A) shows the skewed distribution of the 
sorted frequencies while graph (B) is the same as graph (A) 
but we divided the curve into six clusters (A, B, C, D, E, F) 
after ignoring the stop words. Cluster (A) has the most 
frequent terms, then cluster B, then C, and so on. In addition, 
in graph (B) we assume that most or all of  the query terms 
appear in cluster (A), that all or most of the terms in cluster 
(A) may not reside on all nodes but on one or two nodes in the 
system. In this case, we may have one or two nodes busy 
answering the query terms while other nodes are idle, and thus 
cause the load imbalance. 

 
 
 
 
 
 
 
 
 
 

        Figure 4. Zipf’s Law 

 

Our hypothesis is that if we filter the data collection from 
stop words (words like the, in, on, …, etc), then the terms 
with high total frequency (for example the terms in cluster 
A) are more likely to appear in the user query ( i.e. have 
higher probability to appear in the user query) than the 
terms with low total frequency. Thus, the terms with high 
frequency must be distributed equally across the nodes in 
order to achieve more load balance. Here we propose to 
partition the terms of the global index with respect to the 
total term frequency calculated from their inverted lists. To 
make it clear what we mean by term frequency, we 
demonstrate the following example: Let’s suppose we have 
two terms (A, B) associated with their inverted lists as it is 
shown in table 1. 

TABLE I.   INVERTED LISTS 

term Inverted list 

A 1:3, 4:1, 6:2, 9:5, 12:5, 13:2, 15:3 

B 2:1, 4:1, 7:2, 9:2, 11:1, 12:1 

 

Then, the total frequency F for each term is calculated as 
follows: 

 FA = 3+1+2+5+5+2+3 = 21 

 FB = 1+1+2+2+1+1= 8 

Term length distribution in Excite-97
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Based on the above calculations, the total frequency of 
term A is higher than the total frequency of term B and thus 
we expect that term A has higher probability to appear in the 
user query than term B. We expect that the load imbalance 
may occur, if the majority of the terms with higher total 
frequency reside on one or two nodes, as a result of 
performing some techniques like round robin partitioning, in 
this case, most of the user query terms are answered by one 
or two nodes and thus cause the load imbalance. In the next 
section, we show how to calculate the probability of a given 
term to appear in the user query terms. 

1) Calculate the Term Probability 
Suppose that we have the document collection Ω where: 

  Ω = {D0, D1, D2, …, Dn} 

Let T = {t0, t1, t2, … , tn}  be the set of terms appears in any 
document Di in any combination. Let the term tj occurs m 
times in Di , then we assume that the probability (Pt ji ) that the 
term tj appears in the query terms is equivalent to how many 
times it occurs in the whole data collection. 

  



n

i

ijtj mp
1

,                                   (1) 

Where, n is the total number of documents in the data 
collection and mj,i  is how many times the term j appears in 
document i. 

For example, suppose we have a data collection contains 4 
documents (d1, d2, d3, and d4) and three terms (t1, t2, and t3) 
and that t1 appears in these documents (5, 10, 2, 3) times, t2 
appears (1, 3, 0, 1) and t3 appears (1, 1, 1, 2). We assume that 
the probability of term t1 to appear in the query terms is 20, t2 
is 5 and t3 is 5. 

To normalize the value of Ptj, we divided it by the 
summation of the total frequencies of all distinct terms in the 
data collection, i.e. 
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Where, n is the total number of documents in the data 
collection and s is total number of distinct terms in the data 
collection. In the above example, after normalization, the 
probability of term t1 = 20 / 30 (i.e. 0.7) while the probability 
of term t2 = 5/30 (i.e. 0.17). 

2) Term Distribution Based on the Total Term Frequency 
We pass over all terms of the global index twice. In the 

first pass, we calculate the total frequency F for each term T 
using equation 1 then store F and T in a look up file PL after 
sorting them on F in ascending order. 

In the second pass, we distribute the terms and the 
inverted lists of the global index using the PL in round robin 
fashion in the following order: 

1. Read one record (F, T) from PL 

2. Search T in the global index and retrieve its inverted list 

3. Send T and its inverted list to a certain node in round robin 
fashion 

4. If no more records then EXIT else go to step1. 

The above algorithm is used in order to guarantee that 
all terms of the same total frequency F are distributed across 
all nodes equally. 

To the best of our knowledge, no previous work 
investigated partitioning the global index based on the total 
term frequency or measured the nodes utilization when using 
the term frequency partitioning. 

V. EXPERIMENTS 

In this research, we carried out a set of real experiments 
using the system architecture shown in Fig. 1. We used the 
data collection WT10G from TREC-9 in order to build the 
global index and 10,000 queries extracted from the start of the 
Excite-97 log file to measure the node utilization for each 
node. 

Xi[5] defined the node utilization as – “the total amount of 
time the node is serving requests from the IR server divided by 
the total amount of time of the entire experiment”. 

We distributed the terms of the global index using the four 
approaches mentioned in sections A, B, C, and D. We carried 
out 10,000 queries, each query is sent across all nodes. Each 
node retrieves and sends the inverted lists of the query terms 
to the broker for evaluation. We considered the time the node 
serving the query St to be the time required to retrieve all 
inverted lists of query terms and send them to the broker. We 
considered the node to be idle if the query term does not exist 
on its hard disk in that case, the searching time is excluded 
from St. The total time for each experiment is shown in table 
VII. For each partitioning scheme mentioned in sections A, B, 
C, and D, we calculated ∆U:  

∆U = Maximum node utilization – Minimum node utilization 

              = MaxU – MinU                                         (3) 

Tables II, III, IV, and V show the time taken by each node 
to serve 10,000 queries sent by the broker as well as the node 
utilization. We calculated the node utilization by dividing the 
time the node serving queries by the total time of the 
experiment. For example, the node utilization for node 1 
(Table II) is calculated as follows: 

Node utilization = 598195 / 3349515 = 0.1785. 

This calculation step is carried out for all tables (II, III, IV, 
and V). Next, we produce table VI from the above tables. For 
each table we got the minimum and the maximum node 
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utilization (MinU, MaxU). For table II, MinU = 0.1104 and 
MaxU= 0.1947 then we calculate ∆U:  

  ∆U = MaxU – MinU  

         = 0.1947 – 0.1104 

        = 0.0843 

We use table VI to produce Fig. 5 and we calculate the 
average query response time for each of the above partitioning 
algorithms by dividing the total time of the experiment by the 
total number of the executed queries. For round robin 
partitioning scheme:  

The average query response time = 3349515 / 10000 

             = 334.95 milliseconds 

Table VIII and Fig. 6, show the partitioning methods and the 
average query response time. 

 

 

 

 

 

 

 

 

 

 
 

Figure 5. Comparison between four approaches for term partitioning scheme 

(Round robin, Term Length, inverted List Length, and Term frequency) with 

respect to ∆U 

 

TABLE II.  NODE UTILIZATION FOR ROUND ROBIN PARTITIONING 

Node # 

Time serving 

queries 

(milliseconds) Node utilization 

1 598195 0.1785 

2 541421 0.1616 

3 369798 0.1104 

4 652215 0.1947 

5 628682 0.1876 

6 604870 0.1805 

 

TABLE III.  NODE UTILIZATION FOR PARTITIONING BASED ON THE 

LENGTH OF INVERTED LIST. 

Node # 

Time serving 

queries 

(milliseconds) 

Node 

utilization 

1 667148 0.2046 

2 596106 0.1828 

3 640117 0.1963 

4 699275 0.2145 

5 647914 0.1987 

6 581225 0.1782 

       

TABLE IV.  NODE UTILIZATION FOR PARTITIONING BASED ON THE TOTAL 

TERM FREQUENCY 

Node # 

Time serving queries 

(milliseconds) Node utilization 

1 559151 0.1692 

2 640726 0.1939 

3 590804 0.1788 

4 594265 0.1799 

5 667375 0.202 

6 711796 0.2154 

 

TABLE V.  NODE UTILIZATION FOR PARTITIONING BASED ON TERM 

LENGTH 

Node # 

Time serving  queries 

(milliseconds) Node utilization 

1 596510 0.1690 

2 535703 0.1518 

3 689623 0.1954 

4 625451 0.1772 

5 629086 0.1783 

6 618969 0.1754 

TABLE VI.   ∆ NODE UTILIZATION 

Term Partitioning 

Scheme 

∆ Node Utilization 

(Max - Min) 

Round Robin 0.0843 

Term Length 0.0363 

Inverted List Length 0.0436 

Term Frequency 0.0462 

TABLE VII.  TOTAL TIME OF EXPERIMENTS 

Term partitioning method Total time of experiment 

(milliseconds) 

Round Robin 3349515 

Length of inverted list 3259879 

Term frequency  3303175 

Term length 3528047 

TABLE VIII.  AVERAGE QUERY RESPONSE TIME (MILLISECONDS) 

Partitioning Method Average Query Response 

Time (milliseconds) 

Length of inverted list 325.9879 
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Round Robin 334.9515 

Term frequency 330.3175 

Term length 352.8047 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Average query response time 

VI. CONCLUSION AND FUTURE WORK 

In this paper, we carried out a set of real experiments using 
our parallel IR system in order to improve the load balance for 
term partitioning scheme. We proposed to partition the terms 
of the global index based on term length and the total term 
frequency extracted from the inverted lists.   

We compared our proposed methods with round robin 
partitioning scheme and the partitioning scheme based on the 
length of the inverted list. Our results showed that the term 
length-partitioning scheme performed slightly better than other 
schemes with respect to node utilization (Table VI). On the 
other hand, partitioning terms based on the length of the 
inverted list achieved slightly less average query response time 
than other schemes (Table VIII). 
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Abstract— In this paper we present a Genetic Algorithm for 

solving the Travelling Salesman problem (TSP). Genetic 

Algorithm which is a very good local search algorithm is 

employed to solve the TSP by generating a preset number of 

random tours and then improving the population until a stop 

condition is satisfied and the best chromosome which is a tour is 

returned as the solution. Analysis of the algorithmic parameters 

(Population, Mutation Rate and Cut Length) was done so as to 

know how to tune the algorithm for various problem instances. 

Keywords- Genetic Algorithm, Generation,   Mutation rate, 

Population, Travelling Salesman Problem 

I.  INTRODUCTION  

The traveling salesman problem (TSP) is a well-known and 
important combinatorial optimization problem. The goal is to 
find the shortest tour that visits each city in a given list exactly 
once and then returns to the starting city. In contrast to its 
simple definition, solving the TSP is difficult since it is an NP-
complete problem [4]. Apart from its theoretical approach, the 
TSP has many applications. Some typical applications of TSP 
include vehicle routing, computer wiring, cutting wallpaper and 
job sequencing. The main application in statistics is 
combinatorial data analysis, e.g., reordering rows and columns 
of data matrices or identifying clusters. 

The NP-completeness of the TSP already makes it more 
time efficient for small-to-medium size TSP instances to rely 
on heuristics in case a good but not necessarily optimal solution 
is sufficient. 

In this paper genetic algorithm is used to solve Travelling 
Salesman Problem. Genetic algorithm is a technique used for 
estimating computer models based on methods adapted from 
the field of genetics in biology. To use this technique, one 
encodes possible model behaviors into ''genes". After each 
generation, the current models are rated and allowed to mate 
and breed based on their fitness. In the process of mating, the 
genes are exchanged, crossovers and mutations can occur. The 
current population is discarded and its offspring forms the next 
generation. Also, Genetic Algorithm describes a variety of 
modeling or optimization techniques that claim to mimic some 

aspects of biological modeling in choosing an optimum. 
Typically, the object being modeled is represented in a fashion 
that is easy to modify automatically. Then a large number of 
candidate models are generated and tested against the current 
data. Each model is scored and the "best" models are retained 
for the next generation. The retention can be deterministic 
(choose the best k models) or random (choose the k models 
with probability proportional to the score). These models are 
then randomly perturbed (as in asexual reproduction) and the 
process is repeated until it converges. If the model is 
constructed so that they have "genes," the winners can "mate" 
to produce the next generation. 

II. TRAVELLING SALESMAN PROBLEM 

The TSP is probably the most widely studied combinatorial 
optimization problem because it is a conceptually simple 
problem but hard to solve. It is an NP complete problem. A 
Classical Traveling Salesman Problem (TSP) can be defined as 
a problem where starting from a node is required to visit every 
other node only once in a way that the total distance covered is 
minimized. This can be mathematically stated as follows:  

Min                        (1) 

s.t                (2) 

 j                      (3) 

                                              (4) 

                          (5) 

           
                              (6) 

                                         (7) 

                            (8) 
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Constraints set (4), (5), (6) and (7), are used to eliminate 
any sub tour in the solution. Without the additional constraints 
for sub tour elimination, the problem reduces to a simple 
assignment problem which can be solved as an Linear 
Programming without binary constraints on xij and will still 
result in binary solution for xij. Introduction of additional 
constraints for sub tour elimination, however, makes the 
problem a Mixed Integer Problem with n2 integer variables for 
a problem of size n, which may become very difficult to solve 
for a moderate size of problem [7]. 

III. METHODOLOGY 

Genetic algorithm is a part of evolutionary computing, 
which is a rapidly growing area of artificial intelligence. 
Genetic algorithm is inspired by Darwin's theory about 
evolution. It is not too hard to program or understand, since 
they are biological based. The general algorithm for a GA: 

1) Create a Random Initial State: 
An initial population is created from a random selection of 

solutions (which are analogous to chromosomes). This is unlike 
the situation for symbolic artificial intelligence systems where 
the initial state in a problem is already given instead.  

2) Evaluate Fitness: 
A value for fitness is assigned to each solution 

(chromosome) depending on how close it actually is to solving 
the problem (thus arriving to the answer of the desired 
problem). These "solutions" are not to be confused with 
"answers" to the problem, think of them as possible 
characteristics that the system would employ in order to reach 
the answer.  

3) Reproduce (ChildrenMutate): 
Those chromosomes with a higher fitness value are more 

likely to reproduce offspring which can mutate after 
reproduction. The offspring is a product of the father and 
mother, whose composition consists of a combination of genes 
from them (this process is known as "crossing over").  

4) Next Generation: 
If the new generation contains a solution that produces an 

output that is close enough or equal to the desired answer then 
the problem has been solved. If this is not the case, then the 
new generation will go through the same process as their 
parents did. This will continue until a solution is reached.  

B. Algorithm 

1. Initialization: Generate N random candidate routes and 
calculate fitness value for each route. 

2. Repeat following steps Number of iteration  times: 

a)  Selection: Select two best candidate routes. 

b) Reproduction: Reproduce two routes from the best   

routes. 

c) Generate new population: Replace the two worst 

routes  with the new routes. 

3. Return the best result 

IV. IMPLEMENTATION 

1) Program Details 
The program was written with Java. In genetic algorithm, a 

class “Chromosome” is needed. The Chromosome class 
generates random tours and makes them population members 
when its object is instantiated in the TSP class. The TSP class 
uses the Chromosomes “mate” method to reproduce new 
offspring from favoured Population of the previous 
generations. The TSP class in this case has two methods that 
use methods in Chromosome, the two methods are described 
below. 

start(): This method initializes the cities and creates new 
chromosomes by creating an array of Chromosome objects. It 
also sorts the chromosomes by calling the method 
sortChromosomes() in Chromosomes then it sets the generation 
to 0 

run(): Gets the favoured population from all the chromosomes 
created and mates them using mate() after this it sorts the 
chromosomes and then calculates the cost of the tour of the 
best chromosome. It repeats this procedure until the cost of the 
best tour can’t be further improved. 

In this program we have three algorithmic parameters that 
can be altered at each run of the program so as to vary the 
evolutionary strategies. The two parameters are Population and 
Mutation rate. The parameters go long way in determining the 
result of the algorithm. The program generates n random tours 
where n is the population size. These n tours are then sorted 
based on their fitness where the fitness function is basically the 
cost of tour. The best two tours gotten after sorting are mated to 
produce two new tours. And some randomly selected tours are 
also mutated. The worst tours are removed from the population 
and replaced with the new ones gotten from mating and 
mutation. This continues until best candidate can no longer be 
improved.  

To test the algorithm a geometric city with 7 nodes is used. 
The optimal tour of the geometric city is 6 -> 5 -> 4 -> 3 -> 2 -
>1 ->0 or 0 -> 1 -> 2 -> 3 -> 4 -> 5 -> 6, both have the same 
cost. Genetic Algorithm was tested and the result is shown on 
the screen capture figure 1 below. 
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Figure 1: Using the Algorithm to solve a Geometric City. 

 

The program is used to solve a geometric city with clear 

optimal solution so as to be sure that the algorithm can arrive 

at optimal solution. As we can see in the figure 1 above, the 

path is optimal and the run time is fair at 218 milliseconds. 

V. RESULTS AND DISCUSSIONS 

The data used in this paper is the distances between 
Nigerian major cities. The data was used because it is an 
average sized problem with 31 cities and its distances are 
moderate. The data was stored in a text file which can be 
imported into the program by clicking the load button on the 
GUI as shown in figure 2. 

 
Figure 2:  Loading cities from text file 

 
It is possible to alter the data in the file or add another 

different data. Table 1 shows the results of experiments carried 
out on the algorithm using different parameters. The table 
shows all the parameters used and the results. Performance of 
the result is based in the runtime and distance (cost). 

TABLE 1 PARAMETERS AND RESULTS 

Pop. Mut. 

Rate 

Cut  

Length 

Run 

Time  

Distance  Individuals  

1000         0.1          0.2           546       5918.0        221000 

1000         0.2          0.2           640       5896.0        226000 

1000         0.3          0.2           748       5829.0        232000 

1000         0.4          0.2           577       5886.0        192000 

1000         0.5          0.2           577       5700.0        97000 

1000         0.6         0.2            453       5981.0        190000 

1000         0.7         0.2           577        5973.0        191000 

1000         0.8         0.2           500        6100.0        195000 

1000         0.9         0.2           608        5925.0        211000 

1000         1            0.2            562       6010.0        209000 

1000         0.01      0.2            532       9048.0        139000 

100           0.1         0.2             31        10584.0      14400 

100           0.2         0.2             47        10581.0      14600 

100           0.3         0.2             31        11141.0      13600 

100           0.4         0.2             31        12221.0      13500 

100           0.5          0.2            32        10564.0      13900 

100           0.6          0.2            32        9668.0        15200 

100           0.7          0.2            31        9888.0        13900 

100           0.8          0.2            31        10634.0      13700 

100           0.9          0.2            31          11778.0      14000 

100              1          0.2            31          10335.0      13000 

100        0.01          0.2            46             9642.0      13600 

 

It is important to note that change in the mutaton rate 
affects the runtime of the program.  Figure 3 and 4 show the 
effect of mutation rate on runtime.  Figure 3 is the plot using 
population size of 1000  while figure 4 illustrates the plot using 
a population size of 100. 

 
Figure 3: Plot of runtime against mutation rate for Population size of 1000 

 

 
Figure 4: Plot of runtime against mutation rate Population size of 100 

 
Another major thing to note about the algorithm is the 

number of Individuals which is the result of the population size 
and the ability to improve candidate solution. Also the more  
the number Individuals used the higher the likelihood of getting 
a better solution. Figure 5 shows the plot of Individuals against 
the distance of tour gotten. 
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Figure 5: Plot of Individuals  against distance 

VI. CONCLUSION 

We presented an efficient Genetic Algorithm program for 
solving the Travelling Salesman Problem. The program 
produced good results for various problem sizes but run time 
increases with increasing number of cities. We found that the 
population should be tuned to match the problem size (not 
arithmetically). To get very good solutions a tradeoff must be 
made between runtime and the solution quality. 
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Abstract— Ensuring sufficient power in a sensor node is a 

challenging problem now-a-days to provide required level of 

security and data processing capability demanded by various 

applications scampered in a wireless sensor network. The size of 

sensor nodes and the limitations of battery technologies do not 

allow inclusion of high energy in a sensor. Recent technologies 

suggest that the deployment of inductive charger can solve the 

power problem of sensor nodes by recharging the batteries of 

sensors in a complex and sensitive environment. This paper 

provides a novel grid approximation algorithm for efficient and 

low cost deployment of inductive charger so that the minimum 

number of chargers along with their placement locations can 

charge all the sensors of the network. The algorithm proposed in 

this paper is a generalized one and can also be used in various 

applications including the measurement of network security 

strength by estimating the minimum number of malicious nodes 

that can destroy the communication of all the sensors. 

Experimental results show the effectiveness of the proposed 

algorithm and impacts of the different parameters used in it on 

the performance measures.    

Keywords- wireless sensor network; energy efficiency; network 

security;  grid approximation;  inductive charger. 

I.  INTRODUCTION  

With the rapid development of computing and 
communication technologies, Wireless Sensor Networks 
(WSNs) are now being used in various applications including 
environment monitoring, healthcare, complex and sensitive 
surveillance systems and military purposes. These 
applications, however, demands high level of system security 
and longer lifespan of the sensors. WSNs are self-organized 
ad-hoc networks consisting of a large number of tiny sensor 
nodes having small sized low capacity batteries and able to 
communicate over wireless media. The low power battery 
limits a sensor node in providing a desired level of processing 
and buffering capabilities and hence refrains from providing 
necessary securities [1] [2] [3].  

Large sized batteries and expensive sensors can mitigate 
the low energy problem of WSNs. However, these solutions 
are not feasible because of the nature of WSN deployment 

especially when it is deployed in an unfriendly environment 
like battlefield or underwater investigation. On the other hand, 
the sensors of a WSN run unassisted for a long time and they 
can neither be disposable nor its battery can be replaced or 
recharged. Another possibility of dealing with the low energy 
problem is to deploy new external sensors in the network 
region periodically to keep the network alive. Some locations 
of the network (e.g., deployment of sensor nodes inside a 
machine or in a dangerous/unreachable forest, etc) do not even 
permit to deployment of new sensors even if cost is ignored. 
Thus, recharging from a distance is the only effective and 
generalized approach for dealing with the power problem of 
WSNs.  Many research works [4][5][6] have been proposed to 
keep WSNs alive or prolong the network lifetime by 
recharging the batteries using the distance based recharging 
technique, which is also called the inductive charging 
technology [7]. This technology is convenient, safe, efficient 
and green [8]. 

There are different ways of recharging the sensors 
inductively. Some research works have been proposed to 
recharge sensor nodes by extracting energy directly from the 
deployment environment. These are called “scavenging” 
techniques [4]. The scavenging techniques recharge the sensors 
by collecting energies from solar power [9], kinetic energy 
[10], floor vibration [11], acoustic noise and so on. Due to the 
requirement of large exposure area of sensing devices, these 
techniques are not feasible to accommodate in tiny sensors. 
Moreover, the power generated by using these techniques is not 
sufficient enough for sustaining the regular operation of sensor 
nodes. Recent research works investigate that mobile nodes can 
deliver power to the sensors inductively (i.e., cordlessly) by 
creating an electromagnetic channel [8]. This amount of power 
supplied by this technology is sufficient to meet the power 
requirement of TV, laptop, mobile phone, digital camera, PDA 
and so on[8]. Sensors nodes can collect sufficient powers from 
the infrequent visit of active mobile nodes and hence prolong 
the WSN lifetime. 

Efficient and cost-effective deployment of active mobile 
nodes is one of the key problems for introducing inductive 
sensor charging technique. To the best of our knowledge, there 
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is no existing technique to solve this problem. In this paper, we 
propose a solution by finding the minimum number of active 
mobile nodes (also known as charging nodes (i.e., charger)) 
along with their locations, which can charge all the sensors of a 
network. Here, our goal is to maintain continuous energy 
supply to the sensing nodes by placing the chargers in 
appropriate locations that will gain the efficiency of the work 
and also for ensuring the cost effectiveness, our approach will 
find the minimum number of chargers as well. The solution 
seems close to that of the coverage problem, but in real sense it 
is totally different. The coverage problem schemes are mainly 
of two types: area coverage and target or point coverage. The 
area coverage schemes explore the solution to cover the entire 
area of a WSN, while point coverage schemes, a special case of 
area coverage problem, focus on determining the exact position 
of sensor nodes to provide efficient coverage application for a 
limited number of targets [12]. Finding the optimum location 
of active nodes is an NP-hard problem. Therefore, our solution 
focuses on finding out the best locations of placing active 
nodes by exploiting and merging the techniques of grid 
approximation [13], minimum set cover problem [14] and the 
greedy approach [15]. The experimental results clearly reveal 
that, by setting appropriate parameters, the proposed solution 
can efficiently find out the best locations of the chargers.  

The rest of the paper is organized as follows: Section 2 
discusses the background and related works of the problem, 
while the details of the proposed inductive charger deployment 
problem have been given in Section 3. The experimental 
setup, parameters and results along with comparative analysis 
has been given in Section 4. Some concluding remarks and 
future works are given in Section 5.  

II. BACKGROUND AND RELATED WORKS 

To the very best of our knowledge, the charger deployment 
strategy that we approach here is unique and does not directly 
relate to any other work. Moreover, to better understand the 
concepts and clarify the novelty of our work we discuss 
different coverage problems in this section. As we are 
concerning with the energy issue, different power factor 
related works are also discussed in this section. The coverage 
problem deals with the quality of service (QoS) that can be 
provided by a particular sensor network. The term coverage 
means how well a sensor network is monitored or tracked by 
the sensors. As the purpose of WSN is to collect relevant data 
for processing, it can be done properly by covering the overall 
network to achieve the required goal. Many research works 
[16] [17] have been proposed in this area and researchers 
define the problems from different angles and also gave 
different design view.  

In this part, we have studied different coverage approaches 
and classified them considering the coverage concept. As 
stated before, the two main parts of coverage problems along 
with some design choices [18] have added here for better 
understanding the problem and its applications. 

 Sensor Deployment Method: Deterministic versus 
random. A deterministic sensor placement is the 
method in which the location and the number of 
sensors needed are predetermined and is feasible in 
friendly, previously organized and accessible 
environments. But in the scenario of deployment in 
remote and inhospitable areas, deterministic node 
placement can be impractical for some extent and the 
solution is random sensor distribution where having 
knowledge about the number and location of sensor 
nodes will be ignored. 

  Communication Range: An important factor that 
relates to connectivity is communication range, which 
can be equal or not equal to the sensing range. 

 Additional Critical Requirements: Energy-
efficiency, connectivity and fault tolerance. 

 Algorithm Characteristics: centralized versus 
distributed/localized. 

The most studied coverage problem is the area coverage 
problem. As an important research issue many researchers 
have been studied extensively on this topic and different 
sensor network applications have revealed a new era to solve 
their area coverage problem in different scenarios by varying 
design choices and other factors. To better understand the area 
coverage scheme and also how it differs from our work, here 
we have shown a brief discussion on area coverage. 

As related to our energy efficiency issue, we have 
discussed here the power efficient coverage with random 
deployment. In the previous section, we have already 
discussed about power factors and consideration in WSNs and 
we have come to know that replacing the sensor node’s battery 
is not feasible in many applications, so, approaches that has 
power conserve facility, are highly desirable. The works in 
[19] and [20] consider a large amount of sensors, deployed 
randomly for area monitoring. The contribution in [19] 
explains why energy is a factor of consideration in sensor 
network. In these papers, the goal is to achieve an energy-
efficient design that maintains area coverage. As the number 
of sensors deployed is greater than the optimum required to 
perform the monitoring task, the solution proposed is to divide 
the sensor nodes into disjoint sets, such that every set can 
individually perform the area monitoring tasks. These set areas 
are then activated successively to perform the area monitoring 
task, and while the current sensor set is active, all other nodes 
are in a low-energy sleep mode to sustain the battery lifetime 
for further activations. The goal of this approach is to 
determine a maximum number of disjoint sets, as this has a 
direct impact on the network lifetime.  

Another special case issue of area coverage is point 
coverage. An example of it showed in [21] has military 
applicability. In this paper the authors addressed the problem 
of energy efficiency in wireless sensor applications for 
surveillance of a set of limited number of targets with known 
locations. Here, a large number of sensors are dispersed 
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randomly in close proximity to the monitor the targets; and 
finally the sensors send the monitored information to a central 
processing node. The objective is that every target must be 
monitored at all times by at least one sensor and on the road to 
reach the required goal the authors have given a solution of 
preparing disjoint sets of sensor nodes and maintaining 
maximum number of such sets to be activated successively. 
Here, the authors prove that the disjoint set coverage problem 
is NP-complete and propose an efficient heuristic for set 
covers computation using a mixed integer programming 
formulation. 

One more work of point coverage proposed in [22], where 
energy efficiency still maintained by covering targets with 
sensors. In this paper the author model the solution as the 
maximum set cover problem and design two heuristics that 
efficiently compute the sets, using linear programming and 
greedy approach. Here, in maximum set cover (MSC) 
definition, C denotes the set of sensors and R the set of targets, 
such that each sensor covers a subset of targets. In the greedy 
approach, at each step, a critical target is selected to be 
covered. This can be, for example, the target most sparsely 
covered, both in terms of sensors as well as the residual energy 
of those sensors. Upon selecting the critical target, the 
heuristic selects the sensor with the greatest contribution that 
covers the critical target. Once a sensor has been selected it is 
added to the current set cover and all additionally covered 
targets are removed from the TARGETS set, which contains 
the targets that still have to be covered by the current set 
cover. When all targets are covered, the new set cover was 
formed. Here simulation results are presented to verify the 
approaches.     

III. OUR PROPOSED GRID APPROXIMATION STRATEGY 

Our objective here is to strategically place the mobile 
chargers in spite of deploy them blindly to charge all the nodes 
in the network using inductive charging technique. Here, the 
word “strategically” means the way of deployment of the 
chargers that we have showed here to be best. Actually, a 
blind deployment strategy may show better result in some 
scenarios, but it will not always happen, and not guaranteed to 
be any time, moreover, it would take away the solution to an 
infinite searching that should not be our goal. By our proposed 
deployment strategy , it would be possible for us to find the 
best locations and as well as the minimum amount of charging 
nodes or chargers to charge all the sensor nodes in the network 
and also we would gain the efficiency and cost effectiveness 
of the deployment methodology and reach the required goal as 
well. 

A. The Strategy 

Here to cover (i.e., to charge) all the sensor nodes in the 
network, at first the search space for the solution will be 
identified. Obviously an infinite searching can achieve the 
optimum solution. However, to devise any practical 
implement able solution the search space needs to be reduced 
and made finite at the cost of optimality. 

Our approach for making search space finite is the well 
known grid approximation technique. In this methodology, we 
will divide the entire network deployment area into grid 
points. The sensing nodes at first will be placed randomly over 
this deployment area. Then from every grid points, all the 
deployed sensing node’s distances will be calculated by using 
the famous distance calculation equation. Finally these 
distances will be compared with the transmission range of the 
nodes. Note that a sensing node may be within the range of 
several grid points. As the target is to place the mobile 
chargers in grid points only so that all the sensor nodes can be 
charged and finding the minimum number of such grid points, 
hence the problem can be easily mapped to a minimum set 
cover problem, because, in minimum set cover problem the 
target is to find the minimum number of sets to cover every 
element and that is actually our required goal. Greedily, we 
can at first place a mobile charger to the grid point which can 
cover maximum number of sensing nodes, then remove all the 
covered nodes and reapply the greedy approach until all the 
sensing nodes are being charged. Here, we use the greedy 
approach, as algorithms of this type often leads to very 
efficient and simple solution [15] and that tends us to fulfill 
our desired solution. Upon finding the first grid point that will 
cover the maximum number of sensing nodes in its 
transmission range, we will keep the location of that point also 
to find out the position of the first charger and processing in 
this way we will find all the chargers position and the number 
of chargers needed to charge all the sensing nodes in the 
network using inductive charging technique.  

B. Mathematical Representation 

Given a WSN of N sensing nodes deployed in a two 
dimensional field of size D X D, where the transmission range 
of every node is considered as R. Here, we assume that we 
have full knowledge about the network topology in the way 
that each node has a low-power Global Position System (GPS) 
receiver, which provides the position information of the node 
itself. If GPS is not available, the distance between 
neighboring nodes can be estimated on the basis of incoming 
signal strengths. To cover a wireless node v (i, j), a mobile 
node or charger j (x, y) should be placed inside an R radius 
circle centered at v. Here, at first the distance between j and v 
will be calculated using Eq. (1) 

            dis (j, v)=√((x-i)2+(y-j)2).                                           (1) 

Now, this value of distance will be compared with the 
transmission range of nodes, i.e., if dis (j, v) <R, we can say 
that by placing a charging node or charger at grid point j(x, y) 
we can charge the node v (i, j). We will continue on finding 
the distance of all the sensor nodes from all the grid points in 
the total networking topology and hence we will apply our 
greedy approach, that is, upon finding the grid point that will 
have maximum number of sensing nodes in its transmission 
range, we will place our first charger to that point and remove 
the sensors (that have been charged by that point) from the 
entire set of sensing nodes by marking them charged and 
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reapply the greedy method to find the minimum number of 
chargers needed to charge all the sensing nodes in the 
network. Here, our goal is to find minimum number of grid 
point j(x,y) where to place the chargers to charge all the 
sensors N in the network. So, it can be easily expressed by the 
following equation, i.e., Eq. (2). 

        min (j(x, y))= V(all the nodes, N).                                 (2) 



 

 

 

 

 

 

 
      

 

 

 

Figure 1.  Minimum number of chargers needed to charge all the nodes in the 

network using Grid Approximation strategy. 

The scenario can be understood easily from Fig. 1. In the 
figure, the blue circles represent the sensor nodes and the 
black circles represent the mobile charging nodes or chargers 
that we will deploy strategically by using our Grid 
Approximation strategy. The outline of the black nodes 
represents their transmission range. Here, our target is to 
deliver continuous energy supply to the sensing nodes and we 
have decided to use inductive charging technique for this 
purpose. If we place the external chargers which we call active 
mobile nodes blindly to charge all the nodes in the network it 
is possible that we would need seventeen chargers as in this 
case to charge a sensor we would need one charger. On the 
contrary, we can see from Fig. 1, if we use the Grid 
Approximation technique, to charge all the seventeen sensing 
nodes, we need only four chargers and it is also possible that 
the number of chargers will be lessened for different network 
topology. Here, the positions of the chargers are (1, 2), (2, 4), 
(4, 1) and (4, 4).   

Here, in Grid Approximation technique, we have taken 
unit distance between the grid points and that we call step size 
1. Actually a unit distanced approximation technique will give 
a best result of our problem but the processing steps and time 
will increase, which is not desirable. So we tried to increase 
the distance between the grid points by a pruning strategy, 
which will guarantee not to leave any points inside the 
working area and also reduce the processing steps and time as 
it will help in solving the brute force technique that we stated 
before. To cover a square shaped area, which we use here just 
to represent a small structural view of a grid, and here it is 

recommended that no small point can be missed, we can find 
our desired step size value or maximum distance between the 
grid points by placing four circles in four corners. In the Fig. 
2, we can see that if the sum of the radius of two circles (that 
are placed in opposite corner of a square) is exactly equals the 
diagonal measurement of the square area, and then it is 
guaranteed not to leave any point inside the area. Moreover, it 
is the maximum distance between the grid points as in this 
scenario the maximum value of the diagonal can be 2R, where 
R is the radius of the circles. In Fig. 2, the maximum value of 
the diagonal PQ can be 2R, so using Pythagoras theorem [23], 
we can find our desired value and the value is derived in Eq. 
(3). Here we consider the value of P to X-axis and P to Y-axis 
is same and that is X, so by Pythagoras theorem we can write,  
X2+X2 = (2R) 2. So, 

                                     X=√2R.                                              (3) 

Hence, the highest step size or maximum distance between 

two grid points can be √2R, without leaving any point of 

interest within the network area untouched. 

 

 

Figure 2.  The maximum distance between two grid points to cover all       

sensors. 

C. Algorithm 

We have placed our proposed Grid Approximation 
algorithm in Fig. 3. The different parameters used in the 
algorithms are number of nodes, step size value, transmission 
range, maximum value in X-axis and Y-axis.  Here, we start by 
considering that all the sensing nodes are uncharged at first 
iteration and the algorithm will stop its iteration upon charge all 
the sensing nodes. In this algorithm, we have made a 
comparison between the distance and transmission range or 
radius of sensing nodes. We have counted the number of 
neighbors a grid point has by considering the transmission 
range, and hence our algorithm’s goal is to find the grid point 
that has highest number of sensing nodes as its neighbors. This 
is the point that we call high_freq (x, y) in our algorithm. Upon 
finding the point we will place our first charger at that point 
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and remove all its neighbors of that point marking as being 
charged and will continue the algorithm with the sensing nodes 
that have not been charged yet. We reapply the strategy until all 
the sensing nodes are being charged. So, finally we get the 
minimum number of chargers and their locations that we need 
to charge all the sensing nodes in the network. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.  Grid Approximation algorithm 

D. Complexity Analysis 

Here, we assume that the Dimension or Grid size, 
G=M*M, Number of sensors= N, CD= Cost for calculating 
distance, CG= Cost of each comparison. As mentioned above, 
we can say that there are mainly two steps in this algorithm. In 
the first step, we have to find out the complexity intended for 
finding the distance of all sensor nodes from all grid points. 
Complexity in this step is GN CD. In second step, the 
algorithm will go by finding the point that will cover the 
maximum number of sensing nodes, for each comparison, and 
the complexity is GCG. These steps must be regulated for each 
sensor nodes or grid points. So, In Worst case, the complexity 
is: G (N CD+CG) * min (G, N). In Best case, the complexity 
is: G (N CD+CG). In Average case, the complexity is: ½*G (N 
CD + CG)*min (G, N) = ½*G (NP CG + CG)*min (G, N) [using 
CD=PCG, (where P is a given value)],so the average 
complexity finally is  ½*GCG (NP+1)*min (G, N). 

IV. EXPERIMENTAL RESULTS 

In this section, we apply the approximation algorithm on 
various network topologies to demonstrate the algorithm’s 
efficiency. Different experimental results have shown here by 
verifying different parameters of the network. In our work, the 
changing parameters for better understanding the scenario are 
transmission range R, i.e., a sensor’s covering range of 
receiving and transmitting signals, number of sensing nodes N 
and total networking area or dimension, D. As we have 
deployed the sensors randomly in the network, for having the 
best result and gain the accuracy, we have taken the same 
snapshot of experimental result for five times and finally have 
taken the average.  

We have showed our experimental results in three charts by 
verifying the concerning parameters which has shown in Fig. 4, 
5 and 6.In these figures we consider the distance between the 
grid points to be unit and have showed the other parameters 
behavior to better understand the scenario. In Fig. 7, 8 and 9 we 
have shown the impacts of changing the different distances 
between the grid points. In Fig. 4, we have shown the result for 
the dimension 50*50, whereas in Fig. 5 and Fig. 6 that value 
will be changed to 150*150 and 200*200. The number of 
nodes used in this paper differs from 50 to 300 and if necessary 
can be expanded as well. While taking different values of 
transmission range we would prefer to maintain a margin in 
low, medium and high range of measurement, and so, we 
preferred to take the values as 25, 40 and 70 in Fig. 4, 5 and 6. 

Here, we can see that for different dimensions and number 
of nodes, when the radius or transmission range of the nodes 
increases, the amount of charger requires decreases. This is 
because, with increasing radius more nodes can be in the range 
of the grid points (i.e., by placing a charger at that point we 
can charge all the sensors that are within the transmission 
range of the point) and number of charger is lessening 
accordingly. Here, it can be noted that the charger required is 
minimum for highest valued transmission range, i.e., 70 in 
every charts and lowest for the low valued transmission range, 
25.     

Algorithm Grid (NN, R, XMAX, YMAX, ∆) 

//NN=Number of sensor nodes, 

//num_not_charged_yet=number of not_charged 

//nodes, high_freq=highest number of nodes covered, 

//high_freq_x, high_freq_y=represents the coordinates 

//of highest frequency point, i.e., the points that have 

//covered maximum number of nodes in its 

//transmission range, XMAX=maximum dimension in 

//x-axis, YMAX=maximum dimension in y-axis, 

//R=transmission range or radius, ∆= distance between 

//the grid points. 

num_not_charged_yet=NN 

while  num_not_charged_yet>0  do 

        high_freq:=0 

           for  i := 0 to YMAX step size ∆ 

                for j := 0 to XMAX step size ∆ 

                    count:= 0 

                         for k := 0 to num_not_charged_yet 

                              if  distance (i, j , 

nodes[uncharged_nodes [k]][0], 

nodes[uncharged_nodes 

[k]][1])<=R 

                                  count++ 

                      if count>high_freq 

                           high_freq:=count 

                           high_freq_x:=j 

                           high_freq_y:=i 

//Here, we will find the highest frequency point in the 

//grid that will be the point, where we need to place 

//our first charging node to charge all the nodes in the 

//network. 

i:=0   

for j := 0 to num_not_charged_yet 

      if distance(high_freq_x, high_freq_y, 

nodes[uncharged_nodes[j]][0], 

                           nodes[uncharged_nodes[j]][1])>R 

                                 temp[i++]:=uncharged_nodes[j] 

       for j:=0 to i  

                                 uncharged_nodes[j]:=temp[j]    
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Number of chargers required by varying number of nodes and 

transmission range when D=50*50
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Figure 4.  Results by changing transmission range and number of nodes for                 

dimension 50 

Another important parameter of the network is number of 
sensing nodes, N. In most of the cases, we need a sensor 
network with maximum number of nodes deployed in the 
network for establishing WSNs different kinds of applications. 
If we have a look in the Fig. 4, 5 and 6, we can see that, in 
most of the cases, as number of sensing nodes increase the 
number of chargers require increase accordingly. This is 
because, with higher number of nodes, more charging nodes 
are necessary to embrace them meeting the corresponding 
criteria. 

Number of chargers required by varying number of nodes and 

transmission range when D=150*150
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Figure 5.  Results by changing transmission range and number of nodes for 

dimension 150 

A last concerning criterion of the network is its dimension, 
D.  In a large area, where nodes are placed randomly it is 
normally happens that they are placed in a scattered manner 
and that’s why more chargers are required to charge all the 
sensing nodes in the network for such a network. The Fig. 4 is 
designed for low sized area network, 50*50, whereas in Fig. 5 
and 6 we take different results for the area 150*150 and 
200*200 accordingly. In Fig. 4, with the transmission range 25 
and number of sensing nodes 100, we can see that the numbers 
of chargers required are approximately 5. Whereas, for the 
same parameters in Fig. 5, which is designed for dimension 

150, the chargers required are approximately 13 and in Fig. 6 
it is 18 for dimension 200. 

Number of chargers required by varying number of nodes 

and transmission range when D=200*200
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Figure 6.  Results by changing transmission range and number of nodes for 

dimension 200 

Now, we will discuss about changing the step size, i.e., the 
distance between the grid points that have shown in Fig. 7 and 
8. In Fig. 7, we have shown the result for different number of 
sensing nodes, whereas in Fig. 8, we have changed the values 
of transmission range to show different results. We can see in 
Fig. 7, the value of R has taken 20 here, so the highest value of 
the step size as stated before is √2*R, means √2*20, i.e., 28. 
Here, we can see that for different step sized value, as the 
distance between the grid points increase, the amount of 
chargers needed also increase. The reason is, as the distances 
between the grid points increase, the grid points are placing in 
far distances than previous unit distanced grid point placement 
and their searching area also increase accordingly, whereas, in 
lower step size valued grid, the more grid points are placed in 
close distance and checked accordingly and thus the number of 
chargers required are minimum for such a scenario. Moreover, 
to gain the efficiency, processing steps and time need to be low 
and for this reason it is necessary to increase the step size of the 
grid approximation. 

Number of chargers needed varying step size
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Figure 7.  Results for different step size value by changing N and keeping D 

and R fixed. 
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In Fig. 8, we have taken same consideration for different 
transmission range and here, we have kept the number of nodes 
to fix. Here, we can see that for higher valued transmission 
range, the numbers of chargers needed are low compare to the 
lower valued transmission range. The reason behind this is 
same as stated before for Fig. 4, 5 and 6.                                                                                                                             

Number of chargers neede varying step size

where D=200*200, N=200
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Figure 8.  Results for different step size value by changing R and keeping D 

and N fixed. 

V. CONCLUSION AND FUTURE WORK 

Limitation of continuous energy or power supply is a prime 
concern in Wireless Sensor Networks (WSNs). To meet 
different applications of WSNs, it is very important for the 
sensors to have the longer lifespan. In this paper, we propose a 
solution to power limitation problem of WSN by an inductive 
charger deployment scheme to charge all the sensing nodes in 
the network using inductive charging technique. Here, we 
present a grid approximation algorithm to find out a 
deployment strategy for chargers with the goal to achieve the 
cost effectiveness and efficiency. The proposed algorithm will 
find out the location as well as the minimum number of 
chargers needed to charge all the sensing nodes in the network 
in order to maintain a continuous energy supply in the network 
which will help a sensor network to meet its various 
applications in an unfriendly environment. Moreover, the 
algorithm is designed for different step sized valued grid 
approximation and hence ensure the reduction of processing 
steps and time to make the algorithm much stronger and 
flexible. Different experimental results by changing different 
parameters have shown the strength of the algorithm for the 
proposed scheme.  

As an advance to our work, in future, we have desire to 
work on different deployment approaches by developing more 
strong and innovative algorithms to solve the energy limitation 
problem of WSNs. Moreover, as our proposed algorithm is a 
generalized one, we have plan to expand our idea in the field of 
security for calculating minimum number of malicious nodes 
necessary to corrupt or jam the overall network and with this 
regard to measure a network strength of security. Moreover, we 
have aim to explore some more methodologies to implement 
the concept of this paper in real world and also explore for 

intelligent agent based deployment policies to achieve the 
goals.  
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Abstract—Fault-tolerant systems are such systems that can 

continue their operation, even in presence of faults. Redundancy 

as one of the main techniques in implementation of fault-tolerant 

control systems uses voting algorithms to choose the most 

appropriate value among multiple redundant and probably 

faulty results. Average (mean) voter is one of the commonest 

voting methods which is suitable for decision making in highly-

available and long-missions applications in which the availability 

and speed of the system is critical. In this paper we introduce a 

new generation of average voter based on parallel algorithms 

which is called as parallel average voter. The analysis shows that 

this algorithm has a better time complexity (log n) in comparison 

with its sequential algorithm and is especially appropriate for 

applications where the size of input space is large. 

Keywords- Fault-tolerant; Voting Algorithm; Parallel- Algorithm; 

Divide and Conquer. 

I.  INTRODUCTION 

Fault-tolerance is the knowledge of manufacturing the 
computing systems which are able to function properly even in 
the presence of faults. These systems compromise wide range 
of applications such as embedded real-time systems, 
commercial interaction systems and e-commerce systems, Ad-
hoc networks, transportation (including rail-way, aircrafts and 
automobiles), nuclear power plants, aerospace and military 
systems, and industrial environments in all of which a precise 
inspection or correctness validation of the operations must 
occur (e.g. where poisonous or flammable materials are 
kept)[1]. In these systems, the aim is to decrease the probability 
of system hazardous behavior and keep the systems functioning 
even in occurrence of one or more faults.  

One of the mechanisms to achieve fault tolerance is fault 
masking which is used in many fault-tolerant systems [2]. In 
fault masking, hardware modules or software versions are 
replicated and then voting is used to arbitrate among their 
results to mask the effect of one or more run time errors.  

Replication of hardware modules is the most applicable 
form of hardware redundancy in control systems which can be 
in forms of passive (static), active (dynamic) and hybrid.  

The aim in static redundancy is masking the effect of fault 
in the output of system. N-Modular Redundancy (NMR) and 
N-Version Programming (NVP) are two principal methods of 

static redundancy in hardware and software respectively. Three 
modular redundancies (TMR) is the simplest form of NMR 
which is formed from N=3 redundant modules and a voter unit 
which arbitrates among modules’ outputs (figure 1). 

Voter performs a voting algorithm in order to arbitrate 
among different outputs of redundant modules or versions and 
mask the effect of fault(s) from the system output. Based on the 
application, we can use different types of voting algorithms. 

Average voter is one of several voting algorithms which are 
applied in fault-tolerant control systems. Main advantages of 
this voter are its high availability and its potentiality to extend 
to large scale systems. Furthermore, in contradict with many 
voters like majority, smoothing and predictive; it does not need 
any threshold. The main problem of this voter is that whatever 
the number of inputs increases, the complexity of its formula 
increases. Hence, more calculations overhead imposes and the 
processing speed will decrease. In this paper, we use parallel 
algorithms on EREW shared-memory systems to present a new 
generation of average voter – we call as parallel average voter- 
which provides the average voter extension without enlarging 
the calculations, suitable for large scale systems and with 
optimal processing time. Basically there are two architectures 
for multi-processor systems. One is shared-memory multi 
processor system and the other is message passing[3]. In a 
shared-memory parallel system it is assumed n processor has 
either shared their public working space or has a common 
public memory. 

The current paper is organized as follows: in section 2, 
background and related works are described. In Section 3, the 
sequential average voting algorithm and the parallel average 
voting algorithms are presented. Section 4, deals with 
performance analysis of new parallel algorithms and its 
comparison with sequential algorithm. Finally, the conclusions 
and future works are explained in section 5. 

II. RELATED WORKS 

Voting algorithms have been extensively applied in 
situations where choosing an accurate result out of the outputs 
of several redundant modules is required. Generalized voters 
including majority, plurality, median and weighted average 
have been first introduced in [4].  
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Majority voter is perhaps the most applicable voter that 
chooses a module output as the output of voting if majority of 
voter inputs has been produced that value but if less than 
majority of modules are in agreement, plurality voter can make 
an agreement. Plurality and majority are actually extended 
forms of m-out-of-n voting in which at least m modules out of 
n modules should be in agreement; otherwise, voter cannot 
produce the output. This voting method is a suitable choice for 
the systems where the number of voter inputs is large. The 
other generalized voter is median voter that always chooses the 
mid-value of voter inputs as the system output. The most 
significant limitation of this algorithm is that the number of the 
voter inputs is assumed to be odd [4]. In weighted average 
algorithm, the weighted mean of the input values is calculated 
as the voting result. The weight value is assigned to each voter 
input in various methods [2, 4-6], then, calculated weights, wi, 
are used to provide voter output, y=∑wi.xi/∑wi, where xis are 
the voter inputs and y is the voter output. Average voter is a 
special case of weighted average voter in which all weights are 

assumed to be equal to 
 

 
. In two latest methods, the voting 

results may be clearly different from input values, while some 
voters like majority, plurality and median always choose a 
value among their input values as the voter output.   

One difficulty with majority voter and alike is their need to 
threshold, while so far not any general approaches have been 
achieved to calculate fair value of them; however, average 
voter is free of this issue. Furthermore, average voter can 
always produce output. So the availability of this voter and 
voter’s alike including median and weighted average is 100 
percent which makes them the choicest voters for highly 
available missions. 

 One critical issue about the voters is their performance in 
large scale systems. In [7, 8], the above mentioned algorithms 
along with their operation and time complexity for small and 
large number of inputs are analyzed and it has demonstrated 
that the complexity of them depends on the structure of the 
input space. The main problem with all the weighted methods 
and consequently average voter is the increasing in the 
complexity of voter output calculations while the number of 
voter inputs increases. It also has harmful effects on speed of 
processing in control system. 

To address this problem for average voter, by using parallel 
algorithms, we have proposed an effective parallel average 
algorithm based on shared memory EREW. So far, parallel 
voters have not been taken into account and only two 
references [2, 9] have covered this issue. In [3], an efficient 
parallel algorithm has been proposed to find the majority 
element in shared-memory and message passing parallel 
systems and its time complexity was determined, while an 

approach for parallelized m-out-of-n voting through divide-
and-conquer strategy has been presented and analyzed in [9].  

III. SHARED MEMORY SYSTEM PARALLEL ALGORITHM 

In this section, we propose an optimal parallel average 
voting algorithm on EREW shared-memory systems for large 
object space applications such as public health systems, 
geographical information systems, data fusion, mobile robots, 
sensor networks, etc.  

First, we introduce sequential average voting. Then we 
proceed with introducing and describing the parallel average 
algorithm with inspirations from the functions of this algorithm 
and using Divide-and-conquer method and Brent’s theorem 
[10-12].  

A. Sequential Average Voting 

As mentioned in the previous section, in sequential average 
voting, the mean of the modules output will be chosen as the 
output. This will be simply gained through the Lorczak relation 

mentioned in [4] considering  
1 2

1
... nw w w

n
     , 

provided in (1) in which xi is output of the ith redundant 
module; wi, weight of ith module; and X is the output of voter.   

1

1

n

i i

i
n

i

i

x w

X

w









                            (1) 

B. Parallel Average Voting  

In this section, an effective parallel algorithm is presented 
for calculating average voting in PRAM machines with EREW 
shared- memory technology. To do so, the following 
assumptions are taken into account:  

 Array A [1...n] with n elements, comprises a1, a2,…,an 
,where each ai is the output of ith module.   

 Number of redundant modules, n, is considered as the 
power of 2.  

 Array A is divided to 
2

n
p 

 sub-arrays each of which 

contains at most log n element. 

 We assume 1iw  , i i iw x x   .  

 For enhancing the algorithm, the number of required 
processors is assumed equal to the number of sub-arrays 
i.e. p.  

The Pseudo-code of our optimal parallel average voter is 
presented in fig. 2. 
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Procedure PAV (PRAM-EREW) 

Input: A is an array of n elements a1,a2,…,an where n is a power of 2. 

Output: Return X as the output of parallel average voting. 

1. A is subdivided into p=n/2 subsequences Ai of length log n   

where 1≤i≤n; 

2. ∀ i∈ [1 .. n/2] 

Create array A with corresponding elements ai in Parallel. 

3. End Par. 

4. j ← p; 

5. While  j>=1  do 

6. For i=1 to  j  Do in Parallel 

7. A[i]← A[2i-1]+A[2i]; 

8. End Par. 

9. j ← j/2; 

10. End While. 

11. X←A[1]/n; 

12. End. 

 

IV.  ANALYSIS AND COMPARISON 

In this section, step by step, we try to analyze both parallel 
and sequential average voting algorithms introduced in sections 
3.Aand 3.B through using the rule of complexity of the 
computation of the algorithms in order to highlight the 
efficiency of the new parallel algorithm.  

To describe the time complexity of the two algorithms we 
define Ts (n), the function of executing time of the average 
sequential voting algorithm and Tp(n), the function of the 
executing time of the parallel voting algorithm in which p is the 
number of the processors.  

Definitely as a result of using ∑ operator, sequential 
average voter needs time complexity equal to Ts (n)=O(n), 
while parallel algorithm needs constant time of O(1) to divide 
array A into sub-arrays having maximal length of (log n). Line 
2 of PAV uses O(log n) time in order to copy and transfer the 
information.  Since in lines 4-10, we do calculation (adding odd 
and even nodes)  in each sub-array by using tree structure, the 
overall time complexity of these lines will be equal to O(log n). 
Finally in line 11, we need an O(1) time to calculate the 
average voting output.  

 Hence, the total time complexity of our parallel average 
voting algorithm is: 

 

Tp(n)=O(log n).                                           (2) 

 

By comparing the time complexities of sequential and 
parallel algorithms we can conclude that since the execution 
time of parallel average voter is logarithmic, it is able to run 
faster than sequential average voter. Also, it can be seen 
obviously that the total number of required processors in 

parallel algorithm does not exceed
2

n . So taking into account 

the execution time and number of processors needed, the cost 
and time complexity of the proposed algorithm is better than 
sequential algorithm. We also have good Speedup (Sp) and 
Efficiency (Ep) which are indicated in equations (3) and (4). 

log

T nsSP
T np

                                      (2) 

/ log 2

/ 2 log

S n nPEP
P n n

                    (3) 

 
For large scale system i.e. for big n we have good speed up 

and efficiency.   

V. CONCLUSION AND FUTURE WORK 

In this paper, we proposed an effective parallel algorithm 
for finding average voting among the results of n redundant 
modules in parallel shared-memory systems in EREW model. 
As seen in section 3 the execution time of the sequential 
algorithm is linear whereas it is logarithmic in our proposed 
parallel algorithm.  Since the parallel average voter can always 
make result, it has more availability than other parallel voters 
including parallel majority and parallel m-out-of-n. 

Furthermore, in contradict with many voters like majority, 
smoothing and predictive; it doesn’t need any threshold. It also 
resolves the problem associated with sequential average voter 
in dealing with large number of inputs.  

This algorithm can be implemented in future on parallel on 
Bus, Hyper Cube and Mesh typologies in message passing 
systems. Additionally, it can be developed for generating 
parallel Weighted Average Voting algorithm in which the 
weights are unequal. 
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Abstract— We studied the temporal evolution of the 

electromagnetic and velocity fields in an incompressible 

conducting fluid by means of computer simulations from the 

Navier Stokes and Maxwell’s equations. We then derived the set 

of coupled partial differential equations for the stream function 

vector field and the electromagnetic field. These equations are 

first order difference equations in time and fetch simplicity in 

discretization. The spatial partial derivatives get converted into 

partial difference equations. The fluid system of equations is thus 

approximated by a nonlinear state variable system. This system 

makes use of the Kronecker Tensor product. The final system has 

taken account of anisotropic permittivity. The conductivity and 

magnetic permeability of the fluid are assumed to be 

homogeneous and isotropic. Present work in this paper describes 

characterization of magneto hydrodynamic anisotropic medium 

due to permittivity. Also an efficient and modified novel 

numerical solution using Tensor product has been proposed. This 

numerical technique seems to be potentially much faster and 

provide compatibility in matrices operation. Application of our 

characterization technique shall be very useful in tuning of 

permittivity in Liquid crystal polymer, Plasma and Dielectric lens 

antennas for obtaining wide bandwidth, resonance frequency 

reconfigure ability and better beam control. 

Keywords- Permittivity tuning, Incompressible fluid, Navier-

Maxwell’s coupled   equations,   resonance frequency reconfigure 

ability. 

I.  INTRODUCTION 

Electro magneto hydrodynamic equation solutions  in the 
field of fluid dynamic have been very recent in many of the 
applications in the current era [1]. In recent years, there has 
been a growing interest of research in the interaction between 
ionic currents in electrolyte solutions and magnetic fields. 
Electro magneto hydrodynamics (EMHD) is the academic 
discipline which studies the dynamics of electrically 
conducting fluids [1-2]. Examples of such fluids include 
plasmas, liquid metals, and salty water.  

  Large magnetic field B produces enhanced spectral 
transfer in the direction perpendicular to field     , which 
changes the polarization. Wave turbulence (WT) theory was 
developed for deviations from a strong uniform external 
magnetic field within the incompressible EMHD model.  
EMHD turbulence can be characterized as counter propagating 

wave.  According to Maxwell’s equation direction  of energy 
flow of a plane wave is given by E x B [3-5] .  

Material medium, in which an EM field exists is 
characterized by its constitutive parameters σ, µ, ∊ . The 
medium is said to linear if σ,µ,∊  are independent of E,H  or 
nonlinear otherwise.  It is homogeneous if σ,µ,∊ are not 
function of space variable or inhomogeneous otherwise. Hence 
σ,µ,∊ are independent of direction  or anisotropic otherwise. In 
isotropic case  ,   are constants and can be extracted from curl 
term. In an anisotropic medium, properties are different from 
isotropic. Anisotropy is inherent in fluid.  Anisotropic property  
provide great flexibility for tuning the spatial variations of 
electromagnetic waves in a desired manner by manipulating 
their structure features[13-14]  . Based on this principle we 
investigate all components of turbulence applying theoretical 
approach and validate the same with FDM  numerical method. 
Investigations on electrical properties and physical 
characteristics of this medium have been a problem for 
electromagnetic wave transport. As there is a greater need 
exists for studying interaction of electromagnetic field and 
anisotropic medium [9-10], when permittivity takes tensor 
form. The anisotropy can be realized   by solution of 3D MHD 
equations, fluctuations due to uniform applied magnetic field. 
When strong field is applied, fluid motion and motion of 
magnetic field lines are closely coupled [15-17]. Thus   
anisotropic wave becomes Partial Differential Equations, which 
are difficult to solve analytically. Studies of these non linear 
effects in our defined problem have been possible, with 
customized numerical approach using Kronecker Tensor. If we 
take anisotropy due to permittivity, hence є becomes an matrix, 
but µ is scalar number. The permittivity tensor   = 

[
    
    
    

]  can be solved for x,y,z directions to have 

solution for dielectric constant.  

We study the event when there exists an external electric 
and magnetic field acting on conducting fluid, exhibits 
anisotropic behavior and its permittivity takes on tensor form. 
Here we take on inherent characteristics of conducting fluid 
which has anisotropic permittivity [6-7]. We take this 
opportunity of anisotropic nature and use for electromagnetic 
wave propagation, which can be suitable for antenna bandwidth 
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increment and size reduction applications.  This requires tuning 
of medium  permittivity which could be possible by tensor 
analysis method [8] . For this we shall explore solution of 
dynamic fluid equations for which there is a need to develop 
fluid dynamic equations and solve them, for this we shall be  
using perturbation theory [11-12] to evaluate stream 
function   , magnetic field    , Electric field     and Current 
density      as  function of time by taking x, y, z as Cartesian 
coordinates. We have used Kronecker Tensor for numerical 
solution and simulations have been carried out by MATLAB to 
validate   parameters viz    ,    ,              We have worked  
for non linear solution of fluid flow taking medium as 
anisotropic. We have solved for permittivity tensor with  
conductivity and permeability are kept as  constant.  Here we 
used  Kronecker Product , discrete values from 0 to N-1 of x, y, 
z components to generate sparse matrix. This technique 
provides approximate solution of different dimensional 
matrices. Hence all nonlinear parameters can be validated with 
this method. We have worked for solution of B, E,J and     
with time in x,y,z coordinates.  

We have extended the concept cited in reference [1] where 
solution of 2D MHD have been proposed, it uses conventional 
method of numerical solution instead of the proposed work. . 
This paper is organized in five main sections. Section I deals 
with introduction and survey part. Section II consists  of all 
formulation developed. Sections III have MATLAB simulation 
results. Section IV conveys the possible applications of our 
research work. Section V concludes this paper with future 
implementations.  

 Abbreviations : 

  
E - Electric intensity (Volts per meter) 

H -Magnetic intensity (ampere per meter) 

D- Electric flux density (coulomb per square meter) 

B - Magnetic flux density (Weber per square meter) 

J - Electric current density (ampere per square meter) 

    Electric charge density (coulomb per cubic meter) 

q  - Charge electric 

     Conductivity 

  -  Permeability 

  – Permittivity 

    Stream function 

v- Velocity of fluid  (meter/second) 

    Mass density 

    Pressure, 
     η /    Kinetic viscosity 

 F = J X B   Lorentz force 

II. FORMULATIONS 

MHD is an anisotropic medium. The basic equations are 

 , t + .    =   
  

 
 +       + J x   

 

 
            (1) 

And the above  equation(1) is based on Navier stokes 
equation  

  . D = 0       

   (2) 

  . B = 0         

   (3)   

  x H = J + D, t      

                (4) 

  . E =   B, t      

   (5) 

B =  H       

   (6) 

 D =           

                 (7) 
where          are now 3x3 matrices. In term of 

components, they are 

   ∑   

 

                         

   ∑   

 

                

J =   (E +   x B)               (10) 

If   is also a 3x3 matrix, then the last equation can be 

expressed as 

     ∑   

 

   ∑    

     

                        

                                                                                                                                                                 
Here      is a cyclic unit vector. We can solve V and B 

cross product  as  

          =            (12) 

          =           (13) 

                  =           (14)        
                     

              ∑    

   

           

Where      =      =       =  1 

     =      =      = 1 
Others zero from the cyclic unit vector. Initially let J = 0   

and      =                                        

Then we derive 

 .   E) = 0          (16) 

 

 

   E     (    E)             = 0                  (17) 

   
This equation describes the propagation of EM waves in a 

medium having isotropic permeability but anisotropic 
permittivity. Assume that   the density of the medium is a 
constant i.e. the fluid is incompressible.  

Then the mass conservation equation is   .   = 0 and hence 
there is a vector field   such that, as we know ,   =   x   

The curl of the Navier Stokes equation gives 

 , t +   x (  x  )  = 

         +     (  x (JxB)    (18) 

Where   =  x   = -      
Since we can assume without loss of generality 
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  .   = 0 

Thus      , t +   x ((    ) x (  x  )) = 

                    x  (J x B)  (19) 

 

Note that 

       =      

        ∑            

   

  

    ∑     

       

                                  

             ∑    

   

                                              

Hence 

    ∑     

     

    (   ∑    

   

     )             

Here we have worked for presenting a nonlinear solution of 
fluid flow taking medium as anisotropic due to permittivity and 
conductivity and permeability are assumed to be fixed.  

Now we have to Solve for     ,   ,    w.r.t. time  from the 
above equations (1-28).The above equations are self  
explanatory hence does not need  more elaborations. Also we 
can describe  

J x B 

 =     (  x B) x B  =   
     | | 

 
 +     (B. ). B     (23) 

 

  Hence equation (1) can be written as  

 

    , t +   x ((    ) x (  x  )) = 

                   x (( 
     | | 

 
  

+     (B. ). B)                                  (24) 

 

  Let    = A( Matrix)  

   

 Hence  

 , t =     [                 x (( 
     | | 

 
   

+     (B. ). B)     x ((    ) x (  x  ) ]     (25) 
From Tensor product analysis             when;  0    , y, z 

  N-1 ; we can formulate table for generating block matrix 
from the coefficients as follows 

                    

                    

                    

. 

. 

. 

                       

                    

                    

. 

. 

. 

                   

                    

                      

. 

. 

. 

                        

                    

. 

. 

. 

                      

. 

. 

. 

                        

. 

. 

. 

                          

From finite difference method it can be discretized as given 
below  

 

    
                                                                                                     

  
 

   

Similarly we can complete column of         of  table 1 to 

form  this block matrix form coefficients. This can be 
generated by computer. The computer generated table 2 in 
triangular form matrix has been named as matrix A , which 
shall be used to operate with all the elements of the matrices  
placed at right side in equation (25). This will enable us to 
solve the problem. Thus we can now estimate approximate 
value of  stream function. Hence  we thus gets the value of   , 
t, results are presented in figure 1-10. 

Here electric field E can be expressed as  

  E, t  =     
 

   
        -  

 

 
  (E -         x B)        (26) 

 
Similarly we can evaluate E, t, simulated results are 

presented in fig 18.We have to work for getting solution of 
Matrix [A] to get its inverse we take help of MATLAB.  

    ,     ,      

. 

. 

. 

. 

    ,     ,     , Also  

 

 ⃗⃗  x    ⃗         =  
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(             ,              ,             ) (27) 

 

           =       ―      

 

           =      ―      

 

           =      ―      

 
From Finite difference method, we have  

     (n, k, l, m)  =
 

   [    (n, k + 1, l, m)  +     (n, k - 1, l, m)  

―  2   (n, k, l +1, m) +   (n, k, l +1, m)  +     (n, k, l - 1, m) 

―  2   (n, k, l, m) +     (n, k, l, m+1)  +  

  (n, k, l, m - 1) ―  2   (n, k, l, m)] 

 

     (n, k, l, m)  =
 

       (n, k + 1, l, m)  +     (n, k - 1, l, m)  

―  6   (n, k, l  m) +   (n, k, l +1, m)  + 

     (n, k, l - 1, m) +     (n, k, l, m+1)  +   (n, k, l, m - 1)] 

                      

                                                                            (28) 

 
We get this Matrix A from Kronecker Tensor Product 

which is  generated by computer . 

  =*

  

  

  

+ , writing this in lexicographical order for solution. 

 

    Thus, Matrix A can be expressed as follows:- 

 

       (t, x, y, z)  = 

 

   (t, 0, 0, 0)                 (t, 0, 0, 0)     (t, 0, 0, 0) 

       (t, 0, 0, 1)               (t, 0, 0, 1)         (t, 0, 0, 1) 

   (t, 0, 0, 2)           (t, 0, 0, 2)                    (t, 0, 0, 2) 

                  .    .  . 

                  .    .  . 

                  .    .  . 

    

 

       (t, 0, 0, N-1)           (t, 0, 0, N-1)     (t, 0, 0, N-1) 

       (t, 0, 1, 0)            (t, 0, 1, 0)      (t, 0, 1, 0)  

    (t, 0, 1, 1)           (t, 0, 1, 1)                     (t, 0, 1, 1) 

           .     .         . 

           .                 .         . 

           .                 .         . 

  

        

   (t, 0, 1, N-1)            (t, 0, 1, N-1)    (t, 0, 1, N-1) 

           .     .         . 

           .                 .         . 

           .                 .         . 

    

   (t, N-1, 0, 0)    (t, N-1, 0, 0)    (t, N-1, 0, 0) 

           .     .         . 

           .                 .         . 

           .                 .         . 

 

     (t, N-1, N-1, N-1)    (t, N-1, N-1, N-1) 

    (t, N-1, N- 1, N-1) 

 

     Table 1  Generated from Kronecker Tensor  

           =    *

    
    

    
+ where A Matrix = 

  

Solution of MHD equation

 A =

 -2     1     0     0     0     0     0     0     0     0     0     0

 1    -2     1     0     0     0     0     0     0     0     0     0

 0     1    -2     1     0     0     0     0     0     0     0     0

 0     0     1    -2     1     0     0     0     0     0     0     0

 0     0     0     1    -2     1     0     0     0     0     0     0

 0     0     0     0     1    -2     1     0     0     0     0     0

 0     0     0     0     0     1    -2     1     0     0     0     0

 0     0     0     0     0     0     1    -2     1     0     0     0

 0     0     0     0     0     0     0     1    -2     1     0     0

 0     0     0     0     0     0     0     0     1    -2     1     0

 0     0     0     0     0     0     0     0     0     1    -2     1

 0     0     0     0     0     0     0     0     0     0     1    -2

  
 

TABLE 1.  A – BLOCK MATRIX  GENERATED BY COMPUTER 

 

or  *

     

     

     

+  =  |
    
   
   

|  *

    
    

    
+ 

 
Hence   this will generate   3  X3   order   Matrix. For 

example tensor product will look like the given below matrix.  

  *

    

   

    

+  x *

     

     

     

+ 

 

  = [

(   )                       

                            

(   )                       

] 

 
Here we have  taken value of  N =10, Which is significantly 

small and convenient to run on the computer as  large value of 
N require much amount of memory, more time to compute. 
Matrix generated has array of elements and with most of the 
elements are zero. In this way we notice that these  non zero  
elements values get shifted toward one column right side , 
when moved from first row  to second row and second to third 
row and so on. It forms a triangular matrix; same is shown in 
table 2. With the help of Kronecker tensor we are able solve  
PDE equations in matrix form. Results of the solution are 
discussed in section 3 of this paper.  



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 2, No.1, January 2011 

 

 

46 | P a g e  

http://ijacsa.thesai.org/ 

III. SIMULATION RESULTS 

We have solved for stream function from given equation 
(25) using Matlab at some fixed length of t and z 
values.           have been taken variables  as shown in figure 
[1-10]. We keenly observe turbulence as we proceed from 
figure 1 to 10. Plot [11-12] presents clear view of turbulence of 
y specific components and fig [13-14] depicts total stream 
function plots. Plots [15-17] presents x, y, z components of J. 
Plots18 presents electric field which seems to be sinusoidal. 
Plot 19 presents J x B features. We have taken plots of stream 
function in x,y,z coordinates with respect to time and intensity 
of the figure  in colors represents stream function as shown in 
fig [13-14]. We have first generated one   matrix A using 
Kronecker product and inverse of this matrix has been 
computed. This generated inverse matrix gets multiplied with 
all other values in right hand side terms in equation (25) with 
each element. Results have revealed stream function turbulence 
due to presence of   high magnetic field.  

 
Figure 1.  Plot of    stream function in x and y components at given fixed 

value of t, z 

 

 
Figure 2.  Plot of   stream function in x and y components at given  fixed 

value of t, z 

 

 

Figure 3.  Plot    of stream function in x and y components at given fixed 

value of t, z 

 
Figure 4. Plot of   stream function in x and y components at given 

fixed value of t, z 

 

 
 

Figure 5. Plot of stream function in x and y components at given 

fixed value of t, z 
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Figure 6. Plot of stream function in x and y components at given 

fixed value of t, z 

 
Figure 7. Plot of   stream function in x and y components at given  

fixed value of t, z 

      
Figure 8. Plot of stream function in x and y components at given 

fixed value of t, z 

 

 
 

Figure 9. Plot of stream function in x and y components at given 

fixed value of t, z 

 

 

Figure 10.  Plot of   stream function in x and y components at 

given fixed value of t, z 

 

Figure 11 Plot   of stream function showing turbulence 

 

 

Figure 12 Plot   of stream function in y direction 
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Figure 13.  3D Plot of   stream function intensity showing turbulence 

 

 

Figure 14. 3D plot   stream function showing turbulence 

 

 

Figure15  Plot of J in x axis 

 

Figure16 Plot of J in y axis 

 

 

Figure 17.  Plot of J in z axis 

 

 

Figure 18.  Plot of Electric E field with time 

 

  
 

Figure 19  plot of JXB 

IV. APPLICATIONS  

Permittivity tensor imparts directional dependent 
properties. Positive permittivity may play significant role for 
bandwidth and gain in energy propagation. Significant 
application of this feature can be in designing dielectric lens  
and LCP  antennas. Application of our approach can be an  
electromagnetically flow control [18] of fluid metal for steel 
casting with varying magnetic field strength create transition of 
turbulence due to perturbation.  Evaluating   field gradient drag 
effect can predict and control conducting fluid flow. Also in 
meta material antenna with tuning permittivity may effect in 
reduction of size of the antenna and these facts are yet to be 
established as per best of author knowledge. Tele robot, 
actuator, sensor, EM brakes, Steel casting, Seismic wave, 
Dielectric lens antenna, Liquid Crystal  Polymer  antenna, Meta 
material  antenna. 

V. CONCLUSION 

We have used Kronecker tensor product for numerical 

solution to avoid matrices mismatch problem. This numerical 
approach has not only given us the solution to operate on each 
other having different order of matrices but also this approach 
has fetched us the fast computations.   An efficient numerical 
solution technique has been proposed.  In this work we have 
developed 3D MHD equations for turbulence of fluid flow   
and   stream function has been validated in x, y , z direction.  
Analysis of anisotropic medium for permittivity has been 
proposed to obtain better transmission parameters. As 
compared to [1] detailed analyses have been worked with 3D 
features. Also Numerical techniques developed and used for 
the present work have been much efficient in computations and 
time as compared to the previous work cited in reference 
[1].Turbulence results have been validated with precision 
control as compared to reference[1]. 
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In future works we are busy in working for devising 
permittivity control and tuning mechanism for anisotropic 
medium by permittivity tensor analysis, in x, y, z directions to 
obtain higher dielectric constant which can be the improve 
efficiency of dielectric lens and liquid crystal antenna. This 
high dielectric constant or permittivity can also enhance 
bandwidth and can reduce length of these antennas. 
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Abstract—In this paper, we present a framework for 

performance analysis of wireless MANET in combat/battle field 

environment. The framework uses a cross-layer design approach 

where four different kinds of routing protocols are compared and 

evaluated in the area of security operations. The resulting 

scenarios are then carried out in a simulation environment using 

NS-2 simulator. Research efforts also focus on issues such as 

Quality of Service (QoS), energy efficiency, and security, which 

already exist in the wired networks and are worsened in 

MANET. This paper examines the routing protocols and their 

newest improvements. Classification of routing protocols by 

source routing and hop-by-hop routing are described in detail 

and four major categories of state routing are elaborated and 

compared. We will discuss the metrics used to evaluate these 

protocols and highlight the essential problems in the evaluation 

process itself. The results would show better performance with 

respect to the performance parameters such as network 

throughput, end-to-end delay and routing overhead when 

compared to the network architecture which uses a standard 

routing protocol. Due to the nature of node distribution the 

performance measure of path reliability which distinguishes ad 

hoc networks from other types of networks in battlefield 

conditions, is given more significance in our research work. 

Keywords- MANET; routing; protocols; wireless; simulation 

I. INTRODUCTION 

As the importance of computers in our daily life increases 
it also sets new demands for connectivity. Wired solutions 
have been around for a long time but there is increasing 
demand on working wireless solutions for connecting to the 
Internet, reading and sending E-mail messages, changing 
information in a meeting and so on. There are solutions to 
these needs, one being wireless local area network that is 
based on IEEE 802.11 standard. However, there is increasing 
need for connectivity in situations where there is no base 
station (i.e. backbone connection) available (for example two 
or more PDAs need to be connected). This is where ad hoc 
networks step in. 

A. AD-HOC NETWORK 

The ―Ad Hoc Networks‖ are wireless networks 
characterized by the absence of fixed infrastructures. This 

allows the use of this kind of network in special 
circumstances, such as disastrous events, the reduction or 
elimination of the wiring costs and the exchange of 
information among users independently from the environment. 
The devices  belonging to the network must be able not only to 
transmit and receive data, but also to manage all the functions 
of the network in a distributed way, as routing of the packets, 
security, Quality Of Service (QoS), etc; so these are not only 
terminals, but they become sheer nodes. These devices have a 
wireless interface and are usually in mobile systems of several 
types, from those simple ones like PDA to notebooks.  

 

Figure 1. Example of a wireless MANET 

A mobile ad-hoc network (MANET) is a self-configuring 
network of mobile routers (and associated hosts) connected by 
wireless links—the union of which form an arbitrary topology. 
The routers are free to move randomly and organize 
themselves arbitrarily; thus, the network's wireless topology 
may change rapidly and unpredictably. There are several 
applications of mobile ad hoc networks such as disaster 
recovery operations, battle field communications, data sharing 
in conference halls, etc [1].One of the main issues in such 
networks is performance- in a dynamically changing topology; 
the nodes are expected to be power-aware due to the 
bandwidth constrained network. Another issue in such 
networks is security - The goals of confidentiality, integrity, 
authenticity, availability and non-repudiability are very 
difficult to achieve in MANETs since every node participates 
in the operation of the network equally and malicious nodes 
are difficult to detect. The addition of security layers also adds 
to the performance overhead drastically. We investigate these 
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related issues and study the tradeoffs involved so that an 
optimal solution may be achieved. 

In Latin, ad hoc means "for this," further meaning "for this 
purpose only‖- It is a good and emblematic description of the 
idea why ad hoc networks are needed. They can be set up 
anywhere without any need for external infrastructure (like 
wires or base stations). They are often mobile and that's why a 
term MANET is often used when talking about Mobile Ad hoc 
NETworks [2]. MANETs are often defined as follows: A 
"mobile ad hoc network" (MANET) is an autonomous system 
of mobile routers (and associated hosts) connected by wireless 
links - the union of which forms an arbitrary graph. The 
routers are free to move randomly and organize themselves 
arbitrarily; thus, the network's wireless topology may change 
rapidly and unpredictably. Such a network may operate in a 
standalone fashion, or may be connected to the larger Internet. 
The strength of the connection can change rapidly in time or 
even disappear completely. Nodes can appear, disappear and 
re-appear as the time goes on and all the time the network 
connections should work between the nodes that are part of it. 
As one can easily imagine, the situation in ad hoc networks 
with respect to ensuring connectivity and robustness is much 
more demanding than in the wired case [1]. 

Ad hoc networks are networks are not (necessarily) 
connected to any static (i.e. wired) infrastructure. An ad-hoc 
network is a LAN or other small network, especially one with 
wireless connections, in which some of the network devices 
are part of the network only for the duration of a 
communications session or, in the case of mobile or portable 
devices, while in some close proximity to the rest of the 
network. 

The ad hoc network is a communication network without a 
pre-existing network infrastructure. In cellular networks, there 
is a network infrastructure represented by the base-stations, 
Radio network controllers, etc. In ad hoc networks every 
communication terminal (or radio terminal RT) communicates 
with its partner to perform peer to peer communication. If the 
required RT is not a neighbor to the initiated call RT, (outside 
the coverage area of the RT) then the other intermediate RTs 
are used to perform the communication link. This is called 
multi-hop peer to peer communication. This collaboration 
between the RTs is very important in the ad hoc networks. In 
ad hoc networks all the communication network protocols 
should be distributed throughout the communication terminals 
(i.e. the communication terminals should be independent and 
highly cooperative). 

In wireless communication, Ad hoc mobile network is a 
collection of mobile nodes that are dynamically and arbitrarily 
located in such a manner that the interconnections between 
nodes are capable of changing on a continual basis. In order to 
facilitate communication within the network, a routing 
protocol is used to discover have been proposed for MANET 
and some of them have been widely used. This project paper 
utilizes network scoping to model MANET routing for four 
different routing protocols: Dynamic Source Routing (DSR), 
Ad hoc on-demand Distance Vector (AODV) and Optimized 

Link State Routing (OLSR) and Location Aided Routing 
(LAR) and compare them with the traditional mathematical 
equation models [1]. 

 B. Application Areas 

Some of the applications of MANETs are 

 Military or police exercises. 

 Disaster relief operations. 

 Mine site operations. 

 Urgent Business meetings 

 Personal area network 

Such networks can be used to enable next generation of 
battlefield applications envisioned by the military including 
situation awareness systems for maneuvering war fighters, and 
remotely deployed unmanned micro-sensor networks. Ad Hoc 
networks can provide communication for civilian applications, 
such as disaster recovery and message exchanges among 
medical and security personnel involved in rescue missions. 

Many examples of MANETs can be found in real life 
where an access point and existing infrastructure is not 
available. For example, battlefields and emergencies where no 
one has the time to establish access points are the prime 
examples of MANETs. Common examples are: 

Battlefield situations where each jeep and even each soldiers 
gun has a wireless card. These ―nodes‖ form a MANET and 
communicate with each other in the battlefield. In addition, 
MANETs can be used to detect hostile movements in remote 
areas instead of land mines.  

Emergency situations where, for example, a building has been 
destroyed due to fire, earthquake, or bombs. In such a case, it 
is important to set up a quick network. MANETs are ideal for 
such situations. For example, in emergency operation, police 
and fire fighters can communicate through a MANET and 
perform their operations without adequate wireless coverage. 

II. PREVIOUS WORK 

Most of the previous work have reviewed and 
implemented the vast literature using various routing protocols 
employing the constant bit rate for their analysis [3], [4]. Most 
of the previous is limited on performing simulations for ad hoc 
networks. Our work differs in that we use variable bit ratio in 
a combat situation with battlefield like conditions. We will 
observe and comment on the behavior of each protocol. 

A. Routing protocols and Algorithm 

An ad hoc mobile network is a collection of mobile nodes 
that are dynamically and arbitrarily located in such a manner 
that the interconnections between nodes are capable of 
changing on a continual basis. In order to facilitate 
communication within the network, a routing protocol is used 
to discover routes between nodes. The primary goal of the 
routing protocol is to obtain correct and efficient route 
establishment between a pair of source and destination nodes 
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so that messages may be delivered in a timely manner. The 
general performance measures are the delay and throughput of 
information [4]. Due to the limited bandwidth associated with 
most wireless channels, it is obvious that route construction 
should be done with a minimum of overhead and bandwidth 
consumption. And due to the nature of node distribution, 
another performance measure is path reliability, which distin-
guishes ad hoc networks from other types of networks. Much 
work has appeared in these areas, but advances in wireless 
research are focusing more and more on the adaptation 
capability of routing protocols due to the interrelationship 
among these performance measures. 

Routing algorithms, it is well known, determine the 
optimum path between n senders and receivers based on 
specific metrics, such as shortest time delay or minimum cost. 
Determination of optimal paths in large networks has been an 
area of active research for many years, with applications for 
travelling salesman, school bus routing, flight routings and 
others. An important factor in routing algorithm design is the 
time T it takes to develop a solution. If T is more than the 
average time between topology changes, then the algorithm 
cannot update the routing table fast enough. For example, if 
the topology changes every 20 seconds, but it takes a minute 
to find a route, then the routing tables will not have correct 
routing information and the whole routing system will 
collapse. This is the main challenge in MANET routing. In 
MANET, the internal routing algorithms do not work well 
because they assume that the topology will change very 
infrequently, thus an optimal path can be found almost at 
leisure [4]. 

For mobile ad hoc networks, the core routing 
functionalities include: 

 Path generation to generate possible paths between 
the senders and receivers. 

 Path selection to determine the appropriate paths 
based on a selection criteria (minimal time). 

 Data forwarding to transmit user traffic along the 
selected paths. 

 Path maintenance to make sure that the selected route 
is maintained and to find alternates in case of 
problems. 

 Due to the nature of MANETs, the routing protocols 
should be highly adaptive, fast, and 
energy/bandwidth efficient. 

B. MANET Routing Algorithms 

Many routing protocols for MANET have been published. 
Although there are different ways of classifying them, a 
convenient approach is to view them in terms of small or large 
networks [6]. 

For smaller networks, the following are well known: 

Dynamic Source Routing (DSR) uses a source (versus hop-
by-hop) algorithm. Thus there is no need for intermediate 
nodes to maintain routing information. 

Ad Hoc On-Demand Distance Vector (AODV) combines 
DSR with sequence numbering and other features to make it 
more efficient 

In recent years, research efforts have been focusing on 
improving the performance of routing protocols in MANET. 
The MANET working group coordinates the development of 
several candidates among the protocols including OLSR and 
AODV. These protocols are classified into four classes based 
on the time when routing information is updated, the Proactive 
Routing Protocol (PRP), Reactive Routing Protocols (RRP), 
Hybrid Routing Protocol (HRP) and the Geographical Routing 
Protocol (GRP) [4], [6]. 

There are other classifications of routing protocols such as 
the distance vector (DV) class and link state (LS) class based 
on the content of the routing table. The DV protocols 
broadcast a list (vector) of distances to the destinations and 
each node maintains the routing table of the shortest paths to 
each known destination. On the other hand, the LS protocols 
maintain the topology of the network (links state). Each entry 
in LS routing table represents a known link. In LS routing, 
each node needs to calculate the routing table based on the 
local (links state) information in order to obtain a route to 
destination. Normally, the link state protocols are more stable 
and robust but much more complex than distance vector 
protocols. There are also instances of the above two family In 
MANET. The OLSR is the most widely used link state 
protocol, while AODV is the most popular distance vector 
protocol. We provide a general analysis of link state routing 
and distance vector routing in MANET respectively. 

Another classification of routing protocols is source 
routing and hop-by-hop routing. In source routing, the source 
computes the complete path towards the destination, which 
consequently leads to loop-free routing. In hop-by-hop 
routing, each intermediate node computes the next hop itself. 
The nature of hop-by-hop routing reduces the chance of failed 
route in MANET, which suffers much faster topology changes 
than wired networks. Consequently, the source routing 
protocol in MANET, DSR, allows the intermediate nodes and 
even overhearing nodes to modify the route in order to adapt 
to the nature of MANET. Most MANET routing protocols 
such as OLSR and AODV have the hop-by-hop nature. 

C. Proactive Routing Protocols (PRP) 

In proactive (table-driven) protocols, nodes periodically 
search for routing information within a network. The control 
overhead of these protocols is foreseeable, because it is 
independent to the traffic profiles and has a fixed upper bound. 
This is a general advantage of proactive routing protocols.  

DSDV: The Destination-Sequenced Distance-Vector 
(DSDV) Routing protocol is based on the idea of the classical 
Bellman-Ford Routing Algorithm with certain improvements 
such as making it loop-free. The basic improvements made 
include freedom from loops in routing tables, more dynamic 
and less convergence time. Every node in the MANET 
maintains a routing table which contains list of all known 
destination nodes within the network along with number of 
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hops required to reach to particular node [4], [7]. Each entry is 
marked with a sequence number assigned by the destination 
node. The sequence numbers are used to identify stale routes 
thus avoiding formation of loops. To maintain consistency in 
routing table data in a continuously varying topology, routing 
table updates are broadcasted to neighbor’s periodically or 
when significant new information is available. In addition to 
its time difference between arrival of first and arrival of the 
best route to a destination is also stored so that advertising of 
routes, which are likely to change soon, can be delayed. Thus 
avoiding the advertisement of routes, which are not stabilized 
yet, so as to avoid rebroadcast of route entries that arrive with 
node is supposed to keep the track of settling time for each 
route so that fluctuations can be damped by delaying 
advertisement of new route to already known and reachable 
destination thus reducing traffic. Fluctuating routes occurs as a 
node may always receive two routes to a destination with same 
sequence number but one with better metric later. But new 
routes received which take to a previously unreachable node 
must be advertised soon. Mobiles also keep track of the 
settling time of routes, or the weighted average time that 
routes to a destination will fluctuate before the route with the 
best metric is received. By delaying the broadcast of a routing 
update by the length of the settling time, mobiles can reduce 
network traffic and optimize routes by eliminating those 
broadcasts that would occur if a better route was discovered in 
the very near future. Consequently, the proactive routing 
protocols prefer link state routing because additional route 
calculation of link state routing doesn’t contribute to delay. 

OLSR: Optimized Link State Routing (OLSR) is a 
proactive, link state routing protocol specially designed for ad 
hoc networks. OLSR maintains Multipoint Relays (MPRs), 
which minimizes the control flooding by only declaring the 
links of neighbors within its MPRs instead of all links [4], [7]. 
The multicast nature of OLSR route discovery procedure can 
be integrated with the mobile IP management by embedding 
the mobile-IP agent advertisement into the OLSR MPR-
flooding. This is important for the 4G global ubiquitous 
networks, which requires the wireless access network to be 
fully adhoc. Several extensions of OLSR are available that 
correspond to different network scenario. For fast changing 
MANET, provides a fast-OLSR version which reacts faster to 
topology changes than standard OLSR by enabling the fast 
moving nodes to quickly discover its neighbors and select a 
subset of their MPRs to establish connection to other nodes.  

D. Reactive Routing Protocol (RRP) 

The reactive (on-demand) routing protocols represent the 
true nature of ad hoc network, which is much more dynamic 
than infrastructure networks. Instead of periodically updating 
the routing information, the reactive routing protocols update 
routing information when a routing requirement is presented, 
consequently reducing the control overhead, especially in high 
mobility networks where the periodical update will lead to 
significant useless overhead. 

AODV: Ad hoc On-demand Distance Vector Routing 
(AODV) is an improvement of the DSDV algorithm. AODV 

minimizes the number of broadcasts by creating routes on-
demand as opposed to DSDV that maintains the list of all the 
routes. The on-demand routing protocols suffer more from 
frequent broken source-to-destination links than table driven 
routing due to the delay caused by on-demand route 
recalculation. AODV avoids such additional delay by using 
distance vector routing. There are some improved versions of 
AODV. A ―source route accumulation‖ version of AODV 
which modifies the Routing REQuest (RREQ) and Routing 
REPly (RREP) messages in order to speed up the convergence 
of route discovery [4]. In order to reduce control overhead, a 
controlled flooding (CF) mechanism to reduce overlapped 
flooding messages for AODV is used.  

The AODV algorithm is an improvement of DSDV 
protocol described above. It reduces number of broadcast by 
creating routes on demand basis, as against DSDV that 
maintains mutes to each known destination. When source 
requires sending data to a destination and if route to that 
destination is not known then it initiates route discovery. 
AODV allows nodes to respond to link breakages and changes 
in network topology in a timely manner. Routes, which are not 
in use for long time, are deleted from the table. Also AODV 
uses Destination Sequence Numbers to avoid loop formation 
and Count to Infinity Problem. An important feature of AODV 
is the maintenance of timer based states in each node, 
regarding utilization of individual routing table entries. A 
routing table entry is expired if not used recently [4], [7]. A set 
of predecessor nodes is maintained for each routing table 
entry, indicating the set of neighboring nodes which use that 
entry to route data packets. Each predecessor node, in turn, 
forwards the RERR to its own set of predecessors, thus 
effectively erasing all routes using the broken link. Route error 
propagation in AODV can be visualized conceptually as a tree 
whose root is the node at the point of failure and all sources 
using the failed link as the leaves. 

 

 

 

 

 

 

 

 

Figure 2. AODV routing protocol 
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DSR: The key feature of DSR is the use of source routing, 
which means the sender knows the complete hop-by-hop route 
to the destination. The node maintains route caches containing 
the source routes that it is aware of. Each node updates entries 
in the route cache as and when it learns about new routes [4], 
[6]. The data packets carry the source route in the packet 
headers. The delay and throughput penalties of DSR are 
mainly attributed to aggressive use of caching and lack of any 
mechanism to detect expired stale routes or to determine the 
freshness of routes when multiple choices are available. 
Aggressive caching, however, helps DSR at low loads and 
also keeps its routing load down.  

The DSR is a simple and efficient routing protocol 
designed specifically for use in multi-hop wireless ad hoc 
networks of mobile nodes. DSR allows the network to be 
completely self-organizing and self-configuring, without the 
need for any existing network infrastructure or administration. 
The protocol is composed of the two main mechanisms of 
―Route Discovery‖ and ―Route Maintenance’, which work 
together to allow nodes to discover and maintain routes to 
arbitrary destinations in the ad hoc network. All aspects of the 
protocol operate entirely on DSR protocol include easily 
guaranteed loop-free routing, operation in networks containing 
unidirectional links, use of only ―soft state‖ in routing, and 
very rapid recovery when routes in the network change. In 
DSR, Route Discovery and Route Maintenance each operate 
entirely ―on demand‖ [4], [7]. In particular, unlike other 
protocols, DSR requires no periodic packets of any kind at any 
layer within the network.  

The sender of a packet selects and controls the route used 
for its own packets, which together with support for multiple 
routes also allows features such as load balancing to be 
defined. In addition, all routes used are easily guaranteed to be 
loop-free, since the sender can avoid duplicate hops in the 
routes selected. The operation of both Route Discovery and 
Route Maintenance in DSR are designed to allow 
unidirectional links and asymmetric routes. 

 

Figure 3. DSR Routing protocol 

E. Hybrid Routing Protocol 

The Ad Hoc network can use the hybrid routing protocols 
that have the advantage of both proactive and reactive routing 

protocols to balance the delay and control overhead (in terms 
of control packages). Hybrid routing protocols try to maximize 
the benefit of proactive routing and reactive routing by 
utilizing proactive routing in small networks (in order to 
reduce delay), and reactive routing in large-scale networks (in 
order to reduce control overhead) [4]. In the literature survey, 
hybrid routing protocols are compared with proactive routing 
protocol OLSR. The results show the hybrid routing protocols 
can achieve the same performance as the OLSR and are 
simpler to maintain due to its scalable feature. The difficulty 
of all hybrid routing protocols is how to organize the network 
according to network parameters. The common disadvantage 
of hybrid routing protocols is that the nodes that have high 
level topological information maintains more routing 
information, which leads to more memory and power 
consumption. 

ZRP: The Zone Routing Protocol (ZRP) localizes the 
nodes into sub-networks (zones). Within each zone, proactive 
routing is adapted to speed up communication among 
neighbors. The inter-zone communication uses on-demand 
routing to reduce unnecessary communication [4], [7]. An 
improved mathematic model of topology management to  

 

 

 

 

 

 

 

 

Figure 4. Zone Routing protocol 

organize the network as a forest, in which each tree is a zone,  
was introduced. This algorithm guarantees overlap-free zones. 
Furthermore, the concept introduced in this algorithm also 
works with QoS control because the topology model is also an 
approach to estimate the link quality. An important issue of 
zone routing is to determine the size of the zone. An enhanced 
zone routing protocol, is the Independent Zone Routing (IZR), 
which allows adaptive and distributed reconfiguration of the 
optimized size of zone. Furthermore, the adaptive nature of the 
IZR enhances the scalability of the ad hoc network. 

F. Geographical Routing  

LAR: Location-Aided Routing (LAR) protocol is an 
approach that decreases overhead of route discovery by 
utilizing location information of mobile hosts. Such location 
information may be obtained using the global positioning 
system (GPS). LAR uses two flooding regions, the forwarded 
region and the expected region. LAR protocol uses location 
information to reduce the search space for a desired route, 
limiting the search space results in fewer route discovery 
messages. When a source node wants to send data packets to a 
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destination, the source node first should get the position of the 
destination mobile node by contacting a location service which 
is responsible of mobile node positions. This causes a 
connection and tracking problems. Two different LAR 
algorithms have been presented. LAR scheme 1 and LAR 
scheme 2 [5]. LAR scheme 1 uses expected location of the 
destination (so-called expected zone) at the time of route 
discovery in order to determine the request zone. The request 
zone used in LAR scheme 1 is the smallest rectangle including 
current location of the source and the expected zone for the 
destination. The sides of the rectangular request zone are 
parallel to the X and Y axes. When a source needs a route 
discovery phase for a destination, it includes the four corners 
of the request zone with the route request message transmitted. 
Any intermediate nodes receiving the route request then make 
a decision whether to forward it or not, by using this explicitly 
specified request zone. Note that the request zone in the basic 
LAR scheme 1 is not modified by any intermediate nodes. On 
the other hand, LAR scheme 2 uses distance from the previous 
location of the destination as a parameter for defining the 
request zone. Thus, any intermediate node j receiving the route 
request forwards it if j is closer to or not much farther from the 
destination's previous location than node i transmitting the 
request packet to j. Therefore the implicit request zone of LAR 
scheme 2 becomes adapted as the route request packet is 
propagated to various nodes [8]. 

III. CHARACTERISTICS OF MANET 

Mobile Adhoc Network (MANET) is a collection of 
independent mobile nodes that can communicate to each other 
via radio waves. The mobile nodes that are in radio range of 
each other can directly communicate, whereas others need the 
aid of intermediate nodes to route their packets. These 
networks are fully distributed, and can work at any place 
without the help of any infrastructure. This property makes 
these networks highly flexible and robust. 

It does not require fixed infrastructure components such as 
access points or base stations. In a MANET, two or more 
devices are equipped with wireless communications and 
networking capability. Such devices can communicate with 
another node that is immediately within their radio range 
(peer-to-peer communication) or one that is outside their radio 
range by using intermediate nodes to relay the packets from 
the source to destination [4]. 

It causes route changes, sources may need to traverse 
multiple and different links to reach the destination every time 
because all nodes may be moving. Due to this, the traditional 
routing protocols fail because they assume fixed network 
topology. 

It is self-organizing and adaptive. This means that a 
formed network can be formed on-the-fly without the need for 
any system administration. This allows rapid deployment of 
networks when needed and a quick teardown when not needed 

It can consist of heterogeneous devices: i.e., the nodes can 
be of different types (PDAs, laptops, mobile phones, routers, 
printers etc) with different computation, storage and 

communication capabilities. The only requirement is that the 
basic MANET software has to be able to run in the devices. 

Power consumption can be high because nodes have to be 
kept alive to forward data packets sent by other nodes that just 
happen to be in the neighborhood. This especially presents a 
challenge to the tiny sensors that participate in MANETs. 

The characteristics of these networks are summarized as 
follows: 

 Communication via wireless means.  

 Nodes can perform the roles of both hosts and 
routers.  

 No centralized controller and infrastructure. Intrinsic 
mutual trust.  

 Dynamic network topology. Frequent routing 
updates. 

 Autonomous, no infrastructure needed. 

 Can be set up anywhere. 

 Energy constraints 

 Limited security 

Generally, the communication terminals have a mobility 
nature which makes the topology of the distributed networks 
time varying. The dynamical nature of the network topology 
increases the challenges of the design of ad hoc networks. 
Each radio terminal is usually powered by energy limited 
power source (as rechargeable batteries). The power 
consumption of each radio terminal could be divided generally 
into three parts, power consumption for data processing inside 
the RT, power consumption to transmit its own information to 
the destination, and finally the power consumption when the 
RT is used as a router, i.e. forwarding the information to 
another RT in the network [9]. The energy consumption is a 
critical issue in the design of the ad hoc networks. The mobile 
devices usually have limited storage and low computational 
capabilities. They heavily depend on other hosts and resources 
for data access and information processing. A reliable network 
topology must be assured through efficient and secure routing 
protocols for Ad Hoc networks. 

A. Network Security 

Network security extends computer security, thus all the 
things in computer security are still valid, but there are other 
things to consider as well. Network security is then computer 
security plus secure communication between the computers or 
other devices. Not all nodes are computers in an Ad Hoc 
network, thus nodes cannot be assumed to implement the 
security services normally existent in computers' operating 
systems. That is why network security should be defined as - 
Making sure that the nodes enforce a proper computer security 
and then securing the communication between them-. 
Different variables have different impact on security issues 
and design [4]. Especially environment, origin, range, quality 
of service and security criticality are variables that affect the 
security in the network. If the environment is concerned, 
networks can operate in hostile or friendly environments. A 
battlefield has totally different requirements for security if 
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compared with home networks. On a battlefield also physical 
security and durability might be needed to ensure the 
functionality of the network. 

The ways to implement security vary if the range of the 
network varies. If the nodes are very far from each other, the 
risk of security attacks increases. On the other hand, if the 
nodes are so close to each other that they actually can have a 
physical contact, some secret information (e.g. secret keys) 
can be transmitted between the nodes without sending them on 
air. That would increase the level of security, because the 
physical communication lines are more secure than wireless 
communication lines. Quality of service issues deal with 
questions like -Is it crucial that all messages reach their 
destination?- or -Is it crucial that some information reaches the 
destination in certain time?-. QoS is generally demanded in 
real time applications where reliable and deterministic 
communication is required. These issues refer to security e.g. 
in process control applications. We could have an Ad Hoc 
network in some process and all the measurements and control 
signals could be transmitted through the network. In order to 
have secure and reliable control of the process, quality of 
service requirements need to be met [4]. 

The last variable of Ad Hoc networks described with 
respect to security is security criticality. This means that 
before we think of the ways to implement security, we must 
consider carefully whether security is required at all or 
whether it matters or not if someone outside can see what 
packets are sent and what they contain. Is the network 
threatened if false packets are inserted and old packets are 
retransmitted? Security issues are not always critical, but it 
might cost a lot to ensure it. Sometimes there is trade-off 
between security and costs. 

B. Security Problems in MANETs  

MANETs are much more vulnerable to attack than wired 
network. This is because of the following reasons: 

 Open Medium - Eavesdropping is easier than in 
wired network.  

 Dynamically Changing Network Topology - Mobile 
Nodes comes and goes from the network, thereby 
allowing any malicious node to join the network 
without being detected. 

 Cooperative Algorithms - The routing algorithm of 
MANETs requires mutual trust between nodes which 
violates the principles of Network Security.  

 Lack of Centralized Monitoring - Absence of any 
centralized infrastructure prohibits any monitoring 
agent in the system.  

 Lack of Clear Line of Defense - The only use of first 
line of defense - attack prevention may not succeed. 
Experience of security research in wired world has 
taught us that we need to deploy layered security 
mechanisms because security is a process that is as 
secure as its weakest link. In addition to prevention, 
we need second line of defense - detection and 
response. 

Advantages  

 They provide access to information and services 
regardless of geographic position.  

 These networks can be set up at any place and time.  

 These networks work without any pre-existing 
infrastructure. 

Disadvantages 

Some of the disadvantages of MANETs are: 

 Limited resources. Limited physical security.  

 Intrinsic mutual trust vulnerable to attacks. Lack of 
authorization facilities.  

 Volatile network topology makes it hard to detect 
malicious nodes. 

 Security protocols for wired networks cannot work 
for ad hoc networks. 

IV. PROPOSED APPROACH 

We will evaluate the performance of our algorithm using 
ns-2 simulation [8]. Our institution has extended ns-2 with 
some wireless supports, including new elements at the 
physical, link, and routing layers of the simulation 
environment. Using these elements, it is possible to construct 
detailed and accurate simulations of ad hoc networks. For 
scenario creation, two kinds of scenario files are used to 
specify the wireless environment. The first is a movement 
pattern file that describes the movement that all nodes should 
undergo during the simulation. The second is a 
communication pattern file that describes the packet workload 
that is offered to the network layer during the simulation. To 
obtain the performance of MSR at different moving speeds, 
we will use two simulation sets with speeds of 1 and 25 m/sec, 
respectively. Our simulations model a network of 50 mobile 
hosts placed randomly within a 1500 m × 300 m area, both 
with zero pause time. To evaluate the performance of MSR, 
we experimented with different application traffic, including 
CBR and file transfer protocol (FTP). CBR uses UDP as its 
transport protocol, and FTP uses TCP. The channel is assumed 
error free except for the presence of collision. 

We chose the following metrics for our evaluation –  

 Network size: presented as number of nodes; 

 Connectivity: the average degree of a node, normally 
presented as neighbors; 

 Mobility: the topology of the network, relative position 
and speed of the node; 

 Link capacity: bandwidth, bit error rate (BER), etc. 

 Queue size: The size of the IFQ (Interface Priority Queue) 
object at a node 

 Packet delivery ratio: The ratio between the number of 
packets originated by the ―application layer‖ CBR sources 
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and the number of packets received by the CBR sink at 
the final destination 

 Data throughput: The total number of packets received 
during a measurement interval divided by the 
measurement interval 

 End-to-end delay 

 Packet drop probability 

 Average Delay or end-to-end delay 

 Hop count 

 Message Delivery Ratio 

 Normalized routing overload 

It is necessary to fine tune the performance measures 
outlined above such that our proposed criteria has significant 
advantages over already developed techniques.  We have 
described in great detail the performance measure of path 
reliability. Path generation to generate possible paths between 
the senders and receivers and path selection to determine the 
appropriate paths based on minimal time, will be highlighted 
in our research. Furthermore, our proposed technique will be 
highly adaptive, fast and energy/bandwidth efficient. 

V. CONCLUSION 

As this paper is a research in progress, there has not been a 
section for discussions laid out here. Nevertheless the issues 
and highlights about MANET in battlefield zones have been 
expressed in great detail. Ad hoc networks can be 
implemented using various techniques like Bluetooth or 
WLAN for example. The definition itself does not imply any 
restrictions to the implementing devices. Ad Hoc networks 
need very specialized security methods. There is no approach 
fitting all networks, because the nodes can be any devices. The 
computer security in the nodes depends on the type of node 
and no assumptions on security can be made. In this paper, the 
computer security issues have not been discussed, because the 
emphasis has been on network security. 

But with the current MAC layer and routing solutions the 
true and working ad hoc network is just a dream for now. 
However, it can be used with relatively small networks and 
potentially some very nice applications can be realized. 
Although some peer-to-peer type of solutions work nicely 
already today, it would be nice to see that some new and 
innovative solutions would be seen in the arena of ad hoc 
networks since it is not hard for one to imagine a countless 
number of nice and ad hoc based applications. 

Advances in ad hoc network research have opened the door to 
an assortment of promising military and commercial applications 
for ad hoc networks. However, because each application has 
unique characteristics, (such as traffic behavior, device 
capabilities, mobility patterns, operating environments, etc.) 
routing in such a versatile environment is a challenging task, and 
numerous protocols have been developed to address it. While 
many protocols excel for certain types of ad hoc networks, it is 

clear that a single basic protocol cannot perform well over the 
entire space of ad hoc networks. To conform to any arbitrary ad 
hoc network, the basic protocols designed for the edges of the ad 
hoc network design space need to be integrated into a tunable 
framework. 

As such there has been a lot of research on routing protocols 
and their impact on network transmission rates and delay. These 
protocols have significant advantages in their own right and are 
best suitable for each circumstance in their mode or operating 
environment. There cannot be a single protocol that is judged as 
the best of its class and so we have made sure that each category 
of routing protocol is elaborately described and characterized.  

In addition, more research has to be done regarding to 
network size, mobility, queue size and normalized routing 
overload parameters.We will continue our work into this regard in 
future publications and will attempt our best to discuss more 
about the physical, link and routing layers of the simulation 
environment. 

VI. FUTURE RESEARCH 

The emphasis in this paper has been on garnering 
knowledge in the areas of wireless MANET and their 
applications in battlefield operations.  We have made the best 
effort to keep abreast of technical developments in this area 
and so our efforts in documenting our research results and 
discussions have not been made. In phase II of our future 
research, we will deploy the settings and performance 
parameters as outlined in the text, to our research goals. Future 
scope will include simulating the network parameters such as 
network size, connectivity, bit error rate, bandwidth and queue 
size. Spatial location issues such as geolocation will be 
emphasized using geographical routing algorithms. Using the 
Global Positioning System (GPS), location aided routing will 
be used to reduce the search space in fewer route discovery 
messages. Also, in order to have secure and reliable control of 
the process, Quality of Service (QoS) requirements will be 
met. 
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Abstract — An efficient resource discovery mechanism is one of 

the fundamental requirements for grid computing systems, as it 

aids in resource management and scheduling of applications. 

Resource discovery activity involves searching for the 

appropriate resource types that match the user’s application 

requirements. Classical approaches to Grid resource discovery 

are either centralized or hierarchical, and it becomes inefficient 

when the scale of Grid systems increases rapidly. On the other 

hand, the Peer-to-Peer (P2P) paradigm emerged as a successful 

model as it achieves scalability in distributed systems. Grid 

system using P2P technology can improve the central control of 

the traditional grid and restricts single point of failure. In this 

paper, we propose a new approach based on P2P techniques for 

resource discovery in grids using Hypercubic P2P Grid 

(HPGRID) topology connecting the grid nodes. A scalable, fault-

tolerant, self-configuring search algorithm is proposed as 

Parameterized HPGRID algorithm, using isomorphic 

partitioning scheme. By design, the algorithm improves the 

probability of reaching all the working nodes in the system, even 

in the presence of non-alive nodes (inaccessible, crashed or nodes 

loaded by heavy traffic). The scheme can adapt to a complex, 

heterogeneous and dynamic resources of the grid environment, 

and has a better scalability 

Keywords- Peer-to-Peer; Grid; Hypercube; Isomorphic 

partitioning; Resource Discovery 

I. INTRODUCTION 

Computational Grids and Peer-to-Peer (P2P) computing are 
the two popular distributed computing paradigms that have 
been converging in recent years. Computational Grid is an 
infrastructure that can integrate the computational resources of 
almost all kinds of computing devices to form a global 
problem-solving environment. On the other hand, P2P systems 
aim at resource sharing and collaboration through direct 
communication between computers without a centralized 
server as a medium. Computational Grids and P2P are both 
resource sharing systems having as their ultimate goal the 
harnessing of resources across multiple administrative 
domains. These two distributed systems have some 
commonalities as well as some conflicting goals as discussed in 
[4]. They have many common characteristics such as dynamic 
behavior and heterogeneity of the involved components. Apart 

from their similarities, Grid and P2P systems exhibit essential 
differences reflected mostly by the behavior of the involved 
users, the dynamic nature of Grid resources (i.e., CPU load, 
available memory, network bandwidth, software versions) as 
opposed to pure file sharing which is by far the most common 
service in P2P systems. Although Grid and P2P systems 
emerged from different communities in order to serve different 
needs and to provide different functionalities, they both 
constitute successful resource sharing paradigms. It has been 
argued in the literature that Grid and P2P systems will 
eventually converge [12, 17]. The techniques used in each of 
these two different types of systems will result to a mutual 
benefit. 

Resource discovery is the key requirements in large 
heterogeneous grid environments, and an effective and efficient 
resource discovery mechanism is crucial. Traditionally, 
resource discovery in grids was mainly based on centralized or 
hierarchical models. Resource discovery could be the potential 
performance and security bottleneck and single point of failure. 
The Peer-to-peer systems for discovering resources in a 
dynamic grid discussed in [19]. Using P2P technology, the 
resource can be discovered quickly and effectively in grid 
environment, scalability and robustness can also be improved 
in P2P Grid. 

In this paper, we propose a P2P based Grid resource 
discovery model, HPGRID system which uses Parameterized 
HPGRID algorithm, to optimize grid resource discovery and 
reaches all the grid nodes during searching process even in the 
presence of non-alive (crashed, inaccessible, experiencing 
heavy traffic, etc.). The model overcomes the defects of central 
resource discovery mechanism. The HPGRID model can adapt 
to the distributed and dynamic grid environments, and has a 
better scalability. The HPGRID nodes are partitioned 
isomorphically listing the available resources according to their 
zones which aids the user to select the needed resource to 
execute its job rather than traversing the whole grid nodes.  

The rest of this paper is structured as follows. Section 2 
surveys the related work. Section 3 describes the Hypercubic 
P2P grid topology. Section 4 describes the HPGRID resource 
discovery algorithm integrated with Isomorphic partitioning. 
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Section 5 presents the performance evaluation. Finally, section 
6 concludes the paper and presents the future work 

II. RELATED WORK 

The taxonomy of resource discovery discussed in [21] has 
identified four main classes of Resource Discovery systems 
namely centralized, distributed third party, multicast discovery 
and P2P resource discovery. P2P-based resource discovery 
systems allow nodes participating in the system to share both 
the storage load and the query load [18]. In addition, they 
provide a robust communication overlay. P2P-based Grid 
resource discovery mechanisms that appear in the literature can 
be divided into two categories: structured and unstructured 
[11]. Most proposed systems depend on a structured P2P 
underlying layer. A structured system however assumes that all 
pieces of information are stored in an orderly fashion according 
to their values in a DHT. This is the reason structured systems 
support efficient resource discovery. However, apart from 
static resources, Grids include dynamic resources whose values 
change over time. Whenever the value of a resource attribute 
stored in a structured system changes, it needs to be 
republished. If this occurs too often, the cost of republishing 
becomes prohibitively high.  

Iamnitchi et al. proposes resource discovery approach in [7] 
based on an unstructured network similar to Gnutella combined 
with more sophisticated query of forwarding strategies which is 
taken from the Freenet overlay network. Requests are 
forwarded to one neighbor which are only based on 
experiences obtained from previous requests, thus trying to 
reduce network traffic and the number of requests per peer 
compared to simple query flooding as used by Gnutella. 
Iamnitchi improves the central control of the traditional grid 
and adapts fully the decentralized resource discovery in grid 
environments. However, the limitations are still there in this 
approach. 

Felix Heine et al. propose grid resource discovery approach 
based ontology and structured P2P technologies in [6]. The 
approach tackles the semantic problem, but the maintenance of 
Peer is too high cost because Peer joins and leaves dynamically 
in structured P2P grid environments. Moreover, the approach 
focuses on the inherited relationship among grid resource 
classes and have not discussed the unstructured P2P 
technologies. 

Several P2P schemes, e.g. MAAN [2], NodeWiz [1] and 
SWORD [8], [16] have been proposed to index and discover 
Grid resources in a structured P2P network. By using 
appropriate routing schemes, search queries are routed to the 
nodes that are responsible for indexing the corresponding 
resources. Therefore, these schemes scale well to large number 
of participating nodes. On the other hand, their flat indexing 
structures pose a major challenge to the global resource 
monitoring in Grids due to its large-scale and decentralized 
nature  

The HyperCuP system used ontology to organize peers into 
groups of similar interests using a hypercube topology network 
[9]. Search queries were forwarded to interest groups to 

produce a better hit rate and reduce redundant query messages. 
This approach required complex construction of the structured 
hypercube topology network. When joining the network, a peer 
declared its interest so that the network could put the peer into 
the cluster of its interest. As P2P is a dynamic environment, a 
peer might change its interest over time. Constantly updating 
the network would result in high cost. Furthermore, it would be 
more complicated if peers had more than one interest. A super-
peer model for resource discovery services in large-scale grids 
discussed in [20]. Zheng [22] describes a model for resource 
discovery among Grids based on the community categorized by 
application domain. Rozlina [23] discussed the issues related to 
matrix for measuring the cost and benefit for choosing the right 
resource discovery mechanism for a P2P systems. The main 
purpose of the resource discovery Strategy [24] is to improve 
the efficiency of the implementation of grid system. 
Abdelkader Hameurlain [25] provides a survey and a 
qualitative comparison of the most promising approaches (P2P 
techniques and agent systems) for RD. Viability of Grid 
systems relies mainly on efficient integration of P2P techniques 
and mobile agent (MA) systems to bring scaling and 
decentralized control properties to Grids. 

III. HYPERCUBIC P2P GRID 

A. Hypercubic P2P Grid Topology 

The Hypercubic P2P Grid Topology is the hypercube 
structure with additional neighborhood links. In short, we refer 
Hypercubic P2P Grid as HPGRID.  

The Hypercubic P2P Grid nodes have    11  nk ) 

neighbors. Let l , 1 ≤ l ≤ kn−2, be the layer of the HPGRID. Let 
d be the set of nodes at each layer of the HPGRID, then d = 0, 
1, 2, 3. Also, the number of nodes in HPGRID is kn, and the 

number of edges are knnn 12 1  . The HPGRID Topology 

for n = 3 is depicted in Figure 1. There in, the dashed lines are 
the additional neighborhood links. 

The HPGRID system can be represented by an undirected 

graph  EVG ,  where  vv dl
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In E, the first four edges are the additional neighborhood 
links,  and the remaining edges are the hypercubic edges. 

          

Figure 1.  A 3D Hypercubic P2P Grid Topology 

B. Representation of HPGRID 

Generally, the grid model integrated with P2P mode is 
composed of many Cubic GridPeers [13]. Each Cubic Grid- 
Peer represents a super management domain. Each Cubic 
GridPeer controls the access of a group of local computing 
resources. It plays two roles: one as the resource provider and 
the other as resource consumer. The resource provider allows 
its free resources to other Cubic GridPeer (consumer), while 
the consumer arbitrarily uses its local resources or the free 
resources of other Cubic GridPeers to carry out its task. The 
resource discovery model for HPGRID is shown in figure 2. 
The bottom communities of the model using the traditional grid 
technologies, and the P2P mode are adapted to interact the  
information between Cubic GridPeers. Here, Cubic GridPeer 
(CGP) is equivalent to a super node. When they search 
resources, the users first query the resources in the domain of 
Cubic GridPeer. If no query result, the search will be carried 
out through Cubic GridPeer to query the other Cubic GridPeers 
with P2P way. 

 

Figure 2.  Overview of HPGRID 

 In HPGRID, each node represents a CGP where each 
CGP is a collection of Grid Nodes GNs. The GN that belongs 
to a particular CGP is called Grid Community GC. Each Grid 
node is represented using its own identifier and the identifier of 
the corresponding CGP. That is, grid node & is represented as 
 IDID gCGPg )(,  

At each CGP in the HPGRID system, it contains a CGP 
Header in the format represented in figure 3. 

 

Figure 3.  CGP Header Format 

The CGP Header field description is as follows, 

 CGPID : Cubic Grid Peer Identifier, 

 DF : Distance factor, 

 RD: Resource Density, 

 LF : Load Factor, 

 Flag = 0,CGP  is non-alive, Flag = 1,CGP is alive, 

 NodeIDi
: Nodes Identifier where i = 1, 2 …n. 

 Resrc_Avail: : The total number resources available at 
the node, 

 Ptr to RT :Pointer to Resource Table, 

 No. of CPUs : Total number of processing element at 
the node. 

Each CGP contains a common resource table which has the 
details of all the available resources in its own GC. The 
Resource table format is described in Figure 4. It contains the 
resource name and number of resources corresponding to its 
resource number. 

 

Figure 4.   Resource Table 

C. Parameter at Cubic Grid Peer 

The parameters represent the state of a Cubic Grid Peer 
(CGP) that one must meet the following criteria: they must be 
small, they must facilitate identifying the fertility of a Cubic 
GridPeer and they must not divulge resource structure 
information. Based on parallel application characterization 
experience, we identified the following parameters. 
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1) Distance Factor (DF) 

This gives an idea of how far the target CGP is from the 
home CGP. A home CGP is defined to be the CGP in which 
the program and input data are present and to which the output 
data will go. If it is separated by a large network distance, i.e., 
high latency and low bandwidth, the staging files and the 
arriving program and the input files to that CGP will be costly. 
Another reason why such a factor is important is that tasks in 
parallel programs might be scheduled on different CGP. Thus 
there will be some communication between CGP, even though 
such a situation will be reduced as far as possible by the search 
algorithm. For tightly coupled applications this may not always 
be possible and the scheduler might be forced to schedule them 
on different CGP. This parameter will make CGP between 
which there is large latency or low bandwidth less desirable to 
the CGP selector. A high value of this factor makes a CGP less 
desirable for scheduling. 

                 )}(),({_ CGPnCGPhdistMinDF                   

where h(CGP) denotes home CGP and n(CGP) denotes 
neighbor CGP. 

2) Resource Density (RD): 

This parameter represents the intensity of computing power 
per unit communication bandwidth. The lower the value of RD, 
the more will be the bandwidth between every pair of nodes. 
This signifies that the resources in those CGPs are tightly 
coupled. For parallel programs that have a communicator in 
which a small group of processes communicate a lot, a CGP 
with a low value of RD is important. For example, a SMP will 
have low RD whereas a network of workstations will have high 
RD. A similar parameter has been used to represent the 
computation to communication ratio in schedulers of parallel 
programs. 

Resource Density = 




edocessorSpe

thionBandwidCommunicat

Pr
  

3) Load Factor (LF) 

This gives the overall load at some instant in that CGP. 
This is important to take care of the computation component of 
the parallel program. Thus parallel processes have a high 
computation aspect compared to communication which would 
prefer a better value for LF than for RD. 

Load Factor =
i

ilizationocessorUtiPr%   

 These parameters would be number calculated from 
information about the state of resources in a particular .CGP 

IV. RESOURCE DISCOVERY 

In this section, a HPGRID resource discovery model is 
proposed, and is described as isomorphic partitioning and 
resource search algorithm. 

A. Isomorphic Partitioning 

The basic idea of isomorphic partitioning is to partition the 

HPGRID into 
2

i

n
k  number of hyper cubes, where i is the 

partition step, where  i = 1 for n = 3, i = 2 for n = 4, and so on. 
After Partitioning, the HPGRID is divided into 4 zones namely 
Z1, Z2, Z3 and Z4. Each zones differ in their higher order bit as 
shown in figure 5. The processor space is partitioned into 
higher dimensional isomorphic sub-cubes and keeping the 
same order of dimension. Isomorphic partitioning strategy for 
HPGRID systems significantly improves the Subcube 
recognition capability, fragmentation, and complexity 
compared to existing methods as discusses in [3]. 

The following zones show the results of isomorphically 
partition of the 3D HPGRID into 4 zones containing the 
following nodes at each zone. 

       vvZvvZvvZvvZ 3.13.012.12.031.11.020.10.01 ,,,,,  

 Thus, there is one bit difference between the neighboring 
zones. The partitioned HPGRID for 3D has been depicted in 
figure 6. The resulting partitioned sub-cubes are said to be 
isomorphic in the sense that they are also n-cubes, and for this 
reason, they retain many attractive properties of Hypercube 
networks, includes symmetry, low node degree (2n) and low 
diameter (kn). 

    

Figure 5.  Isomorphic Partitioning of  3D HPGRID System 

 

Figure 6.  Partitioning 3D HPGRID System. 

The 3D HPGRID is isomorphically partitioned into 4 zones 
containing the following nodes at each zone. 

B. Resource discovery algorithms 

In this section we present a scalable self configuring 
resource search algorithm (named Parameterized HPGRID 
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Algorithm) that is able to adapt to complex environments. It is 
possible to initiate a search request from any of the live nodes. 
For the reasons of clarity, however the examples used from 
now on assume that node 0 is the start node, without a loss of 
generality. 

1) The Search Procedure in an HPGRID using 

Parameterized HPGRID Algorithm 

The search procedure starts when a consumer wants to 
discover a CGP service. The consumer connects to one of the 
CGP nodes of the system and requests a service (a resource or 
some resources). The service discovery is tried first inside the 
requester's own CGP depending on the parameters explained in 
Section 3.3. If there is no provider, then the request is 
redirected to other CGPs.  Parameterized HPGRID Algorithm 
gives the pseudo-code in a node when a new resource request 
message arrives 

 

Algorithm 1: Parameterized HPGRID Algorithm 

begin 
 satisfyRequest=procRequest(message.request); 
 if(satisfyrequest)then 
  Calculate DF,RD,LF at its CGP; 
  if (DF < Threshold)  & (RD is lowerbound) 

 &(LF < Acceptable Value) then 
   Resource found at the present CGP. 
  end 
 end 
 if(NOT satisfyrequest)then 
  if (startNode) THEN 
   vd={0,1,2,..,n-1} 
   va={}; 
   vst={0000}; 
  else 
   vd =message. vd;  
   va =message. va; 
   vst =message. vst; 
  end 
  vd,dalive,nnon-alive=statusNeighbour(vd); 
  if(nnon-alive>1) then 
      va2=addtolist(va, dalive); 
  else dalive={}; 
  for mk=size(vst), k=0 to ((vd.size() - nnonalive- 

  1) do  
   if (vd is not in vst) then 
   message. vd =creatList(k, vd); 
  if (vd [k] = dalive) then 
   message. va = va2; 
  else message. va = va;  
   addToList(vst, vd [k]); 
  end 
  msg.vst=vst; 
  if (mk < size(vst)) then prop=1; 
  for (k=mk to(vst.size() - 1)) do 
   sendToNeighbor(vd[k],message); 
  end 
  va, nnon-alive=statusNeighbour(va); 

  for (j=0 to (va.size()-nnonalive -1) ) do 
   if (neighbor va [j] is not parent  

     node) then 
    if(vd is not in vst)then 
     EmptyList(va [j]); 
     prop=1; 
   sendToNeighbor(va[j], message); 

    end 
   end 
  end 
  if (prop = 0) then 
   for (d = 0) to (d < di) do 
    if(d is alive and d is not in  

     vst) then 
     EmptyList(d); 
        sendToNeighbor(d,message); 
    end 
   end 
  end 
 end 
end 
 

 

Algorithm 2: EmptyList(k) 

begin 
 message. vd ={}; 
          message. va ={}; 
 message.vst= vst; 
 addToList(vst, k); 
end 

2)   Description of the Parameterized HPGRID Algorithm 

1. When a new service request message is received by a 
node in the HPGRID system, the function 
procRequest(message.request) is called. If the request 
included in the message cannot be satisfied, the node 
sets the value of satisfyRequest to false and the request 
will be propagated. Otherwise, satisfyRequest is set to 
true. Here, it calculates the Distance factor (DF), 
Resource Density (RD) and Load Factor (LF) to check 
whether resource is available at CGPs Grid 
Community. If so, no propagation is performed. The 
message forwarded is composed of the request 
(message.request) and two vectors of dimensions 
(message.vd and message.va). In case the request 
cannot be satisfied and the node that receives the 
message is the start node (startNode is true), the list vd 
is initialized to vd = {0, 1,..., n - 1} (the complete set of 
dimensions) and va is initialized to va = {} (an empty 
list). Otherwise, vd and va are initialized to the lists 
received along with the request message. In both the 
cases the lists represent the set of dimensions 
(neighbors) along which the message must be 
propagated. 

2. The node calls the statusneighbors function and 
reorders the list vd in such a way that the dimensions 
corresponding to the nonalive neighbors are located at 
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the last positions of the list. For example, if vd = 
{0,1,2} and the neighbor along dimension 0 and 1 is 
not responding, then vd is reordered to {2,1,0}. The 
statusneighbors also returns with two integer values 
nnon-alive and dalive. The integer value nnon-alive represents 
the number of non-alive nodes in the reordered list vd. 
The integer value dalive represents the dimension of the 
last alive neighbor stored in vd. For example, if vd = 
{2,1,0} and its neighbors in dimensions 0 and 1 are 
non-alive nodes, nnon-alive = {2} and dalive ={2}. 

3. If the number of non-alive neighbors (nnon-alive) is more 
than one, the node calls the addToList(va, dalive) 
function. This function appends dalive to the end of the 
list va and returns to the new list (va2) else it make the 
dalive empty. 

4. When a new service request message is received by a 
node in the HPGRID system, the function 
procRequest(message.request) is called. If the request 
included in the message cannot be satisfied, the node 
sets the value of satisfyRequest to false and the request 
will be propagated. Otherwise, satisfyRequest is set to 
true. Here, it calculates the Distance factor (DF), 
Resource Density (RD) and Load Factor (LF) to check 
whether resource is available at CGPs Grid 
Community. If so, no propagation is performed. The 
message forwarded is composed of the request 
(message.request) and two vectors of dimensions 
(message.vd and message.va). In case the request 
cannot be satisfied and the node that receives the 
message is the start node (startNode is true), the list vd 
is initialized to vd = {0, 1,..., n - 1} (the complete set of 
dimensions) and va is initialized to va = {} (an empty 
list). Otherwise, vd and va are initialized to the lists 
received along with the request message. In both the 
cases the lists represent the set of dimensions 
(neighbors) along which the message must be 
propagated. 

5. The node calls the statusneighbors function and 
reorders the list vd in such a way that the dimensions 
corresponding to the nonalive neighbors are located at 
the last positions of the list. For example, if vd = 
{0,1,2} and the neighbor along dimension 0 and 1 is 
not responding, then vd is reordered to {2,1,0}. The 
statusneighbors also returns with two integer values 
nnon-alive and dalive. The integer value nnon-alive represents 
the number of non-alive nodes in the reordered list vd. 
The integer value dalive represents the dimension of the 
last alive neighbor stored in vd. For example, if vd = 
{2,1,0} and its neighbors in dimensions 0 and 1 are 
non-alive nodes, nnon-alive = {2} and dalive ={2}. 

6. If the number of non-alive neighbors (nnon-alive) is more 
than one, the node calls the addToList(va, dalive) 
function. This function appends dalive to the end of the 
list va and returns to the new list (va2) else it make the 
dalive empty. 

7. For each position k in the list vd represents an live 
neighbor node, the node calls the createList(k, vd) 
function which creates a new list composed of all the 
dimensions located after position k in the ordered list 
vd. In other words, if the number of elements in 
vd(vd.size()) is q, the function returns [{ vd [k+1], ..., vd 
[q-1]}] For example, if vd = {2,1,0} and k = 1, the call 
to createList(k, vd) will return {1,0 }. Also for each 
alive neighbor, the va list is initialized. The request, vd, 
and va are sent to the corresponding neighbor in the 
vd[k] dimension inside a new message by calling the 
sendToNeigbor(vd [k], message) function. See Figure 7 
(a complete example using Parameterized HPGRID 
Algorithm) where the start node (000) sends vd ={1,0} 
and va ={2} to its last alive neighbor (the only one in 
this case). 

8. Finally, the node propagates the request to each of the 
neighbors along with va dimensions only if the 
corresponding neighbor is not its parent node. Now this 
propagation takes place under two cases. 

Case 1: If the number of elements in vd is not equal to 0 i.e., 
vd.size() !=0, then the request travels inside a message together 
with va and vd as empty lists. 

Case 2: If the number of elements in vd is equal to 0 i.e., 
vd.size()==0, then the node calls the statusneighbors(va) 
function and reorders the list va in such a way that the 
dimensions corresponding to the nnon-alive neighbors are located 
at the last positions of the list. The status neighbors(va) also 
returns two integer values nnon-alive and dalive. The integer value 
nnon-alive represents the number of non-alive nodes in the 
reordered list va. The integer value dalive represents the 
dimension of the last alive neighbor stored in va.  

9. For each position k in the list va that represents a live 
neighbor node, the node calls the createList(k, va) 
function which creates a new list composed of all the 
dimensions located after position k in the ordered list 
va. Also, for each alive neighbor, the vd list is 
initialized as empty. The request, vd and va are sent to 
the corresponding neighbor in the vd[k] dimension 
inside a new message by calling the sendToNeigbor(va 
[k],message) function. For the remaining elements in 
the list va represents non-alive neighbor node, the 
request travels inside the message together with va and 
vd as empty lists.  

10. Propagating the requests in this way, the effect of non-
alive nodes is reduced. Consequently, the algorithm 
tries to isolate the nodes that are in a non-alive state so 
that they become leaf nodes (if it is possible) under 
such circumstances, each node has only one non-alive 
neighbor, and then all live nodes can be reached. On 
the other hand, the nodes that are unreachable because 
of inaccessible or crashed nodes along a path to them, 
can be reached eventually via other nodes - using the va  

list. 
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V. PERFORMANCE EVALUATION 

In this section, we present the simulation results using the 
GridSim simulator [14]. The Parameterized HPGRID algorithm 
has been implemented for three and four dimensional HPGRID 
system. This algorithm has been evaluated in comparison with 
the existing algorithm described in [5]. In order to evaluate we 
describe the following test cases. 

 BEST CASE: All the nodes in the network are in alive 
state and the request has been satisfied at the first hop 
itself. 

 AVERAGE CASE: Some of the nodes are in alive and 
some are in non-alive state and the request is satisfied 
at the next hop. 

 WORST CASE: Most of the nodes are in non-alive 
state and the request is satisfied at the last zone. 

 

Figure 7.  A complete example using Parameterized HPGRID Algorithm. A 

request of resource started at node 000 in a three-dimensional hypercube 

Simulation has been done on a 3D HPGRID for the worst 
case keeping the nodes source nodes as (000) making the 
zeroth, first and second dimension nodes as non alive depicted 
in Figure 8, the following figure 9 gives the complete traversal 
example for 3D HPGRID system starting from node (000), 
having all its neighbor non alive namely (001,010,100) except 
the node present in the additional link node 110 is alive.  
Sample part of the gridsim output for resource discovery on a 
best cast 4D HPGRID is shown in Figure 10. Resource search 
path traversal for the best case in the 4D HPGRID system is 
depicted in figure 11. 

 

Figure 8.  Gridsim output of Parameterized HPGRID Resource discovery 

Algorithm for a worst case 3D HPGRID 

 

Figure 9.   Parameterized HPGRID Resource discovery Algorithm for a 

worst case 3D HPGRID 

 

Figure 10.  Part of Gridsim output of Parameterized HPGRID Resource 

discovery Algorithm for a best case 4D HPGRID 
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Figure 11.  Parameterized HPGRID Resource discovery Algorithm for a best 

case 4D HPGRID 

Figure 12 and 13 depicts that HPGRID algorithm 
outperforms the existing algorithm in comparison with the 
number of hops needed to complete the resource discovery 
process simulated using Gridsim [15] for both the 3D and 4D 
HPGRID systems in comparison with the HGRID system 
which does traversals in a normal hypercube.  

 

Figure 12.  Performance Evaluation of 3D HPGRID 

 

Figure 13.  Performance Evaluation of 4D HPGRID 
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TABLE I.  COMPARISON OF RESOURCE DISCOVERY ALGORITHM 

The hypercubic P2P grid approach for resource discovery 
has been compared with the existing approaches discussed in 
[10]. The following table gives the comparison study of 
resource discovery algorithm described in Table I. 

VI. CONCLUSIONS AND FUTURE WORK 

Our resource discovery scheme in HPGRID system uses 
Parameterized HPGRID algorithm which reaches all the alive 
nodes with minimum number of hops. The proposed algorithm 
is scalable in terms of time, because it keeps the maximum 
number of time steps required to resolve a resource request, to 
a logarithmic scale with respect to the total number of nodes. 
Moreover, each node has knowledge of the overlay CGP using 
the parameters defined. Therefore, our approach is also scalable 
and reaches all the alive nodes even in the lesser dimension of 
its search. Furthermore, scalability is also maintained by 
querying each node only once at the most (if possible). This 
important property (scalability) also extends to the number of 
nodes in the CGP. By using the deep multidimensional 
interconnection of a hypercube with additional neighborhood 
links, we provide enough connectivity so that resource requests 
can always be propagated in spite of non alive nodes. This 
makes our proposed algorithm much more fault-tolerant when 
it is compared with other topologies such as centralized, 
hierarchical or trees. In the absence of non alive nodes, it is 
able to offer lookup guarantees. Using isomorphic  partitioning 

scheme if the resource needed not in the start node zones, then 
the number of resources and the number of tasks under 
examination are reduced by a single hop, thereby reducing 
resource discovery time The future work could be integrating 
of other resource management issues in this topology which 
could be extended to generalized topology like k ary n-cube 
systems. It could be extended considering the scheduling, 
security, QoS issues and also design and maintenance of new 
protocols in HPGRID  
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ABSTRACT: - Data centers form a key part of the infrastructure 
upon which a variety of information technology services are built. 
They provide the capabilities of centralized repository for 
storage, management, networking and dissemination of data. 
With the rapid increase in the capacity and size of data centers, 
there is a continuous increase in the demand for energy 
consumption. These data centers not only consume a tremendous 
amount of energy but are riddled with IT inefficiencies. Data 
center are plagued with thousands of servers as major 
components. These servers consume huge energy without 
performing useful work. In an average server environment, 30% 
of the servers are “dead” only consuming energy, without being 
properly utilized. This paper proposes a five step model using an 
emerging technology called virtualization to achieve energy 
efficient data centers. The proposed model helps Data Center 
managers to properly implement virtualization technology in 
their data centers to make them green and energy efficient so as 
to ensure that IT infrastructure contributes as little as possible to 
the emission of greenhouse gases, and helps to regain power and 
cooling capacity, recapture resilience and dramatically reducing 
energy costs and total cost of ownership.  

Keywords: Virtualization; Energy Efficient Data Centre; Green IT; 
Carbon Footprints; Physical to Live Migration, Server 
Consolidation. 

I. INTRODUCTION 

Data centers form the backbone of a wide variety of 
services offered via the Internet including Web-hosting, e-
commerce, social networking, and a variety of more general 
services such as software as a service (SAAS), platform as a 
service (PAAS), and grid/cloud computing [1]. They consist of 
concentrated equipment to perform different functions like 
Store, manage, process, and exchange digital data and 
information. They support the informational needs of large 
institutions, such as corporations and educational institutions, 
and provide application services or management for various 
types of data processing, such as web hosting, Internet, 
intranet, telecommunication, and information technology [2]. 
Data centers are found in nearly every sector of the economy, 
ranging from financial services, media, high-tech, universities, 
government institutions, and many others. They use and 
operate data centers to aid business processes, information 
management and communication functions [3]. Due to rapid 
growth in the size of the data centers there is a continuous 
increase in the demand for both the physical infrastructure and 

IT equipment, resulting in continuous increase in energy 
consumption. 

Data center IT equipment consists of many individual 
devices like Storage devices, Servers, chillers, generators, 
cooling towers and many more. Servers are the main 
consumers of energy because they are in huge number and 
their size continuously increases with the increase in the size 
of data centers. This increased consumption of energy causes 
an increase in the production of greenhouse gases which are 
hazardous for environmental health. 

Virtualization technology is now becoming an important 
advancement in IT especially for business organizations and 
has become a top to bottom overhaul of the computing 
industry. Virtualization combines or divides the computing 
resources of a server based environment to provide different 
operating environments using different methodologies and 
techniques like hardware and software partitioning or 
aggregation, partial or complete machine simulation, 
emulation and time sharing [4]. 

It enables running two or more operating systems 
simultaneously on a single machine. Virtual machine monitor 
(VMM) or hypervisor is a software that provides platform to 
host multiple operating Systems running concurrently and 
sharing different resources among each other to provide 
services to the end users depending on the service levels 
defined before the processes. Virtualization and server 
consolidation techniques are proposed to increase the 
utilization of underutilized servers so as to decrease the energy 
consumption by data centers and hence reducing the carbon 
footprints. 

This paper identifies some of the necessary requirements to 
be fulfilled before implementing virtualization in any firm.     
Section 2 describes a complete description about data centers. 
Section 3 emphasizes the need for implementing virtualization 
technology in a data center and provides a five step model of 
implementing it. Section 4 discusses some of the advantages 
of virtualization after being implemented. In the end 
conclusions and recommendations are given. 
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II. PROBLEM STATEMENT 

Data Centers are the main culprits of consuming huge 
energy and emitting huge amount of CO2, which is very 
hazardous for global warming. Virtualization technology 
provides the solution but it has many overheads, like single 
point of failure, total cost of ownership, energy and efficiency 
calculations and return of investment. The other problem faced 
by IT managers related with the proper implementation of 
Virtualization technology in data centers to cop up with the 
above defined problems. This paper comes up with a model to 
be followed by IT managers to properly implement 
virtualization in their data centers to achieve efficiency and 
reduce carbon footprints. 

III. LITERATURE REVIEW 

In recent years the commercial, organizational and political 
landscape has changed fundamentally for data center operators 
due to a confluence of apparently incompatible demands and 
constraints. The energy use and environmental impact of data 
centers has recently become a significant issue for both 
operators and policy makers. Global warming forecasts that 
rising temperatures, melting ice and population dislocations 
due to the accumulation of greenhouse gases in our 
atmosphere from use of carbon-based energy. Unfortunately, 
data centers represent a relatively easy target due to the very 
high density of energy consumption and ease of measurement 
in comparison to other, possibly more significant areas of IT 
energy use. Policy makers have identified IT and specifically 
data centre energy use as one of the fastest rising sectors. At 
the same time the commodity price of energy has risen faster 
than many expectations. This rapid rise in energy cost has 
substantially impacted the business models for many data 
centers. Energy security and availability is also becoming an 
issue for data centre operators as the combined pressures of 
fossil fuel availability, generation and distribution 
infrastructure capacity and environmental energy policy make 
prediction of energy availability and cost difficult [5]. 

As corporations look to become more energy efficient, 
they are examining their operations more closely. Data centers 
are found a major culprit in consuming a lot of energy in their 
overall operations. In order to handle the sheer magnitude of 
today’s data, data centers have grown themselves significantly 
by continuous addition of thousands of servers. These servers 
are consuming much more power, and have become larger, 
denser, hotter, and significantly more costly to operate [6]. An 
EPA Report to Congress on Server and Data Center Energy 
Efficiency completed in 2007 estimates that data centers in 
USA consume 1.5 percent of the total USA electricity 
consumption for a cost of $4.5 billion [7]. From the year 2000 
to 2006, data center electricity consumption has doubled in the 
USA and is currently on a pace to double again by 2011 to 
more than 100 billion kWh, equal to $7.4 billion in annual 
electricity costs [8]. 

Gartner group emphasizes on the rising cost of energy by 
pointing out that, there is a continuous increase in IT budget 
from 10% to over 50% in the next few years. Energy increase 

will be doubled in next two years in data centers [9]. The 
statistics Cleary shows that the yearly cost of power and 
cooling bill for servers in data centers are around $14billion 
and if this trend persists, it will rise to $50billion by the end of 
decade [10].  

With the increase in infrastructure and IT equipment, there 
is a considerable increase in the energy consumption by the 
data centers, and this energy consumption is doubling after 
every five years. [11]. Today’s data centers are big consumer 
of energy and are filled with high density, power hungry 
equipment. If data center managers remain unaware of these 
energy problems then the energy costs will be doubled 
between 2005 and 2011. If these costs continue to double 
every five years, then data center energy costs will increase to 
1600 % between 2005 and 2025 [12]. Currently USA and 
Europe have largest data center power usage but Asia pacific 
region is rapidly catching up. [13]. 

IV. IV.      PROPOSED WORK 

This paper comes up with a virtualization implementation 
model to be followed by IT managers before implementation 
of Virtualization technology in their data centers. This 
technology has many overheads like single point of failure, 
total cost of ownership, energy and efficiency calculations and 
return of investment. In this paper I proposed a five step model 
can be called as pre requisites for the proper implementation 
of virtualization. The proposed model signifies the importance 
of categorizing the resources of data center into different 
resource pools and then selecting and applying the proper 
virtualization where needed, to maximize the performance of 
different components as whole in the data center. 

Before implementing server virtualization in any firm it is 
important to seriously plan and consider virtualization risks 
associated with it. It is also important for the data center to 
check whether it has the necessary infrastructure to handle the 
increased power and cooling densities arise due to the 
implementation of virtualization. It is also important to 
consider the failure of single consolidated server, because it is 
handling the workload of multiple applications. In order to 
properly implement virtualization there is a need to answer 
some of the questions: 

 What is virtualization? 

 Why we need it? 

 How it can improve our businesses? 

 Types of virtualization technologies exist? 

 What is cost/benefit ratio of virtualization? 

 What new challenges it will bring to business firms? 

 Structure of virtualization solution being implemented? 

 Which applications or services are good virtualization 
candidates? 

  Server platforms best suited to support virtualization? 

A. Proposed Model 

We define a layered model consisting of five layers and 
further each layer comprising of more detailed processes. 
These components provide a detailed treatment of state of the 
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art and emerging challenges faced by data centers managers to 
implement and manage virtualization properly in their data 
centers to achieve desired objectives. The proposed model 
defines that, the process of virtualization should be structured 
and designed in such a way that it must fulfill the necessary 
requirements and should be within the scope & infrastructure 
domain already installed in the data center. It is therefore 
much more than simply loading a virtualization technology on 
different servers and transforming one or two workloads into 
virtual machines. Rather it is a complex and rigorous process 
that need to be implemented and monitored properly. The 
proposed model defines five key steps need to be followed at 
different stages in a structural way to achieve the efficiency 
required in the data center. The components of proposed 
model are listed below:  

 Inventory Process 

 Type & Nature of Virtualization 

 Hardware Maximization 

 Architecture 

 Manage Virtualization 
 

 
Figure1. Process of Virtualization 

 

B. Inventory Process 

The process of virtualization starts by creating an 
inventory of all hardware and software resources including 
servers and their associated resources and workloads they 
require for processing, storage components, networking 
components etc. The inventory process includes both utilized 
and idle servers. This process also includes information related 
to: 

 Make and Model of the Processor 

 Types of processors (socket, Core, Threads, Cache) 

 Memory size and speed 

 Network type (Number of ports, speed of each port) 

 Local storage (number of disk drives, capacity, RAID) 

 Operating system and their patch levels (service levels) 

 Applications installed 

 Running services 

 Running Application 

 Storage Devices etc. 
 

The inventory process also discovers, identifies and 
analyzes an organizations network before it is being 
virtualized. It consists of following phases: 

a) Discovery: It is very important for an organization to 
know in advance the total content of its infrastructure before 
implementing virtualization. This is the most important step in 
any virtualization project. There are many tools available from 
different vendors for performing initial analysis of an 
organization. 

Microsoft Baseline Security Analyzer (MBSA) tool 
provides different information like IP addressing, Operating 
System, installed applications and most importantly 
vulnerabilities of every scanned system. After analyzing, all 
generated values are linked to MS Visio, which generates a 
complete inventory diagram of all components and also 
provides details about each component being analyzed. 
Microsoft Assessment and Planning toolkit (MAP) is another 
tool for the assessment of network resources. It works with 
windows management instrumentation (WMI), the remote 
registry service or with simple network management protocol 
to identify systems on network. VMware, the founder of X-86 
virtualization, also offers different tools for the assessment of 
servers that could be transformed into virtual machines. 
VMware Guided Consolidation (VGC) a powerful tool 
assesses network with fewer than 100 physical servers. Since 
VGC is an agent less tool it doesn’t add any overhead over 
production server’s workload. 

b) Categorize Server Resources: After creating server 
inventory information, the next step is to categorize the servers 
and their associated resources and workloads into resource 
pools. This process is performed to avoid any technical 
political, security, privacy and regulatory concern between 
servers, which prevent them from sharing resources. Once 
analysis is performed, we can categorize each server roles into 
groups. Server roles are categorized into following service 
types: 

 Network infrastructure servers 

 Identity Management servers 

 Terminal servers 

 File and print servers 

 Application servers 

 Dedicated web servers 

 Collaboration servers 

 Web servers 

 Database servers 
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c) Categorizing Application Resources: After categorizing 
servers into different resource pools, applications will also 
be categorized as: 

 

 Commercial versus in-house 

 Custom applications 

 Legacy versus updated applications 

 Infrastructure applications 

 Support to business applications 

 Line of business applications 

 Mission critical applications 
 
d) Allocation of Resources: After creating the 

workloads, the next process is to allocate computing resources 
required by these different workloads and then arranging them 
in normalized form, but for normalization the processor 
utilization should be at least 50%. It is very important to 
normalize workloads so as to achieve maximum efficiency in 
terms of energy, cost and utilization. The formula proposed in 
this paper for normalization is to multiply utilization ratio of 
each server by total processor capacity that is (maximum 
processor efficiency * number of processors * number of 
cores). 

C. Type & Nature of Virtualization 

After analyzing and categorizing servers and other 
resources, the second step defines virtualization in more detail 
like its advantages, its types, layers and most importantly 
vendor identification and selection whose product most suits 
and fulfills all criteria for data gathered in first step. 

VMware Capacity Planner (VCP) tool can be used when 
network size extends over 100 physical servers. It generates 
reports on server processor utilization including CPU, 
Memory, and network and disk utilization on server by server 
basis and finally identifies potential virtualization candidates. 
Other tools like CIRBA’s Power Recon and Plate Spin’s are 
also very useful tools which analyze technical and non-
technical factors in data centers and generate reports for the 
consolidation of servers. It should be noted that all analysis 
should be done on time for a period of at least one month; this 
will generate high and low utilization ratios for each server. 

D. Hardware Maximization 

This is the most important step of virtualization process. 
Since servers are now going to run multiple virtual workloads, 
it is important to consider hardware issues because already 
available hardware is not enough and suitable for providing 
high availability of virtual workloads. A change is required to 
install new hardware that supports and delivers the best price 
and performance. This process ensures high availability of 
virtual workloads and also provides leaner and meaner 
resource pool of resources for these virtual workloads. 
Hardware maximization can also be achieved by purchasing 
new quad core processors which have better hardware 
utilization capability along with less consumption of energy 
hence emissions of CO2 is greatly reduced. 

a) Serer Consolidation: Server consolidation is an 
approach to efficiently use Server resources in order to reduce 
the total number of servers or server locations to maximize the 
hardware utilization. This technique is used to overcome the 
problems of server sprawl, a situation in which multiple, 
under-utilized servers take up more space and consume more 
resources than can be justified by their workload. The process 
of server consolidation always begins from servers that are 
mostly underutilized and remain idle for long durations of 
time. The other most important reason for applying server 
consolidation is that these servers are in huge quantity while 
the available resources are very much limited. Servers in many 
companies typically run at 15-20% of their capacity, which 
may not be a sustainable ratio in the current economic 
environment. Businesses are increasingly turning to server 
consolidation as one means of cutting unnecessary costs and 
maximizing return on investment (ROI) in the data centers [5]. 

 

b) Physical to Virtual Live Migration: Physical to Live 
Migration is the most critical, time-consuming and painful 
operation when performed manually. Mostly data center 
managers find this process much more complex and rigorous. 
It includes cloning existing operating system and restoring it 
on an identical machine, but at the same time changing the 
whole underlying hardware, which can lead to driver 
reinstallation or possibly the dreadful blue screen of death. To 
avoid these ambiguities, virtualization vendors started to offer 
different physical to virtual (P2V) migration utilities. These 
software’s speeds up the movement of operation and solve on 
the fly driver incompatibilities, by removing physical 
hardware dependencies from server operating systems and 
allowing them to be moved and recovered. Instead of having 
to perform scheduled hardware maintenance at some obscure 
hour over the weekend, server administrators can now live 
migrate a VM to another physical resource and perform 
physical server hardware maintenance in the middle of the 
business day. Virtuozzo for Windows 3.5.1 SWsoft itself 
introduced a physical to virtual (P2V) migration tool called 
VZP2V. This tool can remotely install P2V knowing machine 
administrative username and password. 

E. Physical Infrastructure 

Data Center physical infrastructure is the foundation upon 
which Information Technology and telecommunication 
network resides. It is the backbone of businesses, and its 
elements provide the power, cooling, physical housing, 
security, fire protection and cablings which allow information 
technology to function. This physical infrastructure as whole 
helps to design, deploy and integrate a complete system that 
helps to achieve desirable objectives [15].      

a) Move To 64-Bit Architecture: The architecture of a 
machine consists of set of different instructions that allow 
inspecting or modifying machine state trapped when executed 
in any or most probably the privileged mode. To support 
proper hardware utilization, it is important to update and 
revise whole datacenter architecture. To protect virtual 
workloads, x-64 systems should be linked to shared storage 
and arranged into some form of high availability clusters so as 
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to minimize the single point of failure. One of the major issues 
in hardware maximization is the proper utilization and 
availability of RAM for each virtual machine. For this reason 
it is important to consider 64 bit architecture, which provides 
more utilization and availability of RAM for all virtual and 
physical systems. 

 

b) Rely On Shared Storage: It is also important to 
consider single point of failure because one server is now 
running the workloads of multiple servers. If this server goes 
down the whole process of virtualization becomes fail. To 
remove the chances of single point of failure at any stage can 
be achieved by using redundancy and clustering services to 
protect virtual workloads. These services are mostly provided 
by Microsoft and Citrix. While VMware on the other hand 
uses custom configuration approach called High availability 
(HA). 

F. Manage Virtualization 

This is the most important step that involves end users and 
the top management to make the decision whether to 
implement the virtualization or not. It involves many factors 
like cost, return on investment, security, and service level 
agreements. Virtualized data centers are managed by dividing 
the functionalities of data center into two layers. 

 Resource Pool (RP) 
 Virtual Service Offering (VSO)  

It is very much important to consider the available 
resources and what other resources are required to fulfill the 
requirements of proper implementation of virtualization in 
data center. It is also important to note that conversion should 
always be preferred when servers are offline to protect existing 
services and maintain service level agreements (SLA) with 
end users. 

V. BENEFITS OF VIRTUALIZATION 

Virtualization promises to radically transform computing 
for the better utilization of resources available in the data 
center reducing overall costs and increasing agility. It reduces 
operational complexity, maintains flexibility in selecting 
software and hardware platforms and product vendors. It also 
increases agility in managing heterogeneous virtual 
environments. Some of the benefits of virtualization are 

A. Server & Application Consolidation 

Virtual machines can be used to consolidate the workloads 
of under-utilized servers on to fewer machines, perhaps a 
single machine. The benefits include savings on hardware and 
software, environmental costs, management, and 
administration of the server infrastructure. The execution of 
legacy applications is well served by virtual machines. A 
legacy application may not run on newer hardware or 
operating systems. Even if it does, it may under-utilize the 
server, hence virtualization consolidates several such 
applications, which are usually not written to co-exist within a 
single execution environment. Virtual machines provide 
secure, isolated sandboxes for running entrusted applications. 

Examples include address obfuscation. Hence Virtualization is 
an important concept in building secure computing platforms. 

B. Multiple Execution Environments 

Virtual machines can be used to create operating systems 
or execution environments that guarantee resource 
management by using resource management schedulers with 
resource limitations. Virtual machines provide the illusion of 
hardware configuration such as SCSI devices. It can also be 
used to simulate networks of independent computers. It 
enables to run multiple operating systems simultaneously 
having different versions, or even different vendors. 

C. Debugging and Performance 

Virtual machines allow powerful debugging and 
performance monitoring tools that can be installed in the 
virtual machine monitor to debug operating systems without 
losing productivity. Virtual machines provide fault and error 
containment by isolating applications and services they run. 
They also provide behavior of these different faults. Virtual 
machines aid application and system mobility by making 
software’s easier to migrate, thus large application suites can 
be treated as appliances by "packaging" and running each in a 
virtual machine. Virtual machines are great tools for research 
and academic experiments. They provide isolation, and 
encapsulate the entire state of a running system. Since we can 
save the state, examine, modify and reload it. Hence it 
provides an abstraction of the workload being run. 

D. Resource Sharing 

Virtualization enables the existing operating systems to run 
on shared memory multiprocessors. Virtual machines can be 
used to create arbitrary test scenarios, and thus lead to very 
imaginative and effective quality assurance. Virtualization can 
also be used to retrofit new features in existing operating 
systems without "too much" work. Virtualization makes tasks 
such as system migration, backup, and recovery easier and 
more manageable. Virtualization provides an effective means 
of binary compatibility across all hardware and software 
platforms to enhance manageability among different 
components of virtualization process. 

VI. CONCLUSION 

This paper highlights the importance of virtualization 
technology being implemented in data centers to save the cost 
and maximize the efficiency of different resources available. 
We proposed a five step model to properly implement 
virtualization. It starts by categorizing servers and their 
associated applications and resources into different resource 
pools. It is important to consider that virtualization not only 
needs to characterize the workloads that are planned to be 
virtualized, but also target the environments into which the 
workloads are to be applied. It is important to determine the 
type of servers, their current status whether idle or busy, how 
much it will cost to implement server virtualization, the type 
of technology needed to achieve the service levels required 
and finally meet the security/privacy objectives. It is also 
important for the data center to check whether it has the 
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necessary infrastructure to handle the increased power and 
cooling densities arise due to the implementation of 
virtualization. 

It is also important to consider the failure of single 
consolidated server, because it is handling the workload of 
multiple applications. It poses many challenges to the data 
center physical infrastructure like dynamic high density, 
under-loading of power/cooling systems, and the need for real-
time rack-level management. These challenges can be met by 
row-based cooling, scalable power and predictive management 
tools. These solutions are based on design principles that 
simultaneously resolve functional challenges and increase 
efficiency. 
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Abstract— The nature of variations of L band satellite signal 

strength for direct reception -both in fixed as well as in mobile 

reception are important technical parameters for the planning of 

satellite broadcast and communication services network. These 

parameters have been assessed through a field experiment using 

simulated satellite conditions. Variation of signal strength due to 

vegetation; urban structures; etc. as well as the building 

penetration loss along with the Standard Deviation of each of 

these variations has been assessed based on the data collected 

during the fixed and mobile reception. This paper gives an insight 

into the propagation in ‗L‘ band under the simulated satellite 

conditions. 

Keywords- Satellite, L-band, Signal, Mobile, Antenna, Attenuation. 

I.  INTRODUCTION 

The ITU World Administrative Radio Conference-92 
(WARC-92) held in Torremolinos, Spain, during 
February/March 1992, allocated frequency bands between 1000 
and 3000 MHz ( L Band ) to Broadcast Satellite Service(BSS)-
Sound and complementary Sound broadcasting. These bands 
are limited to the use of digital sound broadcasting. A 
frequency band between 1452 and 1492 MHz was allocated on 
a world-wide basis, with the exception of the USA, to the 
Broadcast Satellite Service (BSS) and the Broadcast Service 
(BS) for Digital Sound Broadcasting (DSB). 

Before WARC-92 there was no specific spectrum 
assignment available for BSS (Sound). Therefore WARC-92 
represents a major milestone in the development and hence 
future deployment of DSB services world-wide. With the 
WARC-92 assignment, the efforts made for some 20 years by 
broadcasters, administrations, manufacturers, sound 
programme providers and researchers ultimately met with great 
success. The 1.5 GHz frequency (L band) allocation is 
technically close to the optimum for BSS (Sound) and 
complementary terrestrial services.  

 The world Administrative Radio Conference (WARC)  
organized by the ITU in Feb. 1992 interalia allocated a 40 MHz 
spectrum in ‘L’ band from 1452 to 1492 MHz for satellite 
sound Broadcasting service. Report ITU-R BS.955-2 provides 
details of a new high quality advanced digital sound 

broadcasting service (Popularly termed as DAB) which could 
be supported through satellite in WARC’ 92 allocated ‘L’ band 
spectrum for large area coverage. The DAB service is designed 
to provide high quality, multi-channel radio broadcasting for 
reception by vehicular, portable and fixed receivers. The 
service is rugged and yet highly spectrum efficient and 
consumes much lower power. 

The planning of a terrestrial and satellite sound 
broadcasting system is strongly dependent on the factors 
affecting the characteristics of the propagation channel. The 
propagation path is subject to attenuation by shadowing due to 
buildings, different structurers, trees, and other foliage and to 
the multipath fading due to diffuse scattering from the ground 
and nearby obstacles such as trees and buildings. The degree of 
impairment to the received signal level depends on the 
operating frequency, the receiving antenna height, the elevation 
angle of the satellite and the type of environment in which the 
receiver is operating: whether it is an open, rural, wooded or 
mountainous, suburban or dense urban environment. 

For moderate satellite elevation angles, it is known that 
over large areas (of the order of several hundred wavelengths) 
the mean value of field strength follows a log-normal 
distribution. However within small areas (of the order of a few 
wavelengths) two distribution models are applicable: 

- Rayleigh distribution where there is no direct line-of 

sight (LOS) to the satellite.  

      The only signal is the scattered multipath signal. 

 

- Rice distribution where there is direct line-of sight 

(LOS) to the satellite, giving 

      one component of constant amplitude as well as 

scattered multipath signal. 

 
 In urban areas the environment demands application of 

both these models. So for planning the broadcast service it is 
necessary to assess the nature of signal level variation in small 
areas under various receiving environments as stated above. 

 

mailto:prajyot_chopra@indiatimes.com
mailto:prajyotchopra@gmail.com


(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 2, No.1, January 2011 

 

 

76 | P a g e  

http://ijacsa.thesai.org/ 

II. BROADCAST SERVICE PLANNING 

A. Location and Time Percentage Correction Factor:  

For the planning of broadcast service with analog carrier in 
the VHF/UHF bands, the field strength prediction is done using 
ITU-R Recommendation 370 (50% locations, 50% time for the 
wanted signal and 1%   time for the unwanted signal). When 
planning the Digital Audio Broadcasting (DAB), the same 
ITU-R Rec. 370 is used but with some correction factors. 

In digital broadcasting, due to sharp degradation of quality 
when the required C/N ratio is not obtained, calculations 
involving high percentage of time and locations are required 
for the wanted field (and low percentages for the interfering 
signals). Therefore an extra correction to the value derived 
from the ITU-R Rec. 370 curves is required. In digital 
broadcasting the signal availability is planned for 99% of 
locations, instead of 50% in case of analog broadcasting. The 
correction factor for enhancement of location probability from 
50% to 99% locations depends on the standard deviation (SD) 
of the field strength and is taken as 2.33xSD dB. This SD has 
been given in the ITU Rec. 370 as 8.3 dB for VHF and is 
appropriate for the narrow band signal as in normal analog 
broadcasting. However a value of SD=5.5 dB has been 
suggested in ITU-R texts as being more suitable for wideband 
signals like DAB due to a  number of factors including the 
broadband nature of the DAB signal (COFDM modulation with 
1.5 MHz bandwidth), low receiving antenna height and use of 
omni-directional receiving antenna etc. Taking this value of SD 
(5.5dB), the correction factor for the 99% locations probability 
comes out to be 2.33x5.5=13dB.  Measurements in Germany 
and the UK indicate that still lower values of SD i.e. 3.5 dB and 
4 dB on average were available. Field trials have shown that at 
1.5 GHz the same SD=5.5 dB can be used. 

 However more field measurement are necessary in order 

to confirm the value of SD=5.5 dB.  
 

It was suggested that the DAB service must be provided for 
99% time as well. ITU-R Rec.370 does not provide 
propagation curves for 99% time, however, for short distances 
the difference between 50% time and 99% time signal strength 
will be negligible and thus for convenience the existing 50% 
time curves can be used. 

B. Receiving Antenna Height Gain Correction Factor: 

ITU-R Rec.370 curves relate to a receiving antenna height 
of 10 Meters above ground, whereas the DAB service will 
primarily be planned for mobile and portable reception, i.e. 
with an effective receiving antenna height of about 1.5 Meters. 
Measurements performed in Germany on vertically polarized 
Band III signals showed that an allowance of 10 dB is 
necessary to convert the field strength at 10 Meters height for 
use at mobile vehicle antenna height of 1.5 Meters. There are 
scopes to reassess this ‗Antenna Height Gain Correction 
Factor‘ by further field measurements. 

C. Building Penetration Loss Factor: 

DAB services are primarily planned for vehicular reception 
as well as reception on portable receivers at home, without 
relying on fixed antennas. It follows therefore that an 
allowance or ‘correction factor’ to overcome the building 
penetration losses will be required in the DAB planning 
process. 

Measurements within the UK in the VHF bands indicate 
that the median value of the building penetration loss appears 
to be about 8dB with a standard deviation of approximately 
4dB. These values are contained in ITU-R Report 1203. 

In the Netherlands, the building penetration loss 
measurements were made at 1.5 Metres antenna height, as part 
of research on digital television in the UHF band at 762 MHz. 
The loss was measured to be approximately 7 dB with a low 
standard deviation. However, according to CCIR Report 567-4, 
the building penetration losses at 900 MHz, range from 10 to 
25 dB. Measurements by DBP-Telekom in Germany showed 
median values for penetration loss in the 500-600 MHz range 
to be 13dB for brick structures and 20 dB for concrete.  

Work in the 570-670 MHz range by the BBC in the UK 
showed the median building penetration loss value in the 
ground floor rooms to be 19 dB referenced to external 
measurements at 9 Meters above ground. 

Building penetration loss values for L-Band are more 
difficult to quantify. Research on DAB in Canada showed that 
the median value of the loss in L-Band for an average ground 
floor location is 17 dB and that for the best ground floor 
location is 8.4dB (ITU-R Report 1203) 

Measurements made by the University of Liverpool in 1988 
gave building penetration loss of between 7.5 and 15 dB for L-
Band (higher value-for Rayleigh i.e. non-LOS channel; and the 
lower value- for Rice or partial LOS channel). The mean value 
is 11.25 dB. 

In the late 1993 a number of measurements were made by 
the BBC in order to quantify the building penetration losses in 
L-Band (1.5MHz). From the limited no. of measurements 
made, a median value of 12 dB for the building penetration 
loss, at a height of about 1.5 Meters, was derived. The 
buildings measured were of conventional brick-built 
construction. 

A mean of the above figures, gives a mean building 
penetration loss at ground floor level of 12 dB for L-Band. 

However it is to be remembered that the building 
penetration loss will vary as a function of - not only its 
structure but also the no. of windows in the building and their 
size. Obviously there is a scope of further measurements of 
this ‗building penetration loss‘ parameter.  
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III. L-BAND PROPAGATION MEASUREMENTS WITH 

‘NARROW-BAND’ (CW) AND ‘WIDE BAND’ (COFDM) 

SIGNAL: 

One of the issues which comes up in the propagation 
measurements is to examine how different are the fade 
statistics for the wide band signal (COFDM), compared to that 
of the narrow band (CW) signal. It has been observed in many 
field experiments that – the low level of multipath reflections 
also mean that frequency diversity and/or receiver processing 
techniques designed to enhance reception in a frequency 
selective( i.e. multipath) environment are of little consequence. 
This leads to the conclusion that, for the environments with low 
multipath reflections, the narrow band (CW) propagation 
measurements may also provide useful measure of the 
performance of wide band COFDM systems. 

In the case of measurements of ‘building attenuation’; 
‘shadow loss’ or ‘antenna height gain’-these are the parameters 
which give the difference between two figures. For example, 
the difference of signal levels outside and inside the building 
gives the ‘building attenuation’; the difference of signal levels 
in a given environment taken without shadow and with shadow 
of an obstacle, gives the ‘shadow loss’; similarly the difference 
between the field strengths measured at 10 meters antenna 
height and that measured at the required antenna height gives 
the antenna height correction factor. So these parameters being 
the difference signal, the effect of multipath or in other words 
the effect of ‘wide band’ signal do not make the measured 
parameters very much different from that of the narrow band 
(CW) signal. 

As such as above mentioned parameters are concerned, the 
L band propagation measurements with CW signal give quite a 
fair picture of the propagation channel characteristics using 
broad band (COFDM) signal. 

A field experiment under simulated satellite emission of 
CW L band signal was planned in Delhi. Through the 
experiment an attempt was made to assess – the building 
attenuation; shadow loss and antenna height gain in a CW 
signal environment. 

A. Transmitting System    

 In order to simulate the satellite, a small L band transmitter 
of 3 watts power  operating at 1440 MHz, along with a 
circularly polarized transmitting antenna  was installed on the   
top of a high rise building (nearly 70 metres high ) in New 
Delhi Fig. 1 . The antenna was tilted downwards in order to hit 
the adjoining low height buildings. The transmitting antenna 
used was of helical type, with a forward gain of 16.2 dBi and 
Beam width of 300 

 

 
 

 

B. Receiving Setup 

The receiving set up used an omni directional vertically 
polarized ground plane antenna having 0 dBd gain. The signal 
from the receiving antenna was fed to the spectrum analyzer. 
The field strength values in dB (uv/m) were obtained after 
applying the necessary antenna correction factor etc. The 
height of the receiving antenna was fixed at 1.5 meters above 
the ground for all indoor as well as outdoor measurements 
including mobile measurements. Provision was made to change 
the height of receiving antenna while investigating the variation 
of received signal with the height of the receiving antenna. A 
mobile set up in a motor vehicle equipped with spectrum 
analyzer and computer controlled data acquisition system was 
used for the experiment. 

Owing to multipath, the signal varies significantly with 
very small distances. As such while measuring signal strength 
at a particular location inside the building, instead of taking a 
single observation, a large set of readings (49 Nos.) separated 
by ¾ of the wavelength (about 15 cm) spread over an area of 
1.05mX1.05m were taken and the average value worked out 
corresponding to each site. Fig.2 provides a sample of 
fluctuations of field strength at 1440 MHz within the small 
area. 

Figure - 1 

Side View of Helical Transmitting 

Antenna Used During Measurements 
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While measuring the building attenuation, the locations 
inside the building have been divided into three types – ‘Best 
Locations’; ‘Average Locations’ and ‘Worst Locations’. The 
Best Locations are sites very close to the doors/windows on the 
outer building wall facing the transmitter. The ‘Average 
Locations’ are the sites inside the building which are slightly 
inside the building and away from the ‘Best Locations’. The 
third type is the ‘Worst Locations’. These are the sites deep 
inside the building and obstructed from transmitter by multiple 
attenuating walls. 

C. Measurement of Building Attenuation 

To ascertain the amount of attenuation of L-Band signal 
inside multistoried concrete buildings, a set of measurement 
were planned. Three typical buildings in near vicinity of the 
transmitting site were selected for the purpose. The 
transmitting antenna was made to direct towards the middle 
floor of the building selected for measurements. A set of 
measurements were carried out at the First building which is a 
6 storied cement concrete building. The transmitter was making 
an elevation angle of 32 degrees from the measuring site at the 
building. In case of the Second and Third buildings the similar 
elevation of the transmitter from the respective measuring sites 
were 38.9 degrees and 47.7 degrees respectively. The sample 
of ‘L’ band field strength measurements taken at ground floor 
of a multistoried building is given in Annexure 1. 

D. Measurement of Shadow Loss    

A set of field strength measurement were taken in direct 
line of sight and in various shadow conditions of the buildings 
to evaluate shadow losses encountered in typical urban 
environment. These measurements were taken with the help of 
the Mobile set up, by moving the vehicle at a very slow speed 
(3-5 km/hour). A sample of field strength variation measured 
during the experiment is given in Fig.3. The receiving antenna 
was mounted on the rear side of the vehicle at a height of 1.5m 
from the ground. Continuous field strength recordings were 
made for line of sight as well as for the shadow areas as 
encountered on the way. The measurements can be classified 
into the following three types.  

a) Measuring points in direct line of sight of the 

transmitting antenna. 

b) Measuring points located in the shadow of a 

multistoried building with large open area behind (no 

reflecting structures). 

 

c) Measuring points located in Narrow Street between 

multistoried concrete buildings. 

E. Field Strength Measurement with Variation of Receiving 

Antenna Height  

In order to determine the variation of field strength with 
height of the receiving antenna above the ground, the field 
strengths were measured at a fixed location by lowering the 
receiving antenna from 8m to1.5m. Measurements were made 
in direct line-of-sight as well as in obstructed visibility. 

           

IV. ANALYSIS OF DATA 

In order to assess building attenuation, the field strength 
values measured inside the building at each floor for various 
sites were compared with the respective line-of –sight values 
measured outside the windows. Thus, for each building and 
floor, building attenuation was worked out in dB as given in 
Table-1. 

The building attenuations for ‘Best’, ‘Average’ and ‘Worst’ 
sites were found to be 7.4 to 15.5 dB; 9.5 to 19.0 dB and 14.0 
to 24.9 dB respectively with a standard deviation in the range 
of 3 to 5 dB. 
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 For assessment of shadow losses, the predicted field 
strength for free space propagation for various measuring 
conditions were calculated. Different percentile values of the 
measured field strengths relative to their respective predicted 
free space values were plotted.  Fig. 4 (a) & 4 (b) show the 
statistical distribution of the relative field strengths in various 
environmental conditions. The shadow loss in dB was obtained 
by comparing the relative field strength values of direct line-of-
sight with those obtained in shadow areas. The shadow loss of 
multistoried building with large open area behind was found to 
be 21 dB for an elevation angle of 260. The shadow loss of 
multistoried buildings in Narrow street in typical urban 
environment was found to be 12 dB for average elevation angle 
of 420.  

Fig.5 provides the fluctuation of the field strength as a 
function of the receiving antenna height at a fixed point in 
direct line of sight as well as in obstructed visibility. The field 
strengths have been expressed relative to the predicted field 
strength for free space propagation.                          

V. CONCLUSION 

 The present study provides some insight into the radio 
wave propagation in ‘L’ band under the simulated satellite 
conditions. The attenuation inside multistoried buildings was 
found to vary from 7.4 to 15.5 dB for ‘Best’ locations and from 
14.0 to 24.9 dB for ‘Worst’ locations. The shadow loss of 
multistoried buildings with open fields behind was found to be 
21 dB whereas in Narrow Street between multistoried buildings 
it was found to be 12 dB. The received field strength was also 
found to be fluctuating around its mean value with the variation 
of receiving antenna height. The fluctuation was more 
prominent in shadow area as compared to direct line of sight 
conditions. 
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TABLE – 1 

 

Building Attenuation in dB 

 

Sl. No. Name of Building/ 

Elevation Angle 

Floor Building Attenuation (dB) 

Best Location Average 

location 

Worst 

location 

1. Y-Shape/32
o 

Ground 

1
st
 

2
nd

 

3
rd

 

4
th

 

5
th

 

 

15.5 

7.4 

10.2 

7.8 

12.8 

13.0 

16.0 

14.2 

14.5 

16.1 

18.9 

19.0 

24.9 

23.6 

20.2 

19.4 

23.0 

24.9 

2. SPA/38.9
o 

Ground 

1
st
 

2
nd

 

3
rd

 

 

12.2 

7.6 

8.4 

10.1 

15.5 

- 

9.5 

12.8 

17.9 

18.0 

14.0 

16.7 

3. AVM/47.7
o 

Ground 

1
st
 

 

10.6 

9.9 

16.7 

14.4 

20.4 

14.3 

 

 

ANNEXURE – 1 

 

SAMPLE OF ‗L‘ BAND FIELD STRENGTH MEASUREMENTS TAKEN AT GROUND FLOOR OF A 

MULTISTORIED BUILDING 

―---------------------------------------------------------------------------------------------------------- 

―05-04-2010‖,‖‖,‖AT AVM – GW1‖, ―# ―, 1 

―START TIME=‖,‖16:28:02‖,‖STOP TIME=‖,‖16:28:04‖,‖ON STATIONARY VEHI 

―AVERAGE SIGNAL=‖, 25.94333,‖ dBUV / M‖,‖STD.DEV.=‖, .5938197,‖dBUV / M‖ 

25.85,25.5,25.5,25.5,25.5,26.05,26.05,26.05,27.05,27.05,27.05,25.5,25 

―--------------------------------------------------------------------------------------------------------------- 

―05-04-2010‖,‖‖,‖AT AVM – GW1‖, ―# ―, 2 

―START TIME=‖,‖16:28:43‖,‖STOP TIME=‖,‖16:28:46‖,‖ON STATIONARY VEHI 

―AVERAGE SIGNAL=‖, 23.73667,‖ dBUV / M‖,‖STD.DEV. =‖, .7605847,‖dBUV / M‖ 

24.35, 24.35, 24.3, 24.3, 24.3, 24.3, 24.65, 24.65, 22.55, 22.55, 22.55, 23.3,23 

―--------------------------------------------------------------------------------------------------------------- 

―05-04-2010‖,‖‖,‖AT AVM – GW1‖, ―# ―, 3 

―START TIME=‖,‖16:29:09‖,‖STOP TIME=‖,‖16:29:11‖,‖ON STATIONARY VEHI 

―AVERAGE SIGNAL=‖, 28.98,‖ dBUV / M‖,‖STD.DEV. =‖, .4925444,‖dBUV / M‖ 

29.5,29.5,29.5,29.5,28.4,28.4,28.4,28.4,29.65,29.65,28.7,28.7,28.7,28 

―--------------------------------------------------------------------------------------------------------------- 

―05-04-2010‖,‖‖,‖AT AVM – GW1‖, ―# ―, 4 

―START TIME=‖,‖16:29:36‖,‖STOP TIME=‖,‖16:29:38‖,‖ON STATIONARY VEHI 

―AVERAGE SIGNAL=‖, 25.53333,‖ dBUV / M‖,‖STD.DEV. =‖, .2958977,‖dBUV / M‖ 

25.65, 25.65, 25.8, 25.8, 25.8, 25.8, 25.05, 25.05, 25.25, 25.25, 25.25, 25.25, 25 

―--------------------------------------------------------------------------------------------------------------- 

―05-04-2010‖,‖‖,‖AT AVM – GW1‖, ―# ―, 5 

―START TIME=‖,‖16:30:21‖,‖STOP TIME=‖,‖16:30:23‖,‖ON STATIONARY VEHI 

―AVERAGE SIGNAL=‖, 16.25,‖ dBUV / M‖,‖STD.DEV. =‖, .7722261,‖dBUV / M‖ 

15.05, 15.05, 15.05, 15.05, 16.6, 16.6, 16.6, 16.6, 16.9, 16.9, 16.45, 16.45, 16. 

―--------------------------------------------------------------------------------------------------------------- 

―05-04-2010‖,‖‖,‖AT AVM – GW1‖, ―# ―, 6 
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―START TIME=‖,‖16:30:47‖,‖STOP TIME=‖,‖16:30:49‖,‖ON STATIONARY VEHI 

―AVERAGE SIGNAL=‖, 23.99333,‖ dBUV / M‖,‖STD.DEV. =‖, .6096078,‖dBUV / M‖ 

24.4, 24.4, 24.4, 23.2, 23.2, 23.2, 23.2, 23.4, 23.4, 24.65, 24.65, 24.65, 24.65,24 

―--------------------------------------------------------------------------------------------------------------- 

―05-04-2010‖,‖‖,‖AT AVM – GW1‖, ―# ―, 7 

―START TIME=‖,‖16:31:17‖,‖STOP TIME=‖,‖16:31:19‖,‖ON STATIONARY VEHI 

―AVERAGE SIGNAL=‖, 30.62,‖ dBUV / M‖,‖STD.DEV. =‖, .2372061,‖dBUV / M‖ 

30.3, 30.3, 30.3, 30.9, 30.9, 30.9, 30.9, 30.75, 30.75, 30.75, 30.75, 30.35, 30.3,30 

―--------------------------------------------------------------------------------------------------------------- 

―05-04-2010‖,‖‖,‖AT AVM – GW1‖, ―# ―, 8 

―START TIME=‖,‖16:31:36‖,‖STOP TIME=‖,‖16:31:38‖,‖ON STATIONARY VEHI 

―AVERAGE SIGNAL=‖, 30.71,‖ dBUV / M‖,‖STD.DEV. =‖, .3791219,‖dBUV / M‖ 

30.3, 30.25, 30.25, 30.25, 30.25, 30.65, 30.65, 30.65, 30.65, 31, 31, 31, 31.25, 31 

―--------------------------------------------------------------------------------------------------------------- 

―05-04-2010‖,‖‖,‖AT AVM – GW1‖, ―# ―, 9 

―START TIME=‖,‖16:32:02‖,‖STOP TIME=‖,‖16:32:04‖,‖ON STATIONARY VEHI 

―AVERAGE SIGNAL=‖, 23.16667,‖ dBUV / M‖,‖STD.DEV. =‖, .7196444,‖dBUV / M‖ 

23.05, 23.05, 23.05, 23.05, 22.45, 22.45, 22.45, 22.45, 24.3, 24.3, 24.3, 24.3, 24 

―--------------------------------------------------------------------------------------------------------------- 

―05-04-2010‖,‖‖,‖AT AVM – GW1‖, ―# ―, 10 

―START TIME=‖,‖16:32:17‖,‖STOP TIME=‖,‖16:32:20‖,‖ON STATIONARY VEHI 

―AVERAGE SIGNAL=‖, 30.59667,‖ dBUV / M‖,‖STD.DEV. =‖, .1309794,‖dBUV / M‖ 
30.6, 30.6, 30.6, 30.6, 30.6, 30.7, 30.7, 30.7, 30.7, 30.35, 30.35, 30.35, 30.7, 30
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Abstract— Need of industrial automation and control is not 

closed yet. PLC, the programmable logic controller as available 

in 2009 with all standardized possible features, discussed here 

concisely. This work on PLC gives a simplest form built in any 

computer hardware and software for immediate flexible need of 

the product in a small environment any number inputs and 

output logic permitted by a computer. At first, the product logic 

is implemented using simple available computer using a 

PCIMCIA card having 8255 parallel I/O device, RS232 etc. 

software like Java, C, C++, and Visual Basic. Further work 

continuing with all coming generations and variation in the 

mentioned technology. Expert engineer having these skills may 

fabricate a small operating PLC within one month. This is a view 

of preliminary work. Further up gradation of this work comes in 

term of Visual programming tool (computer aided design) and 

also universal make in terms of all operating system and 

computer available in the world. Sensors and module for data to 

logic conversion is not emphasized in this work. Connectivity has 

to be as per standard. Immediate use of this work as an education 

technology kit. The work in this huge technology area should not 

be accused because this is need in some way. 

Keywords- PLC, prototype, Java, Visual Basic, education 

technology 

I.  INTRODUCTION 

Everybody will agree that there is no need to describe the 
25 years of technology and concepts of PLC. It is surveyed and 
many small key points are discussed towards another offshoot 
of this technology. The objective to develop a low cost trainer 
or education technology kit is realized. This work further can 
be extended to a small PLC prototype. As a trainer it should be 
safe, low cost, programming flexibility, multi input and multi 
output system. Logic system at front end computer (display, 
editor, logic evaluation), universal communication for 
commercial PLCs are the work done here. Universal make for 
these components are considered so that it works with any 
computer system. At present the work is carried in Personal 
computer. Java being a universally portable front end 
environment is considered here.  

II. PRESENT PLC FEATURES  

A. A.  Manufacturing Companies  

It is manufactured by companies like  Brands  - Lab-Volt, 
Allen-Bradley, Rockwell Automation, Allen-Bradley, Panel 
View Operator Terminals, Aromatic PLC , Automation Direct, 
Cutler Hammer, GE Series, Exor, IDEC, Koyo, Maple 
Systems, Mitsubishi, Madison, Omron PLC, Reliance 
Automate, Siemens, Square D, Texas Instruments, Toshiba. 

B. Use of PLC at this stage  

Precisely PLC is used in industrial environment for area 
like, Equipment status Process Control Chemical Processing, 
Equipment Interlocks, Machine protection, Smoke detection, 
Gas monitoring, Envelope monitoring, Personal monitoring, 
System setup and device monitoring , Bench marks, maximum 
I/O ports etc.  

C. Lingering concerns about PLC 

 Security and robustness. Failure in any part of the 
computer system such as crash, rebooting, disk 
problem gives inaccuracy to plant output functions 
and hence uncertainty in real plant dynamics.   

 PLC in networked computers. Operating PLC from 
now days generic Ethernet based computer network is 
one of studies going now. 

D. Standards for PLC   

Contrary to proprietary or closed design open system 
design is carried out 1980 onward. This gives control over 
technology and flexibility to customer. 

 International engineering consumerism  IEC 61131-3 
standardize ladder logic ( graphical ) , function block 
diagram (graphical ) , structured text ( textual ) and 
instruction set ( textual ) . IEC 61850 process bus 
interface.  

 In detail IEC 61131-3 is given as overview, 
requirement and test procedures, data type and 
programming, user guide lines, communication and 
fuzzy control.   
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 Organize programs for sequential and parallel control 
processing.   

E. Fundamentals of PLC software  

The list of software elements in PLC are method of 
representing logic, instruction, code, graphical presentation ( 
functional logic diagram and ladder logic ) Fundamental ladder 
logic instruction set comparison of different manufacturers, 
processor, memory and instruction code,  Real Time ability 
particularly real time clock.  

F. Fundamentals of PLC hardware  

The list of hardware elements in PLC are block diagram of 
typical PLC, PLC – processor module memory organization, 
Input /Output section: module types, Power supply . 

III. CONCEPT OF THIS PLC  

This work of PLC, after a long evolution, aims at producing 
an education technology kit at first with very minimum cost. 
Also this work in later version will produce cream of 
application of Software Engineering in industrial automation. 
The simple possible PLC work is done with present software 
available for present personal computers. 

The cost of producing this simple work comprises of a 
personal computer, Visual Basic, Java (free), C++, Printer & 
com port cable etc. may be $ 5000.00. Excessive optimization 
is done to make this PLC as simplest possible.    

IV. PRELIMINARY DESIGN  

A. Software Engineering Requirements 

Since this product logic is based on matured software 
languages and tools for visual concepts no more to bother for 
this. For example Java being a Object Oriented Programming 
Language nothing mean in terms of software engineering for 
this project. Communication and Device driver part requires 
some special Software Engineering for which plenty of 
international works are available in IEEE [2, 3]. 

B. B. Connection in this PLC  

Parallel or Serial port driver for PC to PLC connection may 
be built with Java front end and Java Native–Win32 driver. 
Further work is under progress. Figure 1 gives the software 
architecture stack for communication module. User interface of 
the communication stack can be high level language like java 
with native interface. Device driver layer may be developed 
with C or C++. This communication stack is built with the 
concept of OSI (open system interconnection) [4]. 

Table 1 lists the possible use of communication devices like 
Intel 8255 (parallel device), Intel 8251(serial device) and 
Personal Computer’s serial communication port like COM1 
and COM2. Communication hardware module may be 
designed with standard PC bus interface specification like 
PCMIMCIA.  

C. Report generation  

Report of activity and data may be generated in this 
experimental PLC model using Microsoft Excel for Visual 
Basic front end design tool , simple text file is first for all 
universal form of design . In windows environment simple 
database like MS Access is sufficient and XML may be a 
universal form. 

 

 
Figure 1.  Present Version of communication stack and interface 

D. Theoretical Interface 

This section depicts what should be the logic of designing 
the human machine interface for the small effective PLC. This 
can be designed using Java, Visual Basic, Motif, C++ etc. The 
graphical user interface components depicted in this design 
section are standard components like Frame, Command Button, 
Check Box, Image etc. Figure 2 gives theoretical interface for 
this small PLC. 

The “Plant Control < number> “is the container for the 
ladder diagram. Any number (N) of Plant Control can be run 
simultaneously. The ladder diagram is designed using standard 
drawing software tool like Microsoft Word and the cut with 
image file like (jpeg, gif, bmp etc.). It can be selected to run or 
disable from running by the left check box. 

For each plant control, the output function should be 
written in the used programming language. Optimization of this 
function by Karnaugh map be used. 
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TABLE I : AVAILABLE COMMUNICATION STANDARD AND MECHANISM 
 

Communication  

device / standard 

Type PC Interface Remark 

8255 Intel parallel port device PCIMCIA card Data Link Layer 

Layered Architecture 

Device driver 

Security in communication , Raw 

driver  and connection to TCP/IP 

RS 232 Serial communication standard, 

Device 8251 

Windows driver exists 

PCIMCIA card 

COM1 and COM2 available in PC 

RS 485 Serial communication standard Windows driver exists 

PCIMCIA card 

 

Radio Device , like wireless LAN NIC 

Broad cast 

Drivers may be 

available 

Present Wireless LAN  Driver 

COM1 , COM2 Existing PC Serial port 

 Serial devices can be used in 

PC 

  

 

 
 

Figure  2 .  Theoretical Interface GUI 

 

The command button “Run” is for running plant control 
selected and “Stop” stops. The command button “CM Unit” is 
meant for pop up interface for communication management 
interfacing plant and computer side PLC interface . The 
command button “RT Clock Unit” is meant for real time clock 
and timer management for this PLC [1]. During execution one 
can inspect inputs and outputs of the plant in real time logic by 
pressing “view inputs outputs”. This small size interface may 
not be useful for large number of inputs and outputs in ladder 
of plant control. 

 
Further integration to this theoretical interface in report 

generation and repository in terms of cheap available facility 
like Microsoft Excel (further MS Word, may be in CAD part).   

V. FUTURE WORK  

 CAD, A visual tool for arranging plant control 
diagrams, communication control, compiling and 
making a front end.  
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 Hardware interface with real plant control. 
Commercial PLC interface need to be studied and 
front end communication module need to be 
standardized and portable communication interface 
module need to be made.  

 Installing the output function code in the visual tool.  

 Universal make to run in all platform and operating 
system in all networks.  

 Use and up gradation as Education Technology Kit  

 Simplest possible lab illustration and complete and 
incomplete logic.  

 Time management, internet time, time.windows.com, 
time related API in windows.  

 Robustness and reliability for all operating system and 
desktop computer.  

 Ethernet compatibility.  

 Programming model following IEC 61131-3.  

VI. CONCLUSION 

In continuation of Software Engineering Research for 
Programmable Logic Controller, the work presented in this 
paper is sufficiently a primary step. The practical aspects of 
this work is done at Electrical Engineering Department, Veera 

Surendra Sai University of Technology ( www.vssut.ac.in ), 
Orissa, India ; in under graduate project work and evaluated by 
experts well worthy . The work for a demo prototype is under 
progress.    
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Abstract—Packet Telephony has been regarded as an alternative 

to existing circuit switched fixed telephony. To propagate new 

idea regarding Packet Telephony researchers need to test their 

ideas in real or simulated environment. Most of the research in 

mobile ad-hoc networks is based on simulation. Among all 

available simulation tools, Network Simulator (ns2) has been 

most widely used for simulation of mobile ad-hoc networks. 

Network Simulator does not directly support Packet Telephony. 

The authors are proposing a technique to simulate packet 

telephony over mobile ad-hoc network using network simulator, 

ns2. 

Keywords-Network Simulator; Mobile Ad-hoc Networks; Packet 

Telephony; Simulator; Voice over Internet Protocol. 

I.  INTRODUCTION  

The problem of extending the reach of fixed telephonic 
system over an area using mobile ad-hoc network is one of the 
research area that has got the attention of Computer Science 
research fraternity. One obvious solution to the problem comes 
in form of Packet Telephony, used interchangeably with Voice 
over Internet Protocol in this work.  In packet telephony real 
time voice conversations are transmitted from source to 
destination using packet switched data networks rather than a 
circuit switched telephone network. With the help of Packet 
Telephony over mobile ad-hoc networks one can extend the 
reach of existing fixed telephony. This whole mechanism of 
extending the reach of fixed telephony is also termed as Fixed 
to Mobile Convergence (FMC) [1]. When this extension of 
fixed telephony is done over a mobile ad-hoc network, the 
problem becomes unique due to underlying characteristics of 
mobile ad-hoc network. The very nature of mobile ad-hoc 
networks makes the extension of telephonic call multi-hop 
where each intermediate node acts as potential router. The 
solution of extending the reach of wired telephony becomes 
highly beneficial with use of license free ISM band for 
implementing FMC. To summarize this would help forwarding 
telephonic call to a mobile node without any cost. 

The effective extension of telephonic call over the mobile 
ad-hoc network is constrained by various Quality of Service 
requirements as recommended by United Nations Consultative 

Committee for International Telephony & Telegraphy 
(CCITT). A number of Quality of Service, QoS parameters for 
implementation of fixed to mobile convergence in mobile ad-
hoc networks has been suggested. These parameters include 
End to End Delay, Packet Delivery Rate, Packet Drop Rate, 
Throughput, Channel Utilization, Jitter etc. Any proposed 
system should follow strict QoS requirements to become 
practically viable. For example the End to End delay must be 
less than 250 ms otherwise the system may appear to be half 
duplex and user may complain about distortion and echo. In 
other words, QoS plays an important role in implementing 
Packet Telephony over Mobile Ad-hoc Networks.  

Main deterrents in realizing the QoS based services over 
Mobile Ad-hoc Networks are a) Limited bandwidth of Mobile 
Ad-hoc Network b) Dynamic Topology of Mobile Ad-hoc 
Networks c) Limited Processing & Storing Capabilities of 
mobile nodes. Numbers of research works are in progress for 
ensuring QoS based Packet Telephony over Mobile Ad-hoc 
Networks. 

It is not always feasible to develop a real time environment 
for conducting research. Then researchers have to resort on 
secondary means like simulation. In mobile ad-hoc network 
research, simulation techniques have been widely used. A 
number of simulation tools for developing mobile ad-hoc 
network environment are available. Most notable among these 
are Network Simulator (ns2), MATLAB, CSIM, OPNET, 
Qualinet, GoMoSlim etc. Out of these ns2 is most widely used 
tool for the simulation of mobile ad-hoc networks. 

Network Simulator does not support VoIP or Packet 
Telephony directly. So a need was felt by the authors to devise 
a technique for the simulation of Packet Telephony with 
network simulator, ns2. The technique proposed should help 
users to test performance of the mobile ad-hoc network under 
different permutations and combinations of various network 
parameters. 

II. RELATED WORK 

Kurkowski et al. [2] have conducted a survey on the 
techniques employed by various authors for research on mobile 
ad-hoc networks. The authors have observed that out of 60% 
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authors resorting to simulation based techniques, 44% have 
used ns2 for drawing their conclusions. 

Paolo Giacomazzi et al. [3] have worked on the issue of 
feasibility of fixed to mobile convergence using a mobile ad-
hoc network. The authors have proposed complete system 
architecture for their implementation. The proposed 
architecture was then evaluated by the authors in terms of 
various quality of service (QoS) parameters like Call Drop 
Rate, MOS etc.  

III. BACKGROUND 

A Mobile Ad-hoc Network, MANET, may be defined as a 
collection of autonomous nodes that communicate with each 
other by forming multi-hop networks and maintaining 
connectivity in decentralized manner. All nodes in the Mobile 
Ad-hoc Network are of dynamic nature. This means that the 
topology of mobile ad-hoc networks keeps on changing.  

Mobile Ad-hoc Networks do not have fixed routers. All 
nodes in these networks can act as routers. Apart from this 
mobile ad-hoc networks are characterizes by a number of other 
salient features like range limitation, unreliable media, 
interference from other sources, dependency on the willingness 
of intermediate nodes, scarcity of power and vulnerability to 
security threats etc. 

Mobile Ad-hoc Networks have been found to be very 
useful in emergency search and rescue operations. The reason 
behind this is their small deployment time. Moreover their 
deployment cost is also small.  

Voice over Internet Protocol represents a set of rules and 
techniques to transport telephonic conversation over Internet 
Protocol. VoIP has proved to be one of the most admired and 
utilized application of internet these days. VoIP can prove to be 
a very beneficiary application. VoIP can help in achieving 
Fixed to Mobile Convergence (FMC) over mobile ad-hoc 
networks. The process behind this idea of achieving FMC over 
mobile ad-hoc network is illustrated in figure 2. In this figure 
various nodes are encircled representing their range. Various 
nodes with coinciding ranges may be termed as neighbors. In 
this figure node B is neighbor to nodes A and C. Different 
neighbors can exchange data through the channel. The 
extension of call from the fixed telephone to the node E can be 
explained as: 

Initially analog voice conversations are digitized and then 
compressed using some suitable codec. Afterwards these 
compressed conversations are packetized in form of IP packets 
and then transported to E using underlined routing protocol. At 
E the packet are converted back to analog telephonic 
conversations. The main hurdle in implementing FMC over 
MANETs comes from the dynamic nature (see figure 1) and 
limited node range in these networks. 

 

Figure 1.  Dynamic Topology of MANETs 

 

Figure 2.  Fixed to Mobile Convergence over Mobile ad-hoc 

network 

IV. SYSTEM ARCHITECTURE 

System architecture represents the protocol layer used for 
the implementation of a network. During this work we have 
used a system architecture[4]-[5] composed of five network 
layers (see figure 3). Various responsibilities are distributed 
between layers as below: 

A. Application Layer 

 The functions provided by this layer consist of digitizing & 
compressing the telephonic conversations in accordance with 
the available bandwidth. As already mentioned major 
constraint in implementing Packet Telephony [6] and hence 
FMC over the mobile ad-hoc networks comes from the limited 
bandwidth these networks posses. Some effective compression 
technique is required to overcome this limitation. A number of 
compression algorithms have been suggested by the 
International Telecommunication Union, ITU. Out of these G 
.729 codec [7] working at 8 kbps has been found to be most 
useful in scenarios where available bandwidth is small 
compared to the overall traffic load. 

B. Transport Layer 

 One needs to choose between TCP and UDP for 
implementing transport layer. TCP is connection oriented 
protocol whereas UDP is comparatively unreliable 
connectionless protocol. The implementation of TCP would 
require higher bandwidth as compared to implementation of 

A B 

 

C 
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UDP. In case of wireless mobile ad-hoc networks with limited 
available bandwidth UDP is the obvious choice. To overcome 
the limitations of UDP in relatively unreliable mobile ad-hoc 
network RTP (Real Time Transport Protocol) is run on the top 
of UDP. RTP provides services like payload identification, 
sequence numbering etc to the UDP. Almost every device uses 
a standard RTP to transmit audio and video. 

C. Network Layer 

Network layer in case of the mobile ad-hoc networks plays 
a central and pivotal role owing to the decentralized nature of 
mobile ad-hoc networks. All nodes participating in a mobile 
ad-hoc network acts as a potent router and forward the packets 
received from neighbors. A number of routing algorithms for 
mobile ad-hoc networks have been proposed. The routing 
algorithms for mobile ad-hoc networks have been classified 
[9]-[13] into two categories viz. topology based routing 
algorithms and position based routing algorithms. Due to 
various limitations most practical mobile ad-hoc networks 
employ topology based routing algorithms. Some major 
algorithms belonging to this category are DSR [14], DSDV 
[15], AODV [16], TORA. 

D. MAC Layer 

 MAC layer plays a critical role in the successful 
implementation of mobile ad-hoc networks. Mobile ad-hoc 
networks have scarcity of available channel bandwidth.  
Moreover MAC layer not only has the responsibility of channel 
sharing but also hides the complexity of wireless network from 
upper layers. 

 

APPLICATION LAYER 

(G.729 Codec) 

 

TRANSPORT LAYER 

(RTP over UDP) 

 

NETWORK LAYER 

DSR/DSDV/TORA/AODV) 

 

DATA LINK LAYER 

(LLC & IEEE 802.11 MAC) 

 

 

PHYSICAL LAYER 

(IEEE 802.11 PHY) 

Figure 3.  The Network Architecutre 

So, intelligent selection of MAC layer is very important. A 
number of MAC solutions are available these days. A good 
survey on these can be found in [17]-[21].  IEEE based MAC 
solutions have been most widely used in practical mobile ad-
hoc networks. 

E. Physical Layer 

 The responsibility with physical layer is to take data from 
source to destination. A number of physical layer solutions like 
IEEE 802.11 PHY [22]-[24], UTLA-TDD[25] are available. 
During this work we have implemented legacy IEEE 802.11 
based physical layer. 

V. SIMULATION WITH NS2 

To test new ideas researchers resort to one of two 
underlined techniques i.e. either testing new ideas in real time 
environment or testing them in simulated environment. 
Creation of real time environment may not be always possible. 
In such cases authors have to depend upon the simulation tools. 
In case of mobile ad-hoc networks it has been observed that 
around 60% of work is done using simulation tools. Ns2 is 
most widely used tool among various available simulation 
tools. This can be attributed to a number of facts like: 

 Ns2 is open & its source is freely available 

 A full-fledged community is working on the 

development of this tool. 

 A number of forums exist that provide for the patches to 

overcome the shortage in tool. 

 It is easy to interpret its results with the help of easily 

available tools. 

 Acceptability of results generated using this is very high 

when compared with real environment results. 

Ns2 provides a number of inbuilt features while working on 
mobile ad-hoc networks like: 

 Propagation Model: ns2 supports Friss-Space model for 

short distances and approximated Two Ray Ground 

model for long distances. 

 MAC Layer: The IEEE 802.11 Distributed Coordination 

Function (DCF) has been implemented in ns2. 

 Network Layer: ns2 supports all popular protocols like 

DSR, DSDV, TORA, AODV etc. 

 Transport Layer: ns2 supports all popular transport layer 

protocols like TCP, UDP as well as RTP.  

VI. PACKET TELEPHONY SIMULATION 

The successful implementation of Packet Telephony is 
constrained with predefined range of various Quality of Service 
parameters as listed in table I. 

Step 1: We propose following algorithm for implementing 

Packet Telephony over mobile ad-hoc network using 
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network Physical Layer Simulation:  To simulate a 

mobile ad-hoc network using IEEE 802.11 based 

physical layer working at 2.4 GHz we need to set 

‗phyType‘ variable to Phy/WirelessPhy during node 

configuration and then initializing various ns2 

variables as in table II . 

Step 2: MAC Layer Simulation: We are using IEEE 802.11 

based MAC, it can be setup, while configuring nodes, 

by initializing ‗macType‘ variable to Mac/802_11. 

Step 3: Network Layer Simulation: Main function performed 

by the network layer is routing. We can configure 

routing algorithm of our choice by setting 

‗adhocRouting‘ variable during node configuration to 

the desired routing algorithm and changing the values 

of ‗ifq‘ & ‗ ifqLen‘ variables accordingly. 

Step 4: Transport Layer Simulation: The transport layer is 

simulated by attaching corresponding agent with every 

communication between given source and destination. 

Step 5: Node Configuration: Network is made of nodes. Node 

configuration includes creation of nodes, initialization 

of nodes and mobility modeling[26] of nodes. During 

creation of node ns2 is informed on their radius, 

motion type etc. During initialization a number of 

node related parameters are set as in table III. The 

node movements are created in a separate input file 

that is loaded when the simulator is run. The schematic 

representation of ‗mobilenode‘ in ns2 is given in 

figure 4. 

TABLE I.  QOS PARAMETERS 

Acceptable Range for QoS Parameters to successfully 

implement Packet Telephony 

Critical QoS Parameter 
Acceptable 

Range 

End to End Delay <= 120 ms 

Jitter <= 40 ms 

Packet Delivery Rate >= 95% 

Packet Drop Rate < = 5% 

Packet Loss Rate <= 5% 

TABLE II.  SETTING PHYSICAL LAYER PARAMETERS 

Physical Layer Parameter Value 

CPThresh_ 10.0 

CSThresh_ 1.559e-11 

RXThresh_ 2.28289e-11 

Rb_ 2.1e6 

Pt_ 0.2818 

freq_ 240e+6 

L_ 1.0 

TABLE III.  NODE CONFIGURATION 

Node Parameter Explanation 

AdhocRouting Type of routing algorithm 

llType Logical Link layer setting 

macType Mac layer setting 

antType Type of antenna with node 

propType Propagation/Mobility model 

phyType Physical Layer type 

 

Step 6: Scenario Generation: A mobile ad-hoc network is 

composed of nodes that are capable of moving within 

the premises of the network. So, next step is to create 

scenario that defines the positions of various nodes at a 

given time during simulation. The scenario data file is 

separately linked to the simulator during simulation 

run.  

 

Step 7: Traffic Generation: In this work authors have proposed 

to use G .729 Codec for digitization and compression 

of telephonic conversations. Each compressed packet 

will be of 20B and packets will be transmitted at 50 

packet/sec, hence an overall traffic of 8kbps will be 

generated. The connection between source and 

destination during the conversation will be maintained 

as two alternative pareto connections for transporting 

data in each directions. The detailed setting of traffic 

between source and destination are given in table-IV.  

TABLE IV.  Traffic Generation 

Traffic Parameter Explanation 

Type Application/Traffic/Pareto 
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rate_ 8 kbps 

packetSize_ 20 

burst_time <Generated randomly>  

idle_time_ <Generated randomly> 

 

Traffic can be modeled in a separate input file that is 

loaded when simulator is run.  

Step 8: Running the Simulator: Finally, the simulator created 

using the above steps is run and traces are collected 

in respective trace files. 

 

Step 9: Analysis of output: Finally, various types of traces are 

analyzed using tools like NAM and MS Excel to 

draw conclusions. The results of trace analysis by 

authors are depicted in figures 5 & 6. 

VII. CONCLUSIONS 

Packet Telephony is one of the most attended research topic 
in mobile ad-hoc networks. With the help of packet telephony 
telephonic calls can be extended to some mobile node in the 
network without any additional cost. A number of wireless 
solutions working in ISM band around 2.4 GHz are available in 
market The major problem with mobile ad-hoc networks is the 
limited range of its nodes, dynamic topology and scarcity of 
power. These limitations make study of voice over internet 
protocol, VoIP in mobile ad-hoc networks unique. 

To establish a new idea one needs to test his idea and 
testing can be done either in real time environment or in 
simulated environment. 

To test ideas on a simulated environment one must establish 
the authenticity of the simulation tool. For mobile ad-hoc 
networks network simulator, ns2 has been most extensively 
used for simulation of these networks.  

Even the latest version of network simulator, ns-2.34 does 
not support VoIP directly. So, authors felt a need to propose a 
technique for simulation of Packet Telephony in ns2.For this 
purpose complete system architecture was first defined to 
implement packet telephony in a mobile ad-hoc network. Then 
a procedure was specified to perform simulation of packet 
telephony in network simulator. 

 

 
Figure 4.  MobileNode in ns2 (taken from ns2 documentation) 

 
Figure 5.  NAM trace output of VoIP simulation with ns2 
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Figure 6.  A Plot to compare various routing algorithms using the 

trace output resulting from ns2 based VoIP simulation run 

VIII. FUTURE SCOPE 

In this work possible extension for ns2 to implement Packet 
Telephony was proposed. The overall system comprises of five 
layers including application, transport, network, data link and 
physical layers. Authors encourage proposing techniques to 
further extend network simulator, ns2 by proposing algorithms 
for other possibilities in various layers. For an example authors 
can provide algorithms for more realistic mobility models that 
are not directly supported in network simulator, ns2. These 
extensions would help better evaluation of packet telephony 
based applications.  
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Abstract— Fixed to Mobile Convergence, FMC is one of the most 

celebrated applications of wireless networks, where a telephonic 

call from some fixed telephonic infrastructure is forwarded to a 

mobile device. Problem of extending the reach of fixed telephony 

over a mobile ad-hoc network working in license free ISM band 

has been eluding the research fraternity. Major hindrance to 

FMC implementation comes from very nature of mobile ad-hoc 

networks.  Due to the dynamic nature and limited node range in 

mobile ad-hoc networks, it is very difficult to realize QoS 

dependent applications, like FMC, over them. In this work 

authors are proposing complete system architecture to implement 

fixed to mobile convergence in a mobile ad-hoc network. The 

mobile ad-hoc network in the problem can hold a number of 

telephonic calls simultaneously. The proposed system is then 

implemented using network simulator, ns2. The results obtained 

are then compared with the predefined standards for 

implementation of FMC.    

Keywords-Mobile Ad-hoc Networks; Packet Telephony; Voice over 

Internet Protocol; Fixed to Mobile Convergence; Quality of Service 

I.  INTRODUCTION  

 Mobile ad-hoc networks, MANET, are the latest 
member of illustrious   family   of   wireless networks. In 
mobile ad-hoc networks, a number of autonomous and mobile 
nodes communicate with each other by forming multi-hop 
connections and maintaining connectivity in decentralized 
manner. MANETs are different from other wireless networks 
in terms of their distinct characteristics like limited range, 
unreliable media, dynamic topology, limited energy etc. In 
mobile ad-hoc networks each node is a potent router and 
forwards the packet received from other nodes using some 
suitable routing algorithm. The reason behind the popularity of 
mobile ad-hoc networks is their small setup time and 
deployment cost. These networks have proved their worth in 
emergency like situations such as natural calamity, war time 
etc  

The area of mobile ad-hoc networks has taken another leap 
forward with invention of device working in license free 
Industrial-Scientific-Military (ISM) band concentrated at 2.4 

GHz. Two notable technologies working in this band are WiFi 
and Bluetooth.  

Fixed to Mobile Convergence, also referred as FMC[1]-[2] 
during this work, represents the process of extending reach of 
fixed telephony with the help of wireless techniques. One 
method of achieving this can be using wireless handsets and a 
single antenna near the wired end. The range covered by this 
technique cannot be large. To cover a large area one would 
require to purchase some frequency, which is a costly affair. 
During this work authors proposes a system where calls are 
forwarded through a mobile ad-hoc network working in ISM 
band. This mobile ad-hoc network under study, apart from 
extending the reach of fixed call, will also allow other users of 
the network to call each other simultaneously.  

The underlying technique to be used for call forwarding 
will be voice over internet protocol, also termed as packet 
telephony during this work. In Packet Telephony, data 
belonging to the telephonic conversations is transported as IP 
packets and no permanent copper path is setup between source 
and destination. In order to offer real time service over the 
mobile ad-hoc network certain Quality of Service (QoS) 
parameters play vital role. These parameters include end to 
end delay, packet delivery ratio and throughput etc. Measures 
are required to keep the values of QoS parameters in the 
specified range.  Quality of Service offered by the mobile ad-
hoc networks depends on a number of variables like node 
speed, number of nodes, number of connections, area etc. 
Major deterrent to offering QoS based services, over the 
mobile ad-hoc networks, is basic nature of these networks. 
Due to the dynamic nature of mobile ad-hoc networks routes 
are also very vulnerable and re-routing is required frequently.  

In this paper, we propose complete system architecture to 
implement FMC through a MANET carrying number of 
simultaneous telephonic conversations. The proposed 
methodology for implementing fixed to mobile convergence 
would be using wireless technology working in license free 
ISM band for deriving maximum befits out of the technique. 
The proposed architecture is simulated using ns2 and the 
results are verified with practically acceptable values (table 1).  
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II. RELATED WORK 

Paolo Giacomazzi et al. [3] proposed architecture for 
mobile ad-hoc networks carrying VoIP based telephonic 
conversation. The authors evaluated their architecture in terms  

TABLE I.  QOS PARAMETERS 

Acceptable Range for QoS Parameters to 
successfully implement Packet Telephony 

Critical QoS 
Parameter 

Acceptable 
Range 

End to End Delay <= 120 ms 

Packet Delivery Rate >= 95% 

Packet Drop Rate < = 5% 

Packet Loss Rate <= 5% 

 

of various Quality of Service parameters like Call Drop Rate, 
MOS etc. The authors observed that the ad-hoc networks can 
be used for economically extending access of fixed 
infrastructure, termed as Fixed to Mobile Convergence 
(FMC). They also observed that although the size of this 
extension is quite limited.  

III. SYSTEM ARCHITECTURE 

The problem environment is sketched in figure 1. The 
system consists of a single fixed telephone and a number of 
mobile nodes forming a mobile ad-hoc network. The system 
not only forwards the calls at fixed telephone but various 
mobile nodes can themselves be engaged in telephonic 
conversations.  

To start with, in packet telephony, analog voice 
conversations are to be converted to digital and then 
compressed. To cater the scarcity of available bandwidth with 
mobile ad-hoc networks, compression technique is to be 
carefully selected. Then the digital voice calls are converted 
into IP packets and forwarded over the mobile ad-hoc 
network. Finally, these packets are collected at destination; the 
digital voice is extracted from these and converted into analog 
voice. 

During this work the authors have assumed that the area 
covered by the network is square in shape. As source and 
destination may not be neighbor to each other, the call 
forwarding can be multi-hop. Overall the proposed system 
architecture consists of five network layers [4]-[5] as 
explained below: 

A. Physical Layer 

The purpose of physical layer is to transmit the data from 
one node to other and hence from source to destination. A 
number of Physical Layer solutions for mobile ad-hoc 
networks are available like IEEE 802.11 PHY[6]-[9], UTRA-
TDD [10]-[11]. The authors have proposed to used the most 

practically used solution in IEEE 802.11  based Simple 
Wireless Channel working in ISM band around 2.4 GHz.  

 

Figure 1.  Fixed to Mobile Convergence over Mobile ad-hoc 
network 

B. MAC Layer 

 For networks with small bandwidth at their disposal MAC 
layer is very critical.  This layer has great impact on the 
performance of the Networks. There are number of MAC layer 
solutions like IEEE 802.11, VMAC etc. A good survey of 
popular MAC protocols can be found in [12]-[16]. The authors 
have used IEEE 802.11based MAC layer. 

C. Network Layer 

 The major role played by the network layer is routing. A 
number of routing algorithms have been proposed. These 
algorithms have been classified into two categories [17] viz. 
topology based and position based routing [18]-[24] 
algorithms. Out of these most practical system employ 
topology based routing algorithms. Topology based routing 
algorithms have been further classified into three categories 
viz. proactive, reactive and hybrid. The authors have proposed 
to use Dynamic Source Routing, DSR [25] algorithm in this 
work. 

D. Transport Layer 

 Due to the wireless nature of network UDP is used. To 
realize a quality of service based application like VoIP, one 
cannot rely completely on unreliable UDP rather Real-Time 
Transport Protocol (RTP) is run on top of UDP to provide 
end-to-end delivery services like payload type identification, 
sequence numbering etc.  

E. Application Layer 

This layer converts telephonic conversations into the 
digitized form. International Telecommunication Union has 
standardized a number of effective speech compression 
algorithms; In our scenario as overall traffic load is high as 
compared to the available bandwidth, authors are using G .729 
codec [26] working at 8 kbps(50 packets/sec with a packet of 
size 20B.  

Fixed 
telephony 
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System proposed by the authors is sketched in figure 2. 

IV. SIMULATION 

Authors simulated the overall system in network simulator 
(ns2 ver 2.34) [27]. The system was implemented on Fedora 
Linux running on a Pentium computer. Number of simulation 
runs was made with different environmental settings. The 
performance of system was evaluated in terms of various 
Quality of Service parameters as given below:  

 

G .729 codec at 8kbps 

(Application Layer) 

 

 

RTP/UDP 

(Transport Layer) 

 

 

Dynamic Source Routing 

(Network Layer) 

 

 

LLC/IEEE 802.11 MAC 

(Data Link Layer) 

 

 

IEEE 802.11 PHY 

(Physical Layer) 

 

Figure 2.  Proposed System Architecture 

 

 
Figure 3.  Snapshot of NAM trace 

A. Packet Delivery Ratio 

Packet delivery ratio signifies the percentage of packets 
that were successfully delivered from source to destination. 

Failure to deliver a packet would mean loss of conversation 
data and hence incomplete conversation. So, a packet delivery 
ratio of more than 95% must be achieved for successful 
implementation of network. 

B. End to End Delay 

 End to End delay represents the time elapsed between 
delivering of voice from speaker to listener. In quantitative 
terms a delay of 120 ms or less is acceptable. The problem 
comes if the delay is more than 250 ms as it ultimately leads to 
the half duplex conversation.  

C. Throughput 

Throughput represents number of successful packet 
transmissions per second. Throughput is very important 
evaluation parameter. 

D. Packet Drop Rate 

Packet Drop Rate represents percentage of packets that 
were dropped by intermediate nodes due to overloaded queue. 
Packet drop rate is significant as it identifies congestion in the 
network and data handling capability of a network. It is 
assumed that a mobile ad-hoc network would be unacceptable 
if packet drop rate goes beyond 5%. More drop rate means 
more retransmission and hence more delays. 

E. Packet Loss Rate 

Packet loss rate represents percentage of packets that are 
lost into the network. This definitely means loss of 
conversation and hence a packet loss rate above 5% is highly 
unacceptable. 

V. RESULTS & OBSERVATIONS 

The important observations are plotted below: 

A. Parameter:  End to End Delay 

Observations (figures 4-6): 
Authors observed that end to end delay increases with 

number of active connections but overall delay was with in the 
specified experimental limits. While with increased number of 
participating nodes delay decreases. Both results are on 
expected line as with increase in number of connections traffic 
load on the network increases thereby increasing chaces of 
congestion and hence delay. Whereas with increased number 
of participating nodes there will be lesser chances of route 
error and more than one route may exist simultaneously in 
route cache. 
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Figure 4.  Effect of number of connections on End to End Delay (in ms) Other 
parameters are Area = 2.25 KM2, Node Speed =25 KMPH & 

Nodes= 35/50. 

 

Figure 5.  Effect of number of nodes on End to End Delay (in ms). The other 
parameters are Area = 2.25 KM2 , Node Speed =25 KMPH & 

Connections = 5/15. 

 

Figure 6.  Effect of area (Area assumed to be square= Length* Length) on 
End to End Delay (in ms). 

Important observation comes from the plot of E2E delay 
vs. area, it was observed that the delay was with in the 
allowable limits upto smaller network size, but for larger area 
E2E delay increases drastically and system performance 
becomes unacceptable.   

B. Parameter:  Packet Delivery Ratio(PDR) 

Observations (figures 7-9): 

Authors observed that packet delivery ratio (PDR) 
decreases with number of active connections but overall PDR 
was with in the experimental limits. With increasing number 
of participating nodes PDR remains almost constant. The 
result is as per expectations as with increase in number of 
connections traffic load on the network increases thereby 
increasing chaces of congestion and hence lesser PDR. 

Again, important observation comes from the plot of PDR 
vs. area; it was observed that the PDR drops drastically for 
large network sizes. 

C. Parameter:  Throughput 

Observations (figures 10-12): 

Authors observed that throughput increases with number 
of active connections. While with increase in number of 
participating nodes, throughput stays almost constant. The 
result is as per expectations, because with increase in number 
of connections network has more packets to deliver and hence 
better throughput. It was also observed that the throughput 
decreases with increase in size of the network. 

 

Figure 7.  Effect of Number of Connections on PDR. The other parameters 
are  Area = 2.25 KM2 , Node Speed =25 KMPH & Nodes= 35/50. 

 

 

Figure 8.  Effect of Number of Nodes on PDR. The other parameters are 
Area = 2.25 KM2 , Node Speed =25 KMPH & Connections = 5/15. 
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Figure 9.  Effect of area (Area assumed to be square= Length* Length) on 
PDR. 

 

Figure 10.  Effect of Number of Connections on Throughput for. The other 
parameters are  Area = 2.25 KM2 , Node Speed =25 KMPH & 

Nodes=35/50 

D. Parameter: Packet Drop Ratio(PDrR) 

Observations (figures 12-15): 

Authors observed that Packet Drop Ratio remains in the 
experimental limits when plotted against number of nodes and 
number of connections. But it crosses allowable limit when the 
size of network increases.   

 
Figure 11.  Effect of Number of Nodes on throughput. The other parameters 

are Area = 2.25 KM2 , Node Speed =25 KMPH & Connections = 
5/15. 

 

 

 

Figure 12.  Effect of area (Area assumed to be square= Length* Length) on 
Throughput. 
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Figure 13.  Effect of Number of Connections on Packet Drop Ratio for 
Area=2.25 KM2 , Node Speed =25 KMPH & Nodes=35 
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Figure 14.  Effect of Number of Nodes on Packet Drop Ratio. The other 
parameters are Area = 2.25 KM2 , Node Speed =25 KMPH & 

Connections = 5. 

VI. CONCLUSION 

In this work we presented complete system architecture for 
implementing fixed to mobile convergence using a mobile ad-
hoc network. Fixed to mobile convergence can prove to be 
very useful if implemented using mobile ad-hoc networks. It  
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Figure 15.  Effect of area (Area assumed to be square= Length* Length) on 
Packet Drop Ratio. 

would provide a cost effective and fast solution to the problem 
of extending reach of existing fixed telephony. For this 
purpose network architecture was proposed during this work. 
The proposed architecture was then simulated using ns2 and 
observed results were compared with proposed practical limits 
for various network parameters like End to End Delay, Packet 
Delivery Ratio and throughput. 

It was observed that it is possible to successfully 
implement FMC using a mobile ad-hoc network but this 
extension cannot cover a large area, it was observed that it was 
possible to cover a network size of around 3 KM2 with the 
proposed system architecture. 

VII. FUTURE SCOPE 

During this work the feasibility of fixed to mobile 
convergence using a mobile ad-hoc network was evaluated 
using network layer parameters. Other authors are encouraged 
to evaluate perfprmance of proposed architecture under 
different MAC level protocols. 
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Abstract— Image processing is a discipline which is of 

great importance in various real applications; it 

encompasses many methods and many treatments. Yet, this 

variety of methods and treatments, though desired, stands 

for a serious requirement from the users of image 

processing software; the mastery of every single 

programming language is not attainable for every user. To 

overcome this difficulty, it was perceived that the 

development of a tool for image processing will help to 

understanding the theoretical knowledge on the digital 

image. Thus, the idea of designing the software platform 

Image Processing Software (IPS) for applying a large 

number of treatments affecting different themes depending 

on the type of analysis envisaged, becomes imperative. This 

software has not come to substitute the existing software, 

but simply a contribution in the theoretical literature in the 

domain of Image Processing. It is implanted in the 

MATLAB platform: effective and simplified software 

specialized in   image treatments in addition to the creation 

of Graphical User Interfaces (GUI) [5][6]. IPS is aimed to 

allow a quick illustration of the concepts introduced in the 

theoretical part. This developed software enables users to 

perform several operations. It allows the application of 

different types of noise on images, to filter images color and 

intensity, to detect edges of an image and to apply image 

thresholding by defining a variant threshold, to cite only a 

few. 

Keywords—Image Processing; Noise; Filter; MATLAB; 

Edge detection. 

 

I. INTRODUCTION 

Image processing is a set of methods that can 
transform images or to extract information [4][6]. This is 
a very wide area, which is more and more applications:  

 Much of the mail is now sorted automatically, thanks 

to the automatic recognition of the address, 

 In the military field, devices capable of detecting and 

recognize automatically their targets, 

 In industry, automatic control by vision is 

increasingly common in manufacturing lines, 

 Image compression is experiencing a significant 

expansion in recent years, particularly through the 

development of Internet and digital television. 

In this paper, we present an image processing 
software IPS, is developed in MATLAB, it represents a 
powerful tool for scientific calculations, and creating 
graphical user interfaces (GUI). The program is available 
for use with MATLAB or as a stand-alone application 
that can run on Windows and UNIX systems without 
requiring MATLAB and its toolboxes. The home 
interface of the IPS platform is shown in Fig.1 

Figure. 1 : General overview of the program IPS 
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The IPS platform is simple to use and easily scalable, 
and allows you to do the following: 

 The application of different types of noise on images ; 

 Equalize the histogram of an image blurred; 

 Edge detection ;  

 The filter color images and intensities; 

 Thresholding of images by defining a threshold 

ranging; 

 The change in format and extension images; 

 Import and export images in various locations; 

II. HISTOGRAMME 

A histogram is a graph to represent the statistical 
distribution of pixel intensities of an image, that is to say 
the number of pixels for each intensity levels. By 
convention, a histogram represents the level of intensity 
in the x-axis ranging from the darkest (left) to the lightest 
(right). In practice, for computing a histogram, it gives a 
number of quantization levels, and for each level, we 
count the number of pixels in the image corresponding to 
that level. MATLAB function that performs the 
calculation of a histogram is imhist [6]. It takes as 
parameters like the image name and the number of 
quantization levels desired. 

A. Histogram equalization 

The histogram equalization is a tool that is sometimes 
useful to enhance some images of poor quality (poor 
contrast, too dark or too bright, poor distribution of 
intensity levels, etc.) [4]. This is to determine a 
transformation of intensity levels that makes the 
histogram as flat as possible. If a pixel has intensity i in 
the original image, its intensity is smoothed image f (i). 
In general, we chose a step function, and determine the 
width and height of the various steps in order to flatten 
the image histogram equalized. MATLAB is performed 
by histogram equalization histeq J = (I, n) where I denote 
the original image, J equalized image, and n is the 
number of intensity levels in the image equalized. Avoid 
choosing too large n (for n = 64 gives good results). 

 
Figure 2.a : Original image blurred 

 
Figure 2.b. Equalized image 

B. Stretching the histogram  
The histogram stretching (also called "histogram 

linearization" or "expansion dynamics") is to allocate 
frequencies of occurrence of pixels on the width of the 
histogram. Thus it is an operation to modify the 
histogram so to the best allocation of intensities on the 
scale of values available. This amounts to extending the 
histogram so that the value of the lowest intensity is zero 
and the highest is the maximum value. 

That way, if the values of the histogram are very 
close to each other, stretching will help to provide a 
better distribution to make even clearer light pixels and 
dark pixels close to the black.  

  

  

Figure 3. Stretching the histogram 

It is thus possible to increase the contrast of an image. 
For example, a picture is too dark can become more 
"visible ". 

III. NOISE  

Characterizes the noise or interference noise signal, 
which is to say the parts locally distorted signal. Thus, 
the noise of an image means the image pixels whose 
intensity is very different from those of neighboring 
pixels.  

Noise can come from various causes:  

 Environment during the acquisition ; 

 Quality of the sensor ; 

 Quality of sampling. 

There are several types of noise: 

A. Gaussian noise 

It's a sound, whose value is randomly generated 
following the Gaussian: 

2
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With: 

 σ2 : Variance 
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 m : median 

B. Speckle noise 

It is a noise (n), generated following the uniform law 
with an average of 0 V is a variance equal to 0 .04 
default. If I is the original image, the noisy is defined by:  

J=I+n*I    (2) 

C. Salt and Pepper noise 

This is a random signal generated by the Uniform 
Law. For the noise spectral density (D), it will be 
affected by noise D multiplied by the number of picture 
elements. Its principle is to : 

 Determine the indices of its elements with a value 
less than half its density. Then assign 0 to the pixels 
corresponding to these indices in the image. 

 Determine the indices of its elements with a value 
framed by half its density and its density. Then assign 
1 to the pixels corresponding to the indices taken 
from the processed image 

D. POISSON noise 

It is an additive noise generated by the Poisson: 

( )
!

k
aa

P x k e
k

 
     (3)

 

With a positive quantity is called the parameter of the law. 

The function provided by MATLAB, which can generate 
noise that is IMNOISE, its syntax is: 

IMNOISE (I, TYPE)                       (4) 

I: is the original image 

TYPE: is the type of noise to apply, it may take the 

following values: 

 'GAUSSIAN': Gaussian noise to generate the 
function syntax IMNOISE will be as follows: 
IMNOISE (I, 'Gaussian', m, v), where m and v are 
respectively the mean and variance of the noise 
(Fig.4.a); 

 'POISSON': to generate the Poisson noise, the syntax 
is: IMNOISE(I,'Poisson') (Fig. 4.e); 

 'SALT & PEPPER’: to generate the noise with salt 
and pepper. The syntax is: IMNOISE(I,'salt & 
pepper',D), where D is the density of noise (Fig.4.c); 

 ‘SPECKLE’: to generate the speckle noise, the syntax 
is: IMNOISE(I,'speckle',V), where V is the noise 
variance (Fig.4.d). 

 
a. Original Image  

 
b. A. Gaussian noise 

 
c. Salt and Pepper noise 

 
d. Speckle noise 

 
e. Poisson noise 

Figure 4. Noising image (a, b , c, d and e) 

IV. IMAGE FILTERING  

A filter is a mathematical transformation (called 
convolution product) for, for each pixel of the area to 
which it applies, to change its value based on values of 
surrounding pixels, multiplied by coefficients. 

The filter is represented by a table (matrix), 
characterized by its dimensions and its coefficients, 
whose center is the pixel concerned. The coefficients in 
Table determine the filter properties. An example of filter 
3 x 3 is described in Fig 5:  

 
Figure 5. Filter 3x3 

Thus the product matrix image, usually very large 
because it represents the initial image (array of pixels), 
the filter provides a matrix corresponding to the 
processed image. 

We can say that filtering is to apply a transformation 
(called a filter) to all or part of a digital image by 
applying an operator. One generally distinguishes the 
following types of filters:  
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 LOW-PASS filters, is to mitigate the components of 
the image having a high frequency (dark pixels). This 
type of filtering is generally used to reduce the image 
noise is why we usually talk about smoothing. The 
averaging filters are a type of low-pass filters whose 
principle is to average the values of neighboring 
pixels. The result of this filter is a fuzzy picture. 
MATLAB has a function to apply such filtering; it is 
the function Filter2 (Fig.6.c); 

 Median filter is a nonlinear filter, which consists of 
replacing the gray level value at each pixel by the 
gray level surrounded by so many values that are 
higher than lower values in a neighborhood of the 
point considered. MATLAB has a function to apply 
such filtering; it is the function MEDFILT2 (Fig.6.e); 

 HIGH-PASS FILTER, unlike the low-pass, reduce 
the low frequency components of the image and make 
it possible to accentuate the detail and contrast is why 
the term "filter accentuation "is sometimes used 
(Fig.6.d); 

 Filters BANDPASS for obtaining the difference 
between the original image and that obtained by 
applying a low-pass filter.  

 Directional Filters applying a transformation in a 
given direction.  

Consider an image I and a two-dimensional filter h, 
filtering the image I by the filter F is an image whose 
luminance is given by: 

,

( , ) ( , ) ( , )
a b

F x y h a b I x a y b  
        (5) 

a. Nosing image b. Convolution filtering 

c. Law-Pass Filtering d. High-Pass Filtering 

 
e. Median filtering 

Figure 6. Image Filtering (a, b , c, d et e) 

V. RESTAURATION 

Restoring an image is to try to offset the damage 
suffered by this image [4][6]. The most common 
impairments are a blur or defocus shake. F image 
available is the result of degradation of the original image 
I. This degradation, when it’s acts of defocus blur or 
camera shake, as a first approximation can be modeled 
by a linear filter h, followed by the addition of noise B 
(Fig.7). The noise can account for the actual noise at the 
sensor and quantization noise from the digitization of the 
picture, but also and above all, the difference between the 
adopted model and reality. In general, we assume that it 
is a Gaussian white noise in the frequency domain. 

 
Figure 7. Principle of degradation 

The restoration is calculated, from F, an image I as 
close to the original image I [7]. To do this, we need to 
know the degradation. Degradation is sometimes 
assumed to be known, but in practice it is generally 
unknown, so we have estimation from the picture 
deteriorated, as shown in Fig.8: 

 
Figure 8. Principle of restoration 

,

( , ) ( , ) ( . ) ( , )
a b

f x y h a b I x a y b B x y   
     (6)

 

( * )( , ) ( , )h I x y B x y   

By taking the Fourier transform, assuming the images I 
and F periodic, we obtain: 

( , ) ( , ) ( , ) ( , )F u v H u v I u v B u v         (7) 

There are several types of degradation, mention the 
following: 

A. Defocus  

Each point on the scene then gives the picture a task-
shaped disk; this task is much larger than the defocusing 
is important [6]. Degradation can be modeled by a linear 
filter h whose coefficients h (x, y) λ apply to the inside of 
discs and 0 outside (the value of λ is calculated so that 
the sum is equal to 1). 

To simplify the experiments, we assume below that 
the degradation is performed by a filter whose impulse 

Degradation Restoration 

Estimation of 
the degradation 

parameters 

 

I F Î 

B 

Linear 

Filter: h 
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F I 
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response is a square (a square of (2T +1) * (2T +1) pixels 
(where T is an integer) . We then: 

2

1

(2 1)
a

T


      

( , )    ou si y

( , ) 0 sinon

h x y a si x T T

h x y

  



(8)

 

The parameter to determine is T. 

B. Candles 

If the deterioration is due to shake can be a first 
approximation, assuming that each point of the scene 
image gives a spot-shaped line segment (the orientation 
of this segment depends on the direction of move) [5]. 
This is modeled by a filter whose impulse response is in 
the shape of a segment. 

For simplicity, assume here that this segment is 
horizontal. Thus, degradation is modeled by a horizontal 
filter 

h= a, a,...., a  á 2 1 coefficientsT  
 

. 

The value of coefficients is then: 

a 1 (2 1)T 
                        (9) 

In reality, it is clear that the value of T is not 
necessarily right, that orientation may not be moved 
horizontally, the spot defocusing provides disk-shaped 
and not square shaped. 

The degraded image is filtered by a filter g (x, y) the 
inverse of h (x, y). The problem is that the calculation of 
this filter is not always trivial, because it is the opposite 
in the sense of convolution. That's why we pass in the 
frequency domain using the Fourier transform. Indeed, 
this transform converts convolution into multiplication. 
In frequency, there will therefore: 

G(u,v)=
 

      
                            (10) 

In the previous sections we saw how to estimate h 

(x, y). Fourier transform, we deduce H (u, v). We take 

care to observe the following precautions: Before 

applying the Fourier transform, fill with zeros h to reach 

the size of the image, otherwise the equation (10) contain 

extension functions different. Finally, the following 

equation gives us G (u, v). 

To restore the image, we calculate the spectrum of the 

restored image: 

Î(u,v)=G(u,v) F(u,v)                     (11) 

This involves applying the inverse filter in the 
frequency domain. Finally, an inverse Fourier transform 
applied to I (u, v) gives the restored image I (x, y). 

To better understand the principle and limitations of 
this method, we will now express I (u, v) as a function of 

I (u, v). Starting from the equation (11) and replacing F 
(u, v) by its expression (10), we obtain: 

Î(u,v) = G(u,v) H(u,v) I(u,v)+ G(u,v) B(u,v)       (12) 

Since,    G(u,v) H(u,v)=1, on a : 

Î(u,v)= I(u,v)+ G(u,v) B(u,v)                   (13) 

If the noise was zero, we would find exactly the 
original image. For nonzero noise, which will always be 
the case in practice, a problem arises when H (u, v) 
becomes very low, because we will have a very high 
value of G (u, v), which causes a strong noise 
amplification. A simple solution is to limit the possible 
values of G (u, v): 

If   G(u,v)>S, then  G(u,v)=S 

If   G(u,v)<-S, then  G(u,v)=-S 

Where, S is a positive threshold. 

But because of this thresholding, G is not exactly the 
inverse of H, and degradation can’t be totally eliminated. 

VI. THRESHOLDING  

The operation called "simple thresholding" is set to 
zero all pixels with a gray level below a certain value 
(called threshold, English treshold) and the maximum 
value pixels with a higher value. Thus the result of 
thresholding is a binary image containing black and 
white pixels (Fig.9), is the reason why the term is 
sometimes used for binarization. Thresholding can 
highlight shapes or objects in an image. However the 
difficulty lies in choosing the threshold to adopt.  

 
Figure 9. Image thresholding 

VII. EDGE DETECTION  

The contours are essential information for certain 
applications of image processing. In particular, the 
contours of an object can generally characterize its shape. 
Edge detection can be achieved with filters whose 
coefficients were carefully chosen. We discuss in this 
section, three sets of special filters: filters Prewitt, 
Roberts and Sobel. 

A set of filters edge detection (Prewitt, Roberts and 
Sobel) consists of a pair of linear filters that detect the 
contours in two orthogonal directions: vertical and 
horizontal.  

A. Filter Prewitt  

The Prewitt filters horizontal and vertical are: 
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H=

1 1 1

0 0 0

1 1 1

 
 
 
        

V= 

1 0 1

1 0 1

1 0 1

 
 
 
  

 

From an image I, we calculate Gh and Gv, image 
corresponding to the filtering of I h vs. we obtain the 
contour image single:  

2 2

h vG G G 
                       (14)

 

We seek a binary contour image. For this, we must 
choose a threshold of detection. All pixels of G whose 
intensity is above the threshold will increase to state 1. 

B. Sobel Filtre 

The Sobel filters horizontal and vertical are: 

H=

1 2 1

0 0 0

1 1 1

 
 
 
    

   V= 

1 0 1

2 0 2

1 0 1

 
 
 
  

 

C. Robert Filtre 

The Robert filters horizontal and vertical are: 

H=
1 0

0 1

 
 

 
 V= 

0 1

1 0

 
 
   

a. Image originale  b. Filter de Prewit 

c. Filter de Sobel d. Filter Robert 

Figure 10. Edge detection of an image (a, b , c and d) 

The choice of all of these treatments is justified by 
our desire to diversify the fields of applications enabled 
by our software IPS, which makes it very useful. 

CONCLUSION 

In this work, we developed software that we have 
appointed IPS and which is developed on MATLAB 
platform. This software is designed to allow the uninitiated 
to handle different programming features of MATLAB for 
image processing. IPS provides access to a set of 
operations such as: filtering, sound effects, restoration, 
edge detection and format change. It has a graphical 
interface easier to handle. We intend to improve this 
version by adding more functions. 
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Abstract— This article proposes an optimization of using 

Genetic Algorithms for the Security Audit Trail Analysis 

Problem, which was proposed by L. Mé in 1995 and improved 

by Pedro A. Diaz-Gomez and Dean F. Hougen in 2005. This 

optimization consists in filtering the attacks. So, we classify 

attacks in “Certainly not existing attacks class”, “Certainly 

existing attacks class” and “Uncertainly existing attacks class”. 

The proposed idea is to divide the 3
rd

 class to independent sub-

problems easier to solve. We use also the remote method 

invocation (RMI) to reduce resolution time. The results are 

very significant: 0% false+, 0%false-, detection rate equal to 

100%. We present also, a comparative study to confirm the 

given improvement. 

Keywords-component; intrusion detection system; Genetic 

Algorithm; Off-Line Intrusion Detection; Misuse Detection; 

I. INTRODUCTION 

The computing networks became the paramount tool for 
the various sectors (social, economies, military… etc.). The 
phenomenal developments of networks are naturally 
accompanied by the increase in the number of users. These 
users, known or not, are not necessarily full of good 
intentions for these networks. They can exploit the 
vulnerabilities of networks and systems, to try access to 
sensitive information in order to read, modify or destroy 
them. Therefore, that these networks appear the targets of 
potential attacks, their securing has become an unavoidable 
bet. 

Computer security has become in recent years a crucial 
problem. It rallies the methods, techniques and tools used to 
protect systems, data and services against the accidental or 
intentional threats, for ensure: Confidentiality; Availability; 
Integrity [1]. 

 Nowadays, different techniques and methods have been 
developed to implement a security policy: authentication, 
cryptography, firewalls, proxies, antivirus, Virtual Private 
Network (VPN), Intrusion Detection System (IDS). This 
paper is organized after an introduction as: The second 
section is a state of the art on the IDS. The third section 
presents a formalization of the Security Audit Trail Analysis 
Problem (SATAP) as well as using Genetic Algorithms for 
the Security Audit Trail Analysis Problem proposed by Mé 

[2]; the fourth section presents our contribution to optimize 
using Genetic Algorithms for the Security Audit Trail 
Analysis Problem. The fifth section presents the results 
obtained by our approach; the sixth section presents a 
comparative study between the two approaches. Finally, the 
conclusion presents the advantages of our approach, and the 
prospects work.     

II. THE INTRUSION DETECTION SYSTEMS 

Intrusion detection systems (IDSs) are software or 
hardware systems that automate the process of monitoring 
the events occurring in a computer system or network, 
analyzing them for signs of security problems [3]. The 
intrusion detection system was introduced by James 
Anderson [4], but the subject didn’t have great success. After 
that, Denning defined the intrusion detection system models 
[5], where he exhibits the importance of security audit, with 
the aim to detect the possible violations of system security 
policy. 

According to Intrusion Detection Working Group of 
IETF an intrusion detection system includes three vital 
functional elements: information source, analysis engine, and 
response component [6]. 

There are five concepts to classify intrusion detection 
Systems, which are:  The detection method; The behavior on 
detection; The audit source location; The detection 
paradigm; The usage frequency [6].   

The detection method is one of the principal characters of 
classification they describe the characteristics of the 
analyzer. When the intrusion detection system uses 
information about the normal behavior of the system it 
monitors, we qualify it as behavior-based. When the 
intrusion detection system uses information about the 
attacks, we qualify it as knowledge-based [6]. 

III. INTRUSION DETECTION BY SECURITY AUDIT TRAIL 

ANALYSIS 

The Security Audit is as medical diagnosis, in order to 
determine the set of conditions, which may explain the 
presence of observed symptoms (in IDS: the recorded events 
in the audit trail). For this reason, expert uses specific 
knowledge (the scenarios of attack) based cause at an effect. 
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The expert uses its knowledge to develop assumptions that 
confront the reality observed. If there are still observed 
symptoms than the made hypothesis made is wrong. On the 
other hand, if there are more symptoms than those observed 
in the reality, a new hypothesis more relevant must be tested 
[2]. 

In this approach, the attack scenarios are modeled as a set 
of couples (     ) where    is the type of event and    is the 
number of occurrences of this type of event in the scenario. 
This approach is called « the Security Audit Trail Analysis 
Problem».  

A. Specification of the Security Audit Trail Analysis 
Problem [7] 

Formally, the Security Audit Trail Analysis Problem can 
be expressed by the following statement: 

Figure 1. The Security Audit Trail Analysis Problem [7] 

    :  the number of type of audit events. 

    :  the number of potential known attacks. 

 AE : is the       attacks-events matrix which 

gives the set of events generated by each attack. 

     is the number of audit events of type i 

generated by the scenario j  

─                                      (1) 

 R : is   dimensional weight vector, where:          

─ (    )                                (2) 

─ is the weight associated to the attack i (    is 

proportional to the risk inherent in the attack scenario 

i). 

 O : is the   dimensional vector where: 

─    counts the occurrence of events of type i present in 

the audit trail (O is "observed audit vector"). 

 H : is   dimensional hypothesis vector, where: 

                                                  (3) 

(a) If the attack i is present according to the 

hypothesis and 

                                              (4) 

(b) Otherwise (H describes a particular attack 

subset). 

(c)  

To explain the data contained in the audit trail (i.e. O) by 
the occurrence of one or more attack. We have to find the H 
vector which maximizes the     Product (it's the 
pessimistic approach: finding H so that the risk is the 
greatest) with the constraint: 

(    )    , (      )            (5) 

Finding H vector is NP-complete. Consequently, the 
application of classical algorithms is therefore, impossible 
where   equals to several hundreds. 

The heuristic approach that we have chosen to solve that 
NP-complete problem is the following: a hypothesis is made 
(e.g. among the set of possible attacks, attacks i, j and k are 
present in the trail), the realism of the hypothesis is evaluated 
and, according to this evaluation, an improved hypothesis is 
tried, until a solution is found. 

In order to evaluate a hypothesis corresponding to a 
particular subset of present attack, we count the occurrence 
of events of each type generated by all the attacks of the 
hypothesis. If these numbers are less than or equal to the 
number of events recorded in the trail, then the hypothesis is 
realistic. 

After, we have to find an algorithm to derive a new 
hypothesis based on the past hypothesis: it is the role of the 
genetic algorithm. 

B. Using Genetic Algorithms for Misuse Detection [7] 

Genetic algorithms (GA) are optimum search algorithms 
based on the mechanism of natural selection in a population. 
A population is a set of artificial creatures (individuals or 
chromosomes). These creatures are strings of length 1 coding 
a potential solution to the problem to be solved, most often 
with a binary alphabet. The size L of the population is 
constant. The population is nothing but a set of points in a 
search space. The population is randomly generated and then 
evolves in every generation. A new set of artificial creatures 
is created using the fittest or pieces of the fittest individuals 
of the previous one. The fitness of everyone is simply the 
value of the function to be optimized (the fitness function) 
for the point corresponding to the individual. The iterative 
process of population creation is achieved by three basic 
genetic operators: selection (selects the fittest individuals), 
reproduction or crossover (promotes exploration of new 
regions of the search space by crossing over parts of 
individuals) and mutation (protects the population against an 
irrecoverable loss of information). 
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Two challenges arise when applying GAs to a particular 
problem: coding a solution for that problem with a string of 
bits and finding a fitness function to evaluate everyone of the 
population. 

1) Coding a Solution with a Binary String [7] 

An individual is a one length string coding a potential 
solution to the problem to be solved. In our case, the coding 
is straightforward: the length of an individual is    and each 
individual in the population corresponds to a particular H 
vector. 

2) The Fitness Function [7] 

We have to search, among ail the possible attack subsets, 
for the one which presents the greatest risk to the system. 
This result in the maximization of the product    . As 
GAs are optimum search algorithms, finding the maximum 
of a fitness function, we can easily conclude that in our case 
this function should be made equal to the product    . So 
we have: 

                                    ∑      
  
                                 

(6) 

 Where I is an individual. 

This fitness function does not take into account the 
constraint feature of our problem, which implies that some 

individuals among the     Possible are not realistic. 

This is the case for some i type of events when: 

                     (     )                               ( 7)                   

As a large number of individuals do not respect the 
constraint. We decided to penalize them by reducing their 
fitness values. So we compute a penalty function (P) which 
increases as the realism of this individual decreases: let    be 
the number of types of events for which 

                       (     )                                   (8) 

The penalty function applied to such an H individual is 
then: 

                               
 
                                     (9)         

A quadratic penalty function (i.e. p = 2) allows a good 
discrimination among the individuals. The proposed fitness 
function is thus the following: 

 ( )    (∑           
     

 
)                  (10) 

The β parameter makes it possible to modify the slope of 
the penalty function and α sets a threshold making the fitness 
positive. If a negative fitness value is found, it is equaled to 0 
and the corresponding individual cannot be selected. So the 
parameter allows the elimination of a too unrealistic 
hypothesis. 

This selective function was improved by Diaz-Gomez, P. 
A. Hougen [8]. This improvement proved mathematically [9] 

[10].  A new selective function provides less false positives 
and less false negative [11].   

The new selective function is: 

 ( )                                       (11) 

Where    corresponds to the total number of classified 
events.    Corresponds to the number of overestimates, i.e., 
the number of times  (     )       for each attack   . 
That is, if a hypothesized attack    considered alone, would 
cause (     )       for some i, and another 
hypothesized attack    considered alone, would also cause                 

(     )      , then    would have a value of 2  [12]. 

IV. CONTRIBUTIONS 

Inspired from Ludovic Mé [7] contributions and Diaz-
Gomez, P. A. Hougen [8] improvement, we classify attacks 
in Security Audit Trail in three classes and divide the 3rd 
class to independent sub-problems. Then, we apply the 
genetic algorithm with the proposed crossover operator in 
[13] and L. Mé selective function (10). The second 
contribution is to optimize the resolution time of the genetic 
algorithm. For this we apply RMI (remote method 
invocation) to each sub-problem. 

The Figure2 represents the activity diagram that 
summarizes the different steps of our proposition. 

Figure 2. Activity diagram of our contribution 

A. Filtration of attacks 

The Filter uses Observation matrix “O” and the Matrix 
attack-event “AE’. The proposed idea is reducing the size of 
the problem in order to obtain the correct solution and to 
reduce the runtime. 

Consequently, we classify attacks in three classes, and 
divide the last class to sub-problems: 
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1) Certainly not existing attacks' class 

 Eliminate attacks, which have a probability of existence 
equal to 0%. These attacks generate an occurrence number 
for one of the events greater than the occurrences number 
audited for this event. So, attacks i satisfy the following 
formula: 

                           (       )                   (12) 

To eliminate these attacks, we compare Matrix attack-
event “AE” with the Observation matrix “O”. The result is 
attacks noted    . After that, we remove the events that have 

value 0 in Observation matrix “O”. The number of events 
used for selected attacks is noted    .   

The results are matrixes with the following dimensions: 

   (       ) , (   ) ,  (   ) ,  (   )           (13) 

Figure 3 shows an example of elimination certainly not 
existing attacks. For example, attack  A2  generates  5 events 
E9, while the Security Audit Trail  records  only 4  events 
E9.   

 

Figure 3. Example of step1 

2) Certainly existing attacks' class 

Eliminate attacks, which have a possibility of existence 
equal to 100 %. These attacks haven’t a common event with 
other attacks. In this case, the sum of their occurrence 
number is less than or equal to the audited occurrences' 
number for this event. For eliminate these attacks we 
compare the   (       )  and matrix   (   ) . So, attacks i 

that verify the following formula:             

        ((      )   ((∑     
    
    )    ))    (14)                      

The result is the attacks noted     . Consequently, we 

resize Matrix attack-event “AE” to the size(       ). After 

these treatments, we eliminate the events j that verifies the 
formula: 

      (∑     
    
    )                              (15) 

The number of attacks events retain is noted     . 

The results are matrixes with the following dimensions: 

               (       ), (   ),  (   ),  (   )               

(16) 

Figure 4 shows an example of elimination certainly 
existing attacks. For example attack A11 haven’t a common 
event with other attacks for event E4,and when they have a 
common event with other attacks(E7,E14,E19), the sum of 
their occurrences number is less than or equal to the audited 
occurrences number for this event. 

 

Figure 4. Example of step 2 

3) Uncertainly existing attacks' class 

This last class is concerned by our contribution. These 
attacks that we doubt for their existence represent the real 
Security Audit Trail Analysis Problem (SATAP). These 
attacks represent the uncertainly existing attacks' class. 

B. Divisions SATAP to sub-SATAP  

We use the 3rd class. So, we regroup the attacks that 
generate the same kind event where the sum of the 
occurrences number exceeds the occurrences number audited 
for this event. This relation between attacks called “mutually 
exclusive”.  

Each attack group contain attacks “mutually exclusive” 
over there and we associate to each attack group the event 
group which they have an occurrences number higher than 
the audited occurrences number. We create the Sub-SATAP 
where each        contains the attacks of the group i with 
associated events. 

Figure.5 presents the associated algorithm to the process 
described above. Procedure add-element is called in 
procedure grouping. 

Procedure grouping 
begin 
for i=1 to      do 
       if (not-marked attack(i)) then 
                                                   Create group() ; 
                                                    Mark(i) ; 
                                                    add-element(i) ; 
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end. 
Procedure add-element(i)  
begin 
for      to     do 

    if        then 

                        for       to     do 
                             if         then 

                                 if (not-marked attack (x)) then 
                                                                        add-to-

group(x); 
                                                                       Mark(i); 
                                                                       add-

element(x); 
                                 else  fusion-group-where-

belong(x,i); 
end .       

         Figure 5. Division SATAP to Sub-SATAP algorithm 

Each sub-SATAP *        +  defines the sub-        

Figure 6 shows an example of Divisions SATAP to sub-
SATAPs. For example, attack A5 is mutually exclusive with 
attacks A8 for the event E6 and mutually exclusive with 
attacks A9 for the event E9. For this reason, the attacks A5 
A8 A9 with the event E6 E9 represent one of the sub-
SATAP. 

Figure 6. Example of step 3 

C. The crossover 

The proposed crossover operator is a crossover strongly 
random. All heritage possibilities are reached from the first 
generation in reduced time. The advantage of this crossover 
is the minimization of the generation number needed to 
generate certain individual that can be the best solution of 
our problem.  This crossover consists, firstly, to make a 
cloning one of the two parents. So, the generated member 
inherits randomly the genes of the second parent, and we put 
it in the corresponding locus in the cloned parent [13] as 
shown in Figure 7. 

Figure 7. Crossover of our proposition 

D. Resolve the sub SATAP simultaneously with RMI 

This step consists to resolve the sub-SATAPs 
simultaneously using the remote method invocation. We 
associate to each sub-SATAP a thread to resolve it in the 
suitable computer (best performance for the biggest sub-
SATAP) as shown in Figure 8. 

Figure 8.Simultaneous resolution mechanism of the sub-SATAP 

V. EXPERIMENTATIONS 

A. Used Metrics 

To evaluate the performance of this contribution, several 
tests with several benchmarks extracted from the KDD Cup 
1999 data set [14] was performed. The evaluation metrics 
used are the following: 

 False positive: false alarms caused by legitimate 
changes in program behavior [15]. 

 False negative: missed intrusions caused by attackers 
who mimic benign users [15]. 

 Detection rate.   

 Processing time. 
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TABLE I.  IT SUMMARIZES THE DIFFERENT RESULTS OBTAINED WITH 

THE VARIOUS BENCHMARKS.   

 

We remark that for all benchmarks the proportion of false 
positive and false negative equal to 0 % and the detection 
rate equal to 100 % that signify, the good quality of 
resultants. 

We remark also that there are several benchmarks, 
treated in real time (0 ms). This means, that during the two 
first steps of attack classification we can attest about the 
existing attacks or not. The other benchmarks are concerned 
by the second step “Divisions SATAP to sub-SATAP” and 
the genetic algorithms must be applied to identify attacks 
that justify the increase of processing time. The benchmark 
(15, 19) and (25, 51) are treated in the more reducing time 
than the resolution without remote method invocation due to 
simultaneously treatment of the sub-SATAP. 

VI. COMPARATIVE STUDY 

First we compare the results of the contribution and the 
work of Mé [7] using the same benchmarks. The following 
metric are used: the number of detected attacks, the number 
of constraints raped during each generation, the convergence 
speed to the best solution, the number of generation and the 
necessary time for the resolution. 

Results show in Figure.10 and Figure.9 and table 2 that 
with our work we detect the same attack's percentage that 
represents the real attacks.  

However, there are some differences: 

 Runtime: the processing time of our proposition is 
less than the processing time of [7] and [11] due to 
minimizing of problem size and dividing the 
problem to sub-problems and the simultaneously 
treatment of sub-SATAP. 

 Generations number: the number of generations 
needed for our proposition is less than the number of 
generations needed for [7] and [11],  because the size 
of the biggest sub-SATAP to be treated is less than 
or equal (in the worst case) the size of SATAP. 

 Convergence speed: the convergence speed of our 
proposition is faster than [7]and[11], because the 
resolution of sub-SATAP is more efficient than that 
of SATAP.(in the worst case) the size of SATAP. 

 Constraints' violation:  due to the filtering operation 
and the dividing of SATAP to sub-SATAP, the 
constraint's violation of contribution is lesser (almost 
nonexistent) than the [7] and [11]. 

 

Figure 9. Comparison between our improvement and  Diaz-
Gomez, P. A. and Hougen  for benchmark (15,19) 

 

Figure 10. Comparison between improvement and L.Mé resolution for 
benchmark (25,51) 

 

Benchmark Fals

e +       

% 

Fals

e - % 

Detec

tion rate 

% 

Processi

ng Time   

Processi

ng Time with 

RMI 

benchmark(2,4) 0% 0% 100% ≈0 ms ≈0 ms 

benchmark(5,9) 0% 0% 100% ≈0 ms ≈0 ms 

benchmark(6,9) 0% 0% 100% ≈7 ms ≈7 ms 

benchmark(9,1

1) 

0% 0% 100% ≈0 ms ≈0 ms 

benchmark(10,

12) 

0% 0% 100% ≈0 ms ≈0 ms 

benchmark(15,

19) 

0% 0% 100% ≈13 ms ≈16 ms 

benchmark(15,

20) 

0% 0% 100% ≈0 ms ≈0 ms 

benchmark(17,

35) 

0% 0% 100% ≈0 ms ≈0 ms 

benchmark(21,

40) 

0% 0% 100% ≈0 ms ≈0 ms 

benchmark(24,

50) 

0% 0% 100% ≈0 ms ≈0 ms 

benchmark(25,

51) 

0% 0% 100% ≈232 ms ≈265 ms 
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TABLE II.  TCOMPARISON BETWEEN THE TWO RESOLUTION METHODS 

OF SATAP 

VII. CONCLUSIONS AND PERSPECTIVES 

Using Genetic Algorithms for the Security Audit Trail 
Analysis Problem has significant results. This contribution 
consists to classify attacks in Security Audit Trail in three 
classes and divide the 3rd class to sub-problems. Then, we 
apply the genetic algorithm with the proposed crossover 
operator in [13] and same selective function of Mé [7]. The 
second contribution is to optimize the resolution time of 
genetic algorithm. For this we apply RMI (remote method 
invocation) to each sub-problem simultaneously. 

The contribution brings the following advantages: 

 0% False +. 

 0% False -. 

 100% detection rate. 

 Minimizing the runtime. 

 Increasing the convergence speed.  

 Reducing the constraints violation. 

 Reducing the generations number needed to solve 
this problem. 

This improvement confirms the power of using Genetic 
Algorithms for the Security Audit Trail Analysis Problem 
where we detect 100% of real attacks. 

Our perspective is to propose architecture of multi-agents 
system for real time resolution of SATAP. 
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benchmark(2,
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≈62 ms ≈0 ms ≈0 ms 

benchmark(6,
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Abstract— In this paper, an approach to the problem of 

automatic facial feature extraction from a still frontal posed 

image and classification and recognition of facial expression and 

hence emotion and mood of a person is presented. Feed forward 

back propagation neural network is used as a classifier for 

classifying the expressions of supplied face into seven basic 

categories like surprise, neutral, sad, disgust, fear, happy and 

angry. For face portion segmentation and localization, 

morphological image processing operations are used. Permanent 

facial features like eyebrows, eyes, mouth and nose are extracted 

using SUSAN edge detection operator, facial geometry, edge 

projection analysis. Experiments are carried out on JAFFE facial 

expression database and gives better performance in terms of 

100% accuracy for training set and 95.26% accuracy for test set. 

Keywords- Edge projection analysis, Facial features, feature 

extraction, feed forward neural network, segmentation SUSAN 

edge detection operator. 

I.  INTRODUCTION  

Due to technological advancements; there is an arousal of 
the world where human being and intelligent robots live 
together. Area of Human Computer Interaction (HCI) plays an 
important role in resolving the absences of neutral sympathy 
in interaction between human being and machine (computer). 
HCI will be much more effective and useful if computer can 
predict about emotional state of human being and hence mood 
of a person from supplied images on the basis of facial 
expressions. Mehrabian [1] pointed out that 7% of human 
communication information is communicated by linguistic 
language (verbal part), 38% by paralanguage (vocal part) and 
55% by facial expression. Therefore facial expressions are the 
most important information for emotions perception in face to 
face communication. For classifying facial expressions into 
different categories, it is necessary to extract important facial 
features which contribute in identifying proper and particular 
expressions. Recognition and classification of human facial 
expression by computer is an important issue to develop 
automatic facial expression recognition system in vision 
community. In recent years, much research has been done on 
machine recognition of human facial expressions [2-6]. In last 
few  years, use of computers for Facial expression and 
emotion recognition and its related information use in HCI has 
gained significant research interest which in tern given rise to 
a number of automatic  methods to recognize facial 

expressions in images or video [7-12]. This paper explains 
about an approach to the problem of facial feature extraction 
from a still frontal posed image and classification and 
recognition of facial expression and hence emotion and mood 
of a person. Feed forward back propagation neural network is 
used as a classifier for classifying the expressions of supplied 
face into seven basic categories like surprise, neutral, sad, 
disgust, fear, happy and angry . For face portion segmentation 
basic image processing operation like morphological dilation, 
erosion, reconstruction techniques with disk structuring 
element are used. Six permanent Facial features like 
eyebrows(left and right), eye (left and right) , mouth and nose 
are extracted using facial geometry, edge projection analysis 
and distance measure and feature vector is formed considering 
height and width of left eye, height and width of left eyebrow, 
height and width of right eye, height and width of right 
eyebrow, height and width of nose and height and width of 
mouth along with distance between left eye and eyebrow, 
distance between right eye and eyebrow and distance between 
nose and mouth. Experiments are carried out on JAFFE facial 
expression database. The paper is organized as follows. 
Section I gives brief introduction, Section II describes about 
survey of existing methods, section III highlights on data 
collection, section IV presents methodology followed, section 
V gives experimental results and analysis, section VI presents 
conclusion and future scope and last section gives references 
used 

II. SURVEY OF EXISTING METHODS 

In recent years, the research of developing automatic facial 
expression recognition systems has attracted a lot of attention. 
A more recent, complete and detailed overview can be found 
in [12-14]. Accuracy of facial expression recognition is mainly 
based on accurate extraction of facial feature components. 
Facial feature contains three types of information i.e texture, 
shape and combination of texture and shape information. Feng 
et. al.[15] used LBP and AAM for finding combination of 
local feature information , global information and shape 
information to form a feature  vector . They have used nearest 
neighborhood with weighted chi-sq statistics for expression 
classification. Feature point localization is done using AAM 
and centre of eyes and mouth is calculated based on them. 
Mauricio Hess and G. Martinez [16] used SUSAN algorithm 
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to extract facial features such as eye corners and center, mouth 
corners and center, chin and cheek border, and nose corner etc. 
Gengtao zhou et al.[17] used selective feature extraction 
method where expressions are roughly  classified into three 
kinds according to the deformation of mouth as 1) sad , anger , 
disgust  2) happy , fear  3) surprise and  again some if then 
rules are used to sub classify individual group expressions . 
Jun Ou et al.[18]  used  28 facial feature points and Gabor 
wavelet filter for facial feature localization , PCA for feature 
extraction and KNN for expression classification . Md. Zia 
Uddin , J.J. Lee and T.S. Kim [19] used enhanced Independent 
component Analysis (EICA ) to extract locally independent 
component features which are further classified by Fisher 
linear Discriminant Analysis (FLDA) .Then discrete HMM is 
used to model different facial Expressions. Feature extraction 
results of various conventional method ( PCA , PCA-FLDA, 
ICA and EICA ) in conjunction with same HMM scheme were 
compared and comparative analysis is presented in terms of 
recognition  rate . PCA is unsupervised learning method used 
to extract  useful features and 2nd order statistical method for 
deriving orthogonal bases containing  the maximum variability 
and is also used for dimensionality reduction .V. Gamathi et 
al.[20] used uniform local binary pattern (LBP ) histogram 
technique for feature extraction and MANFIS ( Multiple 
Adaptive Neuro Fuzzy Inference system) for expression 
recognition. GRS Murthy and R.S. Jadon[21] proposed 
modified PCA (eigen spaces) for eigen face reconstruction  
method for expression recognition. They have divided the 
training set of Cohn kanade and JAFFE databases into 6 
different partitions and eigen space  is constructed for each 
class , then image is reconstructed.  Mean square error is used 
as a similarity measure for comparing original and 
reconstructed image. Hadi Seyedarabi et al.[22] developed 
facial expression recognition system for recognizing basic 
expression . They have used cross correlation based optical 
flow method for extracting facial feature vectors.  RBF neural 
network and fuzzy inference system is used for recognizing 
facial expressions. Zhengyou Zhang et al. [23] presented a 
FER system where they have compared the use of two type of 
features extracted from face images for recognizing facial 
expression .Geometric positions of set of fiducial point and 
multiscale & multi orientation gobor wavelet coefficient 
extracted from the face image at the fiducial points are the two 
approaches used for feature extraction. These are given to 
neural network classifier separately or jointly and results were 
compared.  

Comparison of the recognition performance with different 
types of features shows that Gabor wavelet coefficients are 
more powerful than geometric positions. Junhua Li and Li 
Peng [24] used feature difference matrix for feature extraction 
and QNN (Quantum Neural Network) for expression 
recognition From the survey, it is observed that various 
approaches have been used to detect facial features [25] and 
classified as holistic and feature based methods to extract 
facial feature from images or video sequences of faces. These 
are geometry based, appearance based, template based and 
skin color segmentation based approaches. Recently large 

amount of contributions were proposed in recognizing 
expressions using dynamic textures features  using both LBP 
and gabor wavelet approach and appearance features and 
increases complexity. Moreover one cannot show features 
located with the help of bounding box. Hence, the proposed 
facial expression recognition system aimed to use image 
preprocessing and geometry based techniques for feature 
extraction and feed forward neural network for expression 
recognition for the frontal view face images. 

III. DATA COLLECTION 

Data required for experimentation is collected from JAFFE 
database for neural network training and testing. JAFEE 
stands for The Japanese Female Facial Expression (JAFFE) 
Database. The database contains 213 images of 7 facial 
expressions (6 basic facial expressions + 1 neutral) posed by 
ten different Japanese female models. Sixty Japanese subjects 
have rated each image on 6 emotion adjectives. The database 
was planned and assembled by Miyuki Kamachi, Michael 
Lyons, and Jiro Gyoba with the help of Reiko Kubota as a 
research assistant. The photos were taken at the Psychology 
Department in Kyushu University. Few samples are shown in 
Fig. 1 

 
Fig. 1 Few samples of facial expressions of person YM 

 

IV. METHODOLOGY  

Fig. 2 shows the proposed pseudo code for Automatic 
Facial Expression Recognition System. 

 

 

 

 

 

 

 

 

 

 
Fig. 2  Pseudo code for AFERS 

A. Face Portion Localization and Feature Extraction 

Face area and facial feature plays an important role in 
facial expression recognition. Better the feature extraction rate 
more is the accuracy of facial expression recognition. Precise 
localization of the face plays an important role in feature 
extraction, and expression recognition. But in actual 
application, because of the difference in facial shape and the 
quality of the image, it is difficult to locate the facial feature 
precisely. Images from JAFFE database are taken as input. 
This database contains low contrast images therefore images 

1. Read  input image from database and localize 

face using morphological image processing 

operations 

2. Crop the face image. 

3. Extract features from cropped face. 

4. Find facial feature vectors. 

5. Train neural network. 

6. Recognize expression 
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are first pre-processed using contrast limited adaptive 
histogram equalization operation and is used for enhancing 
contrast of an image. Face area is segmented using 
morphological image processing operations like dilation, 
erosion reconstruction, complementation, regional max and 
clear border(to get Region of Interest).  

In order to extract facial features, segmented face image 
(RoI) is then resized to larger size to make facial components 
more prominent. SUSAN edge detection operator [26] along 
with noise filtering operation is applied to locate the edges of 
various face feature segment components. SUSAN operator 
places a circular mask around the pixel in question. It then 
calculates the number of pixels within the circular mask which 
have similar brightness to the nucleus and refers it as USAN 
and then subtract USAN size from geometric threshold to 
produce edge strength image.  

Following steps are utilized for facial feature segment 
localization- 

1. Apply Morphological operations to remove smaller 

         segments having  all connected components (objects)  

        that have fewer than P pixels where P is some threshold 

        value. 

2. Trace  the exterior boundaries of segments  and draw  

       bounding box by taking into account x,y coordinates 

        and height and width of each segment. 

3.  Image is partitioned into two regions i.e upper and  

       lower portion on the basis of centre of cropped face  

       assuming the fact that eyes and eyebrows are  present in 

       the upper part of face and  mouth and nose is present in  

       the lower part. Smaller segments within the region are  

       eliminated by applying appropriate threshold value and 

       remaining number of segments are stored as upper left  

       index, upper right index and lower index. Following 

       criteria is used for selecting appropriate upper left  

       index, upper right index and lower index- 

a)  A portion is an upper part if x and y values are less than 

centx and centy where centx and centy are x-  and y-

coordinates of center of  cropped image. Eyes and 

eyebrows are present in this area. For left eye and 

eyebrow portion certain threshold for values of  x and y  

is considered for eliminating outer segments. For right 

eye and eyebrow also specific threshold value is chosen 

for eliminating outer segments 

b)  A portion is a lower portion if its value is greater than 

centx and centy where centx and centy are x-  and y-

coordinates of center of an image. Nose and mouth are 

present in this area. For nose and mouth area segments, 

x lies in the specific range and y also lies in certain 

range is considered as region of interest for eliminating 

outer segments .Here number of segments for each 

portion are stored. If  number of segments are > 2 then 

following procedure for combining the segments is 

called (step 4) 

4. Segments are checked in vertical direction. If there is  

overlapping then the segments are combined. Again if 

segments are >2 then distance is obtained and the 

segments which are closer are combined. This process is 

repeated until we get two segments for each part and in all 

total six segments(Fig. 4 (j)). 
This gives the bounding box for total six segments which  

will be left and right eyes , left and right eyebrows , nose and 
mouth features of the supplied face (Fig. 3). 

B. Formation of Feature Vector  

Bounding box location of feature segments obtained in the 
above step are used to calculate the height and width of left 
eyebrow, height and width of  left eye, height and width of 
right eyebrow, height and width of right eye, height and width 
of nose and  height and width of mouth. Distance between 
centre of left eye and eyebrow, right eye and eyebrow and 
mouth and nose is also calculated. Thus total 15 parameters 
are obtained and considered as feature vector (Fig.3). Thus- 

 
Fv={H1,W1,H2,W2,H3,W3,H4,W4,Hn,Wn,Hm,Wm,D1,D2,D3}                    (1) 

 

Where, 

   H1=height of left eyebrow,  W1= width of left eyebrow 

   H2= height of left eye,         W2=  width of left eye 

   H3=height of right eyebrow, W3= width of  right eyebrow 

   H4= height of right eye,        W4=  width of right eye 

   Hn= height of nose,   Wn=  width of nose, 

   Hm= height of mouth,   Wm=  width of mouth 

   D1 = distance between centre of left eyebrow and left eye, 

   D2= distance between centre of right eyebrow and right eye, 

   D3= distance between centre of nose and mouth 

 

 

 
Fig. 3 Feature vector for Expression recognition 
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C. Expression Classification using Neural Network  

Neural computing has re-emerged as an important 
programming paradigm that attempts to mimic the 
functionality of the human brain. This area has been developed 
to solve demanding pattern processing problems, like speech 
and image processing. These networks have demonstrated 
their ability to deliver simple and powerful solutions in areas 
that for many years have challenged conventional computing 
approaches. A neural network is represented by weighted 
interconnections between processing elements (PEs). These 
weights are the parameters that actually define the non-linear 
function performed by the neural network. Back-Propagation 
Networks is most widely used neural network algorithm than 
other algorithms due to its simplicity, together with its 
universal approximation capacity. The back-propagation 
algorithm defines a systematic way to update the synaptic 
weights of multi-layer perceptron (MLP) networks. The 
supervised learning is based on the gradient descent method, 
minimizing the global error on the output layer. The learning 
algorithm is performed in two stages [27]: feed-forward and 
feed- backward. In the first phase the inputs are propagated 
through the layers of processing elements, generating an 
output pattern in response to the input pattern presented. In the 
second phase, the errors calculated in the output layer are then 
back propagated to the hidden layers where the synaptic 
weights are updated to reduce the error. This learning process 
is repeated until the output error value, for all patterns in the 
training set, are below a specified value. The Back 
Propagation, however, has two major limitations: a very long 
training process, with problems such as local minima and 
network paralysis; and the restriction of learning only static 
input -output mappings [27]. 

Fifteen values so obtained in the section IV B) are given as 
an input to the neural network. Model uses an input layer , two 
hidden layer with 15 and 7 neurons  and an output layer. 

V. EXPERIMENTAL RESULTS AND ANALYSIS 

 In this paper Neural Network model is constructed for 
JAFEE Face Database for frontal view facial images. Fig. 4 
shows the results of facial feature extraction. Initially Face 
portion segmentation is done using morphological image 
processing operation and hence face localization is achieved. 
Region of interest is cropped using localized face and then this 
image is resized to larger size so that facial feature 
components should appear prominent. SUSAN edge detection 
operator along with noise filtering operation is applied to 
locate the edges of various face feature segment components. 
Multiple facial feature candidates after applying our algorithm 
steps 1 and 2 are shown in Fig.4 b). 

Cropped Facial image is divided into two regions based on 
the centre of an image and location of permanent facial 
feature. The step 3 and 4 are applied to facial segments and 
results are shown in Fig. 4 (c-i) . Fig 4 j) shows localized 
permanent facial features which are used as input to neural 
networks. 

Training Phase: In this work, supervised learning is used 
to train the back propagation neural network. The training 
samples are taken from the JAFFE database. This work has 
considered 120 training samples for all expressions. After 
getting the samples, supervised learning is used to train the 
network. It is trained three times and shown good response in 
reduction of error signal. 

Testing Phase: This proposed system is tested with 
JAFFE database. It was taken totally 30 sample images for all 
of the facial expressions.  

The Fig. 5 shows the GUI for displaying the results of face 
localization, extracted permanent facial features with 
bounding box and its recognition and classification. In this 
figure, the sample image exhibits sad(SA) expression. 
Performance plot of neural network is shown in Fig. 6. Plot 
shows that the network learns gradually and reaches towards 
the goal. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 4 Results of facial feature extraction a) Original Image b) Multiple 

facial feature candidates after applying our algorithm step1,2,3 and 4 c) 

Possible Feature candidates of  upper left portion with overlapped 

eyebrow segments. d) Eye and eyebrow segments after applying step 6 

e) Required feature segments of upper left portion f) Possible Feature 

candidates of  upper right portion with overlapped eyebrow segments. g) 

Required Eye and eyebrow segments after applying step 6 h) Possible 

Feature candidates of lower portion with overlapped nose and mouth 

segments. i) Required nose and mouth segments after applying step 6 j) 

Located Facial features 

 

Fig. 5 GUI for classification and recognition of facial expression 
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VI. CONCLUSION AND FUTURE SCOPE 

In this paper, automatic facial expression recognition 
(AFER) system is proposed. Machine recognition of facial 
expression is a big challenge even if human being recognizes 
it without any significant delay. The combination of SUSAN 
edge detector, edge projection analysis and facial geometry 
distance measure is best combination to locate and extract the 
facial feature for gray scale images in constrained 
environments and feed forward back-propagation neural 
network is used to recognize the facial expression. 100% 
accuracy is achieved for training sets and 95.26% accuracy is 
achieved for test sets of JAFFE database which is promising. 
Table 1 presents the % recognition accuracy of facial 
expression which appears in literature [28] and our approach. 
Proposed combination method for feature extraction does not 
extract exactly six features parameters properly if there are 
hairs on face area. Therefore in future an attempt can be made 
to develop hybrid approach for facial feature extraction and 
recognition accuracy can be further improved using same NN 
approach and hybrid approach such as ANFIS. An attempt can 
also be made for  recognition of other database images or 
images captured from camera. 
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Abstract— Developing software in a stipulated time frame and 

within a budget is not good enough if the product developed is 

full of bugs and today end users are demanding higher quality 

software than ever before. Project lifecycle starts with pre-

Project work all the way through to post-Project. Projects need to 

be set up correctly from the beginning to ensure success. As the 

software market matures, users want to be assured of quality. In 

order to check such unpleasant incidents or potential problems 

lurking around the corner for software development teams, we 

need a quality framework, that not only to assess the common 

challenges that are likely to come in the way while executing the 

projects but also to focus on winning the deal during proposal 

stage.  

Our research paper is an honest appraisal of the reasons behind 

the failure of projects and an attempt to address valuable 

pointers for the successes of future projects. “Coalesced Quality 

Management Framework (CQMF)” is a theoretical model to 

bring the best of Quality to the work products developed and to 

gain the firsthand knowledge of all the projects, defects, and 

quality metrics and report to the Management so that missed 

deadlines and enhancement of budget are avoided providing an 

opportunity to deliver the end product to the satisfaction of the 

customer. With this framework the project stakeholders and the 

management constantly validate what is built and verify how it is 

being built. 

Keywords- Quality Assurance, Operational Excellence, Coalesced 

Quality Management System, Business Analyst, phase gate reviews 

I.  INTRODUCTION 

There are many studies attempting to quantify the cost of 
software failures.  They don’t agree on percentages but they 
generally agree that the number is at least 50 to 80 billion 
dollar range annually [1]. Implementing a complex new 
product may be the most difficult and risky effort an 
organization is facing today. An experienced project manager 
is identified for a heavy budget project and is made responsible 
for delivering on the contractual commitments. But they have 
to deliver a solution that meets customer’s objectives and for 
this, the project team should have experience and capability to 
ensure that the project will succeed. If the staff has limited 
experience in the required technologies, methodologies and in 
management, failure is not an option. Poor quality management 

can lead to rework, customer dissatisfaction, higher costs, and 
missed deadlines. There is a need to apply an effective 
framework that must be prudently applied in order to identify, 
anticipate and address these risks before they cripple the 
project. With all that we have on the line, there must be always 
an unbiased advice on the potential risks to the project and to 
the organization. The organizations need an effective 
governance to standardize on a framework comprising process, 
tools, and resources (experts) that would help them save time 
and reduce product/process failures in order to bring in the 
results that may likely be in the best interests of the 
organization.  

This paper proposes a CQMF model that recommends that 
by implementing CQMS model and adapting effective people 
practices i.e. involving appropriate stakeholders in each stage 
of the life cycle, a project will definitely be executed towards 
the success. For such, the paper is organized as follows. 
Section II briefly surveys the reasons for failure of projects; 
Section III describes the existing quality processes in 
organizations; Section IV discusses the limitations of the 
present quality structures in organizations; Section V describes 
about the importance of effective people practices; and 
Sections VI, VII, VII, and IX describe the proposed 
approaches. 

II. A SURVEY OF REASONS FOR FAILURE OF PROJECTS 

Our research work started with good amount of literature 
survey through Internet and journal articles on project failure 
[1][4][10][11][14]. Besides, some informal interviews were 
also conducted with few program managers and project 
managers working in top notch companies. Data were collected 
by interviewing project managers and consultants using a semi-
structured interview schedule. The errors are not actual code 
defects but are considered to be the errors or failures of 
governance, committed by a governing body like a steering 
committee, errors and failures of project management and 
errors and failures of software engineering. The samples of 
seven large IT projects were examined from four perspectives:  
Governance, Business case, Organizational capacity, and 
Project management as shown in table 1. 
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TABLE 1 ANALYSIS OF FAILURES TO DETERMINE ROOT CAUSES OF POOR OUTCOME 

 

S.No Parameter Explanation of the issues No. of projects (Out 

of seven projects) 

1 Governance 1. Varied widely from project to project 

2. Governance responsibilities were not carried out adequately because the processes used to 

approve and manage large IT projects did not increase the project's likelihood of success.  

3. All the projects experienced lack of scrutiny at project conception and initiation, and was 

eventually proven to be fundamentally unwise.  

 

 

Seven 

2 Business Case  

Projects looked at were allowed to proceed with a business case that was incomplete and the 

projects and the steering team did not clearly define the business needs it expected the project 

to meet. 

 

 

 

 

Six 

3 Organizational 

capacity 

Projects undertaken lacked the appropriate skills and experience to manage the large IT 

projects. 

 

 

 

Five 

4 Project 

Management 

1. Quality of project management ranged from good to poor but in two cases, poor project 

management led to long delays and large cost overruns.  

2. The PM did not follow accepted best practices in managing the project. 

 

 

Five 

Worth noting is that most organizations that experienced 
the software failures have not attempted to study the root 
causes of the failures. Unfortunately, most organizations don't 
see preventing failure as an urgent matter, even though that 
view risks harming and maybe even destroying the 
organization [5]. Understanding why this attitude persists is not  

just an academic exercise; it has tremendous implications for 
business and society [9].  The ways in which an organization 
develops software can be viewed as a system within which the 
organization prevents defects in it, output through different 
methods of prevention, detection and removal. Figure 1 depicts 
a defect prevention model for any organization. 

 
Figure 1  Defect Prevention Model 

III. EXISTING QUALITY ASSURANCE PROCESS 

Software Quality Assurance is the planned and systematic 
set of activities that ensures that software life cycle processes 
and products conform to requirements, standards, and 
procedures [IEEE 610.12]. Full life cycle Software Assurance 
activities provide independent and objective assessments of the 
processes and quality of the product. Figure 2 shows the 
activities performed by quality group throughout project life 
cycle. The Quality Management System (QMS) consists of 
detailed checklists, standards, templates and guidelines exist 
within the processes to bring in rigor and predictability into 
every aspect of project planning and execution. These 
processes and templates are maintained in a centralized 
repository and are made available across various types of 
projects (testing, conversion, maintenance, development, 
package implementation, etc) within the organization which are 
used in every aspect of the project (requirements analysis, 
design, change/ configuration management, tailoring, defect or 
schedule estimation, etc). Software Quality Assurance (SQA) 
team maintains and enhances the Quality Management System 
repository and Knowledge Database, based on the experiences 
gained from the project implementation and bench marking 

against international practices. The knowledge database 
consists of project metrics database, process metrics database 
and a process-capability baseline. Project leaders use these to 
estimate effort, schedule tasks and predict defect levels during 
the project-planning phase. The process database is based on 
data from past projects and ensures that project plans are 
realistic. Further, project monitoring based on these metrics 
increases its effectiveness. The role of SQA team is to create 
the process-oriented mind-set within the organization and 
always stick to its commitment and help/facilitate projects to 
consistently deliver quality software solutions on time by 
conforming to existing quality standards and monitoring the 
work products for conformance to standards and processes. 

IV. LIMITATIONS WITH THE PRESENT QUALITY 

MANAGEMENT STRUCTURE 

Quality Assurance activity will be considered as a no value-
added function if it does not focus on opportunities for early 
error detection, problem prevention, and risk identification and 
mitigation and earlier detection and identification yields fewer 
costs to fix and less schedule impact. By adhering to 
comprehensive quality management system and quality 
assurance processes, it could be possible to leverage project 

Learn from the failures 

of others / our failures 

Apply learning from best 

practice models and 

successes 

 

Capture ―lessons learned‖, 

take preventive actions, 

and achieve success 
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experiences and learning to bring about predictability in 
processes and continuity & sustainability in quality if this 
system is controlled and run by the right people. Most of the 
times the SQA/SQC activities end up in corrective action by 
analyzing the origin of the defects, examining the SDLC to 

determine where the defect was introduced (Requirements or 
Design or Coding) and reviewing these with the project 
managers and other associates for possible improvements. This 
type of approach will not work for large projects or critical 
projects. 

Figure 2 Typical QMS and performed activities by the system 

Suitable development processes have a considerable 
influence or im

improving software quality and models such as ISO or CMMI 
have been deployed for a long time for improving development 
processes. But it seems that these efforts remain almost 
fruitless when we look into the reasons of failure of projects. 
However, it must also be noted that, good processes may well 
ensure better products, but good processes alone are by far no 
guarantee for perfect products. It is thus absolutely essential to 
take the time to work on a suitable development process in an 
iterative way together with those involved and accompanied by 
experienced people. 

V. OPERATIONAL EXCELLENCE THROUGH EFFECTIVE 

PEOPLE PRACTICES 

Figure 3 shows the success of achieving the goals largely 
depends on the people in the organization and key to constant 
focus on operational excellence emerges from the assignment 
of right set of people with required competencies [8].  

Quality Result = Functional Quality + Quality of Reliability + 

Quality of Cost + Quality of Delivery Schedule

 

 

Figure 3  Framework to drive operational excellence 
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VI. COALESCED QUALITY MANAGEMENT SYSTEM (CQMS) 

– A COLLABORATIVE SERVICE DELIVERY MODEL 

Many systems were developed with functionality in mind 
rather than with operations or usability in mind. According to 
the man who invented management, Peter F. Drucker, 
―Efficiency is doing things right, Effectiveness is doing right 
things‖. The proposed framework shown in figure 4 is a 
Coalesced Quality Management System (CQMS) that defines a 
Collaborative Service Delivery Model and serves as 
organisation’s ―eyes and ears‖ into the inner workings of the 
project which is independent of the project team and the 
customer. It provide insight into all aspects of the project: 
requirements management, adherence to the schedule and 
budget, project governance, technical architectures and change 
management with the involvement of IV&V pool, subject 
matter expects, groups like portfolio management office, 
quality group, and process/product/tool repository. 

The model shown in figure 4 will address the issues shown 
in table 1, with earlier detection & Prevention of errors either in 
the product or in process thus bringing down the total cost of 
quality. This model assures that reviews are conducted by 
experienced, qualified, and dispassionate experts and projects 
are on track before proceeding to the next gate as shown in the 
figure 5. Viewing defects in released product is not the desired 

one and there should be defenses in depth to prevent defects. 
So the activities of QMS shown as dark boxes in figure 2 need 
to be performed and assessed by the people from expert pool 
(shown as a dark box in figure 4). 

VII. JUSTIFICATION OF THE CQMS MODEL 

According to new research, success in 68 percent of 
technology projects is "improbable". Poor requirements 
analysis causes many of these failures, meaning projects are 
doomed right from the start [2]. In many organizations, 
requirements are not detailed enough to enable project to make 
needed changes and get to the end goal reliably. Key to the 
success of the design and development of a software system 
like bio-informatics software or an e-security solution mostly 
depends on the obtaining requirements from different people 
with expertise in different competencies. E.g., developing bio-
informatics software requires the services of a Biology and/or 
bio-chemistry expert to provide domain related requirements 
and test the software, a mathematician to provide guidance 
towards optimal algorithms, few computer scientists to develop 
the code etc. Using this model we intend to reduce the number 
of iterations in the process of creating the final product by 
involving expert pool in conception, initiation, requirements, 
design and testing phases of the life-cycle.

  

 
Figure 4  Coalesced Quality Management System (CQMS)
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As the operational excellence is defined as a goal of 
executing projects in a manner that improves timely delivery 
and quality of deliverables while reducing the rework, the 
CQMS addresses the problems like the project conception that 
results in unwise approaches because of (a) inadequate analyses 
of business issues because the participants lack the necessary 
qualifications or experience and (b) ineffective review 
programs performed in unsupportive project environments 
(barriers to success of the projects) that contribute more 
towards the failure of the large projects by primarily focusing 
on the customer needs and optimization of people, assets, and 
processes. 

VIII. INVOLVEMENT OF EXPERTS DURING PROPOSAL STAGE, 

REQUIREMENTS AND TESTING PHASES 

It has been observed industry wide that in many cases, the 
root cause of high cost and schedule overruns and poor quality 
of the deliverables lie in the proposal stage [7]. Also the 
projects surveyed seem to be not utilizing sufficient business 
analysis skill to consistently bring projects in on time and 
budget [6]. New study from IAG consulting finds companies 
with poor requirements spend on average $2.24m more per 
project [14]. Many project teams contain domain generalists 
who learn just enough domain information required for the 
project or sometimes developers are moved to business analysis 
role and this would prevent them from working based on 
anticipation. By understanding the business we don’t mean 
having an in-depth knowledge of how business operates and 
the projects need to involve a deep domain expert/Business 
Analyst to perform business process analysis, requirements 
specification and outline design, acceptance testing and system 
implementation work. With inadequate, inappropriate or 
inaccurate requirements as a major contributor to project 
overruns and failure, the role of a skilled Business Analyst in a 
project team has become more critical than ever [3]. 

The expected skill set of Business Analyst [9]: 

Hard Skills: (a) Requirements Elicitation    (Investigate, 

Analyse, and Specify) 

(b) Business Systems Modeling (Process, Data, 

and Business rules) 

Soft Skills: Analysis, Creative thinking, Interviewing, 

Presentation and Negotiation. 

 
Curve 1 in figure 5 shows the underestimation of the 

complexity of the project with inadequate, inappropriate or 
inaccurate requirements which end up in project overruns and 
failure. Since a broad experience of business is required during 
the conception, initiation, requirements and testing phases, the 
involvement of professional business analyst is more critical 
than ever during these phases. Curve 2 in figure 5 depicts the 
decreasing complexity of the project with the involvement of 
business analyst which compromises on the three major 
elements on-time delivery, within cost budget and quality of 
product. The focus of the CQMS is to identify defects as early 
as possible, when they are easier and more cost effective to 

correct.  This plan provides a framework of activities that are 
performed within phases of the project life cycle (figure 5).   

The key practices help significantly in this regard are: 

(i) Involvement of Experts (Business Analysts / Domain 

Experts or Subject Matter Experts) during proposal stage 

and requirements phase. 

(ii) Involvement of Experts (Business Analysts / Domain 

Experts or Subject Matter Experts / System Architects) 

during design phase. 

(iii) Involvement of Experts (Business Analysts / Domain 

Experts or Subject Matter Experts / Domain Testers) 

during testing phase. 

IX. INVOLVEMENT OF EXPERTS IN INDEPENDENT 

VERIFICATION VALIDATION (IVV) TEAM TO CONDUCT PHASE 

GATE REVIEWS 

As observed from the failure projects from the literature 
survey, the organizations struggle to implement an effective 
review program. The survey analysis[12][13] also shows that 
there is no visible and sustained commitment to reviews from 
project manager or quality manager in most of the projects 
(management problem) and it was also found that holding 
reviews would be too unpleasant in an environment which is 
not supportive of quality practices. But we see project 
managers want to deliver quality products and at the same time 
they also feel pressure to release products quickly and turn 
resistance towards inspections due to time shortage for 
conducting reviews before product delivery. It is also 
demanded by them for code reviews whenever a project is in 
trouble. Until now, there has been no set methodology for 
doing project reviews, no requirement that reviews be 
conducted under defined circumstances or at specified points, 
and no precise qualifications required for project reviewers. 
Having this methodology, phase gate reviews, shown in figure 
5 and a pool of reviewers shown in figure 4 (box darkened) 
provide added value to projects planned or under way. This 
also helps projects conduct reviews quickly on any aspect of 
their project provide reducing the iterations of project 
management reviews during project life cycles.  

SQA provides the objective evidence that all life cycle 
processes have been properly and adequately performed.  The 
IV&V team conducts the phase gate reviews, provides the 
objective evidence of product compliance with the system’s 
functional requirements and the users’ needs. IV&V is 
conducted parallel to, but separate from, the system software 
development activities. IV&V apart from doing assessment 
activities like reviewing, analyzing, testing, and monitoring 
should act as technical advisors to help a project manager 
oversee a project by handling the project's schedule, budget, 
deliveries, etc.  IV&V group is composed of experienced 
domain experts, in-depth technical expertise with strong 
communication, management and planning skills for 
assessment, analysis, evaluation, review, inspection, and testing 
of software products and processes. In other words IV&V 
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maintains an overall system perspective and analyzes each 
activity to ensure that progress continues toward the 
completion of the system.  This analysis includes ensuring that 
the configuration baseline is established and maintained and 
this approach will help to maintain system integrity. Both SQA 
and IV&V will utilize the services of the expert pool, and PCM 
and TCM teams. It will help projects implement the best 
practices for ensuring the success of their projects and avoid 
failure of the projects. This ensures continuous improvement 
based on the industry's best practices and lessons learned from 
the reviews performed. 

It is suggested that the organization has to focus on: 

 Developing a set of criteria for the use of independent 

project reviews (IVV) — critical assessments of a 

project conducted by people who are at arm's length 

from it.  

 Selecting independent reviewers from the established 

pools of qualified reviewers and these experienced 

reviewers are independent of the oversight functions 

in project. Phase Gate Review Program. 

 The complexity monitoring during the phases of 

SDLC as shown in figure 5 to achieve a better control 

and a more robust estimate of the next phase, thus 

minimizing the project overruns. 

 Using Software Reliability Growth Models by 

designers/developers to estimate the remaining bugs 

in the system which can be used to take a call on fit to 

release the product at phase gate 5 as the amount of 

testing needed to find and eliminate all the bugs is 

time and cost prohibitive. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: System Complexity and involvement of key resources in various phases and reviews 
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CONCLUSION 

In this paper we have proposed a theoretical model CQMS 
that  stresses on establishing an expert pool to address the risk 
of failure due to an incorrect understanding of the project’s 
goals. More and more organizations have to realize that they 
must be able to wire solutions together more quickly to get to 
market rapidly and be competitive. In a custom development 
projects, the needs of the customer are relatively static whereas, 
in a product development situation, the needs of the 
―marketplace‖ are constantly changing. To ensure this, the 
industry must adopt better practices for software development. 
For this the organizations need better governance and focus 
more on to standardizing a framework comprising process, 
tools, and assets that would help them save time and reduce 
project failures.  

By making people aware of the above discussed practices / 
methods may significantly increase the effectiveness of the 
implementing process in the project life cycle. The future 
investigations need to happen in the direction that the existing 
methodologies (waterfall, spiral, agile etc.) may be critically 
examined by implementing the proposed framework to suggest 
improvements to the direction of implementing operational 
excellence through effective people practices. 
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Abstract—The Routing misbehavior in MANETs (Mobile Ad Hoc 

Networks) is considered in this paper. Commonly routing 

protocols for MANETs [1] are designed based on the assumption 

that all participating nodes are fully cooperative. Routing 

protocols for MANETs are based on the assumption which are, 

all participating nodes are fully cooperative. Node misbehaviors 

may take place, due to the open structure and scarcely available 

battery-based energy. One such routing misbehavior is that some 

nodes will take part in the route discovery and maintenance 

processes but refuse to forward data packets. In this, we propose 

the 2ACK [2] scheme that serves as an add-on technique for 

routing schemes to detect routing misbehavior and to mitigate 

their effect. The basic idea of the 2ACK scheme is to send two-

hop acknowledgment packets in the opposite direction of the 

routing path. To reduce extra routing overhead, only a few of the 

received data packets are acknowledged in the 2ACK scheme. 

Keywords- MANET; routing in MANETS; misbehavior of nodes in 

MANETS; credit based scheme; reputation based scheme; the 

2ACK scheme; network security. 

I. INTRODUCTION  

A. MOBILE ADHOC NETWORK 

Mobile Ad-hoc networks (MANET) are self-configuring 
and self-organizing multi hop wireless networks where, the 
network structure changes dynamically. In a MANET nodes 
(hosts) communicate with each other via wireless links either 
directly or relying on other nodes as routers [3]. The nodes in 
the network not only acts as hosts but also as routers that route 
data to/from other nodes in network  The operation of 
MANETs does not depend on preexisting infrastructure or base 
stations. Network nodes in MANETs can move freely and 
randomly. 

An Example is shown in figure 1. Node A can 
communicate directly (single hop) [4] with node C, node D and 
node B. If A wants to communicate with node E, node C must 
work as an intermediate node for communication between 
them. That‟s why the communication between nodes A and E 
is multi-hop. The operation of MANETs does not depend on 
preexisting infrastructure or base stations. Network nodes in 
MANETs can move freely and randomly. 

 

 
Figure 1: A Mobile ad hoc network 

B. CHARACTERSTICS OF MANETS: 

 It having the dynamic topology, which links 

formed and broken with mobility. 

 Possibly uni-directional links [4]. 

 Constrained resources like battery power and 

wireless transmitter range. 

 Network partitions. 
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Figure 2: Representation of dynamic topology 

C. MANET ROUTING 

To find and maintain routes between dynamic topology 
with possibly uni-directional links, using minimum resources. 
The use of conventional routing protocols in a dynamic 
network is not possible because they place a heavy burden on 
mobile computers and they present convergence characteristics 
that do not suit well enough the needs of dynamic networks [5]. 
For Example, any routing scheme in a dynamic environment 
for instance ad hoc networks must consider that the topology of 
the network can change while the packet is being routed and 
that the quality of wireless links is highly variable. The 
network structure is mostly static in wired networks that are 
why link failure is not frequent. Therefore, routes in MANET 
must be calculated much more frequently in order to have the 
same response level of wired networks. Routing schemes in 
MANET are classified in four major groups, namely, proactive 
routing, flooding, reactive routing, and hybrid routing [6]. 

D. MISBEHAVIOUR OF NODES IN MANET: 

Ad hoc networks increase total network throughput by 
using all available nodes for forwarding and routing. Therefore, 
the more nodes that take part in packet routing, the greater is 
the overall bandwidth, the shorter is the routing paths, and the 
smaller the possibility of a network partition. But, a node may 
misbehave by agreeing to forward packets and then failing to 
do so, because it is selfish, overloaded, broken, or malicious 
[7].  

An overloaded node lacks the buffer space, CPU cycles or 

available network bandwidth to forward packets. A selfish 

node is unwilling to spend CPU cycles, battery life or 

available network bandwidth to forward packets not of direct 

interest to it, even though it expects others to forward packets 

on its behalf. A malicious node creates a denial of service 

(DOS) [7] attack by dropping packets. A broken node might 

have a software problem which prevents it from forwarding 

packets.  

II. PROPOSED MODEL 

A.  THE 2ACK SCHEME 

The main idea of the 2ACK scheme is to send two-hop 

acknowledgment packets in the opposite direction of the 

routing path. In order to reduce additional routing overhead, 

only a fraction of the received data packets are acknowledged 

in the 2ACK scheme. Thus it detects the misbehaving nodes, 

eliminate them and choose the other path for transmitting the 

data. The watchdog detection mechanism has a very low 

overhead. Unfortunately, the watchdog technique suffers from 

several problems such as ambiguous collisions, receiver 

collisions, and limited transmission power [8]. The main issue 

is that the event of successful packet reception can only be 

accurately determined at the receiver of the next-hop link, but 

the watchdog technique only monitors the transmission from 

the sender of the next-hop link. 

  
Figure 3: Scenario for packet dropping and misrouting 

 

Noting that a misbehaving node can either be the sender or 
the receiver of the next-hop link, we focus on the problem of 

detecting misbehaving links instead of misbehaving nodes. In 

the next-hop link, a misbehaving sender or a misbehaving 
receiver has a similar adverse effect on the data packet [8]: It 
will not be forwarded further. The result is that this link will be 
tagged. 2ACK scheme significantly simplifies the detection 
mechanism. 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 2, No.1, January 2011 

 

 

128 | P a g e  

http://ijacsa.thesai.org/ 

B. DETAILS OF THE 2ACK SCHEME 

The 2ACK scheme is a network-layer technique to detect 
misbehaving links and to mitigate their effects. It can be 
implemented as an add-on to existing routing protocols for 
MANETs, such as DSR. The 2ACK scheme detects 
misbehavior through the use of a new type of acknowledgment 
packet, termed 2ACK. A 2ACK packet is assigned a fixed 
route of two hops (three nodes) in the opposite direction of the 
data traffic route.  

 

Figure 4: The 2ACK Scheme 

Figure 4 illustrates the operation of the 2ACK scheme. 
Suppose that N1, N2, N3 and N4 are three consecutive nodes 
(tetra) along a route [9]. The route from a source node, S, to a 
destination node, D, is generated in the Route Discovery phase 
of the DSR protocol. When N1 sends a data packet to N2 and 
N2 forwards it to N3 and so on, it is unclear to N1 whether N3 
or N4 receives the data packet successfully or not. Such an 
ambiguity exists even when there are no misbehaving nodes. 
The problem becomes much more severe in open MANETs 
with potential misbehaving nodes. 

The 2ACK scheme requires an explicit acknowledgment to 
be sent by N3 and N4 to notify N1 of its successful reception of 
a data packet: When node N3 receives the data packet 
successfully, it sends out a 2ACK packet over two hops to N1 
(i.e., the opposite direction of the routing path as shown), with 
the ID of the corresponding data packet. The triplet N1  N2 
 N3 N4 is derived from the route of the original data 
traffic. 

Such a tetra is used by N1 to monitor the link N2 N3 
N4. For convenience of presentation, we term N1 in the tetra 
N1  N2  N3 N4 the 2ACK packet receiver or the 
observing node and N4 the 2ACK packet sender. Such a 2ACK 
transmission takes place for every set of tetra along the route. 
Therefore, only the first router from the source will not serve as 
a 2ACK packet sender. The last router just before the 
destination and the destination will not serve as 2ACK 
receivers.  

III. APPLICATION 

Ad-hoc networks are suited for use in situations where an 
infrastructure is unavailable or to deploy one is not cost 
effective.  

A mobile ad-hoc network can also be used to provide crisis 
management services applications, such as in disaster recovery, 
where the entire communication infrastructure is destroyed and 
resorting communication quickly is crucial. By using a mobile 
ad-hoc network, an infrastructure could be set up in hours 
instead of weeks, as is required in the case of wired line 
communication. Another application example of a mobile ad-
hoc network is Bluetooth, which is designed to support a 
personal area network by eliminating the need of wires 
between various devices, such as printers and personal digital 
assistants. The famous IEEE 802.11 or Wi-Fi protocol also 
supports an ad-hoc network system in the absence of a wireless 
access point [9]. Another application example of a mobile ad-
hoc network is Bluetooth, which is designed to support a 
personal area network by eliminating the need of wires 
between various devices, such as printers and personal digital 
assistants [10]. 

IV. ADVANTAGES 

As compared to the watchdog, the 2ACK scheme has the 
following advantages: 

1) Flexibility [9]: One advantage of the 2ACK scheme is 

its flexibility to Control overhead with the use of the Rack 

parameter. 

2) Reliable data Transmission: It deals with the reliable 

transfer of file from source to destination. The file needs to be   

stored at source for certain amount of time even if it has been 

transmitted. This will help to resend the file if it gets lost 

during transmission from source to destination.    

3) Reliable route discovery [10]: Reliable Route 

Discovery deals with discovering multi-hop route for wireless 

transmission. Routing in a wireless ad-hoc network is 

complex. This depends on many factors including finding the 

routing path, selection of routers, topology, protocol etc. 

4) Limited Overhearing Range [10]: A well-behaved N3 

may use low transmission power to send data toward N4. Due 

to N1's limited overhearing range, it will not overhear the 

transmission successfully and will thus infer that N2 is 

misbehaving, causing a false alarm. Both this problem occurs 

due to the potential asymmetry between the communication 

links. The 2ACK scheme is not affected by limited overhearing 

range problem. 

5) Limited Transmission Power: A misbehaving N2 may 

maneuver its transmission power such that N1 can overhear 

its transmission but N4 cannot. This problem matches with the 

Receiver Collisions problem. It becomes a threat only when 

the distance between N1 and N2 is less than that between N2 

and N3 and so on. The 2ACK scheme does not suffer from 

limited transmission power problem. 
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V. CONCLUSION 

The proposed system is a simulation of the algorithm that 
detects misbehaving links in Mobile Ad Hoc Networks. The 
2ACK scheme identifies misbehavior in routing by using a new 
acknowledgment packet, called 2ACK packet. A 2ACK packet 
is assigned a fixed route of two hops (four nodes N1, N2, N3, 
N4), in the opposite direction of the data traffic route. The 
system implements the 2ACK scheme which helps detect 
misbehavior by a 3 hop acknowledgement. The 2ACK scheme 
for detecting routing misbehavior is considered to be network-
layer technique for mitigating the routing effects.                 

REFERENCES 

[1] J. J. Garcia-Luna-Aceves et all: Source    Tree Adaptive Routing 
(STAR) protocol, draft-ietf-manet-star-00.txt, 1998, IETF Internet Draft. 

[2]   D. Johnson, D. Maltz, Y.C. Hu, and J. Jetcheva. The Dynamic Source 
Routing Protocol for Mobile Ad Hoc Networks (DSR) in 10th IEEE 
International Conference, 27-30 Aug 2002,Year of Publication :2002, 
ICON 2002 

[3]   Kong, P. Zerfos, H. Luo, S. Lu, and L. Zhang, “Providing Robust and 
Ubiquitous Security Support for Mobile Ad-Hoc Networks,” Proc. IEEE 
Int‟l Conf. Network Protocols (ICNP ‟01), 2001. 

[4] L.M. Feeney and M. Nilsson. Investigating the Energy Consumption of a 
Wireless Network Interface in an Ad Hoc Networking Environment, 
Proc. IEEE INFOCOM, 2001: Twentieth Annual Joint Conference of the 
IEEE Computer and Communications Societies, Volume 3 (2001), 
Pages. 1548-1557, Year of Publication: 2007 

[5]  Elizabeth Royer and C-K Toh: A Review of Current Routing Protocols 
for Ad-Hoc Mobile Wireless Networks. IEEE Personal Communications 
Magazine, pages 46-55, April 1999. 

[6] Josh Broch , David A. Maltz , David B. Johnson , Yih-Chun Hu , Jorjeta 
Jetcheva , A performance comparison of multi-hop wireless ad hoc 
network routing protocols, Proceedings of the 4th annual ACM/IEEE 
international conference on Mobile computing and networking, p.85-97, 
October 25-30, 1998, Dallas, Texas, United States 
[doi>10.1145/288235.288256]. 

[7]  K. Balakrishnan, J. Deng, and P.K. Varshney. TWOACK: Preventing 
Selfishness in Mobile Ad Hoc Networks , Proc. IEEE Wireless Comm. 
and Networking Conf. (WCNC ‟05), Mar. 2005,Volume 4,Pages 2137-
2142, IEEE Press 2005,Year of Publication:2005 

[8]  Charles E. Perkins , Pravin Bhagwat, Highly dynamic Destination-
Sequenced Distance-Vector routing (DSDV) for mobile computers, 
ACM SIGCOMM Computer Communication Review, v.24 n.4, p.234-
244, Oct. 1994. 

[9]  Charles E. Perkins , Elizabeth M. Royer, Ad-hoc On-Demand Distance 
Vector Routing, Proceedings of the Second IEEE Workshop on Mobile 
Computer Systems and Applications, p.90, February 25-26, 1999. 

[10] David B. Johnson, David A. Maltz: Dynamic Source Routing (DSR) in 
Ad Hoc Wireless Networks. In Mobile Computing, edited by Tomasz 
Imielinski and Hank Korth, chapter 5, pages 153-181. Kluwer Academic 
Publishers, 1996. 

AUTHORS PROFILE 

 

Chinmaya Kumar Nayak is a scholar of M.Tech 

(CSE) at College of Engineering, Biju Pattanaik 

University, Bhubaneswar, Odisha, INDIA. He is an 

author of the book Data structure using „C‟. He 

published many papers in national seminars.  His 

research areas include Image processing, Image 

transformation techniques, Adhoc-network etc. 

 
G K Abani Kumar Dash is a scholar of M.Tech (CSE) at College of 

Engineering,Biju Pattanaik University, Bhubaneswar, Odisha, INDIA. His 

research areas includes Image processing, Adhoc-network etc. 

 

 
Kharabela Parida is a scholar of M.Tech (CSE) at College of Engineering,Biju 

Pattanaik University, Bhubaneswar, Odisha, INDIA. His research areas 

includes Datamining, Adhoc-network etc. 

 
Satyabrata Das is as Assistant Professor and Head in 

the department of Computer Sc. & Engineering, 

College of Engineering Bhubaneswar (CEB) and He 

is a research scholar in the department of ICT Under 

F.M University, Balasore. He received his Masters 

degree from Siksha „O‟ Anusandhan University, 

Bhubaneswar. His research area includes DSP, Soft 

Computing, Data Mining, Adhoc-network etc. Many 

publications are there to his credit in many 

International and National level journal and proceedings. 

 

 



(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 2, No.1, January 2011 

 

 

131 | P a g e  

http://ijacsa.thesai.org/ 

Framework for Automatic Development of Type 2 

Fuzzy, Neuro and Neuro-Fuzzy Systems  
 

Mr. Jeegar A Trivedi 

Department of Computer Science & Technology 

Sardar Patel University 

Vallabh Vidyanagar, India 

jeegar.trivedi@yahoo.com 

Dr. Priti Srinivas Sajja 

Department of Computer Science & Technology 

Sardar Patel University 

Vallabh Vidyanagar, India 

priti_sajja@yahoo.com

 
 

Abstract—This paper presents the design and development of 

generic framework which aids creation of fuzzy, neural network 

and neuro fuzzy systems to provide expert advice in various 

fields. The proposed framework is based on neuro fuzzy 

hybridization. Artificial neural network of the framework aids 

learning and fuzzy part helps in providing logical reasoning for 

making proper decisions based on inference of domain expert’s 

knowledge. Hence by hybridizing neural network and fuzzy logic 

we obtain advantages of both the fields. Further the framework 

considered type 2 fuzzy logic for more human like approach. 

Developing a neuro fuzzy advisory system is tedious and complex 

task. Much of the time is wasted in developing computational 

logic and hybridizing the two methodologies. In order to generate 

a neuro fuzzy advisory system quickly and efficiently, we have 

designed a generic framework that will generate the advisory 

system. The resulting advisory system for the given domain is 

interactive with its user and asks question to generate fuzzy rules. 

The system also allows provision of training sets for neural 

network by its users in order to train the neural network. The 

paper also describes a working prototype implemented based on 

the designed framework; which can create a fuzzy system, a 

neural network system or a hybrid neuro fuzzy system according 

to information provided. The working of the prototype is also 

discussed with outputs in order to develop a fuzzy system, a 

neural network system and a hybrid neuro fuzzy system for a 

domain of course selection advisory. The generated systems 

through this prototype can be used on web or on desktop as per 

the user requirement. 

Keywords-Artificial Neural Network; Fuzzy Logic; Type 2 Fuzzy 

Logic; Neuro Fuzzy Hybridization.  

I. INTRODUCTION 

Neuro fuzzy is an emerging branch of artificial 
intelligence. Various types of expert and intelligent systems 
are being developed using this methodology. Neuro fuzzy 
methodology involves proper hybridization of neural network 
with fuzzy logic. The fuzzy logic can be further fuzzified into 
type 2 fuzzy logic; this provides much better approximation 
and reasoning capability for the derived solution. However 
developing neuro fuzzy system is complicated and tedious 
task, because to develop a neuro fuzzy system, one has to 
develop neural network along with fuzzy rules and hybridize 

the two components, also while hybridizing the developer has 
to take care that the input/output of the neural network are in 
accordance with the fuzzy rules [2]. Hence developing neuro 
fuzzy system consumes much time and efforts for training 
such system appropriately [6]. Hence there is a need to 
develop a framework which automates development of neuro 
fuzzy systems. This paper presents the generic design model 
for development of such neuro fuzzy system. Currently no 
such system exists and few are there which aids in 
development of individual areas of neural network and fuzzy 
logic separately. Software like ANFIS (Adaptive Neuro Fuzzy 
Inference System) or DENFIS (Dynamic Evolving Neuro 
Fuzzy Inference System) which are developed using 
MATLAB uses given input/output data set, the toolbox 
function anfis constructs a fuzzy inference system (FIS) whose 
membership function parameters are tuned (adjusted) using 
either a back propagation algorithm alone or in combination 
with a least squares type of method [1, 16]. This adjustment 
allows fuzzy systems to learn from the data which are to be 
modeled. However these two software’s lack’s the usage of 
type 2 fuzzy membership function which can be used during 
fuzzy inference as described by [12, 13].  Hence they are 
limited to type 1 fuzzy system which is merged with the neural 
network; however the result or prediction of such system is 
just derivation of mathematical formulation as type1 fuzzy 
logic is generalization of crisp logic. Hence this kind of 
systems lack proper reasoning and produce more mathematical 
result than human understandable results. To develop a system 
which takes input in form of layman’s reasoning and 
understanding ability and give output in the same manner as 
expected by human being, the developer has to take help of 
type 2 fuzzy logic. Type 2 fuzzy logic interpretation reflects to 
human intelligence and logical reasoning ability this is 
demonstrated by [3, 8]. To generate type 2 fuzzy sets and 
separate rules the developer has to deal with development of 
type 2 fuzzy member ship function which are also complex 
mathematical computational tasks. Another important concept 
about the neuro fuzzy system is to train and keep the neural 
network in balanced state along with inferring fuzzy rules 
properly with the trained neural network. Hence while 
developing neuro fuzzy system manpower is consumed in 
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developing neuro fuzzy systems, rather than its training and its 
s practical implementation. To avoid such wastage of time in 
development of neural network and fuzzy membership 
function, it is advisable to have generic neuro fuzzy 
development framework which will suit to develop different 
neuro fuzzy advisory systems in different subject areas and 
fields. The framework is developed using Microsoft dot net 
technology. Much of the code is developed using C#.net 
programming language. The development methodology 
addresses our problem domain to generate framework for 
automatic development of neuro fuzzy system by achieving 
following two objectives: 

 The users of the framework have to specify what task 

to perform on basis of their broad objectives and 

need not specify how to carry out task. 

  The output of the framework is an interactive 

advisory system which can be used by any novice 

user. 
 Chapter II discusses the three methodologies used in the 

framework. Chapter III discusses neural network system, 
chapter IV discusses Type 2 fuzzy system and chapter V 
discusses neuro fuzzy system methodologies with an 
application example of each of them.    

II. METHODOLOGY 

The proposed framework allows generation of neuro fuzzy 
systems; hence to generate system with only one of the two 
components namely artificial neural network and fuzzy logic 
is also possible. Hence with our frame work it is possible to 
generate three kinds of systems which are listed as follows: 

 Artificial Neural Network Systems: The system 

where only training is required to reach the result 

along with mathematical activation functions are 

developed under this module. 

 Fuzzy Systems: The systems where only reasoning 

with proper logical condition is required are 

developed under this module. 

 Neuro-Fuzzy System: The hybridization of artificial 

neural network with fuzzy logic in proper manner, 

where both training and logical reasoning are 

required is developed under this module. 

The framework is designed with different learning 
algorithms for artificial neural network which also allows 
control over different respective learning parameters. The 
main interface will provide three options to choose 
development in one of these three categories. The interface of 
framework is displayed in Fig. 1. There are three buttons 
respectively for three different systems. Pressing any one of 
these button will open an interface of the selected button’s 
development approach. 

III. NEURAL NETWORK SYSTEM 

This module of the framework allows developer to 
generate and train artificial neural network according to 
developers own requirements. Artificial neural network is a 
computational simulation of the biological neurons inside a 
human brain [14]. It mimics the human mind by using 
artificial neurons, input hidden & output layers and learning 
strategy in terms of learning algorithms. The developer of the 
neural network system has to specify parameter such as 
input/output variable, number of hidden layers and number of 
hidden neurons in each layer, selected training methodology 
namely supervised learning or unsupervised learning or 
reinforcement learning, specify learning algorithm along with 
its parameters & finally training set data for the artificial 
neural network. The developer has to train the network by 
specifying its learning rate, training loops (iterations), bias 
values if any and select the activation function as in [7, 18] to 
transfer input to proper output. Fig. 2 shows sample screen for 
the neural network module. The trained neural network 
configuration can be saved and its output can be saved in excel 
style sheet file. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Interface of the Proposed Framework 
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Figure 2.  Artificial Neural Network (Configuration).  

A. Example 1 

An artificial neural network with eight input broad 
categories and with six output broad categories with three 
hidden layers of seven neurons each having threshold value at 
0.6 and learning rate using back propagation algorithm is 
considered. The training set data are collected through 

questionnaires from Department of Computer Science & 
Technology, Sardar Patel University, which offers different 
courses at post graduate level and conducts PhD programmes.  
The department compromise of more than 500 students whose 
data are collected individually for training neural network. The 
sample test case data for input and output are shown in Table I 
& Table II respectively.   

TABLE I.  DATA VALUES SUPPLIED FOR INPUT BROAD CATEGORIES OF ARTIFICIAL NEURAL NETWORK 

Field Name 
Percen

tage 
Stre

am 
Area of 

Interest 
Scholars

hip 
Family 

Background 
Technic

al Skills 
Knowledge 

Domain 
Category 

Input Data 1 
0.7 0.6 0.3 0.4 0.6 0.6 0.4 0.4 

Input Data 2 0.8 0.8 0.4 0.5 0.2 0.6 0.4 0.7 

TABLE II.  DATA VALUES GENRATED BY OUTPUT BROAD CATEGORIES OF ARTIFICIAL NEURAL NETWORK 

Field Name Further Studies 
Foreign 

Opportunities 
Technical 

Managemen
t 

Artistic 
Job/Busines

s 

Output Data 1 
0.46 0.30 0.48 0.41 0.42 0.60 

Output Data 2 0.70 0.51 0.48 0.42 0.37 0.75 

 

Selected Categories for Data 1: Job/Business Selected Categories for Data 2: Job/Business, Further 
Studies 
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Figure 3.  Type 2 Fuzzy System (Rule Addition/Deletion).  

IV. TYPE 2 FUZZY SYSTEM 

This module of the framework allows developer to 
generate Fuzzy Inference System with the use of type 2 fuzzy 
logic. Fuzzy logic presents the concept of linguistic variable as 
shown by [5]. In order to infer the reasoning behind the fuzzy 
logic one has to use fuzzy set operations [15]. However the 
drawback of fuzzy logic is that, it’s a generalization of crisp 
sets. In the process of removing the limitation of fuzzy logic 
sets, type 2 fuzzy logic sets were introduced. Type 2 fuzzy 
logic sets provide better understanding and support to human 
logical reasoning. To use type 2 fuzzy logic sets, various set 
operations and membership functions are used on type 2 fuzzy 
logic as shown by [4, 9]. This will infer almost accurate logic 
behind the current problem domain like a human expert. Type 
2 fuzzy logic covers the region called footprint of uncertainty 
under it [19]. The developer of the type 2 fuzzy system has to 
specify fuzzy variables and condition. The membership 
function is chosen according to the application of the system 
to be developed. The chosen membership function is applied 

to generate fuzzy inference for the given problem domain. The 
architecture of type 2 fuzzy system is shown by [3]. Type 2 
fuzzy systems additionally includes type reducer that converts 
type 2 fuzzy logic to type 1 fuzzy logic, rest of the 
components in both type 1 and type 2 fuzzy systems work in 
similar manner. Fig. 3 shows sample screen of type 2 fuzzy 
systems module.  

Inferred rule base is applied to the problem domain to 
obtain desired result with human understandable logic and 
reasoning abilities. More the number of rules more accurate 
are the predictions. If all possible rules are covered then the 
system will work as human expert generating advice to the 
respective problem domain. 

A. Example 2 

Consider a fuzzy system in academic field, then considering 
percentage & human intelligence as fuzzy variable the 
conditions generated for student in the situation for deciding to 
pursue further studies are mentioned in Fig. 4. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.  Genrated Fuzzy Rules.  
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Figure 5.  Neuro-Fuzzy System (Hybridization Process).  

V. NEURO - FUZZY SYSTEM 

This module of the framework allows developer to 
generate neuro-fuzzy systems. Neuro-fuzzy systems are expert 
systems based on hybridization of artificial neural network 
with fuzzy logic. The fuzzy rules are mapped with 
input/output broad categories of the artificial neural network. 
The power of machine learning that mimics learning of human 
brain and rule base generated from various domain experts 
make neuro-fuzzy system an expert intelligent system that can 
make decision on its own to guide and solve various day to 
day problems. Neuro-fuzzy systems are used widely when 
confusion and dilemma prevails in human mind, they not only 

support to overcome the dilemmas but also provide their 
decision with a strong support of logical reasoning. Thus 
behaving like an intelligent expert of the given problem 
domain. Fig. 5 shows sample figure of neuro-fuzzy system 
development module.    

To facilitate the hybridization process, the developer has to 
select the options which will allow generating fuzzy variables 
and fuzzy inference before and after the neural network 
processing. This process will help to decide the architecture of 
system to be generated. The resulting system will be neuro-
fuzzy based decision support system as in [10, 11]. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  Educational Detail of User.  

Strategy for selection of 
hybridization of artificial neural 
network (ANN) with fuzzy rules 
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Figure 7.  Advice Genrated by the System.  

A. Example 3 

Consider a neuro-fuzzy advisory system on course 
selection that will allow students and their parents to choose 
the carriers which are most suitable for the student’s growth 
and development. By hybridization of Example 1 & 2, we get 
a neuro fuzzy decision support system for course selection. 
The resulting system when displayed in web is seen in Fig. 6 
& Fig. 7. In Fig.6 we see an interface to display educational 
detail of the system user. The user of the system has to fill in 
appropriate educational detail from the options provided by 
the system. On the basis of educational details provided by the 
user as fuzzy input to the system; the system will combine 
neural network broad categories as mentioned in Example 1 
and apply fuzzy rules as shown in Example 2 to generate 
neuro fuzzy advice to user, which is displayed in Fig.7. 

Advantages of the Proposed Framework 

 Generates Web based and Workstation based system 

in Neural Network, Fuzzy and Neuro-fuzzy area with 

respective problem domain. 

 Reusability of the code for new development and 

modification in current systems. 

 Faster development of neuro-fuzzy system without 

going into computational details of programming. 

 The developer will just specify what to use and apply 

for development of the system, there is no need to 

specify how to apply. 

 Availability of generic library for development. The 

library of functions and algorithms will also help to 

develop other major system in the field of computer 

science. 

 It will save time and effort for development of neuro 

fuzzy systems. 

 The developer will be able to concentrate on working 

of the system rather than making of the system. 

 The resulting neuro-fuzzy system generated from the 

framework will be used by layman to solve their daily 

dilemma and help own self with proper guidance. 

 Many experts knowledge combined with their 

wisdom and experience will be at finger tips of the 

user of generated system. 

 Expert’s knowledge is documented by the system and 

can be applied even years after it was actually fed to 

system. 

 There is no retirement date of the system, once the 

system is in stable state the developer can 

continuously monitor and improve its performance by 

changing parameters and adding rules to the system. 

 This framework is developed using Microsoft’s Dot 

Net technology (Visual Studio 2010) and can be 

updated easily to future release of versions. 
 

Future Scope of the Proposed Framework 

The framework is developed to create and hybridize 
artificial neural network with fuzzy system for which class 
libraries have been already developed. In future it is possible 
to introduce more concept of artificial intelligence like 
Genetics, ACO, Chaos Theory, Swarm Intelligence etc as in 
[17, 20] to hybridize with existing methodology to generate 
wide range of application areas of artificial intelligence. 

The source code libraries of the framework will aid in 
developing various kind of neuro fuzzy application like time 
series analysis, neuro fuzzy controller for different appliances 
and many such respective areas of neuro fuzzy development 
other than neuro fuzzy advisory systems. 
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VI. CONCLUSION 

In this paper we have proposed design of generic 
framework for automatic development of neuro-fuzzy 
advisory system. The framework shows development of three 
kinds of systems namely Neural Network Systems, Fuzzy 
Systems and Neuro-Fuzzy Systems. We have presented 
design, development strategy and a application example for 
each of these systems. We have proved that generic 
framework for development of neuro-fuzzy system is very 
important as it has many advantages. The derived soulution of 
the proposed problem domain is explained clearly in Example 
3. The resulting advisory system genrated from the example is 
ongoing UGC based major research project for developing 
neuro fuzzy decision support system for course selection for 
students and their parents. The genrated system acts as an 
expert having domain in the field of academics and guides 
students as well as their parents that which courses are most 
suitable for respective students and justifies the advice 
generated with proper reasoning and concepts. The proposed 
generic framework will boost development of neuro fuzzy 
advisory systems and hence provide common man to take 
advice of field expert of the respective problem domain at 
finger tips at any place and at any time. 
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Abstract— The availability of massive amounts of experimental 

data based on genome-wide studies has given impetus in recent 

years to a large effort in developing mathematical, statistical and 

computational techniques to infer biological models from data.  

In many bioinformatics problems the number of features is 

significantly larger than the number of samples (high feature to 

sample ratio datasets) and feature selection techniques have 

become an apparent need in many bioinformatics applications.  

This article provides the reader aware of the possibilities of 

feature selection, providing a basic taxonomy of feature selection 

techniques, discussing its uses, common and upcoming 

bioinformatics applications. 

Keywords- Bio-Informatics; Feature Selection; Text Mining; 

Literature Mining; Wrapper; Filter Embedded Methods. 

I.  INTRODUCTION  

During the last ten years, the desire and determination for 
applying feature selection techniques in bioinformatics has 
shifted from being an illustrative example to becoming a real 
prerequisite for model building. The high dimensional nature 
of the modeling tasks in bioinformatics, going from sequence 
analysis over microarray analysis to spectral analyses and 
literature mining has given rise to a wealth of feature selection 
techniques are presented in the field.  

The application of feature selection techniques is focused 
in this article.  While comparing with other dimensionality 
reduction techniques like projection and compression, feature 
selection techniques do not alter the original representation of 
the variables, but merely select a subset of the representation. 
Thus, it preserves the original semantics of the variables and 
Feature selection is also known as variable selection, feature 
reduction, attribute selection or variable subset selection. 

Feature selection helps to acquire better understanding 
about the data by telling which the important features are and 
how they are related with each other and it can be applied to 
both supervised and unsupervised learning. The interesting 
topic of feature selection for unsupervised learning 
(clustering) is a more complex issue, and research into this 
field is recently getting more attention in several communities 
and the problem of supervised leaning is focused here, where 
the class labels are known already.  

The main aim of this study is to make aware of the 
necessity and benefits of applying feature selection techniques. 
It provides an overview of the different feature selection 
techniques for classification by reviewing the most important 
application fields in the bioinformatics domain, and the efforts 
done by the bioinformatics community in developing 
procedures is highlighted. Finally, this study point to some 
useful data mining and bioinformatics software packages that 
can be used for feature selection. 

II. FEATURE SELECTION TECHNIQUES  

Feature selection is the process of removing features from 
the data set that are irrelevant with respect to the task that is to 
be performed. Feature selection can be extremely useful in 
reducing the dimensionality of the data to be processed by the 
classifier, reducing execution time and improving predictive 
accuracy (inclusion of irrelevant features can introduce noise 
into the data, thus obscuring relevant features). It is worth 
noting that even though some machine learning algorithms 
perform some degree of feature selection themselves (such as 
classification trees); feature space reduction can be useful even 
for these algorithms. Reducing the dimensionality of the data 
reduces the size of the hypothesis space and thus results in 
faster execution time. 

     As many pattern recognition techniques were originally 
not designed to cope with large amounts of irrelevant features, 
combining them with FS techniques has become a necessity in 
many applications. The objectives of feature selection are  

(a) to avoid over fitting and improve model performance, i.e. 

prediction performance in the case of supervised classification 

and better cluster detection in the case of clustering 

 (b) to provide faster and more cost-effective models  

(c) to gain a deeper insight into the underlying processes that 

generated the data.  

     Instead of just optimizing the parameters of the model 
for the full feature subset, we now need to find the optimal 
model parameters for the optimal feature subset [1], as there is 
no guarantee that the optimal parameters for the full feature set 
are equally optimal for the optimal feature subset. 
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  There are three types of feature subset selection 
approaches: depending on how they combine the feature 
selection search with the construction of the classification 
model: filters, wrappers and embedded methods which 
perform the features selection process as an integral part of a 
machine learning (ML) algorithm. Wrappers use a search 
algorithm to search through the space of possible features and 
evaluate each subset by running a model on the subset. 
Wrappers can be computationally expensive and have a risk of 
over fitting to the model. Filters are similar to Wrappers in the 
search approach, but instead of evaluating against a model, a 
simpler filter is evaluated. Embedded techniques are 
embedded in and specific to a model. 

A. Filter Methods  

These methods do not require the use of a classifier to 
select the best subset of features. They use general 
characteristics of the data to evaluate features. Filter 
techniques use the intrinsic properties of the data to assess the 
relevance of features. In many cases the low-scoring features 
are removed and feature relevance score is calculated, then 
this subset is given as input to the classification algorithm.  

They are pre-processing methods. They attempt to assess 
the merits of features from the data, ignoring the effects of the 
selected feature subset on the performance of the learning 
algorithm. Examples are methods that select variables by 
ranking them through compression techniques or by 
computing correlation with the output. 

Advantages of filter techniques are that they are 
independent of the classification algorithm, computationally 
simple and fast and easily scale to very high-dimensional 
datasets. Feature selection needs to be performed only once, 
and then different classifiers can be evaluated. 

Disadvantages of filter methods is that they ignore the 
interaction with the classifier i.e., the search in the feature 
subset space is separated from the search in the hypothesis 
space. Each feature is considered separately and compared to 
other types of feature selection techniques it lead to worse 
classification performance thereby ignoring feature 
dependencies. A number of multivariate filter techniques were 
introduced in order to overcome the problem of ignoring 
feature dependencies. 

B. Wrapper methods 

These methods assess subsets of variables according to 
their usefulness to a given predictor. The method conducts a 
search for a good subset using the learning algorithm itself as 
part of the evaluation function. The problem boils down to a 
problem of stochastic state space search. Examples are the 
stepwise methods proposed in linear regression analysis. This 
method embeds the model hypothesis search within the feature 
subset search. A search procedure of possible feature subsets 
is defined and various subsets of features are generated and 
evaluated. The training and testing a specific classification 
model evaluation produces a specific subset of features. A 
search algorithm is then ‘wrapped’ around the classification 
model to search the space of all feature subsets. These search 

methods can be divided in two classes deterministic and 
randomized search algorithms. 

Advantages of Wrapper Method include the interaction 
between feature subset search and model selection, and the 
ability to take into account feature dependencies.      
Disadvantages are that they have a higher risk of over fitting 
than filter techniques.  

III. APPLICATIONS IN BIOINFORMATICS 

A. Feature Selection for Sequence Analysis 

A multistage process that includes the determination of a 
sequence (protein, carbohydrate, etc.), its fragmentation and 
analysis, and the interpretation of the resulting sequence 
information. This information is useful in that it: (a) reveals 
the similarities of homologous genes, thereby providing 
insight into the possible regulation and functions of these 
genes; and (b) leads to a better understanding of disease states 
related to genetic variation. New sequencing methodologies, 
fully automated instrumentation, and improvements in 
sequencing-related computational resources contribute to the 
potential for genome-size sequencing projects. 

       In the context of feature selection, two types of 
problems can be distinguished: signal and content analysis. 
Signal analysis focuses on identifying the important motifs in 
the sequence, such as gene regulatory elements or structural 
elements. On the other hand content analysis focuses on the 
broad characteristics of a sequence, such as tendency to code 
for proteins or fulfillment of a certain biological function and 
feature selection techniques are then applied to focus on the 
subset of relevant variables. 

1) Content Analysis 
In early days of bioinformatics the prediction of 

subsequence’s that code for proteins has been   focused. Many 
versions of Markov models were developed because many 
features are extracted from a sequence, and most dependencies 
occur between adjacent positions. Interpolated Markov model 
was introduced to deal with limited amount of samples [2], 
and the high amount of possible features. This method used 
filter method to select only relevant features and interpolation 
between different orders of the Markov model to deal with 
small sample sizes.  Later Interpolated Markov Model was 
extended to deal with non-adjacent feature dependencies, 
resulting in the interpolated context model (ICM), which 
crosses a Bayesian decision tree with a filter method (λ2) to 
assess feature relevance. Recognition of promoter regions and 
the prediction [3], of microRNA targets are the use of FS 
techniques in the domain of sequence analysis.  

2) Signal Analysis 
For the recognition of short, more or less conserved signals 

in the sequence many sequence analysis methods are used and 
also to represent the binding sites for various proteins or 
protein complexes. Regression Approach is the  common 
approach to find regulatory motifs and  to relate motifs to gene 
expression levels to search for the motifs that maximize the fit 
to the regression model [4], Feature selection is used .In 2003 
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to find discriminative motifs  a classification approach is 
chosen . This method uses the threshold number of 
misclassification (TNoM) to score genes for relevance to 
tissue classification. From the TNoM score, to   represents the 
significance of each motif a P-value is calculated and 
according to their P-value Motifs are then sorted. 

Another line of research is performed in the context of the 
gene prediction setting, where structural elements such as the 
translation initiation site (TIS) and splice sites are modeled as 
specific classification problems. In future research, FS 
techniques can be expected to be useful for a number of 
challenging prediction tasks, such as identifying relevant 
features related to alternative TIS and alternative splice sites . 

B. Feature Selection for Microarray Analysis 

The human genome contains approximately 20,000 genes. 
At any given moment, each of our cells has some combination 
of these genes turned on, and others are turned off. Scientists 
can answer this question for any cell sample or tissue by gene 
expression profiling, using a technique called microarray 
analysis. Microarray analysis involves breaking open a cell, 
isolating its genetic contents, identifying all the genes that are 
turned on in that particular cell and generating a list of those 
genes.  

During the last decade, the introduction of microarray 
datasets stimulated a new line of research in bioinformatics. 
Microarray data pose a great challenge for computational 
techniques, because of their small sample sizes and their large 
dimensionality. Furthermore, additional experimental 
complications like noise and variability render the analysis of 
microarray data an exciting domain. A dimension reduction 
technique was realized in order to deal with these particular 
characteristics of microarray data and soon their application 
became a de facto standard in the field. Whereas in 2001, the 
field of microarray analysis was still claimed to be in its 
infancy a considerable and valuable effort has since been done 
to contribute new and adapt known FS methodologies. 

1) The Univariate Filter Paradigm 
This Method is simple yet efficient because of the high 

dimensionality of most microarray analyses, fast and efficient 
FS techniques such as univariate filter methods have attracted 
most attention. The prevalence of these techniques has 
dominated the field and  now comparative evaluations of 
different FS techniques and classification over DNA 
microarray datasets focused on the univariate .This domination 
of the this approach can be explained by a number of reasons: 

(a) The univariate feature rankings output is intuitive and easy 

to understand; 

(b)  the objectives and expectations that bio-domain experts 

have when wanting to subsequently validate the result by 

laboratory techniques or in order to explore literature searches 

is fulfilled by  the output of the gene ranking . The experts 

could not feel the need for selection techniques that take into 

account gene interactions; 

(c)  multivariate gene selection techniques the needs extra 

computation time . 

(d) the possible unawareness of subgroups of gene expression 

domain experts about the existence of data analysis techniques 

to select genes in a multivariate way; 
The detection of the threshold point in each gene that 

reduces the number of training sample misclassification and 
setting a threshold on the observed fold-change differences in 
gene expression between the states under study are some of 
the simplest heuristic rule for the identification of 
differentially expressed genes. A wide range of new univariate 
feature ranking techniques has since then been developed. 
These techniques can be divided into two classes: parametric 
and model-free methods. 

Parametric methods assume a given distribution from 
which the observations (samples) have been generated. t-test 
and ANOVA are  the two samples  among the most widely 
used techniques  in microarray studies, although the usage of 
their basic form, possibly without justification of their main 
assumptions, is not advisable [5]. To deal with the small 
sample size and inherent noise of gene expression datasets 
include a number of t- or t-test like statistics (differing 
primarily in the way the variance is estimated) and a number 
of Bayesian frameworks are the  modifications of the standard 
t-test. Regression modeling approaches and Gamma 
distribution models are the other types of parametrical 
approaches found in the literature. 

Due to the uncertainty about the true underlying 
distribution of many gene expression scenarios, and the 
difficulties to validate distributional assumptions because of 
small sample sizes, non-parametric or model-free methods 
have been widely proposed as an attractive alternative to make 
less stringent distributional assumptions. The Wilcox on rank-
sum test [6], between-within classes sum of squares 
(BSS/WSS) [7], and the rank products method [8]. Are the 
model-free metrics of statistics field have demonstrated their 
usefulness in many gene expression studies. 

These model-free methods uses random permutations of 
the data to estimate the reference distribution of the statistics 
allowing the computation of a model-free version of the 
associated parametric tests. These techniques deal with the 
specificities of DNA microarray data, and do not depend on 
strong parametric assumptions. Their permutation principle 
partly alleviates the problem of small sample sizes in 
microarray studies and enhancing the robustness against 
outliers. 

2) The multivariate paradigm for filter, wrapper and 

embedded techniques 
Univariate selection methods have certain restrictions and 

it leads to less accurate classifiers by, e.g. not taking into 
account gene–gene interactions. Thus, researchers have 
proposed techniques that try to capture these correlations 
between genes. Correlation-based feature selection (CFS) [9],  
and several variants of the Markov blanket filter method are  
the application of multivariate filter methods ranges from 
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simple bivariate interactions  towards more advanced solutions 
exploring higher order interactions. The two other solid 
multivariate filter procedures are Minimum Redundancy-
Maximum Relevance (MRMR) [10], and Uncorrelated 
Shrunken Centroid (USC) [11], algorithms highlighting the 
advantage of using multivariate methods over univariate 
procedures in the gene expression domain. 

Feature selection uses an alternative way to perform a 
multivariate gene subset selection, incorporating the 
classifier’s bias into the search and thus offering an 
opportunity to construct more accurate classifiers. The scoring 
function is another characteristic of any wrapper procedure 
and is used to evaluate each gene subset found. As the 0–1 
accuracy measure allows for comparison with previous works, 
the vast majority of papers use this measure. However, recent 
proposals advocate the use of methods for the approximation 
of the area under the ROC curve [12], or the optimization of 
the LASSO (Least Absolute Shrinkage and Selection 
Operator) model [13].For screening different types of errors in 
many biomedical scenarios ROC curves certainly provide an 
interesting evaluation measure. 

The embedded capacity of several classifiers to discard 
input features and thus propose a subset of discriminative 
genes has been exploited by several authors. A random forest 
(a classifier that combines many single decision trees) is an 
example to calculate the importance of each gene. The weights 
of each feature in linear classifiers, such as SVMs and logistic 
regression are used by embedded FS techniques and these 
weights are used to reflect the relevance of each gene in a 
multivariate way, and thus allow for the removal of genes with 
very small weights. 

Due to the lesser degree embedded approaches and higher 
computational complexity of wrapper, these techniques have 
not received as much interest as filter proposals. However 
univariate filter method is an advisable practice to pre-reduce 
the search space, and only then apply wrapper or embedded 
methods, hence fitting the computation time to the available 
resources. 

C. Mass Spectra Analysis 

For disease diagnosis and protein-based biomarker 
profiling the emerging new and attractive framework is the 
Mass spectrometry technology (MS). A mass spectrum sample 
is characterized by thousands of different mass/charge (m/ z) 
ratios on the x-axis, each with their corresponding signal 
intensity value on the y-axis. A typical MALDI-TOF low-
resolution proteomic profile can contain up to 15,500 data 
points in the spectrum between 500 and 20, 000 m/z, and the 
number of points even grows using higher resolution 
instruments. 

For data mining and bioinformatics purposes, it can 
initially be assumed that each m/ z ratio represents a distinct 
variable whose value is the intensity. The data analysis step is 
severely constrained by both high-dimensional input spaces 
and their inherent sparseness, just as it is the case with gene 
expression datasets.  Although the amount of publications on 

mass spectrometry based data mining is not comparable to the 
level of maturity reached in the microarray analysis domain, 
an interesting collection of methods has been presented in the 
last 4–5 years. 

       The following crucial steps is to extract the variables 
that will constitute the initial pool of candidate discriminative 
features and starting from the raw data, and after an initial step 
to reduce noise and normalize the spectra from different 
samples . Some studies employ the simplest approach of 
considering every measured value as a predictive feature, thus 
applying FS techniques over initial huge pools of about 15,000 
variables, up to around 1,00,000 variables. The elaborated 
peak detection and alignment techniques are the great deal of 
current studies performs aggressive feature extraction 
procedures. These procedures tend to seed the dimensionality 
from which supervised FS techniques will start their work in 
less than 500 variables. To set the computational costs of 
many FS techniques to a feasible size the feature extraction 
step is thus advisable in these MS scenarios. Univariate filter 
techniques seem to be the most common techniques used 
which is Similar to the domain of microarray analysis, even 
though the use of embedded techniques is certainly emerging 
as an alternative. The other parametric measures such as 
notable variety of non-parametric scores and F-Test have also 
been used in several MS studies. Although the t-test maintains 
a high level of popularity. Multivariate filter techniques on the 
other hand, are still somewhat underrepresented. 

In MS studies Wrapper approaches have demonstrated 
their usefulness by a group of influential works. in the major 
part of these papers different types of population-based 
randomized heuristics are used as search engines: genetic 
algorithms [14], particle swarm optimization (Ressom et al., 
2005) and ant colony procedures [15].To discard input 
features an increasing number of papers uses the embedded 
capacity of several classifiers. Variations of the popular 
method originally proposed for gene expression domains using 
the weights of the variables in the SVM-formulation to discard 
features with small weights, have been broadly and 
successfully applied in the MS domain .Based on a similar 
framework, to rank the features by the weights of the input 
masses in a neural network classifier. The alternative 
embedded FS strategy is the embedded capacity of random 
forests and other types of decision tree-based algorithms. 

IV. DEALING WITH SMALL SAMPLE DOMAINS 

Small sample sizes and their over fitting and inherent risk 
contain a great challenge for many modeling problems in 
bioinformatics.  Two initiatives have emerged in the context of 
feature selection (i.e.) the use of adequate evaluation criteria, 
and the use of stable and robust feature selection models in 
response to this novel experimental situation. 

A. Adequate evaluation criteria  

Several papers have warned about the substantial number 
of applications not performing an independent and honest 
validation of the reported accuracy percentages. In such cases, 
a discriminative subset of features is often selected by the 
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users using the whole dataset.   This subset is used to estimate 
the accuracy of the final classification model thus testing the 
discrimination rule on samples that were already used to 
propose the final subset of features. The need for an external 
feature selection process in training the classification rule at 
each stage of the accuracy estimation procedure is gaining 
space in the bioinformatics community practices. Furthermore, 
novel predictive accuracy estimation methods with promising 
characteristics, such as bolstered error estimation have 
emerged to deal with the specificities of small sample 
domains.  

B. Ensemble feature selection approaches 

An ensemble system, on the other hand is composed of a 
set of multiple classifiers and performs classification be 
selecting from the predictions made by each of the classifiers. 
Since wide research has shown that ensemble systems are 
often more accurate than any of the individual classifiers of 
the system alone and it is only natural that ensemble systems 
and feature selection would be combined at some point.  

Instead of choosing one particular FS method different FS 
methods can be combined using ensemble FS approaches and 
accepting its outcome as the final subset Based on the 
evidence that there is often not a single universally optimal 
feature selection technique and due to the possible existence of 
more than one subset of features that discriminates the data 
equally well [11], model combination approaches such as 
boosting have been adapted to improve the robustness and 
stability of final, discriminative methods [16]. To assess the 
relevance of each feature   in an ensemble FS the methods 
based on a collection of decision trees (e.g. random forests) 
can be used. Although the use of ensemble approaches 
requires additional computational resources, we would like to 
point out that they offer an advisable framework to deal with 
small sample domains, provided the extra computational 
resources are affordable. 

V. FEATURE SELECTION IN UPCOMING DOMAINS 

A. Single nucleotide polymorphism analysis 

A single-nucleotide polymorphism (SNP, pronounced 
snip) is a DNA sequence variation occurring when a single 
nucleotide — A, T, C, or G — in the genome (or other shared 
sequence) differs between members of a species or paired 
chromosomes in an individual. Single nucleotide 
polymorphisms (SNPs) are mutations at a single nucleotide 
position that occurred during evolution and were passed on 
through heredity, accounting for most of the genetic variation 
among different individuals. SNPs are number being estimated 
at about 7 million in the human genome and it is the forefront 
of many disease-gene association studies. The important step 
towards disease-gene association is selecting a subset of SNPs 
that is sufficiently informative but still small enough to reduce 
the genotyping overhead. Typically, the number of SNPs 
considered is not higher than tens of thousands with sample 
sizes of about 100.  

In the past few years several computational methods for 
htSNP selection (haplotype SNPs; a set of SNPs located on 
one chromosome) have been proposed. One approach is based 
on the hypothesis that the human genome can be viewed as a 
set of discrete blocks that only share a very small set of 
common haplotypes. The aim of this approach is to identify a 
subset of SNPs that can either explain a certain percentage of 
haplotypes or atleast distinguish all the common haplotypes. 
Another common htSNP selection approach is based on 
pairwise associations of SNPs, and tries to select a set of 
htSNPs such that each of the SNPs on a haplotype is highly 
associated with one of the htSNPs [17]. The remaining SNPs 
can be reconstructed and it is the third approach considering 
htSNPs as a subset of all SNPs. The idea is to select htSNPs 
based on how well they predict the remaining set of the 
unselected SNPs.   

B. Text and literature mining 

It is the emerging as a promising area for data mining in 
biology. Text mining or text data mining, or text analytics, 
refers to the process of deriving high-quality information from 
text. Text mining usually involves the process of structuring 
the input text (usually parsing, along with the addition of some 
derived linguistic features and the removal of others, and 
subsequent insertion into a database), deriving patterns within 
the structured data, and finally evaluation and interpretation of 
the output. Bag-of-Words (BOW) representation is one 
important representation of text and documents where the 
variable represents each word in the text representation of the 
text may lead to very high dimensional datasets, pointing out 
the need for feature selection techniques. 

In the field of text classification the application of feature 
selection techniques is common and the application in the 
biomedical domain is still in its infancy.  A large number of 
feature selection techniques that were already developed in the 
text mining community for tasks such as biomedical document 
clustering and classification and it will be of practical use for 
researchers in biomedical literature mining . 

VI. FS SOFTWARE PACKAGES 

Table I shows an overview of existing software In order to 
provide the interested reader with some pointers to existing  
software packages implementing a variety of feature selection 
methods. The software is organized into four sections: general 
purpose FS techniques, techniques tailored to the domain of 
microarray analysis, techniques specific to the domain of mass 
spectra analysis and techniques to handle SNP selection and 
all software packages mentioned are free for academic use. 
For each software package, the main reference, 
implementation language and website is shown. 

For each software package, the main reference, 
implementation language and website is shown. 
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TABLE I  SOFTWARE FOR FEATURE SELECTION 

 
General Purpose FS software 

 

WEKA   Java Witten and Frank(2005) http://www.cs.waikato.ac.nz/ml/weka 

Fast Correlation Based Filter Java Yu and Liu(2004)  http://www.public.asu.edu/~huanliu/FCBF/FCBFsoftware.html 

MLC++   C++ Kohavi et al.(1996)  http://www.sgi.com/tech/mlc 

Feature selection Book Ansi C Liu and Motoda(1998) http://public.asu.edu/~huanliu/FSbook 

 

Microarray analysis FS software 

 

SAM   R.Excel Tusher et al.(2001)  http://www-stat.stanford.edu/~tibs/SAM/ 

PCP   C,C++ Buturovic(2005)  http://pcp.sourceforge.net 

GALGO   R Trevino & Falciani(2006) http://www.bip.bham.ac.uk/bioinf/galgo.html 

GA-KNN   C Li et al(2001)  http://dir/niehs.nih.gov/microarray/datamining/ 

Nudge(Bioconductor)  R Dean & Raftery(2005) http://www.bioconductor.org/ 

Qvalue(Bioconductor) R Storey(2002)  http://www.bioconductor.org/ 

DEDS(Bioconductor)  R Yang et.al(2005)  http://www.bioconductor.org/ 

 

Mass Spectra analysis FS software 

 

GA-KNN   C Li et al(2004)  http://dir.niehs.nih.gov/microarray/datamining/ 

R-SVM   R,C,C++ Zhang et al.(2006)  http://www.hsph.harvard.edu/bioinfocore/RSVMhome/R-SVM.html 

 

SNP  analysis FS software 

 

CHOISS   C++, Perl Lee and Kang(2004)  http://biochem.kaist.ac.kr/choiss.htm 

WCLUSTAG  Java Sham et al.(2007)  http://bioinfo.hku.hk/wclustag 

VII.  CONCLUSIONS AND FUTURE PERSPECTIVES 

      In this article, it is reviewed the main contributions of 
feature selection research in a set of well-known 
bioinformatics applications.  Te large input dimensionality and 
the small sample sizes are the two main issues emerge as 
common problems in the bioinformatics domain.  Researchers 
designed FS techniques to deal with these problems in 
bioinformatics, machine learning and data mining.  

       During the last years a large and fruitful effort has 
been performed in the adaptation and proposal of univariate 
filter FS techniques. In general, it is observed that many 
researchers in the field still think that filter FS approaches are 
only restricted to univariate approaches. The proposal of 
multivariate selection algorithms can be considered as one of 
the most promising future lines of work for the bioinformatics 
community.  

A second line of future research is The development of 
especially fitted ensemble FS approaches to enhance the 
robustness of the finally selected feature subsets is the second 
line of future research. In order to alleviate the actual small 
sample sizes of the majority of bioinformatics applications, the 
further development of such techniques, combined with 
appropriate evaluation criteria, constitutes an interesting 
direction for future FS research. 

SNPs, text and literature mining, and the combination of 
heterogeneous data sources are the other interesting 
opportunities for future FS research will be the extension 
towards upcoming bioinformatics domains. While in these 
domains, the FS component is not yet as central as, e.g. in 
gene expression or MS areas, I believe that its application will 
become essential in dealing with the high-dimensional 
character of these applications. 
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Abstract - Accurate software effort estimation is an important 

part of software process. Effort is measured in terms of person 

months and duration. Both overestimation and underestimation 

of software effort may lead to risky consequences. Also, 

software project managers have to make estimates of how much 

a software development is going to cost. The dominant cost for 

any software is the cost of calculating effort. Thus, effort 

estimation is very crucial and there is always a need to improve 

its accuracy as much as possible. There are various effort 

estimation models, but it is difficult to determine which model 

gives more accurate estimation on which dataset. This paper 

empirically evaluates and compares the potential of Linear 

Regression, Artificial Neural Network, Decision Tree, Support 

Vector Machine and Bagging on software project dataset. The 

dataset is obtained from 499 projects. The results show that 

Mean Magnitude Relative error of decision tree method is only 

17.06%. Thus, the performance of decision tree method is better 

than all the other compared methods. 

 

Keywords— Software effort estimation, machine learning, 

decision tree, linear regression 

I. INTRODUCTION 

For any software organization, accurate estimation of 
effort is crucial for successful management and control of 
software project. In other words, in any software effort 
estimation, making an estimate of the person-months and the 
duration required to complete the project, is very important. 
Software effort estimation also plays very important role in 
determining cost of the software. Thus, effort estimation is 
crucial for the quality of the software. 

Software Effort estimation techniques fall under 
following categories: Expert judgment, Algorithmic 
estimation, Machine Learning, Empirical techniques, 
Regression techniques, and Theory-based techniques. It is 
difficult to determine which model gives more accurate result 
on which dataset. Thus, there is a need for predicting effort 
and making a comparative analysis of various machine 
learning methods.  

In this paper, we have done empirical study and 
comparison of some of the models on well-known China 
dataset [21]. The models which we are dealing with are 
developed using statistical and machine learning methods in 
order to verify which model performs the best. Linear 
Regression, Artificial Neural Network, Support Vector 
machine, Decision Tree, and bagging are the methods which 
are used in this work. These methods have seen an explosion 

of interest over years and hence it is important to analyse the 
performance of these methods. We have analysed these 
methods on large datasets collected from 499 projects. 

The paper is organized as follows: Section 2 summarizes 
the related work. Section 3 explains the research background, 
i.e. describes the dataset used for the prediction of effort and 
also explains various performance evaluation measures. 
Section 4 presents the research methodology followed in this 
paper. The results of the models predicted for software 
development effort estimation and the comparative analysis 
are given in section 5. Finally, the paper is concluded in 
section 6. 

II. RELATED WORK 

Software effort estimation is a key consideration to 
software cost estimation [5]. There are numerous Software 
Effort Estimation Methods such as Algorithmic effort 
estimation, machine learning, empirical techniques, 
regression techniques and theory based techniques. Various 
models have been discussed in previous researches.  An 
important task in software project management is to 
understand and control critical variables that influence 
software effort [5]. The paper by K.Smith, et.al. [17] has 
discussed the influence of four task assignment factors, team 
size, concurrency, intensity, and fragmentation on the 
software effort. These four task assignment factors are not 
taken into consideration by COCOMO I and COCOMO II in 
predicting software development effort. The paper [17] has 
proposed the Augmented and Parsimonious models which 
consider the task assignment factors to calculate effort and 
thus has proved that estimates are improved significantly by 
adding these factors while determining effort. Besides these 
task assignment factors which influence the effort estimation, 
the paper by Girish H. Subramanian, et.al.[5] ,concluded that 
the adjustment variables i.e. software complexity, computer 
platform, and program type have a significant effect on 
software effort. COCOMO I, COCOMO II, Function Points 
[1] and its various extensions all use adjustment variables, 
such as software complexity and reliability among others, to 
arrive at an adjusted estimate of software effort and cost. 
Also there is significant interaction between the adjustment 
variables which indicate that these adjustment variables 
influence each other and their interactions also have a 
significant effect on effort. 

Some recent study is also done in the field of ―Analogy 
based Estimations‖. Analogy based estimations compare the 
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similarities between the projects whose effort is to be 
estimated with all the historical projects. In other words, it 
tries to identify that historical project which is most similar to 
the project being estimated. To measure the similarity 
between pairs of projects, distance metrics are used. 
Euclidean (Jeffery et al., 2000), Manhattan (Emam et al., 
2001) and Minkowski distances (Stamelos et al., 2003) are 
the widely used distance metrics in analogy-based 
estimations, [14]. Various researches have been done to 
improve the estimation accuracy in analogy – based 
estimations. The author Chiu, et.al. [14], proposed an 
adjusted analogy-based software effort estimation model by 
adopting the GA method to adjust the effort based on the 
similarity distances. In other words, the effort of the closest 
project is not used directly, but it is adjusted to improve the 
accuracy. Another method of improving the estimation 
accuracy is proposed by Tosun, et.al [3]. In the traditional 
formula for Euclidean distance, the features are either 
unweighted or same weight is assigned to each of the features. 
The problem in the unweighted case is that importance of 
each feature is not taken into account.  In the paper [3], the 
authors have proposed a novel method for assigning weights 
to features by taking their particular importance on cost into 
consideration. Two weight assignment heuristics are 
implemented which are inspired by a widely used statistical 
technique called PCA. 

A lot of research has also been done in Machine learning 
techniques of estimation. The paper by Finnie and Wittig [7], 
has examined the potential of two artificial intelligence 
approaches i.e. artificial neural networks (ANN) and case-
based reasoning (CBR) for creating development effort 
estimation models using the same dataset which is ASMA 
(Australian Software Metrics Association). Also, the 
potential of artificial neural networks (ANN) and case-based 
reasoning (CBR), for providing the basis for development 
effort estimation models in contrast to regression models is 
examined by the same authors in their paper [6]. The authors 
concluded that artificial intelligence models are capable of 
providing adequate estimation models. Their performance is 
to a large degree dependent on the data on which they are 
trained, and the extent to which suitable project data is 
available will determine the extent to which adequate effort 
estimation models can be developed. CBR allows the 
development of a dynamic case base with new project data 
being automatically incorporated into the case base as it 
becomes available while ANNs will require retraining to 
incorporate new data. 

Besides ANN and CBR, other important machine 
learning techniques is CART (Classification and regression 
trees).  Recently, MART (Multiple additive regression trees) 
has been proposed that extends and improves the CART 
model using stochastic gradient model. The paper by Elish 
[12] empirically evaluates the potential and accuracy of 
MART as a novel  software effort estimation model when 
compared with recently published models, i.e. radial basis 
function (RBF) neural networks , linear regression , and 
support vector regression models with linear and RBF 
kernels. The comparison is based on a well-known and 
respected NASA software project dataset. The paper [2] has 
compared the results of Support vector regression with both 
linear regression and RBF kernels. 

Genetic Algorithms are also widely used for accurate 
effort estimation. The paper by Burgess and Lefley [4], 
evaluates the potential of genetic programming (GP) in 
software effort estimation and comparison is made with the 
Linear LSR, ANN etc. The comparison is made on the 
Desharnais data set of 81 software projects. The results 
obtained depend on the fitness function used. 

As we have seen, software repositories or datasets are 
widely used to obtain data on which effort estimation is done. 
But software repositories contain data from heterogeneous 
projects. Traditional application of regression equations to 
derive a single mathematical model results in poor 
performance [8]. The paper by Gallogo [8] has used Data 
clustering to solve this problem. 

In this research, the models are predicted and validated 
using both statistical and machine learning methods. The 
comparative analysis with previous researches has also been 
done. The results showed that the Decision Tree was the best 
among all the other models used with MMRE of 17 %.  

III. RESEARCH BACKGROUND 

A. Feature Sub Selection Method 

The data we have used is obtained from Promise data 
repository. The dataset comprises of 19 features, one 
dependent and eighteen independent variables. But, some of 
the independent variables are removed as they are not much 
important to predict the effort, thus making the model much 
simpler and efficient. There are various techniques used for 
reducing data dimensionality. We have used Feature sub 
selection technique which is provided in the WEKA tool [21] 
to reduce the number of independent variables.  After 
applying Correlation Based Feature Subselection (CFS), the 
19 variables were reduced to 10 variables (one dependent and 
nine independent variables).  Correlation based feature 
selection technique (CFS) is applied to select to select the 
best predictors out of independent variables in the datasets 
[11], [18]. The best combinations of independent variable 
were searched through all possible combinations of variables. 
CFS evaluates the best of a subset of variables by considering 
the individual predictive ability of each feature along with 
the degree of redundancy between them. The dependent 
variable is Effort. Software development effort is defined as 
the work carried out by the software supplier from 
specification until delivery measured in terms of hours [18].  

The independent variables are Output, Enquiry, Interface, 
Added, PDR_AFP, PDR_UFP, NPDR_AFP, NPDU_UFP 
and Resource. All the independent variables correspond to 
function point method [1].  

B. Empirical Data Collection 

The dataset which we have used consists of 19 drivers of 
effort for predicting effort estimation model. The descriptive 
statistics of nine independent variables chosen by CFS 
method is shown in table 1. The mean value of the effort 
(dependent variable) is found to be 3921. 
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TABLE I.  DATASET STATISTICS 

Variables Mean Min. Max. Median Standard 

Deviation 

Output 114 0 2455 42 221 

Enquiry 62 0 952 24 105 

Interface 24 0 1572 0 85 

Added 360 0 1358 135 829 

PDR_AFP 12 0.3 83.8 8.1 12 

PDR_UFP 12 0.3 96.6 8 13 

NPDR_AFP 13 0.4 101 8.8 14 

NPDR_UFP 14 0.4 108.3 8.9 15 

Resource 1 1 4 1 1 

Effort 3921 26 50620 1829 6474 

C. Performance Measures 

We have used the following evaluation criterion to 
evaluate the estimate capability. Among all the mentioned 
measures, the most commonly used are PRED(A) and 
MMRE. Hence, we will use these two measures to compare 
our results with the results of the previous researches. 

1. Mean Magnitude of relative error (MMRE) (or mean 

absolute relative error) [9], [6]  
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(1) 

 

Where Pi is the predicted value for datapoint i; 

           Ai is the actual value for datapoint i; 

           n is the total number of datapoints 

 

2. PRED(A)  

It is calculated from the relative error. It is defined as the 
ratio of datapoints with error (MRE) less than equal to A to 
the total number of datapoints. Thus, higher the value of 
PRED(A), the better it is considered. 

 

PRED (A) = d/n               (2) 

Where d is the value of MRE where datapoints have less 
than or equal to A error .Commonly used value of A is 25% 
in the literature.   

3. Root Mean Squared Error (RMSE) 

The root mean squared error is defined as:  
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Where Pi is the predicted value for datapoint i; 

            Ai is the actual value for datapoint i; 

             n is the total number of datapoints 

If Pi =Ai ,    i = 1,2, …, n; then E=0 (ideal case) 

Thus, range of E is from 0 to infinity. RMSE gives high 
importance to large errors because the errors are squared 
before they are averaged. Thus, RMSE is used the most when 
large errors are undesirable. 

4. Relative absolute Error (RAE) 

The relative absolute error of individual dataset j is defined 

as: 
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Where Pij is the value predicted by the individual dataset j   

for datapoint i; 

           Ai is the actual value for datapoint ; 

           n is the total number of datapoints; 

           Am is the mean of all Ai 

For ideal case, the numerator is equal to 0 and Ej = 0. Thus, 

the Ej ranges from 0 to infinity. 

 

5. Root Relative Squared Error 

The root relative squared error of individual dataset j is 
defined as: 
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Where Pij is the value predicted by the individual dataset j 

for datapoint i; 

           Ai is the actual value for datapoint i; 

           n is the total number of datapoints; 

           Am is the mean of all Ai 
For ideal case, the numerator is equal to 0 and Ej = 0. 

Thus, the Ej ranges from 0 to infinity. 

6. Mean Absolute error 

The mean absolute error measures of how far the 
estimates are from actual values. It could be applied to any 
two pairs of numbers, where one set is "actual" and the other 
is an estimate, prediction. 

7. Correlation Coefficient 

Correlation measures of the strength of a relationship 
between two variables. The strength of the relationship is 
indicated by the correlation coefficient. The larger the value 
of correlation coefficient, the stronger the relationship. 

D. Validation Measures 

There are three validation techniques namely hold-out, 
leave-one-out and K-cross validation [13]. As our dataset is 
large consists of 499 data points, the hold out method is used 
where the dataset is divided into two parts, i.e. the training 
and validation set.  

IV. RESEARCH METHODOLOGY 

In this paper, we are using the machine learning 
techniques in order to predict effort. We have used one 
regression and four machine learning methods in order to 
predict effort. Support vector machines, Artificial Neural 
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Network, Decision tree and Bagging methods have seen an 
explosion of interest over the years, and have successfully 
been applied in various areas. 

A. Linear Regression 

Linear regression analyses the relationship between two 
variables, X and Y. One variable is the dependent variable 
and the other is the independent variable. For doing this, it 
finds a line which minimizes the sum of the squares of the 
vertical distances of the points from the line. In other words, 
it is method of estimating the conditional expected value of 
one variable y given the values of some other variable or 
variables x. 

B. Support Vector Machine 

Support Vector Machine (SVM) is a learning technique 
which is used for classifying unseen data correctly. For doing 
this, SVM builds a hyperplane which separates the data into 
different categories. The dataset may or may not be linearly 
separable. By ‗linearly separable‘ we mean that the cases can 
be completely separated i.e. the cases with one category are 
on the one side of the hyperplane and the cases with the other 
category are on the other side. For example Figure 1 shows 
the dataset where examples belong to two different categories 
– triangles and squares. Since these points are represented on 
a 2 – dimensional plane, they can be separated by a 1-
dimensional line. To separate these points into 2 different 
categories, there is infinite number of lines possible. Two 
possible candidate lines are shown in the figure 1. However, 
only one of the lines gives maximum separation/margin and 
that line is selected.‗Margin‘ is defined as distance between 
the dashed lines (as shown in figure) drawn parallel to the 
separating lines. These dashed lines give the distance 
between the separating line and closest vectors to the line. 
These vectors are called as support vectors. SVM can also be 
extended to the non-linear boundaries using kernel trick. The 
kernel function transforms the data into higher dimensional 
space to make the separation easy. We have used SVM for 
estimating continuous variable, i.e. effort. [19]. 

Figure 1.  S

VM  

 

C. Artificial Neural network 

Artificial Neural Network (ANN) comprises a network of 
simple interconnected units called ―neurons‖ or ―processing 
units‖. The ANN has three layers, i.e. the input layer, hidden 
layer and the output layer. The first layer has input neurons 
which send data via connections called weights to the second 
layer of neurons and then again via more weight to the third 
layer of output neurons. More complex systems have more 
than one hidden layers. But it has been proved in literature 
that more than one hidden layer may not be acceptable [20]. 

The most common algorithm for training or learning is 
known as error back –propagation algorithm. 

Error back-propagation learning consists of two passes: a 
forward pass and a backward pass. In the forward pass, an 
input is presented to the neural network, and its effect is 
propagated through the network layer by layer. During the 
forward pass the weights of the network are all fixed. During 
the backward pass the weights are all updated and adjusted 
according to the error computed..  An error is composed from 
the difference between the desired response and the system 
output. This error information is fed back to the system and 
adjusts the system parameters in a systematic fashion (the 
learning rule). The process is repeated until the performance 
is acceptable. The model predicted in this study consists of 9 
input layers (independent variables chosen in our study) and 
one output layer.   

D. Decision Tree 

Decision tree is a methodology used for classification and 
regression. It provides a modelling technique that is easy for 
human to comprehend and simplifies the classification 
process. Its advantage lies in the fact that it is easy to 
understand; also, it can be used to predict patterns with 
missing values and categorical attributes. Decision tree 
algorithm is a data mining induction techniques that 
recursively partitions a data set of records using depth-first 
greedy approach or breadth-first approach until all the data 
items belong to a particular class. 

A decision tree structure is made of (root, internal and 
leaf) nodes and the arcs. The tree structure is used in 
classifying unknown data records. At each internal node of 
the tree, a decision of best split is made using impurity 
measures. We have used M5P implemented in WEKA Tool 
[21]. This method generated M5 model rules and trees. The 
details of this method can be found in [16]. 

E. Bagging 

 Bagging which is also known as bootstrap 
aggregating is a technique that repeatedly samples (with 
replacement) from a data set according to a uniform 
probability distribution [10]. Each bootstrap sample has the 
same size as the original data. Because the sampling is done 
with replacement, some instances may appear several times 
in the same training set, while others may be omitted from 
the training set. On average, a bootstrap sample Di contains 
approximately 63% of the original training data because each 
sample has a probability 1- ( 1- 1/N)N of being selected in 
each Di. If N is sufficiently large, this probability converges 
to 1-1/e = 0.632. After training the k classifiers, a test 
instance is assigned to the class that receives the highest 
number of votes. 

V. ANALYSIS RESULTS 

A. Model Prediction Results 
China Dataset [15] was used to carry out the prediction of 

effort estimation model. A holdout technique of cross 
validation was used to estimate the accuracy of effort 
estimation model. The dataset was divided into two parts i.e. 
training and validation set in ratio of 7:3. Thus 70% was used 
for training the model and 30% was used for validating 
accuracy of the model. Four machine learning methods and 
one regression method was used to analyse the results. 
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The model with the lower MMRE, RMSE, RAE, RRSE, 
MAE and the higher correlation coefficient and PRED(25)  is 
considered to be the best among others. As shown in table, 
the decision tree results are found to be best with the MMRE 
value 17.06%,RAE value 32.02, RRSE value 
38.40 ,correlation coefficient 0.93 , and PRED(25) value 

52%. Hence decision tree method is found to be effective in 
predicting effort. Also, the results of decision tree are 
competent with the traditional linear regression model. 

 

TABLE II.  OUR RESULTS 

 

Performance Measures 

Linear 

regression 

Support 

Vector 

Machine 

Artificial 

Neural 

Network 

Decision 

tree 

Bagging 

Mean Magnitude Relative Error (MMRE) % 17.97 25.63 143.79 17.06 74.23 

Root mean squared error (RMSE) % 4008.11 3726.71 5501.18 2390.47 3656.75 

Relative absolute error 

(RAE) % 

54.16 48.49 71.50 32.02 45.79 

Root relative squared error (RRSE) % 64.74 60.13 91.17 38.40 59.11 

Correlation coefficient 0.79 0.81 0.75 0.93 0.83 

Mean absolute error 

(MAE) % 

1981.48 1774.36 2561.00 1173.43 1668.03 

PRED(25) % 36 38.66 11.33 52 34.66 
 

The graphs as shown in figures 2-6, for the actual and the 
values as predicted by the particular model are shown on Y-
axis and they correspond to the 499 projects.. The ‗black‘ 
curve presents the curve for the actual values, whereas the  

 

 

‗red‘ curve presents the curve for the predicted values. The 
closer the actual and predicted curves, the lesser are the error 
and better are the model. The graphs show that the actual and 
the predicted values are very close to each other. As shown in 
figure 5, the decision tree shows the best result.  

Figure 2.  Results Using Linear Regression  

Figure 3.  Results Using Support Vector Machine  
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Figure 4.  Results Using Artificial Neural Network  

Figure 5.  Results Using Decision Tree  

Figure 6.  Results Using Bagging 

B. Comparative analysis with previous studies 

Our results of effort estimation model predicted using 

decision tree method were better than all the other four 

methods used in our study. We have compared our results 

with eight other previous studies. The previous studies under 

comparison have same dependent variable, although the 

independent variables vary for each study. As shown in table 

3, out of 24 models of literature, our decision tree model has 

outperformed the MMRE values of 21 models. The results of 

PRED(25) are also very good and higher as compared to 

most of the models. Thus, our effort estimation model using 

decision tree method is widely acceptable. 
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TABLE III.  COMPARISON ANALYSIS 

 

Papers 

 

Methods Used 

 

Pred(25) 

 

 

MMRE 

 

 
 

Our 

Results 

 

Decision Tree 

 

52 

 

17.06 

Bagging 34.66 74.23 

Linear Regression 36 17.97 

SVM 38.66 25.63 

ANN 11.33 143.79 

 
 
 

[14] 

 

ANN 

 

22 

 

90 

Classification And Regression Trees 26 77 

Ordinary Least Square Regression 33 72 

Adjusted analogy-based estimation using Euclidean distance 57 38 

Adjusted analogy-based estimation using Manhattan distance 52 36 

Adjusted analogy-based estimation using Minkowski distance 61 43 

 
[17] 

 

Augmented COCOMO 

 

Pred(20)31.67 

 

65 

Parsimonious COCOMO 30.4 64 

 
[8] 

 

Clustering 

 

Pred(30) 35.6 

 

1.03 

 
[6] 

 

Regressive 

-  

62.3 

ANN - 35.2 

Case Based Reasoning - 36.2 

 
 

[12] 

 

Multiple Additive Regression Trees 

 

88.89 

 

8.97 

Radial Basis Function 72.22 19.07 

SVR Linear 88.89 17.4 

SVR RBF 83.33 17.8 

Linear Regression 72.22 23.3 

 

[4] 

 

Genetic Programming 

 

23.5 

 

44.55 

ANN 56 60.63 

 

[7] 

 

ANN 

-  

17 

Case Based Reasoning - 48.2 

 

[21] 

 

SVR 

 

88.89 

 

16.5 

Linear Regression 72.22 23.3 

Radial Basis Function 72.22 19.07 

VI. CONCLUSION 

In this research we have made a comparative analysis of 
one regression with four machine learning methods for 
predicting effort. We have obtained results using the data 
obtained from Promise data repository. The dataset consists 
of 19 features which we have reduced to 10 features using 
CFS method. The results show that the decision tree was the 
best method for predicting effort with MMRE value 17% and 
PRED(25) value 52%. The software practitioners and 
researchers may apply decision tree method for effort 
estimation. Hence, machine learning methods selected in this 
study have shown their ability to provide an adequate model 
for predicting maintenance effort. 

 

 

The future work can further replicate this study for 
industrial software. We plan to replicate our study to predict 
effort prediction models based on other machine learning 
algorithms such as genetic algorithms. We may carry out cost 
benefit analysis of models that will help to determine 
whether a given effort prediction model would be 
economically viable. 
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