


THE SCIENCE AND INFORMATION ORGANIZATION

www.thesa i .o rg  |  in fo@thesa i .o rg



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 4, No.3, 2013 

(i) 

www.ijacsa.thesai.org 

Editorial Preface 

From the Desk  of Managing Editor… 

It is our pleasure to present to you the March 2013 Issue of International Journal of Advanced Computer Science and 

Applications.  

Today, it is incredible to consider that in 1969 men landed on the moon using a computer with a 32-kilobyte memory 

that was only programmable by the use of punch cards. In 1973, Astronaut Alan Shepherd participated in the first 

computer "hack" while orbiting the moon in his landing vehicle, as two programmers back on Earth attempted to "hack" 

into the duplicate computer, to find a way for Shepherd to convince his computer that a catastrophe requiring a 

mission abort was not happening; the successful hack took 45 minutes to accomplish, and Shepherd went on to hit his 

golf ball on the moon. Today, the average computer sitting on the desk of a suburban home office has more 

computing power than the entire U.S. space program that put humans on another world!! 

Computer science has affected the human condition in many radical ways. Throughout its history, its developers have 

striven to make calculation and computation easier, as well as to offer new means by which the other sciences can be 

advanced. Modern massively-paralleled super-computers help scientists with previously unfeasible problems such as 

fluid dynamics, complex function convergence, finite element analysis and real-time weather dynamics. 

At IJACSA we believe in spreading the subject knowledge with effectiveness in all classes of audience. Nevertheless, 

the promise of increased engagement requires that we consider how this might be accomplished, delivering up-to-

date and authoritative coverage of advanced computer science and applications. 

Throughout our archives, new ideas and technologies have been welcomed, carefully critiqued, and discarded or 

accepted by qualified reviewers and associate editors. Our efforts to improve the quality of the articles published and 

expand their reach to the interested audience will continue, and these efforts will require critical minds and careful 

consideration to assess the quality, relevance, and readability of individual articles. 

To summarise, the journal has offered its readership thought provoking theoretical, philosophical, and empirical ideas 

from some of the finest minds worldwide. We thank all our readers for their continued support and goodwill for IJACSA.  

We will keep you posted on updates about the new programmes launched in collaboration. 

Lastly, we would like to express our gratitude to all authors, whose research results have been published in our journal, as 

well as our referees for their in-depth evaluations. 

We hope that materials contained in this volume will satisfy your expectations and entice you to submit your own 

contributions in upcoming issues of IJACSA 

Thank you for Sharing Wisdom! 
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Abstract—Sensitivity analysis and validation of the proposed 

refractive index estimation method with ground based 

atmospheric polarized radiance measurement data is conducted. 

Through the sensitivity analysis, it is found that Degree of 

Polarization: DP is highly dependent upon surface reflectance 

followed by imaginary and real part of refractive index and 

Junge parameter. DP at 550nm is greater than that at 870nm 

slightly. DP is decreased in accordance with increasing of real 

part and is increased with increasing of imaginary part while DP 

is increased with increasing of Junge parameter. It is also found 

that the peak of DP is appeared not only 90 degree of scattering 

angle but also at around 150 degree, in particular, when aerosol 

scattering is dominant. By using the aforementioned 

characteristics, it may be concluded that it is possible to estimate 

refractive index with ground based polarized radiance 

measurements 

Keywords—solar irradiance; refractive index; atmospheric 

polarized radiance 

I.  INTRODUCTION 

The largest uncertainty in estimation of the effects of 
atmospheric aerosols on climate systems is from uncertainties 
in the determination of their microphysical properties, 
including the aerosol complex index of refraction that in turn 
determines their optical properties. The methods, which allow 
estimation of refractive indices, have being proposed so far 
[1]-[3]. Most of the methods use ground based direct, diffuse 
and aureole measurement data such as AERONET [4] and 
SKYNET [5]. The methodology for estimation of a complete 
set of vertically resolved aerosol size distribution and 
refractive index data, yielding the vertical distribution of 
aerosol optical properties required for the determination of 
aerosol-induced radiative flux changes is proposed [6].  

The method based on the optical constants determined 
from the radiative transfer models of the atmosphere is also 
proposed [7]. Laboratory based refractive indices estimation 
methods with spectral extinction measurements are proposed 
[8],[9]. All these existing methods are based on radiance from 
the sun and the atmosphere. Ground based measuring 
instruments for solar direct, diffuse and aureole measurements 
are, in general, heavy and large. The method proposed here is 
based on the polarized radiance from the sun and the 
atmosphere that is measured with light and small measuring 
instrument. The method uses the fact that polarized radiance 

depends on aerosol refractive index, size distribution, 
molecule scattering, gaseous transmission, ozone and water 
vapor absorptions, etc. in the visible to near infrared 
wavelength region.  

Through optical depth measurements with a variety of 
relatively transparent wavelength, it is possible to estimate 
size distribution, molecule scattering, gaseous transmission, 
ozone and water vapor absorptions, etc. so that refractive 
index might be estimated. In order to assess the estimation 
accuracy of refractive index with the proposed method, 
sensitivity analysis is conducted with a variety of parameters 
of the atmosphere. 

The following section deals with the proposed method then 
Monte Carlo Ray Tracing: MCRT simulation is introduced 
followed by some experimental results on the sensitivity 
analysis. 

II. PROPOSED METHOD 

The method proposed here is based on the polarized 
radiance from the sun and the atmosphere that is measured 
with light and small measuring instrument. The method uses 
the fact that polarized radiance depends on aerosol refractive 
index, size distribution, molecule scattering, gaseous 
transmission, ozone and water vapor absorptions, etc. in the 
visible to near infrared wavelength region. Through optical 
depth measurements, total optical depth at the certain 
wavelength is known. Molecule scattering is a function of 
atmospheric pressure and the measured wavelength so that it is 
possible to estimate if the atmospheric pressure is measured. 
Ozone and water vapor absorption can be estimated with 
measured column ozone and water vapor. That is the same 
thing for gaseous transmission. Using MODTRAN or the 
other radiative transfer codes, it is estimated through a curve 
fitting with the measured optical depth at relatively transparent 
wavelength. Then aerosol optical depth is estimated. 

Aerosol size distribution is also estimated under some 
assumption such that the distribution is followed with the 
power of law distribution like Junge distribution. Using 
measured optical depth, Angstrom exponent is calculated 
together with Junge parameter is calculated. The rest of 
atmospheric parameters, real and imaginary parts of refractive 
index are estimated with the measured p and s polarized 
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radiances from the atmosphere with the observation angle of 
perpendicular to the sun as shown in Figure 1. 

 

Fig.1. Observation geometry of the proposed aerosol refractive index 

estimation with ground based polarized spectral radiance measurements. 

III. SENSITIVITY ANALYSIS 

Sensitivity on refractive index estimation, S is defined as 
follows, 

S = ∂DP / ∂X      (1) 

 
where DP denotes deviation of degree of polarization and 

X denotes R: Real part of refractive index, I: imaginary part of 
refractive index and J: Junge parameter. Monte Carlo 
simulation with 50km by 50km by 50km of cell is used for 
sensitivity analysis. 100 million of photons are put into the cell 
with selected solar azimuth and zenith angles from the top of 
the atmosphere.  

Optical depth of molecule and aerosol are given together 
with surface reflectance. Wavelength is set at 550 and 870nm 
as an example. p and s polarization of phase functions for 

aerosol and molecule are calculated a prior basis. Photon 

counter with ± 1 degree of aperture is set in the center of the 

bottom of the simulation cell with the observation angle of 
perpendicular to the sun. As a default value of real part of 
refractive index is set at 1.35 as an example, also 0.02 for 
imaginary part together with 2.6 for the Junge parameter. Real 
part is varied from 1.25 to 1.45 with 0.025 steps while 
imaginary part is changed from 0.005 to 0.03 with 0.005 steps 
together with Junge parameter ranges from 2.6 to 3.6 with 0.2 
steps. Meanwhile surface reflectance is changed from 0 to 1 
with 0.2 steps. 

The irradiance from the atmosphere pointed at 
perpendicular to the sun is increased in accordance with real 
part of refractive index. P polarized irradiance is always 
greater than that of s polarized irradiance. Also the Figure 
shows the irradiance is increased with increasing of surface 
reflectance. Meanwhile, the irradiance is decreased in 
accordance with increasing imaginary part of refractive index. 
Figure 2 and 3 show irradiance at the wavelength of 870 nm. 
These trends are same for 550nm that are not shown here, 
though.  

It is true that the p polarized irradiance is always greater 
than that of the s polarized one. Also the irradiance is 
decreasing with increasing surface reflectance always. As the 
matter of fact, high surface reflectance implies that scattering 
in the atmosphere is likely increased so that the irradiance is 
increased. It is assumed that the surface is flat and Lambertian 
so that p polarized irradiance is always greater than that of s 
polarized one. Also it is true that degree of polarization 
increases in accordance with imaginary part of refractive index 
and with Junge parameter while it decreases with increasing of 
real part of refractive index as is shown in Figure 2. 

 
Fig.2. Trends of degree of polarization: DP with real and imaginary parts of refractive index and Junge parameter. 

Using these relations, real and imaginary parts of 

refractive index can be estimated. Sensitivity that is defined 

with equation (1) then can be calculated. Figure 3 shows the 

sensitivities for influencing factors. 
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Fig.3. Sensitivity of real and imaginary parts of refractive index and Junge parameter on degree of polarization. 

Consequently refractive index can be estimated with 
ground based polarized irradiance measurement data. This 
method is applied to the actual data acquired at Saga 
University at 2:00 GMT on November 26 2003. Measured and 
estimated parameters are Aerosol optical depth: 0.1191, 
Molecule optical depth: 0.0152, Surface reflectance: 0.45, 
Solar zenith angle: 70 degree, Junge parameter: 2.6. Real part 
of refractive index: 1.35 and Imaginary part of refractive 
index: 0.02 at wavelength of 870nm. The last three items are 
estimated based on Skyradpack with skyradiometer, POM-01 
manufactured by Prede Co. Ltd. Japan. Major specification 
and outlook is shown in Table 1 and Figure 4, respectively. 

TABLE I.  MAJOR SPECIFICATION OF POM-01 

Instantaneous Field of 

View 
0.5 Degree 

Minimum Scattering 
Angle 

3 Degree 

Wavelength 315, 400, 500, 675, 870, 940, 1020nm 

Wavelength Selection Filter Wheel 

Detectors Silicon Photo Diode 

Measuring Range 2.5mA, 250uA, 25uA, 250nA, 25nA,2.5nA 

Driving System Pulse Motor Drive 

Tracking Mode 
Sun Epemeris Calculation Mode, Sun Sensor 

Mode  

Measuring Period Time, Air-mass 

Scan Direction Horizontal direction, Verical Direction 

No. of Scattering Angle 50 in Maximum 

Sun sensor 4 Elements Si Sensor 

PC Interface RS-232C 

Operable Temperature 

Range 
minus 10Deg.C toplus 45 DegC 

Power Consumption 200W 

Electricity 100V to 240V(2A) 

Weight 23Kg 

 

 

Fig.4. Outlook of POM-01 

The estimated results of real and imaginary parts of 
refractive index based on the proposed method with measured 
data of p/s polarized irradiance on the ground show 1.3524 for 
real part while 0.01931 for imaginary part, respectively. 
Discrepancy between the actual (derived from skyradiometer 
data) and the estimated refractive index is 0.1745% for real 
part and 3.4278% for imaginary part of refractive index. 

IV. VALIDATION 

The proposed method is also validated through field 
campaigns. DP measured for field campaigns at Roach Lake 
(Nevada in U.S.A.) and Coyote Lake (California in U.S.A.) 
which were conducted on December 3 and 10 2008. The 
detailed conditions are listed in Table 2. 

Phase function of DP can be measured with MS-720 of 
which polarization filter is attached at the optics entrance [10]. 
Major specification and outlook of MS-720 manufactured by 
Eiko Co. Ltd. is shown in Table 3 and Figure 5, respectively. 

Table 4,5 shows atmospheric parameters, Otpical Depth of 
aerosol: Taero, Optical Depth of molecule: Tmol., Surface 
Reflectance of p polarization: Ref(p), Surface Reflectance of s 
polarization: Ref(s), Solar Zenith Angle: Sunf, and Junge 
Parameter: Jp for each test site. 
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TABLE II.  DETAILED CONDITIONS OF TEST SITE 

Date and time 

(UTM) 

December 3 2008, 

18:38:34 

December 10 2008, 

18:38:34 

Solar azimuth 

and zenith angles 

154.48, 59.84 163.92, 59.61 

Location Roach 
Lake(38:30:18N,115:41:2

9W) 

Coyote 
Lake(35:03:53N,116:44:5

0W) 

Air-temperature, 

atmospheric 
pressure 

22.5, 933hPa 22.1, 974hPa 

Junge 

parameter(370/8
70, 500/870) 

2.73, 3.15 5.89, 7.21 

Ozone(DU), 

Water 

vapor(g/cm^2) 

284.7, 0.24 271.6, 0.46 

 

Fig.5. Outlook of MS-720 

TABLE III.  MAJOR SPECIFICATION OF MS-720 

Wavelength 350 to 1050nm 

No. Channels 256 Ch 

Wavelength Interval 3.3nm(1nm for 700 channels in PC) 

Wavelength Resolution less than 0.3nm 

Half Power Width 10nm 

Operable Temperature Range minus 10 to plus 40DegC 

Aparture 10, 25, 45, 180Degree 

Strey Light less than 0.15% 

Measureing Time Period 0.005 to 5 sec 

No.of Storable Spectral Data 900 of 256 channel data 

PC Interface USB or RS232C 

Size 100x160x60 

Weight 800g 

Electric Poer 1.5V x 4 

Figure 6 shows how Roach Lake and Coyote Lake looks 
like. These field campaigns are conducted under the not so bad 
weather condition with clear sky (partially clouded conditions 
as shown in Figure 7 of Terra/ASTER/VNIR images). As 
shown in Table 3, 4, aerosol particle size of Roach Lake is 
greater than that of Coyote Lake. Also aerosol optical depth of 
Roach Lake is greater than that of Coyote Lake.  

 

TABLE IV.  ATMOSPHERIC PARAMETERS FOR ROACH LAKE 

Wave Τaero τmol Refp Refs Sunθ Jp 

500nm 0.055 0.1630 0.364 0.354 63 2.75 

675nm 0.026 0.0534 0.494 0.442 63 2.75 

870nm 0.042 0.0127 0.580 0.549 63 2.75 

TABLE V.  ATMOSPHERIC PARAMTERS FOR COYOTE LAKE 

Wave τaero Τmol Refp Refs Sunθ Jp 

500nm 0.033 0.135 0.309 0.249 63 3.14 

675nm 0.011 0.0399 0.443 0.368 63 3.14 

870nm 0.017 0.0143 0.430 0.309 63 3.14 

 

 
(a)Roach Lake 

 
(b)Coyote Lake 

Fig.6. Test sites for field campaigns 
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(a)Roach Lake 

 

 
(b)Coyote Lake 

Fig.7. Terra/ASTER/VNIR images for the test site 

Estimated phase functions of DP with the measured p and s 
polarized irradiance at the test sites of Roach Lake and Coyote 
Lake are shown in Figure 8.  

Comparison of Junge parameter and refractive index 
derived from skyradiometer data and DP data are also made. 
As shown in Table 5, both Skyradiometer derived and the 
proposed DP measured atmospheric irradiance data derived 
Junge parameter, real part and imaginary parts of aerosol 
refractive indices are almost same. Therefore, the proposed 
method does work as same as skyradiometer based method for 
aerosol parameter estimations. 

 

 (a) Roach Lake campaign 

 

 (b) Coyote Lake campaign 

Fig.8. Estimated phase functions of DP with the measured p and s 

polarized irradiance at the test sites of Roach Lake and Coyote Lake 

TABLE VI.  COMPARISON OF JUNGE PARAMETER AND REFRACTIVE INDEX 

DERIVED FROM SKYRADIOMETER DATA AND DP DATA 

 

V. CONCLUSION 

Through the sensitivity analysis, it is found that Degree of 
Polarization: DP is highly dependent upon surface reflectance 
followed by imaginary and real part of refractive index and 
Junge parameter. DP at 550nm is greater than that at 870nm 
slightly. DP is decreased in accordance with increasing of real 
part and is increased with increasing of imaginary part while 
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DP is increased with increasing of Junge parameter. It is also 
found that the peak of DP is appeared not only 90 degree of 
scattering angle but also at around 150 degree, in particular, 
when aerosol scattering is dominant. 

By using the aforementioned characteristics, it may be 
concluded that it is possible to estimate refractive index with 
ground based polarized radiance measurements 

ACKNOWLEDGMENT  

The author would like to thank Ms. Yui Nishimura for her 
contributions for conducting experiments. 

REFERENCES 

[1] Shaw, G.E., Error analysis of multi-wavelength sunphotometry. Pure 
Appl. Geophys., 114, 1, 1976. 

[2] Hoppel, W. A., J. W. Fitzgerald, G. M. Frick, R. E. Larson, and E. J. 
Mack, Aerosol size distributions and optical properties found in the 
marine boundary layer over the Atlantic Ocean, J. Geophys. Res., 95, 
3659-3686, 1990. 

[3] Holben, B. N., et al., AERONET- A federated instrument network and 
data achieve for aerosol characterization, Remote Sens., 12, 1147-1163, 
1991. 

[4] Holben, B.N., and Coauthors, AERONET-A federated instrument 
network and data archive for aerosol characterization. Remote Sens. 
Environ., 66, 1-16. 1998. 

[5] Aoki, K., T. Takamura, and T. Nakajima, Aerosol optical properties 
measured by SKYNET sky radiometer validation network. Proc. of the 
2nd EarthCARE Workshop, 133-134, 2005. 

[6] Redemann, R. P. Turco, K. N. Liou, P. B. Russell, R. W. Bergstrom, B. 
Schmid, J. M. Livingston, P. V. Hobbs, W. S. Hartley, S. Ismail, R. A. 

Ferrare, E. V. Browell, Retrieving the vertical structure of the effective 
aerosol complex index of refraction from a combination of aerosol in 
situ and remote sensing measurements during TARFOX, J. Geophys. 
Res., 105, D8, 9949–9970, 2000. 

[7] M.L.Clapp, and R.E.Miller, Complex Refractive Indices of Crystalline 
Hydrazine from Aerosol Extinction Spectra, Icarus, 23, 2, 396-403(8), 
1996. 

[8] R. Eiden, Determination of the complex index of refraction of spherical 
aerosol particles, Appl. Opt. 10, 749-757, 1971. 

[9] G. E. Thomas, S. F. Bass, R. G. Grainger, and A. Lambert, Retrieval of 
aerosol refractive index from extinction spectra with a damped 
harmonic-oscillator band model, Appl. Opt. 44, 1332-1341, 2005. 

[10] Kohei Arai, Aerosol refractive index retrievals with atmospheric 
polarization  measuring data, Proceedings of the SPIE, 7461-06, 1-9, 
2009 

AUTHORS PROFILE 

Kohei Arai, He received BS, MS and PhD degrees in 1972, 1974 and 
1982, respectively. He was with The Institute for Industrial Science, and 
Technology of the University of Tokyo from 1974 to 1978 also was with 
National Space Development Agency of Japan (current JAXA) from 1979 to 
1990. During from 1985 to 1987, he was with Canada Centre for Remote 
Sensing as a Post Doctoral Fellow of National Science and Engineering 
Research Council of Canada.  

He was appointed professor at Department of Information Science, Saga 
University in 1990. He was appointed councilor for the Aeronautics and Space 
related to the Technology Committee of the Ministry of Science and 
Technology during from 1998 to 2000. He was also appointed councilor of 
Saga University from 2002 and 2003 followed by an executive councilor of 
the Remote Sensing Society of Japan for 2003 to 2005. He is an adjunct 
professor of University of Arizona, USA since 1998. He also was appointed 
vice chairman of the Commission “A” of ICSU/COSPAR in 2008.  He wrote 
30 books and published 332 journal papers 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 4, No.3, 2013 

7 | P a g e  

www.ijacsa.thesai.org 

Vicarious Calibration Based Cross Calibration of 

Solar Reflective Channels of Radiometers Onboard 

Remote Sensing Satellite and Evaluation of Cross 

Calibration Accuracy through Band-to-Band Data 

Comparisons

Kohei Arai  

Graduate School of Science and Engineering 

Saga University 

Saga City, Japan 

 

 
Abstract—Accuracy evaluation of cross calibration through 

band-to-band data comparison for visible and near infrared 

radiometers which onboard earth observation satellites is 

conducted. The conventional cross calibration for visible to near 

infrared radiometers onboard earth observation satellites is 

conducted through comparisons of band-to-band data of which 

spectral response functions are overlapped mostly. There are the 

following major error sources due to observation time difference, 

spectral response function difference in conjunction of surface 

reflectance and atmospheric optical depth, observation area 

difference. These error sources are assessed with dataset 

acquired through ground measurements of surface reflectance 

and optical depth. Then the accuracy of the conventional cross 

calibration is evaluated with vicarious calibration data. The 

results show that cross calibration accuracy can be done more 

precisely if the influences due to the aforementioned three major 

error sources are taken into account.  

Keywords—vicarious calibration; cross calibration; visible to 

near infrared radiometer; earth observation satellite; remote 

sensing; radiative transfer equation 

I.  INTRODUCTION 

Calibration of solar reflective wavelength coverage of 
mission instruments onboard remote sensing satellites is 
research subject for many years [1]-[17]. It is obvious that 
onboard calibration sources are degraded for time being as 
Dinguirard and Slater (1999) argued. It cannot be monitored 
even if onboard monitoring system is used for it because 
monitoring systems are degraded. Therefore, other 
calibrations, vicarious and cross calibrations are required. 
Reflectance based vicarious calibration is not accurate enough 
for monitoring the degradation. That is same thing for cross 
calibration.  

Usually, the conventional cross calibration can be done 
through comparisons of band-to-band data of which spectral 
response functions are overlapped mostly. There are the 
following major error sources due to observation time 
difference, spectral response function difference in 
conjunction of spectral surface reflectance and spectral 

atmospheric optical depth, observation area difference. These 
error sources are assessed with dataset acquired through 
ground measurements of spectral surface reflectance and 
spectral optical depth. Then the accuracy of the conventional 
cross calibration is evaluated with vicarious calibration data.  

Several researchers investigated cross calibration. Teillet, 
Fedosejevs, Thome, and Barker (2007) investigated impact of 
spectral response difference effect between sensors as 
quantitative indication using simulated data of observation 
[19]. The effect is called SBDE (Spectral Band Difference 
Effect) in this research. Twenty sensors were considered in the 
simulation together with some ground types, various 
combinations of atmospheric states and illumination 
geometries. They argued, overall, if spectral band difference 
effects (SBDEs) are not taken into account, the Railroad 
Valley Playa site is a ’good ’ground target for cross calibration 
between most but not all satellite sensors in most but not all 
spectral regions investigated. ’Good ’is denoted as SBDEs 
within 3%.  

Liu, Li, Qiao, Liu, and Zhang (2004) developed a new 
method for cross calibration, and then applied the method to 
sensors Multi-channel Visible Infrared Scanning radiometers 
(MVIRS) and Moderate Resolution Imaging Spectro-
radiometer (MODIS) [18]. They argued,“'An error analysis 
indicates that the calibration is accurate to within 5%, which is 
comparable to, or better than, the vicarious calibration method. 

The method considers surface bidirectional reflectance 
distribution function (BRDF) mainly. BRDF indicates 
distribution of angle of reflection depend on an angle of 
incidence of illumination on the surface. In these researches, 
differences of SRF do not be considered. If the impact of its 
difference can be considered on cross calibration, differences 
between observed data can be explained more exactly and we 
can implement cross calibration by higher reliability.  

ASTER/VNIR is onboard Terra satellite and is calibrated 
with onboard calibration sources [20], vicarious calibration 
data as well as cross calibration. MODIS is onboard same 
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platform and is calibrated with the aforementioned several 
types of data [21]. This situation is same thing for MISR [22] 
and ETM+ onboard the different platform, Landsat-7 [23]. 

The method proposed here is to check a reliability of the 
calibration sources through vicarious and cross calibrations for 
validations of these calibration accuracies. Namely, vicarious 
calibration requires spectral surface reflectance measurements 
and spectral optical thickness measurements. By using these 
ground based acquired data, cross calibration is conducted to 
improve a reliability of the calibration sources through 
comparison of vicarious calibration data. The results show that 
cross calibration accuracy can be done much more precisely if 
the influences due to the aforementioned three major error 
sources are taken into account. 

The following section describes the proposed cross 
calibration method together with research background 
followed by some experiments. Then conclusion is described 
together with some discussions. 

II. PROPOSED CROSS CALIBRATION METHOD 

A. Research Background 

The proposed cross calibration method is based on 
improvement of reliability of calibration accuracy through 
cross comparison to the vicarious calibration. The 
conventional cross calibration can be done with cross 
comparison between two visible to near infrared radiometer 
data. Therefore, cross calibration coefficients are essentially 
relative value. Cross calibration may be affected by the 
difference of wavelength coverage of the different visible to 
near infrared radiometers in conjunction with spectral surface 
reflectance and spectral optical depth, the difference between 
Instantaneous Field of View: IFOV, and the registration error 
between two visible to near infrared radiometer pixels and is 
not so good in terms calibration accuracy.  

B. Example of Cross Calibration 

The mission instrument in concern is VNIR: Visible to 
Near Infrared Radiometer of ASTER: Advanced Spectrometer 
for Thermal Emission and Reflectance onboard Terra satellite. 
Other instruments of which wavelength coverage are 
overlapped are onboard the same Terra satellite. Namely, the 
wavelength coverage of MODIS and MISR are overlapped 
with ASTER/VNIR. The wavelength coverage of these 
mission instruments are shown in Table 1 together with IFOV: 
Instantaneous Field of View. Other than these, the wavelength 
coverage of ETM+ onboard Landsat-5 is also overlapped with 
that of ASTER/VNIR. Therefore, cross calibration can be 
done between ASTER/VNIR and MODIS, MISR, ETM+. In 
MISR, these wavelengths are center wavelength of band. 
MISR bandwidth in Green, Red, and NIR are 0.028, 0.022, 
0.039 micrometer, respectively. 

Spectral response functions of these instruments are shown 
in Figure 1. Figure 1 (a) shows spectral responses for Green 
bands of the three mission instruments in concern while Figure 
(b) shows those for Red bands. Furthermore, Figure 1 (c) 
shows those for Near Infrared bands. Band width and center 
wavelength are different each other.  

Wavelength Coverage of Visible to Near Infrared 
Radiometers for Cross Calibration in Unit of Micrometer 
Therefore, influence due to the difference of spectral response 
functions have to be taken into account. These data are 
available from the urls listed in Table 2. 

Although the data acquisition time of ASTER/VNIR is 
totally equal to these of MISR, and MODIS because these 
instruments are onboard the same satellite, Terra, ETM+ 
onboard Landsat-5 differs from the ASTER/VNIR for about 
30 minutes. 

TABLE I.  MAJOR SPECIFICATION OF FOUR RADIOMETERS IN CONCERN 

FOR CROSS CALIBRATION BETWEEN ASTER/VNIR AND THE OTHER THREEE 

RADIOMETRS  

 
 

 
(a)Green bands 

 
(b)Red bands 
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(c)Near Infrared bands 

Fig.1. Comparison among the spectral response functions of 

ASTER/VNIR, MODIS, MISR, and ETM+ 

TABLE II.  URLS OF WHICH VISIBLE TO NEAR INFRARED RADIOMETER 

DATA CAN BE DOWNLOAD  

 
 

Other than these, registration error has to be taken into 
account in cross calibration. Figure 2 shows the illustrative 
view of the registration error between the pixels of 
ASTER/VNIR and the other instruments. 

 

Fig.2. Registration error 

 

Registration of the pixel of ASTER/VNIR in concern does not 

match perfectly to a corresponding pixel of the other mission 

instruments. Also, IFOV of ASTER/VNIR differs from those 

of the other mission instruments.  

C. Coventional Cross Calibration 

In the conventional cross calibration, the corresponding 
pixels of ASTER/VNIR are compared to those of the other 
instruments in unit of radiance. The difference of radiance 
between ASTER/VNIR and the other instruments is cross 
calibration coefficients for each band. It is difficult to take into 
account the difference of spectral response functions, the 

difference of acquisition time difference. Influence due to the 
difference of IFOV and registration error can be taken into 
account. Therefore, cross calibration coefficients are 
essentially relative values.  

D. Vicarious Calibration 

Vicarious calibration coefficients, on the other hand, is 
defined as the difference between ASTER/VNIR pixel value 
derived radiance and the estimated radiance derived from the 
radiative transfer equation with the input parameters of surface 
reflectance measured on the ground, refractive index and size 
distribution estimated with atmospheric optical depths 
measured on the ground at the several wavelengths for aerosol 
scattering and absorption, and Rayleigh scattering derived 
from measured atmospheric pressure. Therefore, vicarious 
calibration coefficients are essentially absolute values. 

E. Proposed Cross Calibration 

The cross calibration method proposed here provides 
absolute calibration coefficients with measured reflectance and 
optical depth which are used for vicarious calibration. Top of 
the atmosphere: TOA radiance is estimated with radiative 
transfer equation with the measured surface reflectance and 
optical depth through convolution with the spectral response 
functions of the visible to near infrared radiometers in 
concern. Then cross comparison is made between the 
estimated TOA radiance of the visible to near infrared 
radiometers in concern. 

Vicarious calibration, on the other hand, uses measured 
spectral reflectance and spectral optical depth. Therefore, 
vicarious calibration coefficients are essentially absolute value 
and are comparatively good in terms calibration accuracy. The 
difference between the proposed cross calibration and 
vicarious calibration methods is comparison processes. After 
the vicarious calibration for different visible to near infrared 
radiometers, vicarious calibration coefficients of visible to 
near infrared radiometer are compared each other in the 
proposed cross calibration.  

III. EXPERIMENTS 

A. Experiments Conducted 

Field campaigns are conducted at the following there test 
sites, 

IV: Ivanpah Playa (35:34N, 115:24W,790m), California 

AL: Alkali Lake (37:51N, 117:25W, 1463m), Nevada 

RV: Railroad Valley Playa (38:30N, 115:41N, 1440m) 

Nevada 
Table 3 shows the dates of the field campaigns. Target 

pixel can be identified through visual perception of blue tarp 
on the test sites. Thus the test site locations are precisely 
identified with good registration accuracy. 

B. Surface Reflectance 

The surface reflectance is measured at the test sites for 60 
m by 60 m with 10m interval. Figure 6 shows examples of the 
measured spectral surface reflectance at three test sites, 
Ivanpah Playa on September 22 2011, Alkali Lake on 
September 27 2011 and Railroad Valley Playa on September 
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29 2011. 

TABLE III.  THE DATES OF THE FIELD CAMPAIGNS 

 
The first column shows the days after launch 

C. ASTER/VNIR Images 

Figure 3 shows examples of the ASTER/VNIR NIR band 
images of three test sites. Red square shows the test site 
locations.  

D. Atmospheric Optical Depth 

The atmospheric optical depth is measured at the test sites. 
Figure 7 shows examples of the measured atmospheric optical 
depth. In the atmosphere, there are absorption due to water 
vapor, ozone and aerosols together with scattering due to the 
atmospheric molecules, aerosols. Atmospheric Optical Depth: 
AOD (optical thickness) in total, Optical Depth: OD due to 
water vapor (H2O), ozone (O3), molecules (MOL), aerosols 
(AER), and real observed OD (OBS) are plotted in Figure 7. 

 

 
(a)Ivanpah Playa 

 
(b)Alkali Lake 

 
(c)Railroad Valley Playa 

Figure 5 Examples of the ASTER/VNIR NIR band images of three test site 

 

 
Figure 6 Examples of the measured spectral surface reflectance. 
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Figure 7 Example of observed atmospheric optical depth in total and the best fit 
curves of optical depth due to water vapor, ozone, molecules, and aerosols 

calculated with MODTRAN of atmospheric radiative transfer software code.. 

E. Vicarious Calibration 

Vicarious calibration coefficients are obtained based on 
radiative transfer software code of MODTRAN with the field 
campaign data of surface reflectance, total column ozone and 
water vapor, as well as atmospheric pressure together with 
aerosol parameters; refractive index and size distribution 
derived from sky radiometer data and atmospheric optical 
depth. TOA radiance is estimated through the aforementioned 
procedure and then is compared to the ASTER/VNIR derived 
radiance results in calculation of vicarious calibration 
coefficients. Table 4 shows the calculated vicarious calibration 
data. 

TABLE IV.  THE VICARIOSU CALIBRATION COEFFICIENTS 

(a)Ivanpah Playa 

Band Green 

Day DAL RCC_vc 

2000/06/04 169 0.89570 

2001/06/07 537 0.79536 

2002/01/17 757 0.76413 

2005/12/11 2148 0.66320 

2006/08/08 2424 0.84946 

2006/11/28 2536 0.84655 

2007/09/12 2824 0.77642 

2008/09/14 3192 0.73081 

2008/11/03 3242 0.64953 

2009/09/01 3544 0.76699 

2010/09/20 3928 0.80678 

2011/08/22 4265 0.83696 

Band Red 

Day DAL RCC_vs 

2000/06/04 169 0.93470 

2001/06/07 537 0.81293 

2002/01/17 757 0.80310 

2005/12/11 2148 0.69795 

2006/08/08 2424 0.85075 

2006/11/28 2536 0.85321 

2007/09/12 2824 0.76921 

2008/09/14 3192 0.75591 

2008/11/03 3242 0.69026 

2009/09/01 3544 0.78700 

2010/09/20 3928 0.79278 

2011/08/22 4265 0.94690 

Band NIR 

Day DAL RCC_vs 

2000/06/04 169 1.00010 

2001/06/07 537 0.87390 

2002/01/17 757 0.90067 

2005/12/11 2148 0.78288 

2006/08/08 2424 0.93711 

2006/11/28 2536 0.95591 

2007/09/12 2824 0.74768 

2008/09/14 3192 0.79275 

2008/11/03 3242 0.73340 

2009/09/01 3544 0.81375 

2010/09/20 3928 0.89448 

2011/08/22 4265 1.00322 

(b)Alkali Lake 

Band Green 

Day DAL RCC_vc 

2005/12/16 2159 0.69600471 

2007/09/17 2829 0.66371092 

2008/09/19 3197 0.84800178 

2009/09/06 3549 0.774319 

2010/09/25 3933 0.67612548 

2011/08/27 4270 0.60813229 

Band Red 

Day DAL RCC_vs 

2005/12/16 2159 0.69859583 

2007/09/17 2829 0.77056662 

2008/09/19 3197 0.7507701 

2009/09/06 3549 0.79646567 

2010/09/25 3933 0.70989962 

2011/08/27 4270 0.69222309 

Band NIR 

Day DAL RCC_vs 

2005/12/16 2159 0.80871349 

2007/09/17 2829 0.81529287 

2008/09/19 3197 0.79725186 

2009/09/06 3549 0.90928185 

2010/09/25 3933 0.85319343 

2011/08/27 4270 0.85718958 

(c)Railroad Valley Playa 

Band Green 

Day DAL RCC_vc 

2000/06/11 173 0.88235 

2001/06/14 541 0.80184 

2006/07/30 2415 0.94137 

2008/09/21 3199 0.76877 

2010/09/27 3935 0.74499 

2011/08/29 4272 0.70407 

Band Red 

Day DAL RCC_vs 

2000/06/11 173 0.89655 

2001/06/14 541 0.84616 

2006/07/30 2415 0.89336 

2008/09/21 3199 0.80563 
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2010/09/27 3935 0.73990 

2011/08/29 4272 0.72334 

Band NIR 

Day DAL RCC_vs 

2000/06/11 173 0.97452 

2001/06/14 541 0.94041 

2006/07/30 2415 0.97833 

2008/09/21 3199 0.81471 

2010/09/27 3935 0.82571 

2011/08/29 4272 0.78299 

DAL denotes the days after launch. 

 
In accordance with the days after launch, Radiometric 

Calibration Coefficient: RCC is decreased as exponential 
function. Namely, sensitivity of ASTER/VNIR is degraded for 
time being. There is test site dependency and wavelength 
dependency. The most degraded band is band 1 followed by 
band 2 and band 3 depending on the corresponding 
wavelength. Namely, sensitivity degradation is negatively 
proportional to the wavelength (degradation of shorter 
wavelength is much greater than that of longer wavelength).  

Sensitivity degradation foe the Alkali test site, on the other 
hand, is much significant in comparison to the other two test 
sites, sensitivity degradation for the other two sites indicate 
almost same though. One of the biggest reasons for this is 
sensor saturations. Due to the fact that the surface reflectance 
at Alkali test site is highest comparing to the others, 
ASTER/VNIR, in particular, band 1 and 2 are saturated. 
Sensitivity degradation should be same for all the test sites. 
Therefore, vicarious calibration coefficients for in particular 
band 1 and 2 derived from the Alkali test site would be better 
to forget. 

F. Cross Calibration Coefficients 

Figure 8 (a), (c), (e) shows the Radiometric Calibration 
Coefficient: RCC of the conventional cross calibration while 
Figure 8 (b), (d), (f) shows those for the proposed cross 
calibration. Red solid line in the figure shows RCC derived 
from Onboard Calibration: OBC data. OBC data derived RCC 
differs from both the conventional and the proposed cross 
calibration RCC. 

These cross calibration coefficients are summarized with 
their averaged RCC and Standard Deviation: SD together with 
their Confidence Interval: CI at 95% of confidence level as 
shown in Table 5. Also Root Mean Square Difference: RMSD 
between vicarious RCC and the conventional cross calibration 
RCC as well as the proposed cross calibration RCC is shown 
in Table 6. 

As shown in Table 6, RMSD between the vicarious RCC 
and the proposed cross calibration RCC is less than that 
between the vicarious RCC and the conventional cross 
calibration RCC.  

Therefore, it is said that the proposed cross calibration 
method is superior to the conventional cross calibration 
method obviously.  

Percent difference of RMSD between the conventional and 
the proposed cross calibration is shown in Table 7.  

It may said that the proposed cross calibration method 
shows 6 to 89% better cross calibration accuracy in 
comparison to the conventional cross calibration. 

 

 
(a)Conventional Band 1 

 
(b)Proposed Band1 

 
(c)Conventional Band 2 
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(d)Proposed Band 2 

 
(e)Conventional Band 3 

 
(f)Proposed Band 3 

Figure 8 Comparison of cross calibration RCC between the conventional and 
the proposed cross calibration methods 

 

 
 

 

 
 

TABLE V.  SUUMARY OF CROSS CALIBRATION COEFFICIENTS 

(a)Cross RCC for Green and Red bands 

 
(b)Cross RCC for NIR band 

 

TABLE VI.  AVERAGED ROOT MEAN SQUARE DIFFERENCE BETWEEN 

VICARIOUS CALIBRATION RCC AND CROSS CALIBRATION RCC 

 Conventional Proposed 

Site ETM+ MISR MODIS ETM+ MISR MODIS 

Ivanpah 0.0733 0.0798 0.0338 0.0690 0.0645 0.0169 

Alkali 0.0280 0.0625 - 0.00312 0.0387 - 

Railroad 0.0889 0.0194 0.0619 0.0807 0.0031 0.0346 

TABLE VII.  PERCENT DIFFERENCE OF RMSD BETWEEN CONVENTIONAL 

AND PROPOSED CROSS RCC 

 

% Difference between Conventional and Proposed Cross RCC 

Site ETM+ MISR MODIS 

Ivanpah 5.866 19.173 50.000 

Alkali 88.857 38.080  - 

Railroad 9.224 84.021 44.103 

IV. CONCLUSION 

Accuracy evaluation of cross calibration through band-to-
band data comparison for visible and near infrared radiometers 
which onboard earth observation satellites is conducted. The 
conventional cross calibration for visible to near infrared 
radiometers onboard earth observation satellites is conducted 
through comparisons of band-to-band data of which spectral 
response functions are overlapped mostly. There are the 
following major error sources due to observation time 
difference, spectral response function difference in 
conjunction of surface reflectance and atmospheric optical 
depth, observation area difference. These error sources are 
assessed with dataset acquired through ground measurements 
of surface reflectance and optical depth. Then the accuracy of 
the conventional cross calibration is evaluated with vicarious 
calibration data.  
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The results show that cross calibration accuracy can be 
done more precisely if the influences due to the 
aforementioned three major error sources are taken into 
account. 
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Abstract –Pacitan has a wide range of tourism activity. One of 

the tourism district is Pacitan historical attractions. These 

objects have a history tour of the educational values, history and 

culture, which must be maintained and preserved as one tourism 

asset Kabupeten Pacitan. But the history of the current tour the 

rarely visited and some of the students also do not understand 

the history of each of these historical attractions. Hence made a 

information media of 3D virtual interactive applications Pacitan 

tour history in the form of interactive CD applications. The 

purpose of the creation of interactive applications is to introduce 

Pacitan history tours to students and the community. Creating 

interactive information media that can provide an overview of 

the history of the existing tourist sites in Pacitan The benefits of 

this research is the students and the public will get to know the 

history of historical attractions Pacitan. As a media introduction 

of historical attractions and as a medium of information to 

preserve the historical sights. Band is used in the manufacturing 

methods Applications 3D Virtual Interactive Attractions: 

History-Based Multimedia Pacitan authors used the method 

library, observation and interviews. Design using 3ds Max 2010, 

Adobe Director 11.5, Adobe Photoshop CS3 and Corel Draw. 

The results of this research is the creation of media interakif 

information that can provide knowledge about the history of 
Pacitan. 

Keywords–Interactive 3D Virtual Application Development 

Object-Based Tourism Pacitan History Multimedia 

I. INTRODUCTION 

Pacitan has a wide range of tourism. One of the objects 
Pacitan tourism is travel history. Travel history Pacitan 
consists of various monuments and museums. Historical sights 
are Jend Sudirman Monument, Monument Tumpak Rinjing 
Theater and Museum Buwono Keling. These objects would 
have historical value of education, history and culture, which 
should be maintained and preserved as one of the tourism 
assets Pacitan. (Qomaruddin Sartono, 2006). 

 With the development of a wide range of attractions and 
entertainment in Pacitan, historical tourism is increasingly less 
attractive and rarely visited by tourists and the community, 
building one of the largest and grandest monuments Pacitan 
received little response from the visitors. The existence of 

such monuments to lose competitiveness with visitors coastal 
resorts and shopping districts in Pacitan, it will certainly make 
the historical sights unnoticed by the public and students. 
(Mahendra Rizki, 2008). Society and current students are also 
many who do not understand the history of the objects that 
exist in the historical Pacitan. (Quesioner). 

In the world of education and tourism one way to 
introduce a tourism object, can be presented by using a 
medium of information. Media information can be developed 
is digital information media, namely by using computer 
technology. Because the digital information media, 
information can be delivered more user friendly and very 
enjoyable to use. (Novitasari, 2011).  

There are various types of media digital information 
developed at this time, one of which is a multimedia computer 
technology. Multimedia computer technology to make the 
delivery of information can be conveyed with more interactive 
because the reach of human senses. This is because 
multimedia is made up of various elements of the text, art, 
sound, animation and video. (Vaughan, 2004).  

Virtual Reality 3D is part of the multimedia objects. 
Virtual reality is a 3D image in a computer or in another world 
(maya) that can make people feel in the real world and can 
perform the operation and control of real-life systems. (Daren 
L.I, 2009).  

A. Problem Formulation 

a) Starting lack of interest in the community to find out 

more details about the museum and the history 

b) How to make technological innovations that can be 

used as a media introduction Pacitan historical sights? 

B. Limitation Problem 

a) Object of research on the history of the monument 

tour General Sudirman, Monuments and Museum Theater 

Tumpak Rinjing Keling lane. 

b) Computer-based desktop 
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C. The Purpose 

a) Creating Applications Interactive 3D Virtual Tour 

History Pacitan Object-Based Multimedia band is used as a 

means of introduction to historical sights to students and the 

public. 

b) Creating interactive information medium that can 

provide an overview of historical tourist sites Pacitan. 

D. BENEFITS 

a) As a media introduction of the history of tourism 

objects that exist in Pacitan. 

b) As a medium for preserving historical information to 

students and the public. 

II. TOURISM 

According to Richart Shite (2000), Tourism is travel that 
people do for a while, which was held from from one place to 
another, melinggalkan its original position, with a plan and 
with the intention not to seek or make a living in the places 
visited, but simply -eyes to enjoy pertamasyaan activities and 
recreation to meet the diverse activities. 

A. History 

According Suhartono W. Pranoto (2009) history is a 
science that studies and investigates the events of the past, 
which include science, investigation and recording. In other 
words, human history kelampauan include activities in the 
community and is unique. 

Meanwhile, according to Kartikadarma Ethics (2010) is 
literally syajarah birth history, in the narrow sense that 
pedigree, origin or history.  

In line with the development of knowledge, understanding 
sejarahpun development. Based on the shape and nature of 
history is divided into two terms, namely: 

c) History As Events 

Historical events are events that happened in the past. In 
other words, the history of the event is the historical process in 
its actuality (History as past actuality or histoire-réalité). This 
means the event history is objective, because the event was 
purely as happened. 

d) History As the Story 

History is the story as told in writing history (History as 
written / Histoire Recite) based on the results of the research. 
In other words, the history of the story is the reconstruction of 
historical events based on historical fact. The event is 
especially important events concerning human life in general. 

B. Multimedia 

Multimedia is a combination of computer and video 
(Rosch, 1996) or Multimedia is generally a combination of 
three elements, namely the sound image and text (McMormic, 
1996) or multimedia is a combination of at least two media 
input or output image (Turban et al, 2002) or Multimedia is a 
tool that can create a dynamic and interactive presentations 
that combine text, graphics, animation, audio and video and 
image video (Robin and Linda, 2001). 

Meanwhile, according to Ariyus Dony (2009) Multimedia 
derived from two words, namely multi and media. Multi 
means many regular and defined media tools to communicate 
or make something, equipment, tools introduction, a form of 
communication such as newspapers, magazines, or television. 
When linked with computer processing, multimedia is 
considered as a tool which displays the text, images, graphics, 
sound, music, and so on. Multimedia systems in question here 
is a technology that combines a media source such as text, 
graphics, sound, animation, video, etc., delivered and 
controlled by the interactive computer system. 

C. Virtual Reality 

Virtual Reality (VR) is a development of the artificial 
(man-made) based computer technology that can be controlled 
by the user using the mouse (USA, Ranang and Agustin, 
2007:1). VR interactive key points lies in the hands of the user 
controls the enjoyment of photos by moving the mouse or by 
pressing the keyboard. In another sense Virtual Reality 
technology is also often referred to as Quick Time Virtual 
Reality (QTVR) is a mode to view an image as if we were in 
the picture and can see all the way (Vaughan, 2006:451). 

D. Application Programs 3d Studio Max 

According to Thabani Suyanto 3D Studio Max is a 
software visualization (modeling and animation) three-
dimensional popular and versatile. Since its first release, 3D 
Studio Max to be a leader pembanggunan application of three-
dimensional animation. Since the fourth version, Discreet, 3D 
Studio Max producers, seeking to expand its area of function 
that can be used to create animations for the web or movies. 
The latest version, version 5, has led to the expansion of the 
function. This is indicated by the development of the 
polymodeling, mapping and some revisions to the tool for 
animation. But of features, the most interesting features of 3D 
Studio Max is a reactor. Reactor is integrated with inface of 
3D max and provides tools to create simulations. 3D Studio 
Max is often used to create models of houses or furniture. In 
addition, many are used in digital art or game development. 
(Mr. Suryanto Thabani, MM, 2004). 

E. Application Program Adobe Director 

Adobe Director is a software created by Macromedia and 
is now part of Adobe Systems. which allows users to build 
software in a movie metaphor, which enable users to become a 
film director. Originally designed to create animations, adding 
a powerful scripting language called Lingo made a popular 
choice to make CD-ROMs and standalone kiosks and web 
content using Adobe Shockwave. Adobe Director multimedia 
projects supporting both 2D and 3D. Adobe Director software 
is not all can. Adobe Director is software to assemble 
multimedia components and graphics. (Hendi Hendratman, St, 
2008). 

F. Program Application Adobe Photoshop 

Photoshop software is used to modify images or photos in 
a professional manner both involve a modification of a simple 
object or a rumut though. Photoshop is a software that allows 
you to reject the bitmap-based picture, which has a high-
quality tool. Completeness of existing features in Photoshop is 
what makes this software much akhrnya band is used by 
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professional graphic designers. And perhaps to this day there 
is still no other graphic design software to match the 
completeness bias features in Photoshop. (Boediman, 2005) 

G. Application Program Adobe Flash 

Adobe Flash CS3 is an application program professional 
standard authoring tool released by Adobe international 
company that is used to create vector and bitmap animation 
was amazing for the purposes of web site development, 
interactive and dynamic. Also this application can also be used 
to load animated logos, movie, game, making navigation on 
websites, banners, animated buttons, menus, interactive form 
fields, e-cards, screen server, and web site creation or 
production applications other web. (Suciadi, 2003: 3). 

H. Program Corel Draw 

Corel Draw program is a program used for applications 
illusion images and text quickly and easily with maximum 
results and satisfying. Corel Draw is also used to create 
vector-based graphics that the user can easily create a high-
tech graphic design such as logos, caricatures, posters, 
brochures, calendars, labels, stickers and other free images. 
(Erhans, 2005). 

I. Studies Library 

The study was made by Latitude Yanuar Bawono Sari, Aji 
Widhi Wibisono and Fatra Firdaus S.Syaiful, Gunadarma 
University, the work was entitled "Making the Virtual 
Museum of Culture and Art", saying that the public interest in 
the preservation of cultural Indonesia has decreased, 
especially the younger generation, it is based on data from the 
department of Culture and Tourism in the year 2005-2009. 
Decline in public interest in the culture, because of the lack of 
communication media used interestingly. In that study, one 
solution that can be used to introduce the culture to the 
younger generation through a 3D virtual world that resembles 
a game on the computer. 

Research has also been done by Heri Susanta and Gondang 
Riyadi in 2008, the work was entitled "3-D Model Town area 
of Simpang Lima for Exploration in Virtual City". Heri 
Susanta in the work was to provide information to the public 
about tourism in the virtual 3-dimensional shape. Virtual 3-
dimensional model was chosen because it can increase public 
understanding of the tourist resorts. Virtual 3-D can also band 
is used for promoting the effective and efficient, because 
obek-object to represent the state as the original. Same thing 
in this study is to provide information to students and the 
public about the history of tourism objects in a virtual three-
dimensional shape. 

Based on the study conducted by Latitude Yanuar Bawono 
Sari and Heri Susanta, so in this study the authors want to 
make media information such as Application Object 
Interactive 3D Virtual Tour History-Based Multimedia 

Pacitan. Applications in the form of Virtual 3D to represent 
the historical sights such as the original state, so expect the 
students and the community more aware of the objects of 
historical Pacitan. 

III. HISTORICAL PHOTO COLLECTION OF 

TRAVEL LOCATION 

 

Fig. 3.1. Photo Location History Tours 

A.  Making History Tours Sitemap 

 

Fig.3.2. Making History Tours Sitemap 

B. Import Data Plan Into 3d Max 

 
Fig.3.3. Import Data Plan In 3D Max 
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C. Building Making History Tours 

 

Fig.3.4. Import Data Plan In 3D Max 

D. Export 3d Max File Into A Format W3d 

 

Fig.3.5. Export 3D files into the format "W3D" 

 

E. Pengabungan Materials, Components And Export File In 

Shape Exe 

 

Fig.3.6. Pengabungan Materials and Components 

F. Changing Icon Project With Micro Program Anggelo 

 
Fig.3.7. Changing Icon Project 

IV. THE BURNING COVER HOME 

 

Fig.4.1. front cover 

 

A. The Burning Rear Cover 

 
Fig. 4.2. Rear cover 

 
B.  Main Menu Display 

 
Fig.4.3. Main menu 

C.  Virtual Reality Display General Sudirman Monument 

 
Fig.4.4. Virtual Reality Monument General Sudirman 
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D. Monuments History Display 

General Sudirman 

 
Fig. 4.5. Historical Monument General Sudirman 

 

E. Display Location Monument Jen  Sudirman 

  
Fig.4.6. Location Monument General 

 

F. Display Monument Relief General Sudirman 

 
Fig. 4.7. Location Monument General 

V. CONCLUSION 

a) The creation of digital media information in the form 
Application Object Interactive 3D Virtual Tour History-Based 

Multimedia Pacitan difamami simple concept, easy to operate, 

attractive, clear and useful. 

b) This application can provide knowledge about the 

history of the monument Pacitan General Sudirman, Tumpak 

Rinjing Theater Monument and Museum lane Keling. 

c) This application can be used as a medium of 

information and the promotion of historical Pacitan to 

students and the public. 
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Abstract—Regression analysis based method for turbidity and 

ocean current velocity estimation with remote sensing satellite 

data is proposed. Through regressive analysis with MODIS data 

and measured data of turbidity and ocean current velocity, 

regressive equation which allows estimation of turbidity and 

ocean current velocity is obtained. With the regressive equation 

as well as long term MODIS data, turbidity and ocean current 

velocity trends in Ariake Sea area are clarified. It is also 

confirmed that the negative correlation between ocean current 
velocity and turbidity. 

Keywords—turbidity; ocean current; remote sensing satellite; 

regressive analysis 

I.  INTRODUCTION 

There are strong scientific demands on estimation of 
environmental situations including water quality of the ocean. 
Primary productivity, ocean disaster such as red tide, ocean 
pollution and ocean water quality monitoring is getting much 
important in conjunction of global environmental issues. This 
paper deals with water quality, in particular, Suspended Solid: 
SS related turbidity and ocean current. There are some 
proposed methods with remote sensing satellite data for SS 
estimation while not so many method is proposed for ocean 
current velocity estimation. The method proposed here is based 
on regressive analysis. Regressive analysis based SS estimation 
method is conventional method. Also ocean current velocity 
estimation method proposed here is based regressive analysis.  

Recently, the Ariake Sea environment is getting worth. Red 
tide occurrence is getting much frequent together with scale of 
the red tide. There are some evidences which indicate 
increasing of the Ariake Sea transparency. In the meantime, 
ocean current velocity of the Ariake Sea is decreasing. Most of 
these evidences are based on the measured data with research 
vessels. Namely, these data are obtained along with research 
vessels’ routes. On the other hands, remote sensing satellite 
data derived turbidity, ocean current velocity is essentially 
acquired with area based measurements. Therefore, it is 
possible to cover almost whole Ariake Sea area at once. This is 
the greatest advantage of the satellite based measurements. 
Furthermore, it is also possible to monitor these situations 
repeatedly for a long time period by using remote sensing 

satellite data. Thus seasonal changes and long term trend of 
turbidity or transparency and ocean current velocity of the 
Ariake Sea can be clarified. 

 The following section describes the method for estimation 
of turbidity and ocean current velocity followed by some 
experimental data. Then conclusion is described with some 
discussions. 

II. REGRESSION BASED METHODS FOR TURBIDITY AND 

OCEAN CURRENT VELOCITY ESTIMATIONS 

A. Regression Based Method 

Regression based approach is, generally, expressed as 
follows, 

   (1) 

where Turb’ denotes turbidity while Lw(667)N denotes 
water leaving radiance at 667nm of observation center 
wavelength of the spectral band. Atmospheric contribution is 
dominant for the acquired water leaving radiance so that the 
atmospheric corrected Lw(667)N is used for the experiments. 
There are MODIS Ocean Products including atmospheric 
corrected water leaving radiance which are provided by 
NASA/GSFC. On the other hands, α and β are regressive 
coefficients. These coefficients are obtained through regressive 
analysis which minimizing the following,  

 (2) 

where a and b are regressive coefficients x and y are 
Lw(667)N and turbidity, respectively. If the following equation 
can be assumed, 

     (3) 

then the coefficients are determined as follows, 

 (4) 
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where  denote means of Lw(667)N and turbidity, 
respectively. 

B. Remote Sensing Satellite Data Used 

As aforementioned, MODIS onboard Terra and Aqua 
satellites is the most appropriate mission instrument. The 
MODIS swath width is wide enough for the Ariake Sea 
together with Instantaneous Field of View: IFOV. Also 
MODIS has 36 spectral channels which are suitable for 
estimation of turbidity and ocean current velocity. Table 1 
shows the spectral channels of MODIS. 

TABLE I.  SPECTRAL CHANNELS OF MODIS 

 

IFOV are different by spectral channels, 250m for channels 
1 and 2, 500m for channels 3 to 7 and 1000m for the rest of 
channels. Therefore, all the ocean products are defined as 
1000m IFOV of products. On the other hands, the size of the 
Ariake Sea is 30km by 100km so that 1km IFOV of ocean 
products would be enough. 

C. Trith Data Used 

Match-up data between MODIS and truth data of turbidity 
which are obtained at the Saga University Observation Tower 
which is situated at the (33.1001147 North, 130.273915 East) 
are collected for three months during from June to August 2010.  
Figure 1 shows the Google map of the Ariake Sea which is 
situated in Kyushu, Japan. Figure 1 also shows the location of 
Saga University Observation Tower. Turbidity is measured 
with electro-magnetic wave scattering radiance at the sea 
surface at the observation tower. Through a comparison with 
Holmagen standard liquid, the measured turbidity is calibrated. 
The unit of turbidity is FTU. 

Table 2 shows the list of the data of the dates of turbidity 
measurements (Turb), the water leaving radiance in unit of 
mW/cm2/str/um at the four different channels which a\has the 
center wavelength, 412, 443, 531, and 667 nm.  

 

Fig.1. Google map of the Ariake Sea and the location of Saga University 

Observation Tower 

TABLE II.  MATCH-UP DATA BETWEEN MODIS AND TRUTH DATA 

OBTANIND AT THE SAGA UNIVERSITY TOWER FOR JUST THREE MONTHS FROM 

JUNE TO AUGUST 2010. 

 

III. EXPERIMENTS 

A. Results from Regressive Analysis 

The Pearson’s correlation coefficient is defined as equation 
(5). Using the aforementioned match-up data, correlation 
coefficients are evaluated for the different spectral channels of 
MODIS. Table 3 shows the results. The correlation coefficient 
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of 667nm wavelength channel is greatest followed by 531, 443, 
and 412nm of wavelength channels as shown in Figure 2. 

   (5) 

 

(a)412nm 

 

(b)443nm 

 

(c)531nm 

 

(d)667nm 

Fig.2. Relations between turbidity and water leaving radiance derived 

from MODIS 

TABLE III.  CORRELATION COEFFICIENT FOR EACH WAVELENGTH BAND 

 

Therefore, regressive analysis between turbidity and water 
leaving radiance at 667nm is conducted based on equation (1). 
The result is shown in equation (6). 

 (6) 

B. Correlation Coefficient Between Turbidity and MODIS 

Based Water Leaving Radiance 

Possible reason for this is shown in Figure 3. In accordance 
with increasing of SS, reflectance at 667nm is decreased.  
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The variance of the reflectance at 667nm is greatest 
followed by 531, 443, and 412nm of wavelength channels. 

 

Fig.3. Illustrative view of spectral reflectance for the different suspended 

solid concentrations. 

C. Ocean Current Velocity 

In the same time as turbidity data is acquired at Saga 
University Observation Tower, other fundamental observation 
items are measured including ocean current velocity. In 
particular, it is known that ocean current velocity is 
proportional to turbidity. In order to confirm this fact, 
regressive analysis is made for ocean current velocity. Figure 4 
shows the relation between turbidity and logarithmic function 
of ocean current velocity.  

 

Fig.4. Relation between turbidity and logarithmic function of ocean 
current velocity 

Positive correlation between turbidity and ocean current 
velocity then is confirmed. From the regressive analysis, the 
following equation is obtained with Root Mean Square Error: 
RMSE of 0.1266.  

 (7) 

Thus turbidity and ocean current velocity of the Ariake Sea 
area can be estimated with the atmospheric corrected MODIS 
data. 

D. Examples of Estimated turbidity and Ocean Current 

Velocity 

Using the atmospheric corrected MODIS data of the Ariake 
Sea area of 2004 and 2006 (which is shown in Table 4), spatio-
temporal variations of turbidity and ocean current velocity are 
estimated. Figure 5 shows the estimated turbidity and ocean 
current velocity. 

TABLE IV.  MODIS DATA USED FOR ESTIMATION OF TURBIDITY AND 

OCEAN CURRENT VELOCITY 

 

 

(a)Turbidity in 2004 (b)Turbidity in 2006 

 

(c)Velocity in 2004 (d)Velocity in 2006 

Fig.5. Example of the estimated turbidity and ocean current velocity of the 

Ariake Sea area in 2004 and 2006 

E. Trend Analysis of Turbidity and Ocean Current Velocity 

Trend analysis of turbidity and ocean current velocity, then 
can be done with the atmospheric corrected MODIS data. 
Figure 6 shows the result from the trend analysis for 12 years 
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starting from 2000 to 2011. Meanwhile, annual mean of 
turbidity is shown in Figure 7 together with its linear 
approximated trend in 12 years. From the trend, it is found that 
the linear approximation function is expressed in equation (8) 
with R square value of 0.58. 

    (8) 

 

Fig.6. Result from the trend analysis for 12 years starting from 2000 to 

2011 

 

Fig.7. Annual mean of turbidity and its linear approximation function 

F. Spatial Variation of Turbidity 

Bi-annual mean of turbidity of the Ariake Sea during from 
2000 to 2010 is shown in Figure 8. In particular, turbidity of 
the Shiranui Sea areas and further southern portion of areas is 
getting decreases during from 2000 to 2004, and gradually 
increased during from 2004 to 2006.  

After that, it is getting decreases again during 2006 to 2010 
(much severely in 2010 and the after. In other words, 
transparency of such areas is getting large results in 
photosynthesis in the Ariake Sea areas is getting much active.  

In accordance with increasing of photosynthesis activity, 
phytoplankton is increases together with zoo plankton results in 
increasing of red tide occurrences. Also it is recognized that the 
turbidity of the areas just above the Isahaya Sea areas and 
northern portion of sea areas is getting decreases. Therefore, it 
can be said that one of the causes of the increasing red tide 
occurrence in the Shiranui Sea areas and the Ariake Sea areas 
must be decreasing of ocean current (decreasing of turbidity). 

 

 

 

Fig.8. Bi-annual mean of turbidity of the Ariake Sea during from 2000 to 
2010 

IV. CONCLUSION 

Regression analysis based method for turbidity and ocean 
current velocity estimation with remote sensing satellite data is 
proposed. Through regressive analysis with MODIS data and 
measured data of turbidity and ocean current velocity, 
regressive equation which allows estimation of turbidity and 
ocean current velocity is obtained. With the regressive equation 
as well as long term MODIS data, turbidity and ocean current 
velocity trends in Ariake Sea area are clarified. It is also 
confirmed that the negative correlation between ocean current 
velocity and turbidity 

Also it is found that phytoplankton is increases together 
with zoo plankton results in increasing of red tide occurrences 
in accordance with increasing of photosynthesis activity. Also 
it is recognized that the turbidity of the areas just above the 
Isahaya Sea areas and northern portion of sea areas is getting 
decreases. Therefore, it can be said that one of the causes of the 
increasing red tide occurrence in the Shiranui Sea areas and the 
Ariake Sea areas must be decreasing of ocean current 
(decreasing of turbidity). 
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Abstract—Luby Transform (LT) codes are more important in 

communication applications due to the characteristics of fast 

encoding/decoding process, and low complexity. However, LT 

codes are optimal only when the number of input symbols is close 

to infinity. Some researches modified the degree distribution of 

LT codes to make LT codes suitable for short symbol length. In 

this article, we propose an optimal coding algorithm to recover 

all of the encoded symbols for LT codes quickly. The proposed 

algorithm observes the coding status of each client and increases 

the coding performance by changing the transmission sequence 

of low-degree and high-degree encoding packets. Simulation 

results show that the resulting decoding overhead of our 

algorithm are lower than the traditional LT codes, and our 

algorithm is very appropriate to server various clients in the 
broadcasting channel environment.  

Keywords—LT codes; broadcasting channel; degree 

distribution 

I. INTRODUCTION   

Due to the rapid development of embedded system and 
wireless communication, smart phones and tablet computer are 
widely used by people. Many multimedia applications, online 
video and TV, are delivered in the broadcasting channel. 
Nevertheless, the network traffic loads are change frequently 
and unpredictably, the channel errors and loss are very serious.  
Some data acknowledgement and retransmission methods such 
as Automatic Repeat Request (ARQ) scheme and Forward 
Error Correction (FEC) codes are proposed to alleviate the 
problem of data packet loss.  However, these methods will 
incur additional overhead that includes data retransmission and 
add redundancy into the original data. They cannot correctly 
decode the source data when the packet loss rate is large. 

Another method, rateless codes, is proposed to solve the 
problem of data packet loss. Rateless codes can infinitely 
generate unique packets from a given set of source data. As 
long as the encoding packets with the size just slightly larger 
than the number of source blocks can be received, the original 
source data can be fully recovered. Rateless codes include 
Luby Transform (LT) codes [1], Raptor codes [2], and Online 
codes [3]. LT codes are the most popular full realization of 
rateless codes. The encoding process of LT codes is to perform 
XOR operations on randomly chosen d of k source data 
according to Robust Soliton Distribution (RSD). On the 
decoding side, If the original data consists of k input symbols, 
any encoding packet can be generated on average by O(ln(k/δ)) 
symbol operations. LT codes can recover k input symbols from 

any k+O(√k ln2(k/δ)) of the encoding packets with probability 
(1 – δ) by on average O(k · ln(k/δ)) symbol operations. 
Therefore, the encoding and decoding processes are very 
simple and fast. Due to the advantages of easy implementation, 
low complexity, and rateless encoding, LT codes have been 
widely adopted, such as the Third Generation Partnership 
Project (3GPP) [4] and Digital Video Broadcasting (DVB) [5]. 

The objective of our work is to keep the features of LT 
codes, reduce overhead of LT codes in short block length, and 
serve majority of clients first to fully decode source data as 
soon as possible. Compare to LT codes, the proposed method 
has better intermediate performance and low decoding 
complexity than traditional LT codes. Consequently, the 
proposed method is more appropriate to implement on the real-
time decoders, such as mobile phone with strictly delay time 
constrained. 

The rest of the article is organized as follows. We discuss 
some related works in Section II. We describe our proposed 
method. In Section III, we describe our proposed method. 
Simulation results and the discussions are given in Section IV. 
Finally, the conclusion and future work will be given in Section 
V. 

II. RELATED WORK 

In 2006, Kamra et sl. [6] proposed growth codes that 
increase the data persistence of sensor network. In growth 
codes, the encoder gradually increases the degree of encoded 
packets according to z, the ratio of number of decoded symbols 
at the receiver to number of input symbols, such that each 
delivered packet has the highest probability of decoding the 
source symbol at the receiver. That is to say, the degree 
distribution is adjusted depending on the number of symbols 
received by the receiver. The drawback of growth codes is that 
the assumption requires several feedbacks from the receiver.  

In 2007, Sanghavi [7] presented the first paper to solve the 
problem of intermediate performance of rateless codes. The 
author divides the percentage of received coded symbols into 
three regions. The first region is z   [0, 1/2] and the optimum 
degree distribution has degree-one packets only. The second 
region is z   [1/2, 2/3] and the optimum degree distribution 
has degree-two packets only. The optimal degree distribution 
for the third region z   [2/3, 1] is unknown, but the author 
presented an upper bound. However, the optimum degree 
distribution are asymptotic, they could not perform well in the 
practical applications with message of finite length. In 2009, 
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Talari et al. [8] defined the packet recovery rates at three values 
of z as the conflicting objective functions and employ NSGA-II 
multi-objective genetic algorithms optimization method to find 
several degree distributions with optimum packet recovery 
rates. They also propose degree distributions for both cases of 
message with finite and infinite (asymptotic) length. 

In 2009, Kim et al. [9] proposed rateless codes that have 
both good intermediate performance and capacity-achievability 
property. Their proposed codes are generated in a similar 
manner as growth codes [6]; however, from a capacity-
achieving degree distribution in order to be able to recover all 
message symbols from a minimal number of received encoding 
symbols. In 2011, Bioglio et al. [10] proposed Optimal Partial 
Decoder (OPD) that is the first optimal partial decoding 
algorithm for rateless codes, and furthermore analyzed its 
decoding complexity. OPD is an incremental decoding 
algorithm that spreads the decoding process during all the 
symbols reception and starts to decode as soon as the first 
coded symbol is received. 

In 2010, Yang et al, [11] proposed approximate LT codes 
that still follow the Soliton Distribution of LT codes. The 
proposed codes are driven by a receiver-aware control policy, 
which monitors the receiving status and improves the coding 
performance of short data block length by rearranging low-
degree and high-degree encoding packets sent to receivers. 
With the proposed approximate LT codes can introduce lower 
decoding overhead, graceful quality degradation over a wide 
range of channel loss rates, and unequal error protection 
property. 

III. PROPOSED METHOD 

A. LT Codes 

The encoding process of LT codes contains two phases. 
First, a bipartite coding graph is decided. Second, encoding 
packets are generated by performing XOR operations. In the 
bipartite coding graph, one side is input symbols, and the other 
side is encoding packets. The edges between input symbols and 
encoding packets are randomly generated according to the 
Robust Soliton Distribution.  

The Robust Soliton Distribution is based on two 
distributions proposed in [1]: the Ideal Soliton Distribution 
ρ(1), . . . , ρ(k)  

ρ(1) = 1/k 
 For all i = 2, . . . , k, ρ(i) = 1/i(i − 1). 

and the distribution τ(i), …, τ(k) 

  τ(i) = R/ik   for i = 1, . . . , k/R− 1 

τ(i) = Rln(R/δ)/k   for i = k/R 
  τ(i) = 0   for i = k/R + 1, . . . , k 

where R =c・ ln(k/δ)√k for some suitable constant c > 0, 

and δ is the maximum decoding failure probability.  

Add the Ideal Soliton Distribution ρ(i) to τ(i) and normalize 
it, the Robust Soliton Distribution μ(i) can be obtained, and its 
spike is at i = k/R. 

When generate the ith encoding block, we first decide its 
degree di according to the Robust Soliton Distribution μ(i). 
Next, di input symbols are randomly selected. An XOR 
operation is performed on these di input symbols to generate a 
new encoding packet. This encoding process can be infinitely 
repeated to form the rateless codes. 

In the decoder side, the input symbols can be recovered by 
using the Belief Propagation (BP) decoder. The decoder has to 
reconstruct the coding graph. The degree-one encoding blocks 
are first decoded by duplication.  

Then, all edges connecting to the recovered input blocks are 
removed. By iteratively decoding degree-one encoding blocks 
and removing the edges connecting to recovered input symbols. 
The decoder receives n = (1 + ε)k from potentially unlimited 
number of encoding packets can fully decode source symbols, 
and the constant ε is the code overhead. The number of 
encoding packets generated can be determined on the fly. k 
input symbols are used to generate n − k redundant symbols for 
a total of n encoding symbols, and the rate of the code is k/n. 

TABLE I.  ENCODING ALGORITHM 

Encoding algorithm (at Server): 

1. FOR i = 1 TO N 

2. 

3. 

Compute the numbers of received ACK1, ACK2 and 

Fully_Decoded respectively.  

4. IF (((NUM_ACK2 - NUM_Fully_Decoded) / (NUM_Total_Client - 

5. NUM_Fully_Decoded)) >= 0.5) OR ((Previous Mode ==    

6.     Highest_Mode) AND (NUM_ACK2 - NUM_Fully_Decoded) != 0) 

7.         Use Robust Soliton Distribution to generate a packet with degree  

8. d bigger than Spike-1 

9. NUM_Highest_Mode++ 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

21. 

ELSE IF ((NUM_ACK1 - NUM_Fully_Decoded) / 

(NUM_Total_Client - NUM_Fully_Decoded) >= 0.5) 

Use Robust Soliton Distribution to generate a packet with 

degree d in the range [5,Spike-1] 

NUM_High_Mode++ 

ELSE  

Use  Robust Soliton Distribution to generate packet 

with degree d packet in the range [1,4] 

                        NUM_Low_Mode++ 

    Perform XOR operation on the packet with degree d 

    Send the packet to all Clients 

END FOR 

  

 
TABLE II.  DECODING ALGORITHM 

 

Decoding algorithm (at Client): 

1. WHILE receiving a new encoding packet    

2. DO the pure LT decoding process 

3. 
4. 
5. 

IF (number of decoded input symbols / number of input 

symbols) >= Low_Threshold 

Send ACK1 to Server 

6. 
7. 

        IF ( number of decoded input symbols / number of input 

symbols)) >= High_Threshold 

8. 
9. 

10. 

              Send ACK2 to Server 

        IF ( number of decoded input symbols == number of input 

symbols) 

11.              Send Fully_Decoded to Server 
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Fig. 1. The broadcasting simulation environment. 

B. Rateless Control Policy 

In Ideal Soliton Distribution, over 75% of encoding packets 
have degrees less than four. We call these packets with degree-
one, degree-two, degree-three, and degree-four as “low-degree.” 
High-degree packet includes the degree number from five to 
spike-1. Highest-degree packet includes the degree number 
more than spike, k/R. 

Owing to the LT decoding sequence, degree-one encoding 
packets will be decoded earliest. Therefore, at the beginning of 
decoding process, low-degree encoding packets are more 
useful than high-degree ones, clients can easily recover most of 
source data. However, after most source data blocks are 
recovered, remaining source data blocks are more likely to be 
recovered from high-degree packets because high-degree 
packets contain more information of source data blocks. Thus 
low-degree packets are more important at the beginning of 
decoding process, but they are less important after most source 
data blocks have been recovered. Similarly, high-degree 
packets are more important than low-degree ones at the latter of 
decoding process. 

The server tries to satisfy the need of the clients and help 
them to fully decode the entire source data as soon as possible. 
We propose a three-mode control policy that generates and 
transmits low-degree, high-degree and highest-degree packets 
depending on the client decoding conditions. In the low-degree 
mode, the server generates low-degree encoding packets. In 
high-degree mode, the server generates high-degree encoding 
packets.  

In highest-degree mode, the server generates highest-degree 
encoding packets. When the client receives packets from the 
server, each client will send two ACKs to acknowledge the 
sever its current decoding status. If the client decodes over 
Low_Threshold percentage of source data, it sends an ACK1 to 
acknowledge the sever. If the client further decodes over 
High_Threshold percentage, it sends another ACK2 to the 
server. The objective of these two threshold values is to let the 
server know the decoding status of each client. In the 
broadcasting channels, the server collects the ACKs, ACK1 
and ACK2, sent by clients and then decides to transmit which 
types of encoding packets in the next stage. If the majority of 
clients decodes only few source data, the server continue 
generate more low-degree encoding packets. If one half of the 
clients have already decoded over Low_Threshold percentage, 
we set to 60%, the server generates high-degree encoding 
packets. If one half of clients have decoded over  

             

 

(a) 

 

(b) 

Fig. 2.  (a) The probability density function of channel loss rate. (b) The 

number of clients for each channel loss rate. 

High_Threshold percentage, we set to 90%, the server 
transmits highest-degree encoding packets. By doing so, the 
server can help the majority of clients to fully decode the entire 
source symbols as early as possible. 

TABLE I and TABLE II show the encoding and decoding 
algorithms of our proposed method, respectively.  Note that we 
assume that the number of total clients, NUM_Total_Client, is 
equal to 1000. In the encoding process, there are three modes, 
including Low_Mode, High_Mode, and Highest_Mode. 

IV. SIMULATION  RESULTS 

In this section, the performance of the proposed method is 
compared with LT codes.  

We assume that 1000 clients are concurrently severed by a 
server in the broadcast channel. Fig. 1 shows the broadcasting 
simulation environment. The possible channel loss rate for each 
client can somehow be modeled by a probability density 
function. We adopt a Normal Distribution as shown in Fig. 2(a) 
to approximate the channel loss rate model, and the number of 
clients for each channel loss rate is as shown in Fig. 2(a). As 
we can see in Fig. 2(b), there is only one single client under 
zero loss rate channel condition, and also only one single client 
under 40% channel loss rate. Most of the clients are under 
rather moderate average 20% channel loss rate. Many 
applications are sensitive to delay-time-constraint so as to 
require short data block length in practice. We therefore apply 
the short data block length to evaluate the performance of 
proposed codes in comparison with LT codes. The length of 
source data k is 660, and we set the constant c = 0.086, δ = 0.5 
in Robust Soliton Distribution for LT codes. The parameters 
Low_Threshold and High_Threshold are set to 60% and 90%. 
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We consider the channel lost rate model with μ = 10%, 20%, and σ = 3.5, 6.5.  

Fig. 3. Number of fully decoded clients at different transmission 
redundancy in broadcasting applications. 

In broadcasting channel, Fig. 3 shows the number of fully 
decoded clients at different transmission redundancy in 
broadcasting applications. Transmission redundancy is denoted 
as the number of transmitted encoding packets divided by k.  
Simulation result reveals that our propose method overpass LT 
codes, we have lower transmission redundancy than LT codes. 
The best performance of all simulation combinations is our 
proposed method with μ = 10% and σ = 6.5. The less loss rate, 
the lower transmission redundancy. With the proposed method, 
we can help over 97% of clients to decode all the source data at 
transmission redundancy 1.40.  

However, LT codes need almost double overhead to 
achieve these. It is because through the ACKs from clients and 
voting scheme, the server can be better aware of the decoding 
progress of the clients and always try best to serve the majority 
first to let them achieve fully-decoded as early as possible. The 
server collects the ACKs sent by clients and determines to 
generate low-degree, high-degree, and highest-degree encoding 
packets to satisfy the need of the majority of clients in the 
network. This is worth mentioning that LT codes are 
asymptotically optimal only for the number of source data 
tending to infinity; thus, when it comes to short source data 
block length, LT codes introduce higher decoding overhead. 

We would like to determine the best mode-switching time 
according to the useless rate of the packet, hence we define the 
useless rate of a packet. When one client has already decoded 
all source data blocks, any packet that the server sent is useless.  

Useless rate = number of useless packets / (number of total 
client – number of fully decoded client)   

Fig. 4 shows that the useless rate of the packet using 
proposed method at μ = 10% and σ = 6.5. When the number of 
the transmitted encoding packets is lower than 680, the system 
is in low mode. Server generates and transmits the low degree 
packet to the client.  

When the number of the transmitted encoding packets is 
equal to 680, over one half of clients have decoded over 60 
percentages of source data, and then the system switches to 
high mode. Server starts to generate and transmit the high 
degree packet to the client. When the number of the transmitted 

encoding packets comes to 858, over one half of clients have 
decoded over 90 percentages of source data, and then the 
system switches to highest mode. Server starts to generate and 
transmit the highest degree packet to the client. When the 
number of the transmitted encoding packets comes to 951, the 
system switches back to low mode. Unfortunately, the useless 
rate of the transmitted packets gradually rise again, the system 
switches to high mode. The high useless rate is still high for 
some time. When the number of the transmitted encoding 
packets comes to 1194, the system switches to highest mode.  
Most of clients had decoded all of source data, so the useless 
rate of the transmitted encoding packets becomes almost zero. 
Finally, when the number of the transmitted encoding packets 
comes to 1253, the system switches to low mode, sever 
generates and sends low degree packets to the few clients that 
had not decoded completely. By observing the useless rate of 
the transmitted encoding packets, we can dynamically change 
mode-switching time. 

In the point-to-point condition, we compare the proposed 
method with LT codes. Fig. 5 represents the average decoding 
probability of source symbols over 10,000 rounds at lost rate 
equaling 10% and 20%. Here decoding probability means the 
percentage of the source data that the client can recovered. The 
decoding probability increases smoothly at beginning, rapidly 
rises up in the middle, and again slowly increases toward one. 
Simulation result reveals that our propose method overpass LT 
codes, we have higher decoding probability than LT codes.  
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Fig. 4. The useless rate of the packet using proposed method at μ = 20% 
and σ = 6.5 

 

Fig. 5. Average decoding probability of a client using proposed method. 

V. CONCLUSION 

In this article, we proposed a three-mode control policy of 
rateless codes. The server can dynamically generate and 
transmit low-degree, high-degree and highest-degree packets to 
the client according to the decoding status of the client. 
Simulation results show that the resulting decoding overhead 
and useless packets rate of our proposed algorithm are lower 

than the traditional LT codes, and furthermore the proposed 
method also has better intermediate performance that LT codes. 
In the future, a more effective coding method and optimum 
degree distribution could be investigated. Besides, many 
multimedia applications on the handheld devices will introduce 
various control policies. These are worth to be further 
discussed and investigated.  
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Abstract—High level programming languages use system 

defined data types and the user defined data types in 

computations. We have developed a project-based CS/IS-1 course 

to substitute the traditional lecture based classroom to help 

students design and use at least two user defined data types in 

their computations to solve real world problems. Abstract data 

types and basic programming constructs are introduced 

efficiently to the students in an active learning environment using 

games.  To assess and evaluate the changes made we distributed 

the course module among our students and other instructors. 

This paper describes our experience in developing the project 
based active learning environment. 

Keywords-I/O; arithmetic expressions; if-else and switch 

conditional operations; for-while iterative computation; 

inheritance; polymorphism; recursion; searching and sorting 

algorithms; IDE. 

I. INTRODUCTION  

The objectives of this course are to introduce computer 
science fundamentals using C++, provide the ability to design 
algorithms to solve problems and implement those using test 
and document programs. The course focuses on software 
engineering process and techniques. Student outcomes at the 
end of the course are shown below: 

They will be able to: 

1) Design, implement, test and document application 

programs of simple to moderate complexity that use two or 

more user defined types and variables, classes or abstract 

data types, and one main program. 

2) Apply basic programming constructs such as 

sequence, selection, iteration, functions in complete, 

syntactically correct programs. 

3) Communicate both technical and non-technical 

aspects of student’s work in formal and informal settings. 

4) Develop programs in multiple stages; use stubs to 

test the system as a whole; use drivers to carry out unit testing 

for functional components and for data abstractions. 

5) Maintain a record of time devoted to the component 

tasks in the completion of programming projects. 
There is both local and national need for high-quality 

trained programmers with the ability to learn in a short period 
of time and stay current with the information technology 
advances. Colleges can help to meet this demand by 
redesigning their programming courses allowing more 
students to succeed at the entry level. Successful application 

of active learning with rapidly changing technologies in the 
learning process is a way to remove the difficulties at entry 
level. Such changes will help the students to improve their 
skills. Consequently, both the public and private sectors will 
benefit with the greater number of highly-skilled trained 
programmers. 

We identified many deficiencies in teaching a traditional 
lecture based CS/IS-1 class and the importance of 
transforming the course into a project based e-learning 
environment. The lecture based environment is relatively 
passive.  In addition, we want to connect this class to other 
classes such as computer architecture, digital design, operating 
systems, security, parallel computing, and importantly the 
needs of industry. An effective computer programming class 
could provide these links. From our initial planning input we 
took actions to transform the course to a project based one and 
then collected results. Feedback from the action stage and 
results are used to improve the plan. We continuously 
improved the quality of instruction and actions while using the 
feedback received from the students, and took action to 
transform the course suitable for e-learning.  A course with the 
features outlined above could help our students develop design 
skills in several different languages before their graduation. 

The following sections outline the details of research 
model, actions taken, course plan, goals achieved, difficulties 
encountered, course assessment, plan for future work and 
summary. 

II. RESEARCH MODEL 

Over the years we have reviewed many textbooks and 
papers, and attended workshops and conferences [1-5]. We 
continuously improved our offerings by making changes to the 
course, collecting data and evaluating them, and using the 
feedback for further improvements. There are many good 
books published on C++ programming. Malik authored a very 
good book for this class and published the seventh edition by 
Cengage learning [2]. Gaddis’ C++ programming with objects 
first, published by Pearson is also another very good book 
with many supplements for this class [3].  Deitel’s C++ 
programming, published by Pearson is also another very good 
book with many supplements for this class [4]. Horstmann has 
also written a good C++ Programming book published by 
Wiley. Because of the simplicity and the clustered sets of 
programming examples and problems presented in the book 
we selected Liang’s C++ programming second edition 
published by Pearson as the main text for our class [1].  
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At the beginning of this course we introduced number 
systems and simple game designs using binary numbers.  
Thereafter, we included random number generators and 
simulations with basic programming constructs as open and 
close project laboratories.  We have integrated security-related 
concepts into the course. At the end, we incorporated modules 
to help the students understand the importance of parallelism 
in enhancing performance of sorting algorithms and its 
benefits as an application programmer, a systems programmer, 
an algorithm designer, and a computer architect.  

Topics presented in this course include the implementation 
of basic programming constructs such as I/O, arithmetic 
expressions, if-else and switch conditional operations, for-
while iterative computation controls, simple functions, classes, 
inheritance, polymorphism, recursion, searching and sorting 
algorithms.  This course includes twenty eight lecture 
modules, fifteen hands-on project activities.  Several examples 
of classroom activities are given below. 

III. TRANSFORMATIONS-ACTIONS TAKEN 

We have replaced the old text based programming style to 
Graphical User Interface (GUI). Students downloaded the free 
online and open software (FOSS) Code Blocks IDE from 
http://www.codeblocks.org/downloads/26/ to complete the 
project activities using Windows 7 operating system. [6].   The 
following paragraphs describe the projects assigned with 
sample solutions completed by the students from simple to 
moderate complexity.  

A. Project 1: 

The following code 1, depicts the first classroom project 
assigned to illustrate a simple vending machine. The goal of 
this particular activity is to introduce the concepts of cout, cin, 
<< , >>, and simple arithmetic operations. Towards the end of 
the class this project is extended to demonstrate the design and 
the use of multiple classes. 

#include <iostream> 

using namespace std; 

 

int main() 

{ 

    int juice_money, cent_85, cent_1; 

    cout << "This juice machine accepts Dollar bills.\n"; 

    cout << "How many dollars will you insert?\n"; 

    cin >> juice_money; 

 

    // Find the number of 85 cent juice cans to be dispensed. 

    cent_85 = 100 * juice_money / 85; 

 

    // Find the number of pennies to be dispensed. 

    cent_1 = 100 * juice_money % 85; 

 

    //Tell the user how many juice cans they will get. 

    cout << "The juice vendor will dispence:\n"; 

    cout << "1) " << cent_85 << " 85 cent juice cans.\n"; 

    cout << "2) " << cent_1  << " Pennies.\n"; 

    return 0; 

} 

Code  1.  I/O Project 

B. Project 2:   

In this project students design and implement a game 
based on binary number to decimal conversion that is able to 

produce a number from 1 to 31 and hence any individual’s 
birthday [1].  First the binary number system is introduced 
with binary to decimal conversions. Students were allowed to 
discover that any decimal number from 1 to 31 can be 
represented with five bits and to identify the corresponding 
five groups. See Code 2.    

#include <iostream> 

using namespace std; 

 

int main() 

{ 

    //  Initialize 6 input/output variables 

    int bit1, bit2,bit3, bit4, bit5, day; 

 

    cout << "I can guess your birthday.\n"; 

    cout << "Remember to put a 1 for yes and a 0 for no.\n"; 

     

    cout << "Is your birth day in set 1?\n"; 

    cout << "Set 1: 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23, 25, 27, 29, 

31\n"; 

    cin >> bit1; 

     

    cout << endl << "Is your birth day in set 2?\n"; 

    cout << "Set 2: 2, 3, 6, 7, 10, 11, 14, 15, 18, 19, 22, 23, 26, 27, 30, 

31\n"; 

    cin >> bit2; 

     

    cout << endl << "Is your birth day in set 3?\n"; 

    cout << "Set 3: 4, 5, 6, 7, 12, 13, 14, 15, 20, 21, 22, 23, 28, 29, 30, 

31\n"; 

    cin >> bit3; 

     

    cout << endl << "Is your birth day in set 4?\n"; 

    cout << "Set 4: 8, 9, 10, 11, 12, 13, 14, 15, 24, 25, 26, 27, 28, 29, 30, 

31\n"; 

    cin >> bit4; 

     

    cout << endl << "Is your birth day in set 5?\n"; 

    cout << "Set 5: 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 

31\n"; 

    cin >> bit5; 

     

    day = bit5*16 + bit4*8 + bit3*4 + bit2*2 + bit1; 

     

   cout << endl << "Your birth day is on the " << day << " day of your 

birth month."; 

    return 0; 

} 

Code  2.  Binary to Decimal Conversion game 

C. Project 3: 

Conditional if else switch statements are central to writing 
computer programs and aimed at helping students understand 
and solve intractable problems. In this project students were 
introduced to random number generation and asked to design 
a game that simulates a lottery drawing [1].  They 
implemented the game for one, two and three digit lottery 
numbers, with prizes awarded to the winning numbers.   

The program first invites the user to enter the number 
corresponding to the version of the game they are playing.  
Once the user inputs the numbers for their lottery ticket, the 
computer generates a random number and compares to see a 
match.  At the end of the program it displays the winning 
award. 
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In the one digit game, a simple if/then statement matches 
the random number generated by the program for the lottery to 
the users guess.  The random number is generated by the 
rand() mod 10 to ensure one digit.  See Code 3. 

#include <iostream> 

#include <ctime> 

#include <cstdlib> 

using namespace std; 

 

int main() 

{ 

    srand (time(0)); 

    int lottery = rand() % 10, guess, prize =1; 

    cout << "Would you like to play the lottery and win?\n"; 

    cout << "Please enter any number from 0 to 9 to find out if you 

win!!\n"; 

    cin >> guess; 

    if (lottery == guess) 

            prize = 1000; 

    else prize = 0; 

    if (prize >0) 

        cout << "Congratulations you have won " << prize << " dollars\n" 

<<"The correct number was " <<lottery<< endl; 

    else cout << "Sorry you have not won this time.\n" <<"The correct 

number was " <<lottery<<". Please try again."; 

    return 0; 

} 

Code  3.  One digit  game program 

In the two digit game, the two numbers need to be 
separated from one another.  There are four different winning 
outcomes and each will be determined by an if/then statement. 
The random integer, generated by the rand() mod 100 ensures 
two digits, from 00 to 99.  The division and modulus operators 
are used to separate the first and second digits. See Code 4. 

#include <iostream> 

#include <ctime> 

#include <cstdlib> 

using namespace std; 

 

int main() 

{ 

    srand (time(0)); 

    int lottery = rand() % 100, firstdig, seconddig, guess, firstguess, 

secondguess; 

    int prize = 1; 

    firstdig=lottery/10; 

    seconddig=lottery % 10; 

    cout << "Would you like to play the lottery and win?\n"; 

    cout << "Please enter any number from 00 to 99 to find out if you 

win!!\n"; 

    cin >> guess; 

    firstguess=guess/10; 

    secondguess=guess % 10; 

    if ((firstdig == firstguess) && (seconddig == secondguess)) 

            prize = 10000; 

    else if ((firstdig == firstguess) && (seconddig != secondguess)) 

            prize = 5000; 

    else if ((firstdig != firstguess) && (seconddig == secondguess)) 

            prize = 5000; 

    else if ((firstdig == secondguess) && (seconddig == firstguess)) 

            prize = 7500; 

    else prize = 0; 

 

    if (prize >0) 

        cout << "Congratulations you have won " << prize << " dollars\n" 

<<"The correct number was " <<lottery<< endl; 

    else cout << "Sorry you have not won this time.\n" <<"The correct 

number was " <<lottery<<". Please try again."; 

    return 0; 

} 

Code  4.  Two digit game program  

In the three digit game, the rand() mod 1000 ensures three 
digits, ranging from 000 to 999.  The largest amount will be 
awarded to the users who guess all three numbers in the 
correct order. In this program we limited the number of 
matches to produce eight potential outcomes, having one 
number right in any of the three locations (three outcomes), 
having two of the numbers correct and in the proper location 
(three more outcomes), having all three numbers correct but in 
the wrong order, and having all three numbers correct in the 
correct order.  See Code 5. 

#include <iostream> 

#include <ctime> 

#include <cstdlib> 

using namespace std; 

 

int main() 

{ 

    srand (time(0)); 

    int lottery = rand() % 1000, firstdig, seconddig, thirddig, guess, 

firstguess, secondguess, thirdguess; 

    int prize = 1; 

    firstdig=lottery/100; 

    seconddig=lottery % 100 / 10; 

    thirddig=lottery % 100 % 10; 

    cout << "Would you like to play the lottery and win?\n"; 

    cout << "Please enter any number from 000 to 999 to find out if you 

win!!\n"; 

    cin >> guess; 

    firstguess=guess/100; 

    secondguess=guess % 100 / 10; 

    thirdguess=guess % 100 % 10; 

    if ((firstdig == firstguess) && (seconddig == secondguess) && 

(thirddig == thirdguess)) 

            prize = 100000; 

    else if ((firstdig == firstguess) && (seconddig == secondguess) && 

(thirddig != thirdguess)) 

            prize = 4000; 

    else if ((firstdig == firstguess) && (seconddig != secondguess) && 

(thirddig == thirdguess)) 

            prize = 4000; 

    else if ((firstdig != firstguess) && (seconddig == secondguess) && 

(thirddig == thirdguess)) 

            prize = 4000; 

    else if (((firstdig == secondguess) || (firstdig == thirdguess)) && 

((seconddig == firstguess) || (seconddig == thirdguess)) && ((thirddig == 

secondguess) || (thirddig == firstguess))) 

            prize = 25000; 

    else if ((firstdig == firstguess) && (seconddig != secondguess) && 

(thirddig != thirdguess)) 

            prize = 1000; 

    else if ((firstdig != firstguess) && (seconddig == secondguess) && 

(thirddig != thirdguess)) 

            prize = 1000; 

    else if ((firstdig != firstguess) && (seconddig != secondguess) && 

(thirddig == thirdguess)) 

            prize = 1000; 

    if (prize >0) 

        cout << "Congratulations you have won " << prize << " dollars\n" 

<<"The correct number was " <<lottery<< endl; 

    else cout << "Sorry you have not won this time.\n" <<"The correct 

number was " <<lottery<<". Please try again."; 

    return 0; 

} 

Code  5.  Three digit game program 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No.3, 2013 

34 | P a g e  
www.ijacsa.thesai.org 

D. Project 4: 

In this project students simulate a rock, paper, scissors 
game [1]. The program asks the user to choose one of the 
options to play the game.  After that, the computer will 
determine its choice and decides the outcome of the game. A 
number mod 3 generates three possibilities 0, 1 or 2, with each 
number being assigned a value: rock, paper or scissors.   

A switch will take the computer’s choice and compare it to 
the user’s choice using an if/then statement.  If the two choices 
are the same, the game will end up tied.  . 

The else part will give one of the two alternative scenarios 
for the game in another if statement and the result of that 
outcome, with a final else being the result of the only other 
potential outcome for the scenario, since only three exist for 
each possibility. See Code 6.  

#include <iostream> 

#include <ctime> 

#include <cstdlib> 

using namespace std; 

 

int main() 

{ 

    srand (time(0)); 

    int number = rand() % 3; 

    string playerguess, cpuoption; 

    cout << "Would you like to play rock/paper/scissors?\n"; 

    cout << "Please choose whether you would like the rock, paper, or 

scissors.\n"; 

    cin >> playerguess; 

    if (number == 0) 

        cpuoption = "rock"; 

    else if (number == 1) 

        cpuoption = "paper"; 

    else if (number == 2) 

        cpuoption = "scissors"; 

    switch (number) 

    { 

        case 0:  if (playerguess == cpuoption) 

                      cout << "You have tied.  Please play again.\n"; 

                      else if (playerguess == "paper" ) 

                      cout << "You have won.  Paper covers rock.\n"; 

                      else cout << "You have lost.  Rock breaks scissors.\n"; 

break; 

        case 1: if (playerguess == cpuoption) 

                      cout << "You have tied.  Please play again.\n"; 

                      else if (playerguess == "scissors" ) 

                      cout << "You have won.  Scissors cuts paper.\n"; 

                      else cout << "You have lost.  Paper covers rock.\n"; break; 

        case 2:  if (playerguess == cpuoption) 

                          cout << "You have tied.  Please play again.\n"; 

                          else if (playerguess == "rock" ) 

                          cout << "You have won.  Rock breaks scissors.\n"; 

                          else cout << "You have lost.  Scissors cut paper.\n"; 

break; 

    } 

    return 0; 

} 

Code  6.  Rock, Paper, Scissor 

E. Project 5:   

In this project students use at least three functions to 
design and implement a game that simulates the actions of an 
ATM machine, where the user initially has no money, then 
makes an initial deposit, and then is able to withdraw money.   

The program asks the user to insert any number of 
quarters, dimes, nickels and pennies.  Then the program tells 
the user the available balance.  The same process will be 
repeated for the withdrawal, and the final balance will be 
displayed.  There are three main functions in this program.  
First, is the initialization of the variables, setting the values to 
zero, as if this is the first time that the account is filled with 
money, or another programmer defines a different value other 
than zero that would be available for withdrawal.  The second 
function is a deposit function to add up the coins entered into 
the purse that would give the user a total amount of money 
deposited.  The third function enables withdrawal from the 
account.  If the withdrawal exceeds the account balance the 
program will state that there are insufficient funds.  See Code 
7. 

#include <iostream> 

using namespace std; 

 

void insert(int quarters, int dimes, int nickels, int pennies, double& total); 

void withdrawl(int quarters, int dimes, int nickels, int pennies, double& 

total); 

void initialize (int& quarters, int& dimes, int& nickels, int& pennies, 

double& total); 

 

int main() 

{ 

    int quarters, dimes, nickels, pennies; 

    double total; 

    initialize(quarters, dimes, nickels, pennies, total); 

    insert(quarters, dimes, nickels, pennies, total); 

    withdrawl(quarters, dimes, nickels, pennies, total); 

    return 0; 

} 

 

void insert(int quarters, int dimes, int nickels, int pennies, double& total) 

{ 

 

    cout << "Please insert how many quarters you are inserting.\n"; 

    cin >> quarters; 

    cout << "Please insert how many dimes you are inserting.\n"; 

    cin >> dimes; 

    cout << "Please insert how many nickels you are inserting.\n"; 

    cin >> nickels; 

    cout << "Please insert how many pennies you are inserting.\n"; 

    cin >> pennies; 

    total = quarters*.25+dimes * .10 + nickels * .05 + pennies * .01; 

} 

 

void withdrawl(int quarters, int dimes, int nickels, int pennies, double& 

total) 

{ 

 

    cout << "You have $" << total << " that you can withdraw\n"; 

    cout << "How many quarters do you want to take out?\n"; 

    cin >> quarters; 

    cout << "How many dimes do you want to take out?\n"; 

    cin >> dimes; 

    cout << "How many nickels do you want to take out?\n"; 

    cin >> nickels; 

    cout << "How many pennies do you want to take out?\n"; 

    cin >> pennies; 

    total = total - (quarters*.25+dimes*.10+nickels*.05+pennies*.01); 

    if (total>0) 

        cout << "Please take your change.  Your new balance is $" <<total; 

    else cout <<"You do not have enough funds.  Please try again."; 

} 
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void initialize (int& quarters, int& dimes, int& nickels, int& pennies, 

double& total) 

{ 

    quarters = 0, dimes = 0, nickels =0, pennies = 0; 

    total = 0; 

} 

Code  7.  ATM Machine 

F. Project 6:   

In this project students define two classes and design and 
implement a program that simulates a juice vending machine.  
The program asks the user to select the juice choice from the 
vending machine [2].  Then the program asks for the proper 
amount of money for the kind of juice they selected.   

The program gives the user two chances to input at least 
the proper amount of money before returning their money and 
displaying a statement asking them to try again, or outputs a 
thank you statement for the selection.  The main menu for the 
vending machine then reappears after the juice has been paid 
for and asks the user again if he/she would like to make a 
selection, repeating the process until the user exits the 
program.   

Although the system doesn’t output the number of items 
available for each juice, the program tracks the number of 
juice cans, and if it runs out of one it displays a message that 
the item as sold out. The user defines the cashRegisterType 
and the dispenserType classes.  The cashRegisterType acts as 
the user interface for the program while the dispenserType  
banks the information internally as the user doesn’t need to 
know this information.  See Code 8.  

#include <iostream> 

#include <iomanip> 

 

using namespace std; 

 

class CashRegisterType 

{ 

    private: 

        int cashOnHand; 

    public: 

        CashRegisterType(int cashIn = 500); //constructor 

        int getCurrentBalance() const; 

        void acceptAmount(int amountIn); 

}; 

 

CashRegisterType::CashRegisterType(int cashIn) 

: cashOnHand(cashIn) 

{ 

 

} 

 

int CashRegisterType::getCurrentBalance() const 

{ 

    return cashOnHand; 

} 

 

void CashRegisterType::acceptAmount(int cashIn) 

{ 

    cashOnHand += cashIn; 

} 

 

class DispenserType 

{ 

    private: 

        int numberOfItems; 

        int cost; 

    public: 

        DispenserType(int noOfItems = 50, int costIn = 50); 

        int getCost() const; 

        void makeSale(); 

}; 

 

DispenserType::DispenserType(int noOfItems, int costIn) 

: numberOfItems(noOfItems), cost(costIn) 

{ 

 

} 

 

int DispenserType::getCost() const 

{ 

    return cost; 

} 

 

void DispenserType::makeSale() 

{ 

    numberOfItems--; 

} 

 

int main() 

{ 

 

    CashRegisterType reg; 

    DispenserType orange; 

    DispenserType apple(50, 75); 

    DispenserType mango(50, 65); 

    DispenserType banana(50, 25); 

    DispenserType juices(50, 125); 

    int option; 

 

    cout << "Cash in Register: $" << reg.getCurrentBalance() / 100.0 << 

endl; 

    //show menu, sell items 

    do 

    { 

        cout << "Select an Item"; 

        cout << "1. Orange " << orange.getCost() << " Cents." << endl; 

        cout << "2. Apple " << apple.getCost() << " Cents." << endl; 

        cout << "3. Mango " << mango.getCost() << " Cents." << endl; 

        cout << "4. Banana " << banana.getCost() << " Cents." << endl; 

        cout << "5. Juice " << juices.getCost() << " Cents." << endl; 

        cout << "6. Quit." << endl; 

        cout << "Enter Option: "; 

        cin >> option; 

 

        if ( option == 1 ) 

        { 

            cout << "You bought Orange for " << orange.getCost() << " 

Cents." << endl; 

            reg.acceptAmount(orange.getCost()); 

        } 

        else if ( option == 2 ) 

        { 

            cout << "You bought Apple for " << apple.getCost() << " Cents." 

<< endl; 

            reg.acceptAmount(apple.getCost()); 

        } 

        if ( option == 3 ) 

        { 

            cout << "You bought Mango for " << mango.getCost() << " 

Cents." << endl; 

            reg.acceptAmount(mango.getCost()); 

        } 

        if ( option == 4 ) 

        { 

            cout << "You bought Banana for " << banana.getCost() << " 

Cents." << endl; 

            reg.acceptAmount(banana.getCost()); 
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        } 

        if ( option == 5 ) 

        { 

            cout << "You bought Juice for " << juices.getCost() << " Cents." 

<< endl; 

            reg.acceptAmount(juices.getCost()); 

        } 

    }while(option != 6); 

 

    cout << endl; 

    cout << "Cash in Register: $" << reg.getCurrentBalance() / 100.0 << 

endl; 

 

    cin.ignore(100, '\n'); 

    system("pause"); 

    return 0; 

} 

Code  8.  Mutiple Classes  

IV. TRANSFORMATIONS, ASSESSMENT, EVALUATION AND 

FEEDBACK 

With the help of Integrated Development Environment 
(IDE) software, students learned how to edit-compile-run 
programs in their first class hour. Also, we observed that the 
number of assignments completed by the students both during 
the course and in the class hour is much more compared to a 
typical lecture-based programming class. The IDE helped 
students as designers to quickly compare alternative solutions 
for problems and test for correctness.  Student learning was 
evaluated using many different methods.  The background 
knowledge and preconception checks were performed in the 
form of a simple questionnaire/worksheet that the students 
will fill in prior to working on the project assignments. Each 
student explained the sample programs given in each chapter 
of the book to others, compiled and executed to check the 
correctness. The students were asked to explain the concepts 
they have learned and the programs so that the instructor can 
measure student learning. Students completed one 
programming assignment daily and submitted one project 
report per week. In larger projects, students worked together 
in groups. Each member turned in an evaluation of his/her 
own learning experiences gained by being part of a team.  To 
reinforce the learning, a test was scheduled after the 
completion of each module. Excellent students performed well 
in all levels and had complete understanding of the subject 
matter. Very good students were strong in many areas but 
weak in some. Average students showed weaknesses in some 
levels. Poor students could not perform well in many areas.  
Classroom opinion polls and course-related self-confidence 
surveys were also performed to receive the feedback.  

Student progress towards attaining each Student Outcome 
described in section 1 of this paper is measured in stages.  For 
each stage, students complete a pre-defined set of activities in 
the course. Data collection processes to assess and evaluate 
each student outcome include exam questions, group 
activities, project presentations, focus groups, industrial 
advisory committee meetings, and other processes that are 
relevant and appropriate to the program. Student performance 
is evaluated in the course by the assessment data collection, 
data analysis, review and recommendations, and course 
outcomes. Student and Exit surveys are also used to collect 
data. Data collection processes for each outcome include 

quizzes, tests, final exams, homework, lab reports, oral 
presentations, and project work. The undergraduate committee 
and the program Chair analyze the data. The program faculty 
makes recommendations thereafter. The undergraduate 
committee approves the recommendations. The program 
faculty and the Chair implement those recommendations.  The 
faculty retreat and department meeting times are used to 
discuss these changes. 

Classroom activities were designed to reflect student-
centered design and analysis processes.  In general, pre project 
assignments helped the students explore and create on their 
own. They synthesized the classroom instructions with other 
resources to produce algorithms and then to test and to debug. 
In the classroom, each student provided with a computer to 
extend the concepts they learned in the pre project assignment.   
Less challenging design problems that can be solved within a 
given period of time were assigned as in-class closed-project 
assignments.  A post-project assignment helped the students to 
analyze the use of in-class activities. More challenging and 
time consuming problems were assigned as post laboratories.  
After completing each project, students submitted a report 
discussing their experience. First, each student worked alone 
as the sole developer of the programs. Towards the end of the 
semester two to four students were allowed to work in a team 
to design, construct and complete the projects. The group was 
responsible for developing definitions and specification of a 
larger software product to solve a problem as their final 
project.  

V. SUMMARY 

This paper described the project-based CS/IS-1 course we 
have developed to substitute the traditional lecture based 
classroom to help students design and use at least two user 
defined data types in a program. First we have outlined the 
expected student outcomes, thereafter the transformations 
made, data collected for evaluation and continuous 
improvements. For many years, we have been experimenting 
with methods to improve the quality of teaching programming 
languages for undergraduate computing students. Our goal has 
been and continues to be to help them become good 
programmers in a relatively short period of time with both 
theoretical understanding and practical skills so that they can 
enter and make an effective contribution to the profession. 
Traditionally, the programming lectures have been presented 
to a less than enthusiastic student body in a relatively passive 
classroom environment. In general, this lecture based 
instructional process consists of multiple copying stages: the 
instructor first copies programs from a textbook to his note 
book, then the instructor displays the projects onto a 
whiteboard, thereafter the students copy programs into their 
note books and then edit on a computer to compile and run 
after the class.  Moreover, each instructor allocates 
considerable amount of his/her time to prepare or update the 
same course material in each offering. Designing a project 
based course with learning-by-doing modules and making it 
available for all the instructors on-line. It reduces the course 
preparation time for instructors, reduces multiple copying 
steps in the learning process, strengthen the abilities and 
increase the enthusiasm of both traditional undergraduate 
students as well as the adult learners. Growth of any 
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undergraduate computing program will largely depend on the 
strength of the introductory programming language courses in 
the curriculum. Learning takes place through creation, 
interaction, inspiration and effort. Thus the performance of the 
students can be improved by converting the traditional passive 
classroom into an active hands-on learning environment.  

We have provided the students an efficient, rigorous and 
engaging learning environment with necessary tools and 
training to become proficient in the C++ programming 
language in a relatively short period of time. Also, we have 
enhanced the quality of the graduates by helping them to 
understand basic programming constructs with hands-on 
skills, integration and team-work. Our approaches taught the 
students on how to explore a programming language on their 
own and learn while interacting with a machine loaded with 
necessary tools. Our active learning environment strengthened 
student abilities and increase the enthusiasm of both 
traditional and adult learners. Our active learning modules 
consist of a complete programming solution to problems, 
partially completed programs for a given problem and tasks 
with no programs. We introduced one programming concept 
of the language at a time. Classroom activities include 
discussions, reading, writing, modifying and presenting 
programming solutions to the class. Students enjoyed program 
design, implementation and error correction in an active 
classroom.   

Within our geographic area we will have opportunities to 
test our designs which could possibly extend to other colleges, 
faculty and students. We would like to compare the student 
retention in a project based active learning programming 
classes with lecture-based classes. We will continue assessing, 
evaluating and improving the course material continuously 
through faculty and student feedback for the next couple 
semesters.  Also, we will continue to share the experience 
gained from this experiment with the rest of the C++ 
programming community.     

REFERENCES 

[1] Y.D. Liang, Introduction to Programming with C++, 2nd Edition, 
Prentice Hall, 2011 

[2] D.S. Malik., C++ Programming From Problem Analysis to Program 
Design, 5th Edition, Cengage Learning, 2012  

[3] T.Gaddis,J.Walters and G.Muganda  Starting out with C++, 7th Edition, 

Addison Wesley,2010   

[4] P.Dietel and P Dietel, C++ How to Program, 7th Edition, Addison 
Wesley, 2010   

[5] Horstmannn, C++ For Everyone, 2nd Edition, , Wiley Publishing, 

©2011 

[6] http://www.codeblocks.org/downloads/26/ 

AUTHORS PROFILES 

The first author of this paper, Dr. Suvineetha Hearth,  
is a faculty member of University Bahrain. She taught 
Information Systems, Business and Computer Science 
departments of Dubuque University, Richard Stockton 
College, and Atlantic Cape Community College in New 
Jersey, USA. She also worked as a teaching and research 
assistant at the Gifu University, and a visiting instructor at 

Gifu Technical College,  in Japan.  She received her PhD in Public Policies 
from the Gifu University, Japan in 1998  as  a  Rotary Yoneyama graduate 
Scholar. Also, she continued the coursework required for a second PhD in 
International Law at Asahi University in Japan. As an Attorney-at-Law, she 
serve for the Herath Foundation as the Vice President of Legal Affairs and 
Reforms. Her research interests include security  policies, protocols for 
security, access control, authentication, integrity, Biometrics,  Information 
Assurance and e-learning.  She is a Life member of Sri Lanka Bar Association  
and senior member of the Institute of Electrical and Electronic Engineers 
(IEEE W) and a active member of the Association of Computer Machinery 
(ACM). Currently, she is leading the ACM GULF Region Teaching  and 
Learning group and organizing IEEE Computer Society in Bahrain. 

Dr. Ajantha  Hearth earned his PhD from the Gifu 
University, Japan, in 1997. His research interests 
include e-commerce protocols; secure network 
protocols, computer forensics and algorithm 
transformations to cryptographic hardware. He worked 
as the Professor at the University of Fiji’s Department 
of Computer Science and Information Technology in 

2011. At present he is teaching at the University of Bahrain. In 1988 he 
received the prestigious Japanese Government Monbusho research 
scholarship award. In 2007 he received the Outstanding Research Award for 
Commitment to Excellence in Computer Forensics and Development of 
Student Leaders and Researchers from the IEEE–Region 2 AIAA USA. He is 
a senior member of the IEEE and member of ACM. In 1986, Herath brothers 
established the Herath Foundation to help financially needy but talented 
students and awarded more than 7000 scholarships to continue their higher 
education. He functions as the senior vice president of the Herath Foundation. 

Mr. Mohammed A.R. Siddiqui  is a faculty of 
University Bahrain.  He received  his MSc and B.Sc.  from  
Osmania University, India. In 1999,,he joined UOB and 
also  work as an adjunct faculty at Polytechnic College in 
Bahrain. His research interests include Visual 
Programming, Knowledge  Base System,  Database 
Management Systems E -  Commerce and E-Learning. He 
is an a member of the Association of Computer Machinery 

(ACM. ) since 2010 and an active member of ACM Gulf region Learning and 
Research group. 

Mr. Khuzaima  A.H El-Jallad is a faculty member of 
University Bahrain 2003.  He received  his MSc from 
Towson State University 1984, USA  and B.Sc. 1982 from  
Point Park University, Pittsburgh,. USA. Over the past 
fifteen years he was working  in many projects related to  
development of Instructional Technology and ICTs though  
the uses of Digital media. He is a member of the 
Association of Computer Machinery (ACM.) and an active 

member of ACM Gulf Region learning and Research group. His research 
interests are Programming Languages, Elearning, Quality Assurance, 
Multimedia, Ecommerce and Human Computer Interface. 

 

http://www.codeblocks.org/downloads/26/


(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No.3, 2013 

38 | P a g e  
www.ijacsa.thesai.org 

Quadrant Based WSN Routing Technique by Shifting 

of Origin

Nandan Banerji, M.Tech(CSE)               

Department of Computer science & Engineering, 

University of Kalyani, Nadia, W.B, India 

Uttam Kumar Kundu (Principal) 

Bengal College of polytechnic, Bidhan Nagar 

Durgapur, W.B, India 

Pulak  Majumder(Astt professor), 

Department of Electronics and Tele-Communication 

Engineering, Regent Education & Research Foundation,   
Barrack pore, W.B, India 

  Debabrata Sarddar (Asst. Professor) 

  Department of Computer science & Engineering, 

  University of Kalyani, Nadia, W.B, India 

  

Abstract—A sensor is a miniaturized, low powered (basically 

battery powered), limited storage device which can sense the 

natural phenomenon or things and convert it into electrical 

energy or vice versa using transduction process. A Wireless 

Sensor Network (WSN) is such a wireless network built using 

sensors. The sensors communicate with each other’s using 

wireless medium. They can be deployed in such an environment; 

inaccessible to human or difficult to reach. Basically there is a 

vast application on automated world such as robotics, avionics, 

oceanographic study, space, satellites etc. The routing of a packet 

from a source node to a destination should be efficient in such a 

way that must be efficient in case of energy, communication 

overhead, less intermediate hops. The scheme will help to route 

the packet with a lesser intermediate nodes as the neighbors are 
being selected based on their Quadrant position. 

Keywords-component;   WSN; Quardent; Packet; Hops 

I. INTRODUCTION 

WSN is a special case of Mobile Ad-hoc NETwork 
(MANET) where the network topology changes very 
frequently with a very limited battery power. So routing in 
such a network is very difficult due to the dynamic network 
configuration. The nodes are scattered in such a manner and 
they are moving around the network that it is very difficult to 
predict the physical position of a node at a particular time.One 
of the related issue is that different nodes have different 
mobility  

patterns; i.e. some nodes are heavily mobile, while some 
others are not. It is very difficult to predict the node movement 
within a WSN. 

The basic characteristics of a WSN are : 

1) Topology that changes dynamically. 

2) Variable link capability and constraint of bandwidth 

of the wireless medium. 

3) Optimization criteria of battery power. 

4) Physical security limitations. 
In our paper we have proposed an idea of routing in a 

WSN. In section-I there is a brief introduction, Section-II 
Related work in this domain, Section-III Idea of the proposed 

work & in Section-IV, V and VI the simulation, 
Acknowledgement, future work are briefly mentioned. 

 

 

Fig.1. WSN  

II. RELATED WORK: 

The existing routing protocols are either proactive or 
reactive in nature .In proactive scheme the route is evaluated 
continuously hence at the time of packet forwarding time the 
route is known. On the other hand in reactive scheme the route 
is evaluated when it is demanded (sometimes it is called on 
demand routing). The protocols are also classified as: 

 On Demand or Source initiated. 

 Table Driven. 

The On demand includes AODV, DSR, TORA, ASR and 
Table driven includes CGSR, DSDV, and WRP. 

Most of the routing techniques in WSN are categorized as 
Geographic Routing, Hierarchical Routing, Stateless Flat 
Routing and Energy Aware Routing.  The available schemes 
are of Hierarchical routing which dealing with clusters and 
CH (Cluster Heads). These schemes divide the network into 
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regions/segments and then route the traffic from one 
region/segment to the other. Regions can be clusters as in [1] 
or can be in the form of zones as in the case of adhoc routing 
schemes. Protocols like GPSR and GEAR which try to 
minimize the energy consumed by considering both energy 
and distance. 

Geographic routing also known as localized algorithms as 
these algorithms use the location information and transmit the 
information towards the geographic direction of destination 
via multiple paths. In Location Aided Routing (LAR), 
intended to support topology-based reactive routing protocol 
uses location information to restrict flooding to request zone 
from where nodes are selected to find the routes between 
source and destination. ILAR (Improved Location Aided 
Routing) is another location based routing algorithm, selects 
the closet neighbor to the base line as an intermediate node. 

In [11] authors suggested a load balancing factor that will 
help in  routing with in a WSN but the load balancing factor 
(Ө) depends upon the energy of the sensor node . Here the 
energy is not a static one; hence the proposed scheme yields 
an average result. 

III. PROPOSED WORK  

The proposed scheme works over a WSN with an 
assumption that the network spread like a two dimensional 
planner square grid with equal spacing. 

There are some other assumptions are: 

 All the nodes are homogeneous in nature. 

 The nodes can be traced by its geographical location 

through available GPS methods. 

 The nodes are static in nature at data gathering stage. 

 The homogenearity parameters of the nodes are 

computational power, energy constraint, limited 

storage and communication range. 
The proposed scheme deals with the routing path between 

a source node to a destination node. There are a number of 
techniques are available but the proposed scheme highlights 
over a very efficient geometric technique to find the path with 
in a very short time. 

Here each of the node with in the square grid has eight(8) 
neighbors as related in Cartesian co-ordinate system(x,y) as 
N1(x,y+1),N2(x,y-1),N3(x+1,y),N4(x-
1,y),N5(x+1,y+1),N6(x+1,y-1),N7(x-1,y+1),N8(x-1,y-1). 

As the geometry suggests that each point(x, y) belongs to a 
particular Quadrant depending upon its (x, y) value with 
respect to the Origin. The proposed scheme first finds the 
Quadrant of Source(S) and destination(D)  then the next node 
from S’s neighbors is selected which belongs to the quadrant 
of D.Here the whole WSN is sub-divided into four regions 
based on some point (0, 0) as origin. Then the origin is shifted 
into the source (S) node and all the neighbors (N8) and the 
destination node (D) s’ co-ordinates are adjusted as per 
geometric formula as mentioned in the figure 2. 

Imagine O(0,0) is the origin and S(α,β) is the source and 
D(x,y) is the destination ; now if the origin is being shifted 

into S(α,β) the co-ordinate of D(x,y) becomes D(x’,y’) as per 
following : 

X’=X-α          and          Y’=Y-β 

The quadrants are set in such a way that the Source and 
Destination will be in same quadrant. 

 

 

 

 

 

 

                                                                            

 

Fig.2.    Geometric Origin & its Shifting 

Similarly all the co-ordinates of the neighbors (N8) of 
source (S) are adjusted with the new origin. Now the actual 
process starts by filtering the N8 based on their quadrant 
location. The selected nodes from N8 are those whose 
quadrant position is similar with D. Then the perpendicular 
distance is calculated from that nodes to D and the smallest is 
selected to become the next hop towards D. Say that node is 
Nx ; now the Nx becomes the next Source Sx and the process 
goes recursively until the Sx becomes D(destination). 

Flow Chart: 
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Fig.3.              Flow chart of the proposed Scheme 

 Y Y’    D 

       

       

       X’   

  S         

          X 

       

       

       

Fig.4. Grid structure with Source & Destination w.r.t Origin. 

Here in the square grid initially the origin is O the it is 
shifted at S. Now the adjustment of co-ordinates are taken 
place with respect to the new origin S. 

Example :  

Let origin O(0,0) ,Source S(5,5) and destination D(12,9) . 
Now the process starts by shifting the origin into S (5, 5) 
hence all the neighbors of S (N8) and Destination D (12, 9) 
will adjust their co-ordinates based on the newer origin. Now 
D becomes (12-5, 9-5) = (7, 4) as adjusted co-ordinate. As D 
is in the first quadrant then the neighbors (from N8) only 
selected to become a candidate for next hop towards the 
destination who belongs to the same quadrant with D (here 
that is first quadrant). 

IV. SIMULATION RESULT 

Complexity: As compared to other methods here the 
complexity of the routing process is reduced a lot as the 
selection of next hop is done based on a filtering mechanism 
with the quadrant position of destination node. As there are 
four quadrants and as per proposed mechanism the selected 
quadrant is one the mathematically the complexity is reduced 
up to 25% of the total efforts. 

 

Fig.5. Proposed Schemes efficiency 

The marked region is the area where the proposed 
algorithm does not work as it is not associated with the 
quadrant of D; hence only the unmarked region will take part 
in the process to become the next hop. 

 

Fig.6.            Output of Simulation 

V. ACKNOWLEDGMENT  

“Quadrant Based WSN Routing Technique By Shifting Of 
Origin”  is an efficient scheme by which we can reduce the 
effort upto 75% of the total effort by separating the whole 
WSN with respect to origin and its 4 quadrants. The proposed 
scheme will reduce the effort as well as help to preserve 
battery power of the sensor node. 

VI. FUTURE WORK 

The proposed scheme can be extended in the context of 
energy or power of the sensor node. In [11] the author 
explained about a threshold value that can be extended in the 
proposed scheme to efficiently utilize the routing technique in 
WSN.  
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Abstract—in this work, we introduce the unsteady   

incompressible Navier-Stokes equations with a new boundary 

condition, generalizes the Dirichlet and the Neumann conditions. 

Then we derive an adequate variational formulation of time-

dependent Navier- Stokes equations. We then prove the existence 

theorem and a uniqueness result. A Mixed finite-element 

discretization is used to generate the nonlinear system 

corresponding to the Navier-Stokes equations. The solution of the 

linearized system is carried out using the GMRES method. In 

order to evaluate the performance of the method, the numerical 

results are compared with others coming from commercial code 
like Adina system. 

Keywords—Unsteady Navier-Stokes Equations; Mixed Finite 

Element Method;        boundary condition; Adina system. 

I. INTRODUCTION 

The two firsts PDEs given in section 2 constitute the basis 
for computational modeling of the flow of an in compressible 
Newtonian fluid. For the equations, we offer a choice of two-
dimensional domains on which the problem can be posed, 
along with boundary conditions and other aspects of the 
problem, and a choice of finite element discretizations on a 
quadrilateral element mesh, whereas the discrete Navier-
Stokes equations require a method such as the generalized 
minimum residual method (GMRES), which is designed for 
non symmetric systems [9, 19]. The key for fast solution lies 
in the choice of effective preconditioning strategies. The 
package offers a range of options, including algebraic methods 
such as incomplete LU factorizations, as well as more 
sophisticated and state- of-the-art multigrid methods designed 
to take advantage of the structure of the discrete linearized 
Navier-Stokes equations. In addition, there is a choice of 
iterative strategies, Picard iteration or Newton method, for 
solving the nonlinear algebraic systems arising from the latter 
problem. 

This paper presents the unsteady Navier-Stocks equations 
with a new boundary condition noted by      . This condition 

generalizes the known conditions, especially the conditions of 
Dirichlet, Neumann...  

If         are the real numbers strictly positive such that  

    , then      is the Neumann boundary condition and 

if      then      is the Dirichlet boundary condition. For 

that   is called the Dirichlet coefficient and   is the Neumann 
coefficient. So, we prove that the weak formulation of the 

proposed modeling has a unique solution. To calculate this 
latter, we use the discretization by mixed finite element 
method. Moreover, to compare our solution with the some 
previously ones, as ADINA system, some numerical results 
are shown. 

The paper is organized as follows. Section II presents the 
model problem. In the section III we show the existence and 
uniqueness of the solution of the standard weak formulation 
and of semi-descretization.  

In section IV we describe the approximation of the 
standard weak formulation using mixed finite elements and 
Picards nonlinear iteration and using GMRES algorithm to 
solve it. Numerical experiments carried out within the 
framework of this publication and their comparisons with 
other results are shown in section V. 

II. UNSTEADY INCOMPRESSIBLE NAVIER-STOKES 

EQUATIONS 

We consider the unsteady Navier-Stokes equations for the 
flow with constant viscosity  
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Where 0 a given constant is called the kinematic 

viscosity. u


 is the fluid velocity, p is the pressure field,   is 

the gradient and .  is the divergence operator. 

The boundary value problem that is considered is posed on 
two or three-dimensional domain Ω, is defined as: 
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that:  
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This system is the basis for computational modeling of the 
flow of an incompressible fluid such as air or water. The 
presence of the nonlinear convection term uu


 means that 

boundary value problems associated with the Navier-Stokes 
equations can have more than one solution. 

We define the spaces 
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      is new boundary condition, for that we need to show 

the existence and uniqueness theorems for this modeling. 

III. EXISTENCE AND UNIQUNESS OF THE SOLUTION 

A. Weak formulation  

THEOREM 1. There are two strictly positive constants 1 c
  

and 2c
 such that: 
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PROOF. See lemma 1.5 chapter V [2].    
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In the course of this proof we have shown that, if u
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With these spaces and forms, consider the following 
variational formulation of problem (1)-(2). 
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According to Theorem 5 and Theorem 1.1 in [2] chapter V, 
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In this case, it is perfectly allowable to prescribe the value of 

u
  at t=0. Moreover, it stems from the above proof that 

problem (20) can be equivalently stated as follows: 
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We consider the following problem: 
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THEOREM 6. Problem (21) and (22) are equivalent. 

To show this Theorem we need the following lemmas 
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Finally, it follows from the open mapping Theorem (cf.Yosida 
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By using Lemma 4, it can be checked that 
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Next, by differentiating (25), we get: 
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Thus, if we set 
dt

dP
p  in [),,0](' TD  we find the 

second equation of (22). 
 

THEOREM 10. Problem (21) has a unique solution in 
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PROOF. The same steps of proof of Theorem 1.5 chapter VI 

in [2] but the spaces V, H, )...(
1
NH  are note the same. . 

B. Semi-discritisation  

In this paragraph, we propose to analyze a very simple one-

step method in order to illustrate the type of argument that is 

often used when dealing with semi-discretization. Consider 

again the problem (20). 
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available and consider the following problem: 
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V’, it follows that (28) can be expressed in the from: 
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Thus, we are asked to solve a linear boundary value 
problem associated with the bilinear form: 
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This form is continuous in V ×V and V-elliptic since 

  2

,

2

,0
),;(,




J

n
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Therefore, by Lax-Mailgram’s theorem [2], problem (29) 

has a unique solution 
1n

u


 in V. 

IV.  DISCRETIZATION BY MIXED FINITE 

ELEMENTS 
Our goal here is to consider the unsteady Navier-Stokes 

equations with baC ,  boundary conditions in a two 

dimensional domain and to approximate them by a mixed 
finite element method. 

Mixed finite element discretization of the weak 
formulation of the Navier- Stokes equations gives rise to a 
nonlinear system of algebraic equations. Two classical 
iterative procedures for solving this system are Newton 
iteration and Picard iteration 

Let ,0 ; hTh
 be a family of rectangulations of  . For 

any .hTT   

We denote by 
Th  the diameter of a simplex, by 

Eh  the 

diameter of a face E of  T, and we set  TTT hh
h max .

 

A discrete weak formulation is defined using finite  
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We define the appropriate bases for the finite element 
spaces, leading to a non linear system of algebraic equations. 
To define the corresponding linear algebra problem, we use a 

set of vector-valued basis functions  
unii ,...,1




So that 
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We introduce a set of pressure basis functions   
pnkk ,...,1

  

and set  





pn
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kkh yxtpyxtp
1

),()(),,(                        (33)                                 

Where un and pn are the numbers of velocity and pressure 

basis functions, respectively. 
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Using the backward Euler method for the time derivative 
and substituting into (34)-(35), one obtains the following 
system of nonlinear equations in tensor notation: 
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With )0(),...,0(),0( 21 unuuu are the coordinates in the 

basis  
unii ,...,1




of the approximation of 0u


 in .hX  Solution 

of the nonlinear system of equations, Eq. (34)-(35), can be 
carried out efficiently using Picards method, where we start 

with an initial guess pu nnnn
IRPU


),(

0,0,   and construct a 

sequence of iterates 
pu nnmnmn

IRPU


),(
,,

 it converges to 

the solution of (34)-(35). In this approach we approximate the 
nonlinear convection term as follows: 
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For the finite-element basis functions, we chose to work 

with stable rectangular elements (Q2-Q1), where we use 
biquadratic approximation for the velocity components, 
bilinear approximation for the pressure, and stable triangular 

elements (P2-P1), where we use quadratic approximation for 
the velocity components and linear approximation for the 
pressure. 

The linear system we need to solve within each iteration of 
Picards method has the following generic form: 

  .
00

 
 

0

00
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P

U

B

BNA
T

                   (39) 

We use the generalized minimum residual method 
(GMRES) for solving the nonsymmetric systems. 
Preconditioning is a technique used to enhance the 
convergence of an iterative method to solve a large linear 
system iteratively. Instead of solving a system 

Λx = b, one solves a system ,
11
bPxP


  where P is 

the preconditioned. A good preconditioned should lead to fast 
convergence of the Krylov method. Furthermore, systems of 
the form Pz = r should be easy to solve. For the Navier-Stokes 
equations, the objective is to design a preconditioned that 
increases the convergence of an iterative method independent 
of the Reynolds number and number of grid points. We use a 
least-squares commutator preconditioning [10, 11,12]. 

V. NUMERICAL SIMULATIONS 

In this section, some numerical results of calculations with 
mixed finite element method and ADINA system will be 
presented. Using our solver, we run two traditional test 
problems (driven cavity flow [9, 14, 15, 16, 17], Backward-
facing step problem [10, 13]) and the flow over an obstacle [9] 
with a number of different model parameters. 

EXAMPLE 1. Driven cavity flow. It is a model of the flow 
in a square cavity with the lid moving from left to right. Let 
the computational model: 

 ,1/11;1
4

xuxy x   a regularized cavity. The 

streamlines are computed from the velocity solution by 
solving the Poisson equation numerically subject to a zero 
Dirichlet boundary condition. 

 

 
Fig.1. Vorticity (left plot), and velocity magnitude solution (right plot) using 

P2 − P1 approximation a 64 × 64 square grid and Reynolds number Re =100. 
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Fig.3. Vorticity (left plot), and velocity magnitude solution (right plot) using 

P2 − P1 approximation a 64 × 64 square grid and Reynolds number Re =400. 

 

 
 

Fig.2. Vorticity (left plot), and velocity magnitude solution (right plot) using 

P2 − P1 approximation, a 64 × 64 square grid and Reynolds number 
Re=1000. 

 
Fig.4. The velocity component u at vertical center line (left plot), and the 

velocity component v horizontal center line (right plot) with a 129 × 129 grid 

and Re=100. 

 

 
Fig.5. The velocity component u at vertical centerline (left plot), and the 

velocity component v at horizontal center line (right plot) with a 129 × 129 

grid and Re=1000. 

Figures 4 and 5 shows the velocity profiles for lines 
passing through the geometric center of the cavity. These 
features clearly demonstrate the high accuracy achieved by the 
proposed mixed finite element method for solving the 
unsteady Navier-Stokes equations in the lid-driven squared 
cavity. 

EXAMPLE 2. L-shaped domain Ω, parabolic inflow 
boundary condition, natural outflow boundary condition. 

This example represents flow in a rectangular duct with a 
sudden expansion; a Poiseuille flow profile is imposed on the 
inflow boundary  ,10 ;1  yx  and a no-flow (zero 

velocity) condition is imposed on the walls. 

The Neumann condition is applied at the outflow boundary 
(x=5; −1 < y < 1) and automatically sets the mean outflow 
pressure to zero. 

 

Fig.6. Equally spaced streamline plot associated with a 32 × 96 square 

grid, 
01 PQ   approximation and  

100
1 ( t=100 seconds). 
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Fig.7. The solution computed with ADINA system. The plot show the 

streamlines associated with a 32 × 96 square grid and 
100

1 (t=100 

seconds). 

The two solutions are therefore essentially identical. This 
is very good indication that my solver is implemented 
correctly. 

VI. CONCLUSION 

In this work, we were interested in the numerical solution 
of the partial differential equations by simulating the flow of 
an incompressible fluid. We introduced the unsteady Navier-

Stokes equations with a new boundary condition noted Ca,b. 

We have shown the existence and uniqueness of the solution 
of the weak formulation and the solution of the semi-
discretization. We used the discretization by mixed finite 
element method. 

Numerical experiments were carried out and compared 
with satisfaction with other numerical results, either resulting 
from the literature, or resulting from calculation with 
commercial software like Adina system. 
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Abstract—Most of the existing classification techniques 

concentrate on learning the datasets as a single similar unit, in 

spite of so many differentiating attributes and complexities 

involved. However, traditional classification techniques, require 

to analysis the dataset prior to learning and for not doing so they 

loss their performance in terms of accuracy and AUC. To this 

end, many of the machine learning problems can be very easily 

solved just by careful observing human learning and training 

nature and then mimic the same in the machine learning.   

This paper presents an updated literature survey of current 

and novel machine learning strategies inducing models efficiently 
for supervised and unsupervised learning in data mining. 

Keywords—Data mining; classification; supervised learning; 

unsupervised learning; learning strategies. 

I. INTRODUCTION  

One of the research hotspots in the field of machine 
learning is classification. There are different types of 
classification models such as decision trees, SVM, neural 
networks, Bayesian belief networks, Genetic algorithm etc. 
The simple structure, the wide applicability on real time 
problems, the high efficiency and the high accuracy are the 
strengths for decision trees. In recent years, many authors 
proposed improvements in decision trees learning strategy. A 
large number of classifiers build the model of dataset for 
classification by using the traditional learning strategies. On 
the other hand, the traditional learning techniques are bottle 
necked the performance of the datasets. However, several 
investigations also suggest that there are other factors that 
contribute to such performance degradation, for example, size 
of the dataset, density of the dataset, and overall complexity of 
the dataset. This paper presents an updated survey of various 
machine learning strategies. It also describes the applicability 
of the algorithm on real-world data. 

The rest of this paper is organized as follows. Section 2 
presents the basics of data mining. Section 3 describes a 
generic datasets and measures used for recent learning 
strategies. Several recent works related to different learning 
strategies are reviewed in Section 4. Section 5 concludes our 
work by presenting future scope on the topic. 

II. DATA MINING 

A. Basics of Data Mining 

Data Mining is the analysis of (often large) observational 
data sets to find unsuspected relationships and to summarize 

the data in novel ways that are both understandable and useful 
to the owner [1]. There are many different data mining 
functionalities. A brief definition of each of these 
functionalities is now presented. The definitions are directly 
collated from [2]. Data characterization is the summarization 
of the general characteristics or features of a target class of 
data. Data Discrimination, on the other hand, is a comparison 
of the general features of target class data objects with the 
general features of objects from one or a set of contrasting 
classes. Association analysis is the discovery of association 
rules showing attribute value conditions that occur frequently 
together in a given set of data. 

 Classification is an important application area for data 
mining. Classification is the process of finding a set of models 
(or functions) that describe and distinguish data classes or 
concepts, for the purpose of being able to use the model to 
predict the class of objects whose class label is unknown. The 
derived model can be represented in various forms, such as 
classification rules, decision trees, mathematical formulae, or 
neural networks. Unlike classification and prediction, which 
analyze class-labeled data objects, clustering analyzes data 
objects without consulting a known class label.  

Outlier Analysis attempts to find outliers or anomalies in 
data. A detailed discussion of these various functionalities can 
be found in [2]. Even an overview of the representative 
algorithms developed for knowledge discovery is beyond the 
scope of this paper. The interested person is directed to the 
many books which amply cover this in detail [1], [2]. 

B. Classificationa and Clustering Tasks 

Learning how to classify objects to one of a pre-specified 
set of categories or classes is a characteristic of intelligence 
that has been of keen interest to researchers in psychology and 
computer science. Identifying the common ―core‖ 
characteristics of a set of objects that are representative of 
their class is of enormous use in focusing the attention of a 
person or computer program. For example, to determine 
whether an animal is a zebra, people know to look for stripes 
rather than examine its tail or ears. Thus, stripes figure 
strongly in our concept (generalization) of zebras. Of course 
stripes alone are not sufficient to form a class description for 
zebras as tigers have them also, but they are certainly one of 
the important characteristics. 

The ability to perform classification and to be able to learn 
to classify gives people and computer programs the power to 
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make decisions. The efficacy of these decisions is affected by 
performance on the classification task. In machine learning, 
the classification task described above is commonly referred 
to as supervised learning. In supervised learning there is a 
specified set of classes, and example objects are labeled with 
the appropriate class (using the example above, the program is 
told what a zebra is and what is not). The goal is to generalize 
(form class descriptions) from the training objects that will 
enable novel objects to be identified as belonging to one of the 
classes.  

In contrast to supervise learning is unsupervised learning. 
In this case the program is not told which objects are zebras. 
Often the goal in unsupervised learning is to decide which 
objects should be grouped together—in other words, the 
learner forms the classes itself. Of course, the success of 
classification learning is heavily dependent on the quality of 
the data provided for training—a learner has only the input to 
learn from. If the data is inadequate or irrelevant then the 
concept descriptions will reflect this and misclassification will 
result when they are applied to new data. 

III. DATASETS AND PERFORMANCE EVALUATION 

MEASURES 

A. Benchmark Datasets 

Table I summarizes the benchmark datasets used in almost 
all the recent studies of machine learning. The details of the 
datasets are given in Table I. For each data set, the number of 
instances, missing values, numeric attributes, nominal 
attributes and number of classes. The complete details 
regarding all the datasets can be obtained from UCI Machine 
Learning Repository [3].  

B. Evaluation Criteria 

To assess the classification results. The most commonly 
used performance evaluation measures in machine learning 
are accuracy, tree size, AUC and error rate. Let us define a 
few well-known and widely used measures: 

The most commonly used empirical measure; accuracy 

is computed by using the below equation (1),  

 

  ------------ (1) 

 
         

Another measure for performance evaluation is AUC. A 
quantitative representation of a ROC curve is the area under it, 
which is known as AUC. When only one run is available from 
a classifier, the AUC can be computed as the arithmetic mean 
(macro-average) of TP rate and TN rate. 

The Area under Curve (AUC) measure is computed by 
equation (2), 

 

     ------------- (2) 

 

 

TABLE I.  Summary of benchmark datasets used in Machine 
Learning 

____________________________________________ 
S.no   Dataset   Instances  Missing  Numeric  Nominal Classes 

                               Values    Attrib.      Attrib. 
__________________________________________________ 
1.   Anneal     898       no  6  32  5 
2.   Anneal.ORIG   898  yes  6  32  5 
3.  Arrhythmia  452  yes  206  73  13 
4.  Audiology  226  yes  0  69  24 
5.  Autos   205  yes  15  10  6 
6.  Balance-scale 625  no  4  0  3 

7.  Breast-cancer  286  yes  0  9  2 
8.  Breast-w  699  yes  9  0  2 
9.  Colic-h  368  yes  7  15  2 
10. Colic-h.ORIG  368  yes  7  15  2 
11. Credit-a  690  yes  6  9  2 
12. Credit-g  1,000  no  7  13  2 
13. Pima diabetes  768  no  8  0  2 
14. Ecoli   336  no  7  0  8 
15. Glass   214  no  9  0  6 

16. Heart-c  303  yes  6  7  2 
17. Heart-h  294  yes  6  7  2 
18. Heart-statlog  270  no  13  0  2 
19. Hepatitis  155  yes  6  13  12 
20. Hypothyroid  3,772  yes  7  22  4 
21. Ionosphere  351  no  34  0  2 
22. Iris   150  no  4  0  3 
23. Kr-versus-kp  3,196  no  0  36  2 

24. Labour 57  yes  8  8  2 
25. Letter  20,000  no  16  0  26 
26. Lympho  148  no  3  15  4 
27. Mushroom  8,124  yes  0  22  2 
28. Optdigits  5,620  no  64  0  10 
29. Pendigits  10,992  no  16  0  10 
30. Primary-tumour 339  yes  0  17  21 
31. Segment  2,310  no  19  0  7 

32. Sick   3,772  yes  7  22  2 
33. Sonar  208  no  60  0  2 
34. Soybean  683  yes  0  35  19 
35. Splice  3,190  no  0  61  3 
36. Vehicle  846  no  18  0  4 
37. Vote   435  yes  0  16  2 
38. Vowel  990  no  10  3  11 
39. Waveform  5,000  no  41  0  3 

40. Zoo   101  no  1  16 7 

__________________________________________________ 

In the machine learning experiments, the size of the tree is 
calculated by the depth of the tree using number of nodes and 
leaves. Testing errors is computed as the number of errors 
produced when separate training and testing set is used for 
training and testing. 

IV. RECENT ADVANCES IN MACHINE LEARNING 

STRATEGIES 

Serkan celik et al. [4] have examine vocabulary-learning 
strategies adopted by Turkish EFL students, specifically the 
frequencies and helpfulness ratings of strategy use, strategy 
patterns, as well as their change for students across different 
language levels. The study involved 95 tertiary level English 
as a foreign language learners.  

FNFPFNTP

TNTP
ACC






2

1 RATERATE FPTP
AUC
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Data were analyzed statistically and the results indicated 
that the participants’ general use of vocabulary learning 
strategies was somewhat inadequate and there was a gap 
between their use of strategies and related perceptions of 
strategy usefulness. Zhou GuoDong et al. [5] have proposed a 
novel hierarchical learning strategy to deal with the data 
sparseness problem in semantic relation extraction by 
modeling the commonality among related classes. For each 
class in the hierarchy either manually predefined or 
automatically clustered, a discriminative function is 
determined in a top-down way. As the upper-level class 
normally has much more positive training examples than the 
lower-level class, the corresponding discriminative function 
can be determined more reliably and guide the discriminative 
function learning in the lower-level one more effectively, 
which otherwise might suffer from limited training data. 
Authors proposed, two classifier learning approaches, i.e. the 
simple perceptron algorithm and the state-of-the-art Support 
Vector Machines, are applied using the hierarchical learning 
strategy.  

Edwin Lughofer [6] has proposed a novel active learning 
strategy for data-driven classifiers, which is based on 
unsupervised criterion during off-line training phase, followed 
by a supervised certainty-based criterion during incremental 
on-line training. In this sense, they call the new strategy 
hybrid active learning. Sample selection in the first phase is 
conducted from scratch (i.e.no initial labels/learners are 
needed) based on purely unsupervised criteria obtained from 
clusters: samples lying near cluster centers and near the   
borders of clusters are expected to represent the most 
informative ones regarding the distribution characteristics of 
the classes. In the second phase, the task is to update already 
trained classifiers during on-line mode with the most 
important samples in order to dynamically guide the classifier 
to more predictive power.  

Both strategies are essential for reducing the annotation 
and supervision effort of operators in off-line and on-line 
classification systems, as operators only have to label an 
exquisite subset of the off-line training data representation 
give feedback only on specific occasions during on-line phase. 

Kevin Duh et al. [7] have proposed a flexible transfer 
learning strategy based on sample selection. Source domain 
training samples are selected if the functional relationship 
between features and labels do not deviate much from that of 
the target domain. This is achieved through a novel 
application of recent advances from density ratio estimation. 
The approach is flexible, scalable, and modular. It allows 
many existing supervised rankers to be adapted to the transfer 
learning setting. Xiaodong Yu et al. [8] have proposed a novel 
updating algorithm based on iterative learning strategy for 
delayed coking unit (DCU), which contains both continuous 
and discrete characteristics. Daily DCU operations under 
different conditions are modeled by a belief rule-base (BRB), 
which is then, updated using iterative learning methodology, 
based on a novel statistical utility for every belief rule. 
Compared with the other learning algorithms, their 
methodology can lead to a more optimal compact final BRB. 
With the help of this expert system, a feed forward 

compensation strategy is introduced to eliminate the 
disturbance caused by the drum-switching operations.  

R.J. Gil et al. [9] have proposed a novel model of an 
Ontology-Learning Knowledge Support System (OLeKSS) is 
proposed to keep these KSSs updated. The proposal applies 
concepts and methodologies of system modeling as well as a 
wide selection of OL processes from heterogeneous 
knowledge sources (ontologies, texts, and databases), in order 
to improve KSS’s semantic product through a process of 
periodic knowledge updating. An application of a Systemic 
Methodology for OL (SMOL) in an academic Case Study 
illustrates the enhancement of the associated ontologies 
through process of population and enrichment. 

Md Nasir et al. [10] have proposed a variant of single-
objective PSO called Dynamic Neighborhood Learning 
Particle Swarm Optimizer (DNLPSO), which uses learning 
strategy whereby all other particles’ historical best 
information is used to update a particle’s velocity as in 
Comprehensive Learning Particle Swarm Optimizer (CLPSO). 
But in contrast to CLPSO, in DNLPSO, the exemplar particle 
is selected from a neighborhood. This strategy enables the 
learner particle to learn from the historical information of its 
neighborhood or sometimes from that of its own.  

Moreover, the neighborhoods are made dynamic in nature 
i.e. they are reformed after certain intervals. This helps the 
diversity of the swarm to be preserved in order to discourage 
premature convergence. Biao Niu et al. [11] have proposed a 
novel batch mode active learning scheme for informative 
sample selection. Inspired by the method of graph 
propagation, we not only take the correlation between labeled 
samples and unlabeled samples, but the correlation among 
unlabeled samples taken into account as well. Especially, 
considering the unbalanced distribution of samples and the 
personalized feedback of human we propose an asymmetric 
propagation scheme to unify the various criteria including 
uncertainty, diversity and density into batch mode active 
learning in relevance feedback. 

Ching-Hung Lee et al. [12] have proposed a hybrid of 
algorithms for electromagnetism-like mechanisms (EM) and 
particle swarm optimization (PSO), called HEMPSO, for use 
in designing a functional-link-based Petri recurrent fuzzy 
neural system (FLPRFNS) for nonlinear system control. The 
FLPRFNS has a functional link-based orthogonal basis 
function fuzzy consequent and a Petri layer to eliminate the 
redundant fuzzy rule for each input calculation. In addition, 
the FLPRFNS is trained by the proposed hybrid algorithm. 
The main innovation is that the random-neighbourhood local 
search is replaced by a PSO algorithm with an instant-update 
strategy for particle information. Each particle updates its 
information instantaneously and in this way receives the best 
current information. Thus, HEMPSO combines the advantages 
of multiple-agent-based searching, global optimization, and 
rapid convergence. Gwénolé Quellec et al. [13] have proposed 
a novel multiple-instance learning framework, for automated 
image classification. Given reference images marked by 
clinicians as relevant or irrelevant, the image classifier is 
trained to detect patterns, of arbitrary size, that only appear in 
relevant images. After training, similar patterns are sought in 
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new images in order to classify them as either relevant or 
irrelevant images. Therefore, no manual segmentations are 
required. As a consequence, large image datasets are available 
for training.  

TABLE II.  RECENT ADVANCES IN LEARNING 
STRATEGY 

________________________________________________ 

ALGORITHM DESCRIPTION            REFERENECE 

_____________________________________________ 
Hi-SVM         Hierarchical learning Strategy                [5] 
Hi-PA            On SVM and Perceptron Algorithm. 
--------------------------------------------------------------------------- 
IL-RIMMER Iterative learning-RIMMER                    [8] 
                     Algorithm. 
--------------------------------------------------------------------------- 
OLeKSS      Ontology-Learning Knowledge                [9] 

                   Support System   
--------------------------------------------------------------------------- 
DNLPSO   Dynamic Neighborhood Learning                [10]  
                  Particle Swarm Optimizer 
--------------------------------------------------------------------------- 
APAL         Asymmetric Propagation based  
                  Active Learning algorithm                       [11] 
--------------------------------------------------------------------------- 

HEMPSO    Hybridization of ElectroMagnetism  
                   like and Particle Swarm                          [12] 
                   Optimization Algorithm                                                                        
--------------------------------------------------------------------------- 
MIL           Multiple Instance Learning Framework    [13]  
--------------------------------------------------------------------------- 
MGDT       Maximum Gain Decision Tree  
                  for OR-Decision Tables                          [14] 

--------------------------------------------------------------------------- 
S2D            Simple-to-Complex Human  
                   Learning Strategy                                    [16] 
--------------------------------------------------------------------------- 
GCSDT      Genetically optimized Cluster Oriented 
                   Soft Decision Trees                                 [17] 
__________________________________________________ 

 

Costantino Grana et al. [14] have proposed a novel 
algorithm to synthesize an optimal decision tree from OR-
decision tables, an extension of standard decision tables, 
complete with the formal proof of optimality and 
computational cost analysis. As many problems which require 
recognizing particular patterns can be modeled 

with this formalism, They select two common binary 
image processing algorithms, namely connected components 
labeling and thinning, to show how these can be represented 
with decision tables, and the benefits of their implementation 
as optimal decision trees in terms of reduced memory 
accesses.  

Joel E. Denny et al. [15] have  demonstrate that a well-
known algorithm described by David Pager and implemented 
in Menhir, the most robust minimal LR(1) implementation 
they have discovered that, it does not always achieve the full 
power of canonical LR(1) when the given grammar is non-
LR(1) coupled with a specification for resolving conflicts. 
They also detail an original minimal LR(1) algorithm, 
IELR(1) (Inadequacy Elimination LR(1)), which they have 

implemented as an extension of GNU Bison and which does 
not exhibit this deficiency. 

Eileen A. Niet al. [16] have proposed a novel, simple and 
effective machine learning paradigm that explicitly exploits 
this important simple-to-complex (S2C) human learning 
strategy, and implement it based on C4.5 efficiently. Sanjay 
Kumar Shukla et al. [17] have developed a novel 
methodology, genetically optimized cluster oriented soft 
decision trees (GCSDT), to glean vital information imbedded 
in the large databases. In contrast to the standard C-fuzzy 
decision trees, where granules are developed through fuzzy 
(soft) clustering, in the proposed architecture granules are 
developed by means of genetically optimized soft clustering. 
In the GCSDT architecture, GA ameliorates the difficulty of 
choosing an initialization for the fuzzy clustering algorithm 
and always avoids degenerate partitions. This provides an 
effective means for the optimization of clustering criterion, 
where an objective function can be illustrated in terms of 
cluster’s center. Growth of the GCSDT is realized by 
expanding nodes of the tree, characterized by the highest 
inconsistency index of the information granules. 

Sanjay Jain et al. [18] have a present study aims at insights 
into the nature of incremental learning in the context of Gold’s 
model of identification in the limit. With a focus on natural 
requirements such as consistency and conservativeness, 
incremental learning is analyzed both for learning from 
positive examples and for learning from positive and negative 
examples. In [19] authors introduced a novel form of decision 
tables, namely OR-Decision Tables, which allow including the 
representation of equivalent actions for a single rule. An 
heuristic to derive a decision tree for such decision tables was 
given, without guarantees on how good the derived tree was. 
In [20], authors presented a preliminary version of a bottom-
up dynamic programming proposed by Schumacher et al. [21] 
which guarantees to find the optimal decision tree given an 
expanded limited entry (binary) decision table, in which each 
row contains only one non zero value. 

V. CONCLUSION 

Traditional classification techniques build the model for 
the datasets by following traditional and old strategy. New and 
novel learning strategies which mimic human learning can of 
great use to improve the process of model building for the 
datasets. In this paper we first investigate the state of the art 
methodologies for machine learning. This issue hinders the 
performance of standard classifier learning algorithms that 
assume relatively balanced class distributions, and classic 
ensemble learning algorithms are not an exception.  

In recent years, several methodologies integrating 
solutions to enhance the induced classifiers in the presence of 
learning strategies by the usage of evolutionary techniques 
have been presented. However, there was a lack of framework 
where each one of them could be classified; for this reason, a 
taxonomy where they can be placed has been taken as our 
future work. Finally, we have concluded that intelligence 
based algorithms are the need of the hour for improving the 
results that are obtained by the usage of data preprocessing 
techniques and training a single classifier. 
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 In our future work, we will apply our proposed method for 
learning wide range of tasks, especially for high dimensional 
feature learning tasks. 
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Abstract–Technologies have advanced rapidly in the field 

of digital signal processing due to advances made in high 

speed, low cost digital integrated chips. These technologies 

have further stimulated ever increasing use of signal 

representation in digital form for purposes of transmission, 

measurement, control and storage. Design of digital filters 

especially adaptive or semi adaptive is the necessity of the 

hour for SAR applications. The aim of this research work is 

to design and performance evaluation of 380-400 KHz 

Bartlett, Blackman and Chebyshev digital semi adaptive 

filters. For this work XILINX and MATLAB softwares were 

used for the design. As part of practical research work these 

designs were translated using FPGA hardware SPARTAN-3E 

kit. These were optimized, analyzed, compared and 

evaluated keeping the sampling frequency at 5 MHz for 64 

orders.  Both these filters designed using software and 

hardware were tested by passing a sinusoidal test signal of 

381 KHz along with noise and the filtered output signals are 
presented.  

Keywords–Digital filter; XILINX and MATLAB softwares; 

Field Programmable Gate Arrays (FPGA); SPARTAN-3E; 

DSP Chips. 

I. INTRODUCTION 

The extraordinary development in the field of high speed, 
low cost microelectronic digital IC’s over the past few decades 
has stimulated an ever increasing use of signal representation 
in digital form for such purposes as transmission, 
measurement, storage and control. The conversion of a 
continuous signal to digital form makes possible the numerical 
manipulation of the data by IC’s which is known as digital 
signal processing which is utmost necessary in the field of 
synthetic aperture radar applications(SAR). For remote 
sensing and detection applications digital signal processing 
concerns the techniques of processing the data to remove, for 
example, unwanted noise components, before the signal is 
reconstructed into analogue form, known as digital filtering, 
which is of interest in this research paper.  

SAR data is required to be processed in real time, hence 
these filters are required to operate in real time. For real time 
operation, the complexity of the digital signal processing 
algorithm is limited by the condition that the numerical 
manipulation to determine each output sample must be 
performed in less than the sample period. Thus the design of a 
real-time filter generally involves a compromise between the 

complex requirements for a complex algorithm and a high 
sampling frequency. 

The possibility of low-cost, real-time digital filtering first 
emerged in the 1970s when general purpose microcomputers 
were introduced. The early digital filters, however, had limited 
speed and precision, which restricted their use to low-
frequency applications and simple algorithms. In the 1980s, 
higher cost special purpose known as DSP chips were 
introduced, which contained much faster arithmetic units and 
on-chip memory for storing filter coefficients and data. In 
some cases, on chip A/D and D/A converters were included 
and subsequently rapid improvements in speed and 
complexity were made possible by ICs, thus resulting in 
design of digital filters of today. FPGA series of kits 
availability clearly helps researchers for taking up practical 
designs of semi adaptive band pass filters from lower to higher 
frequencies.  

II. PROPOSED DESIGN METHODOLOGY 

A.  SOFTWARES BASED DESIGN. 

The simulated design methodology is as shown in fig.1. 
The design process involved the following steps:  

1) MATLAB software tool is used to generate the 

coefficients required for the operation of the filter. 

2) Xilinx software tool was used to design the filter. 

3) Using this research methodology three types of filters 

namely, Bartlett, Blackman and Chebyshev Finite Interval 

Response (FIR) semi adaptive digital band pass filters for 

190-200 KHz were designed. 

4) Filter response was derived for the sampling frequency 

of 5 MHz of order 64. 

5) MATLAB software program was applied for calculating  

and plotting of SNR  

The (FDA) Filter Design and Analysis tool in MATLAB 
provides the option to design the digital filter to offer the 
respective response and coefficients to be implemented within 
the design using VHDL. Filter design can be carried out often 
selecting various options available in FDA tool for generation 
of required coefficients for the respective filter from the target 
menu using the C header option of the FDA tool. The 
generated coefficients in the C header files are then used in the 
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VHDL file for the digital filter designing which is to be 
convoluted with the sampled data of SAR. 

B. HARDWARE BASED DESIGN  

The software based design methodology described above 
was translated on FPGA kit using SPARTA-3E for the 
practical experimental work. The inputs and outputs were 
taken on digital storage oscilloscope. In this research work the 
following practical circuit design steps was carried out as per 
methodology shown in Fig.2. The circuit designed using the 
SPARTAN Logic IC X-C3S, a seven segment display, DIP 
switches is as shown in Fig.3.  

1) Using this FPGA kit three types of filters namely, 

Bartlett, Blackman and Chebyshev Finite Interval Response 

(FIR) semi adaptive digital band pass filters for 380-400 KHz 

were practically designed.  

2) The SPARTAN Logic IC contains 4X10-6 logic gates 

and has 208 pins. 

3) 8 DIP switches were incorporated for selecting various 

combinations such as frequency of the filter, sampling rates 

and input signal.  

4) 16 bit A/D and D/A converters are used for conversion 

and reconstruction of samples. 

5) This filter was integrated into the circuit testing system 

as shown in fig.4. 

6) Here a low power test signal (-5dB) of 195 KHz was 

mixed with AWGN noise and this mixed signal was passed 

through designed band filters namely Bartlett, Blackman and 

Chebyshev for the frequency 190-200 KHz. 

 
In the hardware set up out of 8 DIP switches two are used 

for input/output, two are for selecting sampling rate and four 
switches for selecting filter coefficients. These four switches 
with 16 bit data it is possible to generate 64 sets of filter 
coefficients.  

This technique of using Field Programmable Gate Array 
with DIP switches as shown in Fig.4 for selecting sampling 
rate for noise, test signal and various filter coefficients can be 
termed as a concept of semi-adaptive filter design. With this 
semi-adaptive technique depending on the test signal and 
noise condition particular set can be recalled there by 
increasing the signal to noise ratio for SAR to enable better 
detection. Here  simulated and generated SAR signals 
accompanied with random noise is sampled at a frequency of 
5 MHz. 

Here SPARTAN-3E was used, configured in designing the 
3 types of digital filters in this paper. The achieved filter 
circuit is as shown in figure.3.  

 
Fig.1. Block diagram of the Design using software  methodology 

 
Fig.2. Block Diagram of the Design using Hardware methodology. 

 
Fig.3. Designed circuit using FPGA kit. 

III. RESULTS AND DISCUSSION 

Block diagrams used in these designs by software and 
hardware are as shown in figures 1 and 2 respectively. The 
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designed circuit and integrated experimental setup utilized for 
this research work are depicted in fig. 3 and 4 respectively.  

The frequency responses of Bartlett, Blackman and 
Chebyshev FIR band pass filters of order 64 for a sampling 
frequency of 5 MHz are as shown in figures 5, 6 and 7 
respectively. The original sinusoidal test signal of 195 KHz  
was passed through this 190 to 200 KHz digital band pass FIR  
filters of Bartlett, Blackman and Chebyshev of order 64 which 
was designed using XILINX and MATLAB soft wares are as 
shown in Figures 8, 9 and 10.respectively. The figures 8, 9 and 
also show the SNR improvement versus iteration number 
calculated and plotted for Bartlett, Blackman and Chebyshev 
types of filters. Figure 11 shows the test signal,test signal with 
noise and filterd signals obtained from practical experimental 
set up using FPGA kit (SPARTAN-3E kit) observed in a two 
channel digital oscilloscope. 

It is clearly observed from figure 8 that Bartlett type of 
digital FIR band pass filter clearly suppresses the noise and 
the output signals passed with and without noise are exactly 
comparable. The observations from figures 9 the Blackman 
filter and 10 the Chebyshev filter indicate that noise is not 
suppressed completely and output is seen with some noise 
components and far inferior to Bartlett type of filter of the 
same design. 

From this figures 8 and 11, both are of Bartlett types 
designed using software and hardware respectively, it is 
clearly seen that noise is suppressed and the test signal has 
been passed. The figure 11 shows the input test signal and 
filtered output signal which was passed through the same filter 
which was designed using SPARTA 3 E kit with logic gates 
observed in a two channel digital storage oscilloscope. The 
simulated filter and the practically designed filter have 
rejected the noise and are comparable with hardly any 
differences as per expected lines. 

It is seen from the figures 9, the Blackman and 10, the 
Chebyshev types of filters of software based design, that the 
original signal is completely mixed with noise indicating 
inferiority of these filters when compared with Bartlett filter 
of same design. 

It is seen the fig. 3 and 4 that the band pass filter design 
using SPARTA 3E Kit was clearly translated and achieved 
practically using the methodology proposed in this paper. It is 
seen from the figures.8 and 10 that the simulated SAR signal 
clearly passing through the 190 to 200 KHz window in 
software based and practically designed band pass filters, by 
suppressing the noise levels, presenting the reflected echo of 
the SAR signal.  

From figures 8, 9 and 10 which also shows the SNR 
improvement factor versus iteration number, it is clearly 
observed that SNR improvement factors achieved for Bartlett 
type of filter is 7.78 dB, for Blackman type of filter is 
7.692dB and for Chebyshev type of filter is 7.42dB. 
Dominance of Bartlett type filter is very clear from the same 
design achieved for SNR improvement. 

IV. CONCLUSION 

In this research work the XILINX and MATLAB softwares 
based Bartlett, Blackman and Chebyshev FIR digital 190-200 
KHz semi adaptive band pass filters design methodology was 
successfully translated in to practical one using SPARTAN-3E 
kit along with A/D, D/A converters and DIP switches and 
seven segment display for 64 orders for a sampling frequency 
of 5 MHz.  

 
Fig.4. Designed circuit of the proposed methodology. 

 
Fig.5. Frequency Response (Bartlett) 

 
Fig.6. Frequency Response (Blackman) 
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Fig.7. Frequency Response (Chebyshev) 

 
Fig.8. Input signal, signal+ noise, outcomes and SNR improvement (Bartlett) 

 
Fig.9. . Input signal, signal+ noise, outcomes and SNR improvement 

(Blackman) 

 
Fig.10. Input signal, signal+ noise, outcomes and SNR improvement 

(Chebyshev)  

 
Fig.11. Figure 11. Original signal, noise + signal and filtered signals 

The response was successfully obtained for the designed 
frequency of 195 KHz from both the filters theoretical and 
practical. The superiority performance of Bartlett type of filter 
is clearly observed from both types of design using software 
tools and FPGA kit practically over Blackman and Chebyshev 
type of filters from the same designs. 

SNR improvement factor of 7.78 dB achieved for Bartlett 
is higher than Chebyshev 0f 7.42 dB and Blackman of 7.692 
dB conforming that better quality low frequency FIR semi 
adaptive digital band pass filters can be achieved through 
Bartlett type. These filters are suitable for low frequency SAR 
applications to mitigate random noise levels and give the 
desired target response so that resolution and identification of 
desired objects are achieved.  

The SPARTAN-3E digital signal processing chip was 
successfully configured, designed and achieved for semi-
adaptive digital FIR filters and test signal was passed with 
noise and output clearly obtained as shown in figure 11 
especially for Bartlett type.  
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Filters designed in this paper analyzed and evaluated 
which  are comparable and matching well in their responses of 
filtering out unwanted noise and passing the original signal in 
the designed frequency  band.  

In this paper a concept of low frequency digital filters for 
synthetic aperture radar applications for the purpose of deep 
detection on earth surfaces and deep sea bed are suitably 
demonstrated. High frequency SAR images are deteriorated by 
speckle noise, so in this paper an attempt is made to design a 
practical digital filter using SPARTA 3E kit for low frequency 
SAR applications. It is well known that lower frequencies 
have longer wave length and hence can penetrate deeper in to 
earth and sea bed for detection applications of SAR. 

V. FUTURE SCOPE 

This experiment on practical circuit design of  semi-
adaptive digital filters using SPARTAN-3E and software based 
design using XILINX and Mat Lab softwares for SAR 
applications shows the possibility to formulate fully adaptive 
digital filters for Remote Sensing applications such as for 
Disaster management, mining, Forest management and 
military applications. These filters will play a crucial role in 
practical implementation in future SAR noise reduction. 
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Abstract— The use of Multi-touch interfaces for collaborative 

learning has received significant attention. Their ability to 

synchronously accommodate multiple users is an advantage in 

co-located collaborative design tasks. This paper explores the 

Multi-touch interface’s potential in collaborative Unified 

Modeling Language diagramming by comparing it to a PC-based 

tool, looking at the Collaborative Learning Skills and amount of 

physical interactions in both conditions. The results show that 

even though participants talked more in the PC-based condition, 

the use of the Multi-touch table increased the amount of physical 

interactions, and encouraged the “Creative Conflict” skills 

amongst the team members.   

Keywords—Collaborative Design; Multi-touch Table; PC-

based; Collaborative Learning Skills 

I. INTRODUCTION 

The use of Multi-touch interfaces for collaborative learning 
has received significant attention. They can accommodate more 
than one user at a time. This is particularly useful for learning 
through large, shared display systems like tabletops [2]. 
Another interesting aspect of the Multi-touch environment is 
that it provides new opportunities for interaction between 
humans and computers. This area has been investigated by 
researchers from different educational backgrounds who have 
found Multi-touch environments to be useful as interaction 
through touch is both intuitive and natural [3, 4].   

Many studies have shown the benefits of using Multi-touch 
environments to enhance collaborative work. Using such 
systems encourages students to collaborate and create an 
environment wherein they can discuss their findings and 
integrate their ideas seamlessly with no technological 
hindrances. In addition, such systems can enhance students’ 
interaction skills and promote teamwork. For instance, [5]  
built a system called Futura which is a game based learning 
system for learning about sustainable development. In this 
study, players use Multi-touch surfaces to build healthy 
environment by supporting population growth in an urban 
environment. Multi-touch surfaces have also been used for 
collaborative information gathering. A tool called WebSurface 
was used to facilitate users’ browsing of the Web 

collaboratively in order to collect information from different 
websites. With the use of Multi-touch surfaces users were able 
to seek information, browse multiple pages simultaneously, and 
easily gather the information they found [6]. Multi-touch 
surfaces also have the potential to allow co-located 
collaboration activities, thus permitting small groups to work 
together collaboratively [7] and offering equal opportunities for 
such group work [8].  

To the best of our knowledge, there has been little research 
to determine the potential of using Multi-touch tables to 
enhance co-located collaboration in software design using 
Unified Modeling Language (UML). Object-oriented analysis 
and design can be a very complex task, as it requires 
knowledge of requirements analysis, design and UML. The 
problem statement is often vague and incomplete and students 
need a lot of experience to be successful in analysis. UML is a 
complex modelling language and students have many problems 
to become skilled at it. Furthermore, UML modelling like other 
design tasks is not a well-defined process. There is no single 
best solution for a problem, and often there are several 
alternative solutions for the same requirements. The level of 
collaboration in Futura [5] and WebSurface [6] is limited and 
restricted to simple actions performed by users, such as putting 
words in the right context, arranging items over tables, and 
simple click and drag actions. However, UML design involves 
advanced design issues that raise new collaboration needs, such 
as linking nodes and annotation. In this paper the potential of 
using Multi-touch technology for software design using UML 
is explored by comparing it with PC-based collaborative 
software design and examining the collaboration learning skills 
and physical interactions in both conditions. 

II. RELATED WORK 

A great deal of interesting work has recently been done on 
Multi-touch tables, much of it investigating the role of Multi-
touch in enhancing collaborative activities. Morris et al. [9] 
investigated the success of using Multi-touch tabletops to 
improve cooperation during group functions and tasks. They 
reported that Multi-touch tabletops improved team member 
awareness considerably, indicating that Multi-touch tabletops 
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improve information sharing between group members. Harris 
et al. [10] compared the differences between single and Multi-
touch tabletops in group task performance and found that 
Multi-touch tabletops improved task performance, whereas 
single-touch tabletops did not. In another research study [11] 
the effectiveness of Multi-touch tabletops was examined, by 
comparing multi-mouse and Multi-touch tabletops. Multi-mice 
were seen to be utilized more than Multi-touch tabletops for the 
following reasons: (1) users were better able to interact with 
any part of the display using multi-mice than using Multi-
touch; (2) users were more familiar with multi-mouse 
tabletops; (3) variability in the usage of Multi-touch tables. On 
the other hand it was noted that users of Multi-touch displayed 
fewer grammatical errors than those of multi-mouse. A study 
by [12] shows that Multi-touch tabletops increase the 
awareness and common ground of group members working 
collaboratively to achieve a specific outcome, as well as 
increasing the effectiveness of group tasks and obligations [13]. 
From the aforementioned research studies, it can be concluded 
that Multi-touch tabletops enhance group interaction and 
therefore enhance the realization of group goals.  

Much research has been conducted with the aim of 
improving collaboration among users in software design using 
UML. This includes studies such as COLLECT-UML [14], 
CoLeMo [15], CAMEL [16], and AUTO-COLLEAGUE [17]. 
AUTO-COLLEAGUE does not support collaborative drawing 
for UML diagrams, as COLLECT-UML and CoLeMo do; it 
does, however, offer a chat system as its main collaboration 
tool. These systems are not designed to support a face-to-face 
collaboration style, but rather for distributed collaborative 
work. Very little research other than the Software Design 
Board [18], which is a shared whiteboard application, supports 
collaborative software design. 

III. COMPARATIVE STUDY 

Using Multi-touch table for collaborative UML 
diagramming has not been widely researched. To the best of 
our knowledge, there is no Multi-touch table based editor for 
UML diagramming available. We have developed a  Multi-
touch collaborative UML editor named “MT-CollabUML” [19] 
to encourage face-to-face collaborative software design. In 
order to keep a same variable in both Multi-touch table and PC-
based conditions, MT-CollabUML tool was used in both 
settings. 

IV. PARTICIPANTS 

For the purposes of the research sixteen master program 
students who were studying “Software Engineering for the 
Internet” were selected. The participants were all familiar with 
collaboratively designing software using UML and had 
completed the course. The participants formed eight groups, 
each consisted of two people.  

 

Fig.1.  PC-based condition 

V. EXPERIMENT DESIGN 

A within-subject experiment was conducted to compare 
how the participants used PC with how they used Multi-touch 
table in terms of collaborative design.   

Similarities and differences were studied in terms of 
qualitative behavior in the eight groups of two students, who 
worked on creating UML-State diagrams. The goal was to 
identify differences in the level of collaborative design process 
across experimental conditions. To ensure the validity of our 
investigation, we decided to compare the use of MT-
CollabUML tool in both PC-based and Multi-touch table 
conditions. In both conditions, we provided two similar design 
tasks with the same level of difficulty and complexity.  

Two separate tasks were implemented, each of which 
involved the creation of UML-State diagrams through a 
process of planning, discussion, decision making, drawing and 
reflection. In order to ensure that the tasks were of the same 
complexity and required the same level of skills, the course 
tutor was consulted.  

Counterbalanced measures design was conducted in this 
experiment to help keep the variability low. For every pair of 
groups, we gave one group a UML design task and asked them 
to complete it using the MT-CollabUML tool in PC-based 
“Fig.1” The other group was asked to complete the same task 
using the MT-CollabUML tool on Multi-touch table based 
“Fig. 2”. Then the groups switched and were asked to complete 
the second task using PC and Multi-touch conditions.  

 Before the experiment began, all the students 
underwent basic training in the use of the MT-CollabUML tool 
in the Multi-touch table and PC-based. The experiment took 
place in Durham University’s SynergyNet lab “Fig. 3”, and a 
within-subject study design was used for both the PC-based 
and the Multi-touch surface. The groups were given as much 
time as they needed to complete the tasks. All collaborative 
UML diagramming activities were video recorded for analysis. 
For the Multi-touch and the PC-based conditions, two cameras 
were focused on the tables from two directions to ensure all 
group members captured. Qualitative analysis was followed to 
analyze the collaborative design process. Timeline (in minutes) 
for all design activities along with discussion timeline per 
subject was generated using Microsoft Visio. Design activities 
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included adding or deleting node, adding or correcting text, 
linking or unlinking node and moving node.  

Furthermore, the quantitative analysis was considered by 
calculating the physical interactions (design activities) per 
minute for each subject in Multi-touch and PC-based 
conditions following Harris el al. work [20]. 

 

Fig.2. Multi-touch table condition 

 

Fig.3. SynergyNet lab 

Group member’s learning experience and success are 
influenced by the quality of communication in team discussion 
[21]. Collaborative learning Skills includes Active Learning, 
Creative Conflict and Conversation [21, 22]. According to 
Soller [23] using Collaborative learning Skills promotes 
effective collaboration learning.  Therefore, the verbal 
communication among each pair in both conditions were 
recorded and analyzed to find out if there were differences 
between conditions in term of type of verbal contribution. 
Baghaei [1] and Soller [23]’s verbal communication categories 
were used in this study. Communication Categories includes 
ten types; “Request, Inform, Maintain, Acknowledge, Motivate, 
Argue, Introduce & Plan, Disagree, Task and Off-Task”. 
TABLE I describes the communication categories used in the 
Multi-touch table and PC-based conditions. 

VI. STUDY FINDINGS & DISCUSSION 

The aim of this study was to explore the benefits of using a 
Multi-touch table as a tool to encourage students’ collaboration 
and to enhance the quality of communication amongst team 
members. We looked at the amount of talking, the amount of 

physical interaction, collaboration logs and the use of 
communication categories in both conditions.  

 

 

The results showed that participants talked more in the PC 
based condition (M= 5.61, SD=2.18) than they did in the Multi-
touch table based (M=4.29, SD=1.71). The difference between 
the conditions was statistically significant (p=0.004). The 
qualitative analysis for the collaboration logs (design process) 
explained the reason behind this difference: the PC-based 
condition did not support parallelism design activities on the 
face-to-face collaboration, and it only allowed for sequential-
participative design to be carried out. Therefore, subjects had to 
stop designing activities to engage in discussion to decide the 
next step. However, the Multi-touch table condition supported 
the parallel-participative design, in which subjects were able to 
carry out multiple designing activities and discussion at the 
same time. Also, the PC-based condition increased single-
subject domination, in which one subject performed most of 
the designing activities. A study by Paul Marshall et al. [24] 
showed that dominant subjects talk more, and the results 
supported Marshall’s findings, showed that the subject who 
interacted more physically (dominated more) talked the most. 

A. Use of Communication Categories 

TABLE II shows that “Inform” sub-skill used in PC-based 
condition (35.72%) more than in the Multi-touch based 
condition (31.53%). In PC and Multi-touch settings subjects 
tend to “Request” help, used “Acknowledge”, “Motivate”, 
“Maintain”,  “Disagree” as well as discussed about the next 
step “Task “ almost at the same level.  However, the subjects 
discussed about what are they going to do “Introduce & Plan” 
in the Multi-touch condition (2.13%) more than in the PC-
based condition (1.49%).  Furthermore, Multi-touch setting 
encouraged “Argue” more (21.31%) than the PC setting 
(19.60%). However, subjects used “Off-Task” discussion in the 
Multi-touch (3.64%) more than in the PC (1.79%). Both 
conditions promoted the effective collaborative learning. The 
Multi-touch condition encouraged the “Creative Conflict” skills 
more than the PC-based condition as shown in TABLE II. The 
PC-based condition encouraged “Active Learning” skills more 

Communication 

Category 

Description 

Introduce & Plan 
Introduce yourself to your team-mates and plan the 
session in advance before start collaborating. 

Inform 
Direct or advance the conversation by providing 

information. 

Request 
Ask for help in solving the problem, or in 

understanding a team-mates comment. 

Maintain Support group cohesion and peer involvement. 

Acknowledge Agreement upon team-mate’s comment  

Argue Reason about suggestions made by team-mates. 

Motivate Provide positive feedback. 

Disagree 
Disagree with the comments or suggestions made by 

team members. 

Task Shift the current focus of the group to a new subtask. 

Off-Task Off-Task discussion.  

TABLE I. DESCRIPTION OF COMMUNICATION CATEGORY [1] 
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than the Multi-touch condition. It can be seen that the subjects 
in both conditions engaged in “Conversation” skills almost at 
the same level.  

TABLE II. COLLABORATIVE LEARNING SKILLS IN MULTI-TOUCH AND PC-

BASED CONDITIONS 

 

Collaborative problem-solving has some benefits such as 
encouraging students to verbalise their thinking; encouraging 
students to work together, ask questions, explain and justify 
their opinions; increasing students’ responsibility for their own 
learning; and encouraging them to elaborate and reflect upon 
their knowledge [23, 25, 26]. Verbal communication is one of 
the most important components of any collaboration [27]. In 
this study, Collaborative Learning Conversation Skills 
Taxonomy has been applied. Collaborative Learning 
Conversation Skills Taxonomy is the understanding and 
knowledge of how to communicate effectively, aimed at 
enhancing the learning process in a group discussion [23]. Most 
of the previous studies applied the Collaborative Learning 
Conversation Skills Taxonomy to structured non-verbal 
communication in distributed collaboration settings [1, 28, 29]. 
This taxonomy has been applied in this present study in order 
to explore which skills might be adopted by subjects in face-to-
face collaboration in both experiment conditions without 
forcing them to use a structured communication. The result 
shows that there is some difference between the Multi-touch 
table condition and PC-based conditions in terms of the 
collaborative learning communication skills that were adopted. 
TABLE II shows that in the Multi-touch table condition, 
subjects tended to use the ‘Creative Conflict’ skills more than 
when they were in the PC-based condition. Using ‘Creative 
Conflict’ skills, which are ‘Argue’ and ‘Disagree’, can be 
useful in producing creative interactions; it leads to productive 
discussion when it is directed at ideas rather than people [30]. 
In both conditions, subjects used the ‘Conversation’ skills 
almost an equal amount of the time. However, in the PC-based 
condition, ‘Active Learning’ skills were used the most, 
particularly using the ‘Inform’ skill, which was highest in the 
PC-based condition. The reason for the frequent use of 
‘Inform’ skills in the PC-based condition is related to single-
subject domination, in which the dominant subject used 
‘Inform’. For example, Subject 2 in Group 1 was the dominant 
subject in the PC-based condition, and was using leading 

phrases such as: ‘I think it is better to have a circle here and an 
end button here’, and: ‘Actually, I think you do not have to 
make capital letter, write specify amount’. The total number of 
‘Inform’ phrases used by this subject was 58, while in the 
Multi-touch table condition it was 44. 

B. Collaboration Log 

 The mouse in the PC-based condition played an important 
role in the use of the MT-CollabUML tool, where it is used for 
adding, deleting, linking, unlinking, and moving nodes. 
Therefore, the subject who controls the mouse dominates the 
physical design activities in the PC-based condition as shown 
in TABLE III. The collaboration log shows that Subject 2 “Fig. 
5” was controlling the mouse in the PC-based condition all the 
time and he/she was dominating the design activities as well. In 
contrast, because of using hand gestures instead of the mouse 
in the Multi-touch condition, the single subject domination 
decreased as shown in “Fig.4”. The Multi-touch table 
encourages parallel-participative design and equity of physical 
interaction. These findings are supported by our previous study 
showing that Multi-touch table increases the equity of 
participation [31].   

 

 Subjects 

Control 

Mouse (PC-

based) 

Dominating in PC-

based 

Dominating in 

Multi-touch 

Group 1 

PCMulti-

touch 

1    

2 
   

Group 2 

Multi-touch 

PC 

3    

4    

     

Group 3 

PCMulti-

touch 

5    

6    

Group 4 

Multi-touch 

PC 

7    

8 
   

Group 6 

Multi-touch 

PC 

9    

10    

Group 7 

PCMulti-

touch 

11    

12 
   

Group 8 

Multi-touch 

PC 

13    

14    

Group 9 

PCMulti-

touch 

15    

16    

Total  10/16 9/16 15/16 

 

The analysis of the collaboration log also shows that the 
Multi-touch table enabled pairs to engage in more physical 
design activities than the PC-based condition as shown in 
TABLE IV and TABLE V. For example, Subject 1 in the PC 
setting “Fig. 5” was able to interact physically only in some 
design activities such as “Adding Text” or “Correcting Text”. 
On the other hand, when the same subject (Subject 1) worked 
in the Multi-touch condition “Fig. 4”, it was an opportunity to 
be engaged in all design activities such as “Adding Node”, 
“Moving Node”, “Linking Node”, and “Deleting Node”. 

Collaborative 

Learning 

Skills  

Sub-Skills Multi-touch PC-based 

Creative 

Conflict  

Argue  21.31% 23.18

% 
 

19.60% 21.00

% 
 

Disagree 
1.87% 1.39% 

Active 

Learning 

Motivate  1.51% 

41.39

% 
 

2.09% 

45.97

% 
 

Inform 31.53% 35.72% 

Request  6.22% 6.67% 

Introduce & 
Plan  

2.13% 1.49% 

Conversation  

Acknowledge 
25.04% 

31.79

% 

24.48 

% 31.24

% Maintain  1.15% 1.49% 

Task 5.60% 5.27% 

TABLE III. DOMINATING IN BOTH CONDITIONS 
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Group 1
Multi-touch based 

00:00 20:00

 Add Node  

 Delete Node 
 Add Text 

 Correct Text 

 Link Node 
 Unlike Node 
 Move Node 
  
 0-5     seconds 
 6-10   seconds 
 11-15 seconds 
 16-20 seconds 
 21-25 seconds 
 26-30 seconds 
 
Talking Length

Discussion Timeline 

Design 
Activities

00:00 20:00

Subject 1

Design 
Activities

00:00 20:00

00:00 20:00

10:0008:00

12:00

11:00

05:44

Add Text
03:45

Add Text 05:02

Correct Text

03:00 04:00

09:00

Add Text

01:20

Add Text

11:00

11:21

Add Text

10:53

Add Text

04:03

Add Text

13:0002:00

00:59

05:54

Add Text

10:00

04:17

Add Text

06:11

Add Text

07:00

07:0006:00

11:47

Add Text

09:00

01:05

Add Text
02:19

Add Text

09:0002:00

12:00

05:00

06:35

Add Text

03:00

07:50

Add Text 10:32

Add Text

12:54

Add Text

06:00

08:00 13:00

04:0001:00

03:29

Add Text

06:57

Correct Text

05:00

07:46

Add Text

12:22

Add Text02:20

Add Text

12:24

Add Text

15:36

Add Text

18:30

Add Text

14:00 15:00 16:00 18:0017:00 19:00

06:51

Correct Text

09:59

Correct Text

01:59

Add a Condition Node 

00:36

Add End Node

02:04

Link Nodes

02:07

Link Nodes
05:30

Link Nodes
06:11

Link Nodes

06:25

Link Nodes

08:46

Link Nodes

08:54

Link Nodes

10:24

Link Nodes

12:04

Link Nodes 16:47

Link Nodes

03:14

Add State Node

04:07

Add State Node

03:27

Delete Link
06:08

Delete Link

07:35

Delete Link

17:29

Delete Link

05:20

Delete State Node

16:16

Delete State Node

01:37 01:54

02:09
02:46

04:02

05:25 05:32 07:45 08:12 08:52 09:10 10:22
11:54

12:03

13:39

13:50

14:33

15:31 17:37

18:57

19:21

14:00 15:00 16:00 17:00 18:00 19:00

17:10

Add Text

08:12

Correct Text

09:52

Correct Text

13:17

Correct Text

03:49

Add a Condition Node 09:07

Add a Condition Node 

00:47

Add End Node

02:03

Link Nodes

02:53

Link Nodes

03:00

Link Nodes

05:04

Link Nodes

05:38

Link Nodes 08:06

Link Nodes

09:11

Link Nodes

12:04

Link Nodes

12:13

Link Nodes

13:54

Link Nodes

14:14

Link Nodes

14:29

Link Nodes

18:13

Link Nodes

00:33

Add Start Node

00:59

Add State Node

03:58

Add State Node

07:42

Add State Node

10:09

Add State Node

11:10

Add State Node 11:24

Add State Node

14:58

Add State Node

00:50

Delete End  Node

17:49

Delete Link

06:37

Delete State Node

00:38

Move Node

01:45

Move Node

02:08

Move Node
02:54

Move Node

03:52

Move Node

04:39

Move Node
05:35

Move Node

06:35

Move Node

07:44

Move Node

08:46

Move Node

09:31

Move Node 10:23

Move Node

11:14

Move Node

12:40

Move Node
13:56

Move Node

14:40

Move Node

17:52

Move Node

15:58

Move Node

16:52

Move Node

18:53

Move Node

19:39

Move Node

Subject 1

Subject 2

Subject 2

 

  

Fig.4. Collaboration log for Multi-touch table collaborative design 

TABLE V. DESIGN ACTIVITIES IN MULTI-TOUCH CONDITION 

 

TABLE IV. DESIGN ACTIVITIES IN PC-BASED CONDITION 
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VII. CONCLUSION 

In this paper, the differences in collaborative software 
design amongst groups of students working in PC-based vs. 
Multi-touch conditions were investigated. We hypothesized 
that the Multi-touch table would increase the effectiveness of 
the collaborative process by enhancing collaboration learning 
skills and increasing physical interactions amongst team 
members. 

The results indicate the benefit of using the Multi-touch 
MT-CollabUML tool as opposed to the PC-based version in 
enhancing collaborative software design. The Multi-touch 
environment increases the amount of physical interactions and 
subjects’ engagements in the design activities. MT-CollabUML 
tool in the Multi-touch setting encouraged subjects to be 
engaged in a discursive conversation using “Creative Conflict” 
skills. More research needs be done in this area to fully explore 
the advantages and disadvantages of using Multi-touch tables 
in professional software design. 
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Abstract—Accuracy evaluation of cross calibration through 

band-to-band data comparison for visible and near infrared 

radiometers which onboard earth observation satellites is 

conducted. The conventional cross calibration for visible to near 

infrared radiometers onboard earth observation satellites is 

conducted through comparisons of band-to-band data of which 

spectral response functions are overlapped mostly. There are the 

following major error sources due to observation time difference, 

spectral response function difference in conjunction of surface 

reflectance and atmospheric optical depth, observation area 

difference. These error sources are assessed with dataset 

acquired through ground measurements of surface reflectance 

and optical depth. Then the accuracy of the conventional cross 

calibration is evaluated with vicarious calibration data. The 

results show that cross calibration accuracy can be done more 

precisely if the influences due to the aforementioned three major 
error sources are taken into account.  

Keywords—vicarious calibration; cross calibration; visible to 

near infrared radiometer; earth observation satellite; remote 

sensing; radiative transfer equation;  

I.  INTRODUCTION 

Calibration of solar reflective wavelength coverage of 
mission instruments onboard remote sensing satellites is 
research subject for many years [1]-[17]. It is obvious that 
onboard calibration sources are degraded for time being as 
Dinguirard and Slater (1999) argued. It cannot be monitored 
even if onboard monitoring system is used for it because 
monitoring systems are degraded. Therefore, other calibrations, 
vicarious and cross calibrations are required. Reflectance 
based vicarious calibration is not accurate enough for 
monitoring the degradation. That is same thing for cross 
calibration.  

Usually, the conventional cross calibration can be done 
through comparisons of band-to-band data of which spectral 
response functions are overlapped mostly. There are the 
following major error sources due to observation time 
difference, spectral response function difference in 

conjunction of spectral surface reflectance and spectral 
atmospheric optical depth, observation area difference. These 
error sources are assessed with dataset acquired through 
ground measurements of spectral surface reflectance and 
spectral optical depth. Then the accuracy of the conventional 
cross calibration is evaluated with vicarious calibration data.  

Several researchers investigated cross calibration. Teillet, 
Fedosejevs, Thome, and Barker (2007) investigated impact of 
spectral response difference effect between sensors as 
quantitative indication using simulated data of observation 
[19]. The effect is called SBDE (Spectral Band Difference 
Effect) in this research. Twenty sensors were considered in the 
simulation together with some ground types, various 
combinations of atmospheric states and illumination 
geometries. They argued, overall, if spectral band difference 
effects (SBDEs) are not taken into account, the Railroad 
Valley Playa site is a ’good ’ground target for cross calibration 
between most but not all satellite sensors in most but not all 
spectral regions investigated. ’Good ’is denoted as SBDEs 
within 3%.  

Liu, Li, Qiao, Liu, and Zhang (2004) developed a new 
method for cross calibration, and then applied the method to 
sensors Multi-channel Visible Infrared Scanning radiometers 
(MVIRS) and Moderate Resolution Imaging Spectro-
radiometer (MODIS) [18]. They argued,“'An error analysis 
indicates that the calibration is accurate to within 5%, which is 
comparable to, or better than, the vicarious calibration method. 

The method considers surface bidirectional reflectance 
distribution function (BRDF) mainly. BRDF indicates 
distribution of angle of reflection depend on an angle of 
incidence of illumination on the surface. In these researches, 
differences of SRF do not be considered. If the impact of its 
difference can be considered on cross calibration, differences 
between observed data can be explained more exactly and we 
can implement cross calibration by higher reliability.  

ASTER/VNIR is onboard Terra satellite and is calibrated 
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with onboard calibration sources [20], vicarious calibration 
data as well as cross calibration. MODIS is onboard same 
platform and is calibrated with the aforementioned several 
types of data [21]. This situation is same thing for MISR [22] 
and ETM+ onboard the different platform, Landsat-7 [23]. 

The method proposed here is to check a reliability of the 
calibration sources through vicarious and cross calibrations for 
validations of these calibration accuracies. Namely, vicarious 
calibration requires spectral surface reflectance measurements 
and spectral optical thickness measurements. By using these 
ground based acquired data, cross calibration is conducted to 
improve a reliability of the calibration sources through 
comparison of vicarious calibration data. The results show that 
cross calibration accuracy can be done much more precisely if 
the influences due to the aforementioned three major error 
sources are taken into account. 

The following section describes the proposed cross 
calibration method together with research background 
followed by some experiments. Then conclusion is described 
together with some discussions. 

II. PROPOSED CROSS CALIBRATION METHOD 

A. Research Background 

The proposed cross calibration method is based on 
improvement of reliability of calibration accuracy through 
cross comparison to the vicarious calibration. The 
conventional cross calibration can be done with cross 
comparison between two visible to near infrared radiometer 
data. Therefore, cross calibration coefficients are essentially 
relative value. Cross calibration may be affected by the 
difference of wavelength coverage of the different visible to 
near infrared radiometers in conjunction with spectral surface 
reflectance and spectral optical depth, the difference between 
Instantaneous Field of View: IFOV, and the registration error 
between two visible to near infrared radiometer pixels and is 
not so good in terms calibration accuracy.  

B. Example of Cross Calibration 

The mission instrument in concern is VNIR: Visible to 
Near Infrared Radiometer of ASTER: Advanced Spectrometer 
for Thermal Emission and Reflectance onboard Terra satellite. 
Other instruments of which wavelength coverage are 
overlapped are onboard the same Terra satellite. Namely, the 
wavelength coverage of MODIS and MISR are overlapped 
with ASTER/VNIR. The wavelength coverage of these 
mission instruments are shown in Table 1 together with IFOV: 
Instantaneous Field of View. Other than these, the wavelength 
coverage of ETM+ onboard Landsat-5 is also overlapped with 
that of ASTER/VNIR. Therefore, cross calibration can be 
done between ASTER/VNIR and MODIS, MISR, ETM+. In 
MISR, these wavelengths are center wavelength of band. 
MISR bandwidth in Green, Red, and NIR are 0.028, 0.022, 
0.039 micrometer, respectively. 

Spectral response functions of these instruments are shown 
in Figure 1. Figure 1 (a) shows spectral responses for Green 
bands of the three mission instruments in concern while Figure 
(b) shows those for Red bands.  

Furthermore, Figure 1 (c) shows those for Near Infrared 
bands. Band width and center wavelength are different each 
other.  

Wavelength Coverage of Visible to Near Infrared 
Radiometers for Cross Calibration in Unit of Micrometer 
Therefore, influence due to the difference of spectral response 
functions have to be taken into account. These data are 
available from the urls listed in Table 2. 

Although the data acquisition time of ASTER/VNIR is 
totally equal to these of MISR, and MODIS because these 
instruments are onboard the same satellite, Terra, ETM+ 
onboard Landsat-5 differs from the ASTER/VNIR for about 
30 minutes. 

TABLE I.  MAJOR SPECIFICATION OF FOUR RADIOMETERS IN CONCERN 

FOR CROSS CALIBRATION BETWEEN ASTER/VNIR AND THE OTHER THREEE 

RADIOMETRS  

 
 

 
(a)Green bands 

 
(b)Red bands 
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(c)Near Infrared bands 

Fig.1. Comparison among the spectral response functions of 

ASTER/VNIR, MODIS, MISR, and ETM+ 

TABLE II.  URLS OF WHICH VISIBLE TO NEAR INFRARED RADIOMETER 

DATA CAN BE DOWNLOAD  

 
 

Other than these, registration error has to be taken into 
account in cross calibration. Figure 2 shows the illustrative 
view of the registration error between the pixels of 
ASTER/VNIR and the other instruments. 

 

 

Fig.2. Registration error 

Registration of the pixel of ASTER/VNIR in concern does 
not match perfectly to a corresponding pixel of the other 
mission instruments. Also, IFOV of ASTER/VNIR differs 
from those of the other mission instruments.  

C. Coventional Cross Calibration 

In the conventional cross calibration, the corresponding 
pixels of ASTER/VNIR are compared to those of the other 
instruments in unit of radiance. The difference of radiance 
between ASTER/VNIR and the other instruments is cross 
calibration coefficients for each band.  

It is difficult to take into account the difference of spectral 

response functions, the difference of acquisition time 
difference. Influence due to the difference of IFOV and 
registration error can be taken into account. Therefore, cross 
calibration coefficients are essentially relative values.  

D. Vicarious Calibration 

Vicarious calibration coefficients, on the other hand, is 
defined as the difference between ASTER/VNIR pixel value 
derived radiance and the estimated radiance derived from the 
radiative transfer equation with the input parameters of surface 
reflectance measured on the ground, refractive index and size 
distribution estimated with atmospheric optical depths 
measured on the ground at the several wavelengths for aerosol 
scattering and absorption, and Rayleigh scattering derived 
from measured atmospheric pressure. Therefore, vicarious 
calibration coefficients are essentially absolute values. 

E. Proposed Cross Calibration 

The cross calibration method proposed here provides 
absolute calibration coefficients with measured reflectance and 
optical depth which are used for vicarious calibration. Top of 
the atmosphere: TOA radiance is estimated with radiative 
transfer equation with the measured surface reflectance and 
optical depth through convolution with the spectral response 
functions of the visible to near infrared radiometers in concern. 
Then cross comparison is made between the estimated TOA 
radiance of the visible to near infrared radiometers in concern. 

Vicarious calibration, on the other hand, uses measured 
spectral reflectance and spectral optical depth. Therefore, 
vicarious calibration coefficients are essentially absolute value 
and are comparatively good in terms calibration accuracy. The 
difference between the proposed cross calibration and 
vicarious calibration methods is comparison processes. After 
the vicarious calibration for different visible to near infrared 
radiometers, vicarious calibration coefficients of visible to 
near infrared radiometer are compared each other in the 
proposed cross calibration.  

III. EXPERIMENTS 

A. Experiments Conducted 

Field campaigns are conducted at the following there test 
sites, 

IV: Ivanpah Playa (35:34N, 115:24W,790m), California 

AL: Alkali Lake (37:51N, 117:25W, 1463m), Nevada 

RV: Railroad Valley Playa (38:30N, 115:41N, 1440m) 

Nevada 
Table 3 shows the dates of the field campaigns. Target 

pixel can be identified through visual perception of blue tarp 
on the test sites. Thus the test site locations are precisely 
identified with good registration accuracy. 

B. Surface Reflectance 

The surface reflectance is measured at the test sites for 60 
m by 60 m with 10m interval. Figure 6 shows examples of the 
measured spectral surface reflectance at three test sites, 
Ivanpah Playa on September 22 2011, Alkali Lake on 
September 27 2011 and Railroad Valley Playa on September 
29 2011. 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 4, No. 3, 2013 

70 | P a g e  
www.ijacsa.thesai.org 

TABLE III.  THE DATES OF THE FIELD CAMPAIGNS 

 
The first column shows the days after launch 

C. ASTER/VNIR Images 

Figure 3 shows examples of the ASTER/VNIR NIR band 
images of three test sites. Red square shows the test site 
locations.  

D. Atmospheric Optical Depth 

The atmospheric optical depth is measured at the test sites. 
Figure 7 shows examples of the measured atmospheric optical 
depth. In the atmosphere, there are absorption due to water 
vapor, ozone and aerosols together with scattering due to the 
atmospheric molecules, aerosols. Atmospheric Optical Depth: 
AOD (optical thickness) in total, Optical Depth: OD due to 
water vapor (H2O), ozone (O3), molecules (MOL), aerosols 
(AER), and real observed OD (OBS) are plotted in Figure 7. 

 

 
(a)Ivanpah Playa 

 
(b)Alkali Lake 

 
(c)Railroad Valley Playa 

Figure 5 Examples of the ASTER/VNIR NIR band images of three test site 

 

 
Figure 6 Examples of the measured spectral surface reflectance. 
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Figure 7 Example of observed atmospheric optical depth in total and the best fit 
curves of optical depth due to water vapor, ozone, molecules, and aerosols 

calculated with MODTRAN of atmospheric radiative transfer software code.. 

E. Vicarious Calibration 

Vicarious calibration coefficients are obtained based on 
radiative transfer software code of MODTRAN with the field 
campaign data of surface reflectance, total column ozone and 
water vapor, as well as atmospheric pressure together with 
aerosol parameters; refractive index and size distribution 
derived from sky radiometer data and atmospheric optical 
depth. TOA radiance is estimated through the aforementioned 
procedure and then is compared to the ASTER/VNIR derived 
radiance results in calculation of vicarious calibration 
coefficients. Table 4 shows the calculated vicarious calibration 
data. 

TABLE IV.  THE VICARIOSU CALIBRATION COEFFICIENTS 

(a)Ivanpah Playa 

Band Green 

Day DAL RCC_vc 

2000/06/04 169 0.89570 

2001/06/07 537 0.79536 

2002/01/17 757 0.76413 

2005/12/11 2148 0.66320 

2006/08/08 2424 0.84946 

2006/11/28 2536 0.84655 

2007/09/12 2824 0.77642 

2008/09/14 3192 0.73081 

2008/11/03 3242 0.64953 

2009/09/01 3544 0.76699 

2010/09/20 3928 0.80678 

2011/08/22 4265 0.83696 

Band Red 

Day DAL RCC_vs 

2000/06/04 169 0.93470 

2001/06/07 537 0.81293 

2002/01/17 757 0.80310 

2005/12/11 2148 0.69795 

2006/08/08 2424 0.85075 

2006/11/28 2536 0.85321 

2007/09/12 2824 0.76921 

2008/09/14 3192 0.75591 

2008/11/03 3242 0.69026 

2009/09/01 3544 0.78700 

2010/09/20 3928 0.79278 

2011/08/22 4265 0.94690 

Band NIR 

Day DAL RCC_vs 

2000/06/04 169 1.00010 

2001/06/07 537 0.87390 

2002/01/17 757 0.90067 

2005/12/11 2148 0.78288 

2006/08/08 2424 0.93711 

2006/11/28 2536 0.95591 

2007/09/12 2824 0.74768 

2008/09/14 3192 0.79275 

2008/11/03 3242 0.73340 

2009/09/01 3544 0.81375 

2010/09/20 3928 0.89448 

2011/08/22 4265 1.00322 

(b)Alkali Lake 

Band Green 

Day DAL RCC_vc 

2005/12/16 2159 0.69600471 

2007/09/17 2829 0.66371092 

2008/09/19 3197 0.84800178 

2009/09/06 3549 0.774319 

2010/09/25 3933 0.67612548 

2011/08/27 4270 0.60813229 

Band Red 

Day DAL RCC_vs 

2005/12/16 2159 0.69859583 

2007/09/17 2829 0.77056662 

2008/09/19 3197 0.7507701 

2009/09/06 3549 0.79646567 

2010/09/25 3933 0.70989962 

2011/08/27 4270 0.69222309 

Band NIR 

Day DAL RCC_vs 

2005/12/16 2159 0.80871349 

2007/09/17 2829 0.81529287 

2008/09/19 3197 0.79725186 

2009/09/06 3549 0.90928185 

2010/09/25 3933 0.85319343 

2011/08/27 4270 0.85718958 

(c)Railroad Valley Playa 

Band Green 

Day DAL RCC_vc 

2000/06/11 173 0.88235 

2001/06/14 541 0.80184 

2006/07/30 2415 0.94137 

2008/09/21 3199 0.76877 

2010/09/27 3935 0.74499 

2011/08/29 4272 0.70407 

Band Red 

Day DAL RCC_vs 

2000/06/11 173 0.89655 

2001/06/14 541 0.84616 

2006/07/30 2415 0.89336 

2008/09/21 3199 0.80563 
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2010/09/27 3935 0.73990 

2011/08/29 4272 0.72334 

Band NIR 

Day DAL RCC_vs 

2000/06/11 173 0.97452 

2001/06/14 541 0.94041 

2006/07/30 2415 0.97833 

2008/09/21 3199 0.81471 

2010/09/27 3935 0.82571 

2011/08/29 4272 0.78299 

DAL denotes the days after launch. 

 
In accordance with the days after launch, Radiometric 

Calibration Coefficient: RCC is decreased as exponential 
function. Namely, sensitivity of ASTER/VNIR is degraded for 
time being. There is test site dependency and wavelength 
dependency. The most degraded band is band 1 followed by 
band 2 and band 3 depending on the corresponding 
wavelength. Namely, sensitivity degradation is negatively 
proportional to the wavelength (degradation of shorter 
wavelength is much greater than that of longer wavelength).  

Sensitivity degradation foe the Alkali test site, on the other 
hand, is much significant in comparison to the other two test 
sites, sensitivity degradation for the other two sites indicate 
almost same though. One of the biggest reasons for this is 
sensor saturations. Due to the fact that the surface reflectance 
at Alkali test site is highest comparing to the others, 
ASTER/VNIR, in particular, band 1 and 2 are saturated. 
Sensitivity degradation should be same for all the test sites. 
Therefore, vicarious calibration coefficients for in particular 
band 1 and 2 derived from the Alkali test site would be better 
to forget. 

F. Cross Calibration Coefficients 

Figure 8 (a), (c), (e) shows the Radiometric Calibration 
Coefficient: RCC of the conventional cross calibration while 
Figure 8 (b), (d), (f) shows those for the proposed cross 
calibration. Red solid line in the figure shows RCC derived 
from Onboard Calibration: OBC data. OBC data derived RCC 
differs from both the conventional and the proposed cross 
calibration RCC. These cross calibration coefficients are 
summarized with their averaged RCC and Standard Deviation: 
SD together with their Confidence Interval: CI at 95% of 
confidence level as shown in Table 5. Also Root Mean Square 
Difference: RMSD between vicarious RCC and the 
conventional cross calibration RCC as well as the proposed 
cross calibration RCC is shown in Table 6. 

As shown in Table 6, RMSD between the vicarious RCC 
and the proposed cross calibration RCC is less than that 
between the vicarious RCC and the conventional cross 
calibration RCC. Therefore, it is said that the proposed cross 
calibration method is superior to the conventional cross 
calibration method obviously. Percent difference of RMSD 
between the conventional and the proposed cross calibration is 
shown in Table 7.  

It may said that the proposed cross calibration method 
shows 6 to 89% better cross calibration accuracy in 
comparison to the conventional cross calibration. 

 

 
(a)Conventional Band 1 

 
(b)Proposed Band1 

 
(c)Conventional Band 2 
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(d)Proposed Band 2 

 
(e)Conventional Band 3 

 

(f)Proposed Band 3 

Figure 8 Comparison of cross calibration RCC between the conventional and 

the proposed cross calibration methods 

 

 

 

 

 

 

TABLE V.  SUUMARY OF CROSS CALIBRATION COEFFICIENTS 

(a)Cross RCC for Green and Red bands 

 
(b)Cross RCC for NIR band 

 

TABLE VI.  AVERAGED ROOT MEAN SQUARE DIFFERENCE BETWEEN 

VICARIOUS CALIBRATION RCC AND CROSS CALIBRATION RCC 

 Conventional Proposed 

Site ETM+ MISR MODIS ETM+ MISR MODIS 

Ivanpah 0.0733 0.0798 0.0338 0.0690 0.0645 0.0169 

Alkali 0.0280 0.0625 - 0.00312 0.0387 - 

Railroad 0.0889 0.0194 0.0619 0.0807 0.0031 0.0346 

TABLE VII.  PERCENT DIFFERENCE OF RMSD BETWEEN CONVENTIONAL 

AND PROPOSED CROSS RCC 

 

% Difference between Conventional and Proposed Cross RCC 

Site ETM+ MISR MODIS 

Ivanpah 5.866 19.173 50.000 

Alkali 88.857 38.080  - 

Railroad 9.224 84.021 44.103 

IV. CONCLUSION 

Accuracy evaluation of cross calibration through band-to-
band data comparison for visible and near infrared radiometers 
which onboard earth observation satellites is conducted. The 
conventional cross calibration for visible to near infrared 
radiometers onboard earth observation satellites is conducted 
through comparisons of band-to-band data of which spectral 
response functions are overlapped mostly. There are the 
following major error sources due to observation time 
difference, spectral response function difference in 
conjunction of surface reflectance and atmospheric optical 
depth, observation area difference. These error sources are 
assessed with dataset acquired through ground measurements 
of surface reflectance and optical depth. Then the accuracy of 
the conventional cross calibration is evaluated with vicarious 
calibration data.  
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The results show that cross calibration accuracy can be 
done more precisely if the influences due to the 
aforementioned three major error sources are taken into 
account. 
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Abstract—Wireless mesh networks (WMNs) are gaining 

significant attention to provide wireless broadband service. 

Nodes in a wireless mesh network can communicate with each 

other directly or through one or more intermediate nodes. 

Because of multi-hop transmissions with multiple contending and 

competing channels, performance of wireless mesh networks 

decreases. Supporting high performance is an important 

challenge in multi-hop mesh networks. Nassiri et al. proposed a 

Molecular MAC protocol for autonomic assignment and use of 

multiple channels to improve network performance. In the 

Molecular MAC protocol, nodes are either nuclei or electrons in 

an atom. Neighboring atoms use orthogonal channels to operate 

in parallel data transmissions. Each nucleus selects an idle 

channel that is not currently being occupied by its neighboring 

atoms with the assistance from electrons in the same atom. 

However, this protocol has the following drawback; since a 

nucleus allocates a channel with help from the electrons in its 

own transmission range, it is not able to recognize the existence of 

those atoms in the interference range. Therefore, allocating the 

same channel to neighboring atoms results in the deterioration of 

network performance. In order to resolve this problem, we 

propose a channel allocation scheme with the interference issue 

taken into account. Based on various simulation results, the 

proposed scheme was verified that different channels could be 
allocated to those neighboring atoms in the interference range. 

Keywords—interference; channel assignment; multichannel; 

mesh network 

I. INTRODUCTION 

A wireless mesh network (WMN) is a cost-effective access 
network architecture. It is a promising wireless technology for 
numerous applications. It is gaining significant attention as a 
possible way for Internet service providers (ISPs) and carriers 
in order to provide wireless broadband service. In WMNs, 
nodes are consisted of mesh routers and mesh clients [1]. Mesh 
routers have minimal mobility and form the backbone of 
WMNs. When a node is within the transmission range of 
another node, they are considered as neighbors, and there is a 
wireless link between them. Some nodes, called gateways, are 
connected to the wired network, which connects the WMNs to 
rest of the Internet. 

The packets sent by end users travel through wireless mesh 
networks over multiple hops. And gateway nodes relay traffic 
to and from the wired Internet. The performance of multi-hop 
communication quickly reduces as the number of hops 
becomes larger due to intra-flow and inter-flow interferences 

[2-4]. This is because a wireless link is shared among 
neighboring nodes. 

The intra-flow interference occurs because nodes are in 
each other's interference range along the path of the same flow. 
Nodes experience different amount of channel contention as 
shown in Fig. 1. Inter-flow interference occurs since multiple 
flows on the same channels between different routing paths 
operate and compete for the medium as shown in Fig. 2. 

 

1 2 3 4 5
 

Fig. 1.  Intra-flow interference 
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Fig. 2. Inter-flow interference 

With a single channel, nodes operate on the same channel. 
Therefore, network performance decreases. Nodes can be 
equipped with multiple radios and channels. This means there 
is a unique frequency used for each wireless hop, and thus 
enables separation of wireless collision domain and reduces the 
interference and contention. This can significantly improve 
network performance without bandwidth degradation. 

The design of the MAC protocol is the most likely 
challenge in WMNs. An interesting problem in WMNs is how 
to efficiently utilize multiple channels. Several MAC protocols 
for handling multiple channels have been proposed in the 
literature [5-17]. 

The algorithms proposed in [5] select channels for the mesh 
radios to minimize interference within the mesh network and 
between the mesh network and co-located wireless networks. A 
new method for the interference estimation is suggested. All 
available channels are periodically monitored by each mesh 
node and measured information of internal channel usage and 
external interference is shared with mesh nodes within 
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interference range. Duarte et al. use game theory to design a 
systematic approach to utilize partially overlapped channels in 
WMNs while minimizing the adverse effect of adjacent 
channel interference [6]. In [7], both centralized and distributed 
algorithms are presented, which aim to minimize the number of 
pairs of links that are interfering. Molecular MAC protocol was 
proposed to organize the mesh network according to the 
molecular analogy [8-12]. It divides the network into atoms 
with nucleus nodes operating on fixed channels and electrons 
that dynamically switch channels between neighbor nuclei. 
Electrons can be shared by numerous atoms. 

When a nucleus selects a channel, it receives help from the 
electrons in its own transmission range. Then, electrons deliver 
the information about those channels used by their parent 
atoms to the nucleus. Because an atom cannot be aware of the 
existence of other neighboring atoms if there are no electrons 
shared among them, the nucleus may allocate the same channel 
to such atoms. Although the proposed scheme naturally adopts 
a fundamental operation principle of the Molecular MAC 
protocol, it modifies a channel allocation method. The 
proposed scheme is somewhat similar to the Molecular MAC 
protocol method in that a channel is selected by the assistance 
of electrons. Then, a collision probability is applied to allocate 
a new channel in order to recognize any interference and avoid 
any overlapped channel allocation. 

The paper is organized as follows. We give a brief 
introduction of the Molecular MAC protocol and its channel 
assignment problem in Section II. In Section III, the proposed 
scheme is presented in detail. In Section IV, performance 
studies are carried out through simulation results. Finally, we 
draw a conclusion in Section V. 

II. RELATED WORK 

This Section is designed to briefly specify the Molecular 
MAC protocol and then touch on certain problem relating to 
the channel allocation. 

A. Molecular MAC Protocol 

The IEEE 802.11 wireless network functions well in the 
infrastructure mode. In addition, it can provide a fair bandwidth 
to all users by slightly modifying a channel access method. 
Nevertheless, the IEEE 802.11 network may incur numerous 
problems on a multi-hop network. The Molecular MAC 
protocol expands the IEEE 802.11 network in order to transmit 
data packets on the multi-hop network effectively. 

Since the IEEE 802.11 access method works well on a 
single-hop network, the Molecular MAC protocol divides a 
wireless mesh network into different spatially distributed 
atoms. Each atom uses a channel not used by other neighboring 
atoms. An atom is composed of one nucleus and several 
electrons, and a nucleus selects a channel to be used by its own 
atom. Any node within an atom’s boundary plays a role as an 
electron and belongs to a neighboring atom. An electron 
directly communicates with its nuclei; however, since there is 
no direct link between electrons, a direct communication 
among them cannot be implemented. In addition, due to no 
direct link among nuclei, direct communications among them 
are also not possible. Therefore, the communication among 
neighboring electrons can be handled by nuclei while the 

communication among nuclei can be executed by neighboring 
electrons. 

In the Molecular MAC protocol, each node is assigned with 
the role as a nucleus or an electron while each nucleus selects a 
channel to be used by its own atom. Accordingly, each node 
forms a shortest path-spanning tree to a gateway node linked to 
a wired Internet. After a tree is formed, the nodes with an even-
numbered depth and an odd-numbered depth are assigned with 
the roles of a nucleus and an electron, respectively. After such 
roles are assigned, each nucleus requests its own electrons for 
channel information. Channel information includes a list of 
active channels and their activities. A list of active channels 
includes the numbers of active channels in the corresponding 
electrons’ parent atoms. A channel activity is a parameter that 
is designed to indicate how many data packets are transmitted 
on each channel in the active channel list, which is expressed in 
the number of packets transmitted. Requested by a nucleus, 
each electron makes up a list of active channels, measures each 
channel’s activities, and accordingly responds to the nuclei. 
Then, a nucleus receives certain responses from all neighboring 
electrons and accordingly selects a channel according to a 
subsequent rule. 1) After a list of active channels is received 
from all neighboring electrons, a channel is randomly chosen 
out of those non-active channels. 2) If every channel is 
currently occupied, a channel with the least activity is selected. 
Once a nucleus allocates a channel, its neighboring electrons 
use the channel. The corresponding electrons use all channels 
allocated by their atoms’ nuclei. 

 

N1 N2
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Channel 1 Channel 2

Atom 1 Atom 2

N Nucleus E Electron
 

Fig. 3. Basic architecture of Molecular MAC protocol 

Fig. 3 illustrates a fundamental structure of the Molecular 
MAC protocol. As shown in the figure, there are 2 atoms, 2 
nuclei and 6 electrons. The atom 1 includes the nucleus N1 and 
the electrons (E1, E2, E3 and E4), and uses the channel 1. The 
atom 2 includes the nucleus N2 and the electrons (E3, E4, E5 
and E6), and uses the channel 2. The electrons E3 and E4, 
shared by the two atoms, use both channel 1 and channel 2. If a 
neighboring atom’s nucleus requests information for the 
allocation of a channel, the corresponding electrons transmit 
their channel activity information. Furthermore, the electrons 
E1/E2, E3/E4 and E5/E6 also transmit the active channel lists 
including the channel 1, the channels 1 & 2 and the channel 2, 
respectively, to the nucleus. Once all channels are allocated, 
communications are processed as follows: As shown in the 
figure, when certain data are to be transmitted from E1 to E6, 
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E1 transmits the data to N1 using the channel 1 while N1 
transmits the date back to E3 or E4. Then, E3 or E4 transmits 
the data to N2 using the channel 2 while N2 transmits the data 
back to E6. The neighboring electrons, E1 and E2, do not 
directly communicate with each other but communicate via the 
nucleus N1. 

B. Channel Assignment Problem in the Molecular MAC 

Protocol 

There is a problem associated with a channel allocation 
scheme of the Molecular MAC protocol. The active channel 
list and channel activity information used by a nucleus for 
allocating a channel are not sufficient. If there are no electrons 
shared by neighboring atoms and if such atoms exist in the 
same interference range, the other atom’s channel information 
cannot be identified. Therefore, an identical channel is 
allocated so that network performance can be deteriorated due 
to the interference. In addition, since each electron is located 
out of the other electron’s transmission range, the number of 
packets transmitted cannot be properly measured, hence 
making the channel activity information inaccurate. As shown 
in the Fig. 3, because the atoms 1 and 2 share the electrons E3 
and E4, one atom can identify the other atom’s active channel 
when the nuclei N1 and N2 allocate a channel. In this way, an 
overlapped channel allocation can be avoided. That is, the 
nucleus N1 selects the channel 1 since it is aware that the 
channel 2 is currently occupied by the atom 2. Similarly, the 
nucleus N2 is aware of the current occupation of the channel 1 
by the atom 1 and thereby selects the channel 2. However, as 
shown in the Fig. 4, because there is no electron directly linked 
between the atom 1 and the atom 2, actives channels occupied 
by the atoms cannot be identified. Therefore, the nuclei N1 and 
N2 may allocate the same channel. In the figure, the two atoms 
use the channel 1. 

 

N1 N2

E1
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E3

E4
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Channel 1 Channel 1

Atom 1 Atom 2

 

Fig. 4. Channel assignment problem 

III. INTERFERENCE AWARE CHANNEL ASSIGNMENT (IACA) 

SCHEME 

In this paper, a new method to resolve such issues involved 
with the allocation of a channel in the Molecular MAC 
protocol is proposed. Although the proposed scheme naturally 
adopts a fundamental operation principle of the Molecular 
MAC protocol, it modifies a channel allocation method. 

Based on the scheme proposed in this paper and with the 
corresponding interference taken into account, a list of active 
channels is formed while their activities are measured. Based 

on this information, a nucleus allocates a channel. In the 
Molecular MAC protocol, the activity information, expressed 
in the number of packets transmitted, is applied. However, the 
proposed scheme utilizes the collision probability information. 
Although the utilization of a channel is clearly a possible 
alternative, it is not used since it differs as per an access 
method (basic or RTS/CTS) or size of data packets. Because a 
collision probability is independent of an access methods or 
size of data packets, it is more efficient to apply the probability 
values. Collision probability is used as a simple and effective 
estimate of the channel contention level. 

When a channel is to be allocated in the Molecular MAC 
protocol, a nucleus receives a list of active channels from all 
neighboring electrons and then randomly selects a channel out 
of those non-active channels. If every channel is currently 
occupied, a channel with the least activity is selected. However, 
the proposed scheme uses the active channel list & collision 
probability information, identifies all non-active channels and 
then randomly selects a channel from those non-active 
channels. In addition, if every channel is currently occupied, a 
channel is chosen based on the collision probability 
information. 

Similar to the Molecular MAC protocol, the proposed 
scheme first selects a non-active channel using a list of active 
channels. Then, it uses the collision probability information in 
order to identify any overlapped channel used by another atom 
and accordingly allocates a new channel. 

In order to measure the collision probability, both a nucleus 
and an electron manages the number of packets (

sentPacket ) 

sent and the number of packets (
collidedPacket ) collided. The 

nucleus manages these values for each electron. 
),( jisentPacket  

and 
),( jicollidedPacket  imply the number of packets sent and 

collided, respectively, for the node i and the node j. In the 
variable (i, j), one represents a nucleus and the other denotes an 

electron. Based on these values, a collision probability (
),( jicollP ) 

can be computed as follows. 



),(

),(

),(

jisent

jicollided

jicoll
Packet

Packet
P   

Note that 
),( jicollP  is always in the range of [0, 1] and 

estimating the value is simple without any additional overheads 
or costs. If a station does not receive an ACK for the basic 
method or a CTS for the RTS/CTS method, the station assumes 
the packet is collided. The station does not count at all any 
packets from other stations. 

Collision probability has to be maintained and updated by 
each node (nucleus and electrons in an atom). We assume 
collision probability is updated per each update period 
(UpdateTime) expressed in time. Each node counts the number 
of packets sent (

nsent ) and collided (
ncoll ) during the nth 

update period and then calculates instantaneous collision 

probability ( current

collP ) using (1). From this value, average 
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a) Atom 1 is not within the interference range of Atom 2                                   b) Some electrons in Atom 1 is within the interference range of Atom 2 

                     

c) Nucleus and some electrons in Atom 1 is within the interference range       d) Nucleus and all electrons in Atom 1 is within the interference range  

of Atom 2  

Fig. 5. Four cases according to the interference range of atom                               

collision probability ( n

collP ) is approximated by exploiting a 

moving averaging window: 


current

coll

n

coll

n

coll PPP   )1(1   

where 1n

collP  is the average collision probability at the end of 

the (n-1)th period and   is a smoothing factor. 

An electron calculates a collision probability and 
periodically transmits it to a nucleus. 

As illustrated in the four cases of Fig. 5, the nucleus uses 
the collision probability and allocates a new channel in order to 
avoid an overlapped channel allocation. 

Firstly, if the atom 1 is not covered by the interference 
range of the atom 2, the atom 1 is not affected by the atom 2; 
therefore, the performance of the atom 1 is not deteriorated, 
and it is okay to continue to utilize the current active channel. 
That is, there is no need to consider a collision probability. 

Secondly, if part of the electrons included in the atom 1 is 
covered by the interference range of the atom 2, a collision 
probability measured by the electrons is greater than that 
measured by the nucleus. Hence, if the two collision 
probabilities differ by more than a threshold value, it implies 
that the current active channel is also occupied by other 
neighboring atoms; therefore, a new channel is allocated. 
However, if the difference is negligible, the effect of the 

interference is minimal, therefore making the utilization of the 
current channel feasible. 

Thirdly, if a nucleus and some electrons of the atom 1 are 
covered by the interference range of the atom 2, a collision 
probability measured by the nucleus is similar to that measured 
by the electrons.  

Therefore, similar to the second case, a new channel cannot 
be allocated. However, this issue can be cleared by using an 
electron of the atom 1 not covered by the interference range of 
the atom 2 and factoring in a collision probability measured by 
the electron. A collision probability measured by the non-
interfered electron is less than that measured by the nucleus. 
That is, if there is any difference between the two collision 
probabilities, it implies that one atom is affected by another 
atom’s interference; therefore, a new channel is allocated. 

For the second and the third cases, if the collision 
probability measured by the nucleus differs from that measured 
by the electron by more than a threshold value, a new channel 
is allocated. That is, a new channel can be allocated if the 
following formula is satisfied. In the variable (i, j), one 
represents a nucleus and the other denotes an electron. 

  ),(),( ijcolljicoll PP  

where,   is a threshold value for changing channel. 
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Finally, if a nucleus and all electrons of the atom 1 are 
covered by the interference range of the atom 2, those collision 
probabilities measured by the nucleus and the electrons is 
similar; therefore, a new channel cannot be allocated because 
the (3) cannot be satisfied. Still, the network performance is 
deteriorated due to the impact by the atom 2. In this case, the 
nucleus factors in a total collision probability (

colltotalP _
). 








j

jisent

j
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Packet

Packet

P
),(
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_  

where, i represents a nucleus while j denotes an electron. 

In order to show the effect of the number of nodes on 
collision probability, we simulated an IEEE 802.11a network 
with transmission rates of 54 Mbps for data packets and of 6 
Mbps for control packets such as RTS, CTS and ACK, 
respectively. We assume that each node always has packets to 
transmit, and all packets are of the same size. This environment 
is extreme case. In Fig. 4, collision probability for the IEEE 
802.11 DCF gets higher as the number of stations becomes 
larger. This is from the fact that all nodes always try to access 
the channel and make collisions with one another. 
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Fig. 6.  Collision probability according to the number of nodes 

Fig. 6 shows such collision probabilities resulted from the 
worst-case scenario. That is, any normal environment other 
than that of Fig. 6 generates better results. Therefore, a specific 
value based on such results provides an upper bound for a 
collision probability.  

A nucleus determines whether to allocate a new channel 
using this value. For such determination, the nucleus manages 
the corresponding collision probabilities on a table-form basis. 
The nucleus is well aware of the number of electrons included 
in its own atom. Then, the nucleus compares the total collision 
probability computed in (4) with the value resulted from Fig. 6 
and then determines whether to allocate a new channel. If the 
total collision probability is greater than that in the collision 
probability table by more than a threshold value, a new channel 
is allocated. 

  ncollcolltotal PP ,_
 

where, 
ncollP ,
 is the collision probability for n electrons in 

the table and   is a threshold value for changing channel. 

If there is any non-active channel, a nucleus selects a 
channel based on the procedures mentioned above. However, if 
every channel is currently occupied, the nucleus selects a 
channel with the lowest collision probability. 

IV. SIMULATION RESULTS 

In this section, we discuss the simulation results of the 
proposed IACA scheme. To study the performance of the 
IACA scheme, we have implemented it. We compare them to 
the results of the Molecular MAC protocol. We simulated an 
IEEE 802.11a network with transmission rates of 54 Mbps for 
data packets and of 6 Mbps for control packets such as RTS, 
CTS and ACK, respectively. Nodes use a network interface 
with the transmission range of 10 units and the interference 
range of 22 units. 

The spanning tree construction proceeds as follows. First, 
the network elects a gateway node, which is connected to the 
wired Internet. Then, the other nodes construct a spanning tree 
rooted at the gateway node. We place the gateway node on the 
top-left corner and randomly the other nodes in a simulation 
topology. 

Main performance metrics of interest are the number of 
atoms, the number of assigned channels and the number of 
neighboring atoms. The number of atoms indicates the number 
of total atoms produced in a spanning tree of the simulation 
topology. In addition, the number of assigned channels is the 
number of such channels allocated to nuclei in the simulation 
topology. That is, it is the minimum number of channels 
required to serve every node in the simulation topology. The 
number of neighboring atoms represents the number of those 
neighboring atoms when an atom’s nucleus selects a channel. 
Because each atom occupies one channel, the number of 
neighboring atoms means the number of active channels in 
other neighboring atoms. All simulation results are averaged 
over ten simulations. 

Table I shows the simulation results (number of 
neighboring atoms, number of assigned channels) when there 
are 50 nodes. For the Molecular MAC protocol, since each 
nucleus factors in 3 neighboring atoms on average and 
accordingly allocates a channel, approximately 4.1 channels are 
required to serve every node in the simulation topology. 
However, because the proposed IACA scheme takes 8.1 
neighboring atoms into account, roughly 8.7 channels are 
needed. The Molecular MAC protocol identifies the number of 
neighboring atoms with help from those electrons in the 
transmission range of a nucleus and accordingly allocates a 
channel. However, the proposed scheme expands the scope up 
to the interference range; therefore, it can identify more 
neighboring atoms and accordingly allocate a channel. Because 
the proposed scheme considers 2.7-times more neighboring 
atoms than the Molecular MAC protocol and accordingly 
allocate a channel, about 2.1-times more channels can be 
allocated. Furthermore, in the Molecular MAC protocol, some 
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neighboring atoms still allocates the same channel, hence 
deteriorating the performance of a network. On the other hand, 
the proposed scheme prevents the allocation of the same 
channel by those neighboring atoms in the interference range 
and thereby enhances network performance. 

TABLE I. SIMULATION RESULTS FOR 50 NODES 

 
Molecular MAC 

protocol 
IACA scheme 

Number of neighboring atoms 

Number of assigned channels 

3.0 

4.1 

8.1 

8.7 

 

Figs. 7, 8 and 9 show how network performance is changed 
as the number of nodes increases. In particular, Fig. 7 indicates 
how the number of those atoms produced in the simulation 
topology linearly increases in proportion to the number of 
nodes. If the number of nodes equals to 30, about 27% of total 
nodes become nuclei. As the number of nodes increase, such 
percentage declines. For example, if the number of nodes is 70, 
approximate 18% of total nodes become nuclei. Fig. 8 depicts 
the number of those neighboring atoms to be considered when 
each nucleus allocates a channel. In the Molecular MAC 
protocol, because the information about neighboring atoms is 
collected from those electrons in the transmission range of a 
nucleus, the corresponding result value is quite low. On the 
other hand, the proposed scheme further considers the 
interference range and accordingly collects the information 
about neighboring atoms; therefore, the corresponding result 
value is relatively higher. As the number of nodes increases, 
the number of neighboring atoms for each nucleus accordingly 
increases. Fig. 9 shows the number of those channels allocated 
to serve every node in the simulation topology. This result is 
similar to that of Fig. 8. As the number of neighboring atoms 
increases, the number of channels allocated accordingly 
increases since other channels are allocated to avoid any 
overlapping. Compared to the Molecular MAC protocol, the 
IACA scheme requires 1.9-times more and 2.1-times more 
channels if the number of nodes is 30 and 70, respectively. 
Based on such results, an identical channel is not allocated to 
neighboring atoms, therefore enhancing the performance of a 
network. 
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Fig. 7. Number of atoms according to the number of nodes 
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Fig. 8. Number of neighboring atoms according to the number of nodes 
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Fig. 9.  Number of assigned channels according to the number of nodes 

V. CONCLUSION 

A wireless mesh network is a promising wireless 
technology for numerous applications. In mesh networks with a 
single channel, the functionalities of nodes are performed on 
the same channel. Therefore, network performance decreases. 
In order to increase the performance, several MAC protocols 
have been proposed based on multiple channels. Molecular 
MAC protocol was proposed by adopting a molecular analogy. 
In this protocol, a nucleus assigns a channel for its atom with 
the assistance from electrons in the same atom. It is not able to 
recognize the existence of those atoms in the interference 
range. Therefore, allocating the same channel to neighboring 
atoms results in the deterioration of network performance. In 
order to resolve this problem, we propose a novel distributed 
interference aware channel assignment scheme. The proposed 
scheme is somewhat similar to the Molecular MAC protocol 
method in that a channel is selected by the assistance of 
electrons. Then, a collision probability is applied to allocate a 
new channel in order to recognize any interference and avoid 
any overlapped channel allocation. Simulation results show that 
the proposed scheme was verified that different channels could 
be allocated to those neighboring atoms in the interference 
range. 
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Abstract—Facial expressions recognition plays important role 

in human communication. It has become one of the most 

challenging tasks in the pattern recognition field. It has many 

applications such as: human computer interaction, video 

surveillance, forensic applications, criminal investigations, and in 

many other fields. In this paper we propose a method for facial 

expression recognition (FER). This method provides new insights 

into two issues in FER: feature extraction and robustness. For 

feature extraction we are using sparse representation approach 

after applying multiple Gabor filter and then using support 

vector machine (SVM) as classifier. We conduct extensive 

experiments on standard facial expressions database to verify the 

performance of proposed method. And we compare the result 
with other approach. 

Keywords—Facial expression recognition (FER); L1-

minimization; sparse representation; Gabor filters; support vector 

machine (SVM). 

I. INTRODUCTION 

Facial expressions are the changes of facial appearance in 
response to a person's internal emotional states, intentions, or 
social communications. And facial expression is one of the 
most powerful, natural, non-verbal, and immediate means for 
human beings to communicate their emotions and express 
their intentions [1]. By recognizing facial expressions from 
facial images, a number of applications in the field of human 
computer interaction can be facilitated. We can use facial 
expressions not only in human computer interaction and data-
driven animation but also we can use in video cameras which 
have recently become an integral part of many consumer 
devices and can be used for capturing facial images for 
recognition of people and their emotions. 

Last two decades, the developments, as well as the 
prospects in the field of multimedia signal processing have 
attracted the attention of many computer vision researchers to 
concentrate in the problems of the facial expression 
recognition. 

The task of automatically recognizing different facial 
expressions in human-computer environment is significant and 
challenging. A variety of systems have been developed to 
perform facial expression recognition and each system 
consists of three stages: first, face acquisition; second, facial 
feature extraction then facial expression classification [16]. 

Face acquisition is a preprocessing stage to detect face 
regions in the input images or sequences. One of the most 
widely used face detector is the real-time face detection 
algorithm developed by Viola and Jones [14].Once a face is 
detected in the images, the corresponding face regions are 
usually normalized. 

The automatic facial expression recognition literature can 
be divided into three approaches: geometric features-based 
systems, appearance features-based systems and both 
geometric and appearance feature-based systems [6]. 

 In the geometric features-based systems, the shape and 
locations of major facial components such as mouth, nose, 
eyes, and brows, are detected in the images. The approaches 
used in such system are Active Appearance Model (AAM) [5], 
manually locating a number of facial points. And recently, 
Piecewise Bezier Volume Deformation tracker (PBVD) was 
proposed [6]. 

In the appearance features-based systems, the appearance 
changes with changes in facial expressions including skin 
texture changes, wrinkles, bulges, and furrows, are presented. 
And in this case image filter can be applied to either the 
whole-face or specific face regions to extract the facial 
appearance changes. The existing algorithms are Principal 
Component Analysis (PCA), Independent Component 
Analysis (ICA) [20], Linear Discriminant Analysis (LDA) 
[15], Gabor wavelet analysis, Local Binary Patterns (LBP) 
[19], Local Phase Quantization (LPQ) [15], The Local 
Directional Pattern (LDP) [11],Fisher Discriminant Analysis 
(FDA)[21], Local Feature Analysis (LFA), Circular Local 
Binary Pattern (CLBP) [8], Speeded Up Robust Features 
(SURF), and Neural Network Architecture-based 2-D Log 
Polar Gabor Transform. 

In geometric and appearance feature-based methods Yang 
et al use local Gabor Binary Pattern (LGBP) [14]. Histograms 
with shape and texture parameters of an Active Appearance 
Model (AAM)are presented in[9]. 

The last step of an automatic facial expression recognition 
system is facial expression classification. A classifier is 
employed to identify different expressions based on the 
extracted facial features, such as Nearest Neighbor (NN), K-
Nearest Neighbor (KNN)[18],Support Vector Machine (SVM) 
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[17], and Hidden Markov Model (HMM).Facial expression 

recognition system can be presented as figure1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Sparse representation, also known as compressed sensing 

[2], has been applied recently to image based facial expression 
recognition. With sparse representation we can represent each 
expression by a set of features, which sufficiently characterize 
each individual expression. With the prior knowledge that 
expressions of the same individual are similar to each other, a 
test expression can be considered as being well approximated 
by linearly combining the number of expressions that have 
same individual in the training set. 

With all the promising advantages, the use of sparse 
representation for facial expression recognition does not 
exterminate obstacles posed by several practical issues such as 
lighting, pose, and robustness to facial expression .In this 
research we propose a framework which can achieve 
robustness to facial expressions variations, by using sparse 
representation of multiple Gabor wavelet filters and SVM as 
classifier.  

This paper is organized as follows. Section 1 is this 
introduction. Section 2 discusses relevant related works from 
the literature. Then we introduce Gabor filter’s principle, 
property, and the feature characterization in details in Section 
3.In section 4, discussion of sparse representation for facial 
expression matching is provided. In section 5, details of 
proposed algorithm are presented. Section 6, provides the 
details of the conducted experiments along with results .The 
paper concludes with a brief summary of results and proposal 
of future research directions in section 7. 

II. RELATED WORK  

Most facial expression recognition systems use the six 
principle emotions of Ekman [10]. Ekman considers six basic 
emotions: happiness, surprise, fear, anger, disgust, sadness; 

and categorizes facial expressions with these six basic 
emotions. 

A variety of systems have been developed to perform 
facial expression recognition. Some systems concentrate in 
two stages: feature extraction and expression classification. 
Luiz S. Oliveira, Alessandro L. Koerich, and Marcelo 
Mansano [8] applied feature selection method on the feature 
matrix extracted by the 2DPCA method, then using KNN and 
SVM as classifier. 

Little wort et al. [22] select the best set of Gabor filters 
using Gentle Boost and train support vector machines (SVMs) 
to classify Action Unit (AU) activation. 

Tingfan Wu et al. [4], facial expression recognition 
systems are modeled asa serial pipeline. The first layer detects 
and normalizes (registers) face images. Second layer applies 
Gabor energy filters (GEFs) and local Binary Patterns (LBPs) 
respectively. The final layer consists of a SVM classifier. 

Hansung Lee et al. [11], introduce expression recognition 
systems consist of firstly; Gabor-LBP histogram for face 
image representation. Secondly, Sparse Representation 
Classification (SRC) for the face image retrieval.  

Praseeda lekshmi.V et al.[12], present a method to analyze 
facial expression from images by applying Gabor wavelet 
filter banks on face images. Then theyuse the support vector 
machine(SVM) for classification. 

Zhen Wang et al. [8], expression systems consist of firstly 
using Gabor filters with different angles, then 2DPCA was 
used to extract face features and finally Nearest Neighbor 
(NN) classifier. 

In this paper we introduce new hybrid system based on 
sparse representation, Gabor wavelet filter for feature 
extraction and support vector machine as classifier. 
Experimental results show how these techniques reduce error 
rate of facial expression recognition. 

III. GABOR FILTERS 

In recent years, Gabor filters have been successfully used 
in many applications, because they possess the optimal 
localization properties in both spatial and frequency domain. 
And it is obtained by modulating a sinusoid with a 
Gaussian[12]. 

 The Gabor wavelet representation of images allows 
description of spatial frequency structure in the image while 
preserving information about spatial relations. 

Let r(x,y) be the original image f(x,y) convolved with a 2D 
Gabor function g(x,y)[14] 

r(x,y) =  f(x,y) * g (x,y) 

Where * denotes the convolution operator and  with g(x,y) 
being a 2D Gabor filter defined as [16] 
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The parameters used in Eq.(1)are defined as follows. 
Wavelength (λ); this is the wavelength of the cosine factor of 
the Gabor filter kernel, Orientation(s) (θ); it specifies the 
orientation of the normal to the parallel stripes of a Gabor 
function. Its value is specified in degrees. Valid values are real 
numbers between 0 and 360.The Phase offset(s) (φ) in the 
argument of the cosine factor of the Gabor function is 
specified in degrees. Valid values are real numbers between -
180 and 180.The  Aspect ratio (γ) called more precisely the 
spatial aspect ratio, specifies the ellipticity of the support of 
the Gabor function, and we can calculate wavelength of Gabor 
filter using Bandwidth (b) in eq. 2. 

 

 
 

 

 
 
   

 
 
    

    
                  

 

 
   

   

 

 

 
   

   

 

          

Figure 1, show Gabor filter kernels with values of the 
orientation parameter of 0, 45 and 90degrees, from left to 
right, respectively. The values of the other parameters are as 
follows: wavelength 10, phase offset 0, aspect ratio 0.5, and 
bandwidth 1. 

   

Fig.2. Gabor filter with three orientations in the spatial and frequency 

domain 

IV. SPARSE REPRESENTATION 

Sparse representation aims at describing a high-
dimensional signal as a linear combination of a few generating 
elements.. Specifically, a feature vector in a given class of 
dimension M should be represented by a small subset of a 
collection of all elements N. when M=N, the elements are 
independent, the collection is termed a basis and the 
representation is unique [13]. 

Let the training samples be denoted as A = [A1 A2 ... Ar ], 
where each column Ai denotes a facial image and r the total 
number of training samples. 

For a test sample y ∈ R, it can be approximated by linear 
combination of selected training samples. The test sample can 
be expressed as [3] 

y = x1A1 + x2A2 +… +xr Ar= Ax                            (3) 

Where x =[ x1, x2 , … , xr] is coefficient vector whose 
entries are zero except some important training samples. The 
problem of sparse representation is to find the sparse solution 
x. This sparse solution x explains how to combine all training 
samples to obtain a global representation of test sample. This 
is an L1 optimization problem formally defined as 

x1= min || x ||1 subject to y= Ax                            (4) 

V. SPARSE REPRESENTATION CLASSIFIER 

Sparse representation classifier (SRC) chooses the training 
samples which can best represent each test sample. For i th 
class, let δi be the function that selects the sparse coefficients 
associated with the i the class. In δi(x), only the elements that 
are associated with ith class are nonzero [11]. That is 

x = [0,… , 0,… ,xi,1,… ,xi,ni,…, 0,… , 0]T. The test sample 
y can be approximated by training samples from each class as 
  i = A δi(  ). Define the residual between test sample y and 
approximation   i from each class sample as          2. 
The test facial expression are assigned to the class that 
minimizes the residual between y and    

identity(y) = arg min ri(y)                                    (5) 

ri(y) represent the classification result of the i th 
component of test sample. The final result is determined by 
voting methods. Let the output of the SRC classifier be 
defined as [7] 

r = [r1, r2 ,…., rr] , ri Є {c1 , c2 , …, cr} 

Then we define the binary classification function as 

f(cr) =  
         
          

                                          (6) 

The test sample is assigned to the class label which is most 
observed  at the classifier outputs.  

For reference we include the algorithm1 given in [23] as 
follows: 

A. Algorithm 1  

 Input: n training samples divided into r classes, A1, 

A2,...,Ar and a test image y.  

 Set A = [A1A2... Ar].  

 Normalize columns of matrix A 

   Solve the L1 minimization problem : 
 min || x ||1 subject to y = Ax  

     For each subject i ,  

       Compute the residuals: ri= || y- Axi||2 where xi is 

obtained by setting the coefficients in x, 

corresponding to training samples not in class i, to 

zero.  

 End  

 Output: the class with the smallest residual 

identity(y) = arg min ri(y).  
 

The system architecture for facial expression recognition using 
sparse representation is presented as shown in Figure 2 
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VI. PROPOSED FRAMEWORK 

In this paper we propose a new and robust framework for 
facial expressions recognition. Robustness to variations in 
illumination conditions and pose variations is achieved by 
using both Multiple Gabor filters and sparse representation. 
Then using a SVM for classification should increase system 
robustness due to generalization property of SVM. The system 
architecture is shown in Figure3. Face detection is 
implemented by Viola-Jones method. We focus in this paper 
on the procedures for feature extraction, sparse representation 
and SVM classification. 

 

 

 

 

 

 

 

 

 

 

 

 

 

A. The Proposed Procedure 

 Input: n training samples partitioned into r classes, 

S1, S2,...,Sr and a test sample z.  

 For each subject i , 

              Apply Gabor filter for N times; and 

              generate Ai 

 End 

 Apply Gabor filter on test sample z for N times; and 

generate y. 

 Set matrix A based on Gabor filter of images 
A= [ A1A2 ... Ar]. 

 Normalize columns of matrix A 

 Solve the L1 minimization problem  

          min ||x||1      subject to y = Ax 

 Compute yEstimated = Axi,  

where xi is obtained by setting the coefficients in x, 

corresponding to training samples not in class i, to 

zero 

 Classify yEstimated with SVM classifier  

 Output: class to which yEstimated belongs. 

 
Figure 4schematize show SVM classifies the facial 

expressions. 

 

VII. EXPERIMENTS 

In this section, we quantitatively verify the performance of 
different facial expression recognition systems. Such as 
algorithm 1 with SVM classifier, proposed algorithm, 
proposed algorithm with K-NN classifier, and Gabor filter 
with SVM classifier. Using public facial expression databases 
namely, JAFFE Database which contains 213 images of 
female facial expressions. Each image has a resolution of 
256×256 pixels. The number of images corresponding to each 
of the seven categories of expressions (anger, joy, sadness, 
neutral, surprise, disgust and fear) is the same. Figure 5 shows 
example of facial expression images from JAFFE Database 
[2]. 

 
 

 

In this experimental work, we evaluate five approaches for 
facial expression recognition and compare the recognition rate 
of the previously published work with recognition rate of the 

Fig.5. Concept of SVM classifier for facial expressions. 
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proposed approach. First approach [1] used sparse 
representation to extract features and support vector machine 
(SVM) for classification, the second applies multiple Gabor 
filter and uses NN as classifier [25][26], the third approach as 
done in [2] uses sparse representation classifier after 
application of Gabor filter. Fourth approach is similar to third 
one but this time SVM is used as classifier [24], the last is our 
proposed approach which uses multiple Gabor filters and 
sparse representation to extract features and then apply SVM 
as classifier. 

The recognition rate for facial expressions for the five 

approaches is summarized as show in Table 1. 

TABLE I.  CONFUSION MATRIX FOR 7-CLASSES OF FACIAL 
EXPRESSIONS 

TABLE II.   
CONFUSION MATRIX WITH PROPOSED ALGORITHM ON THE JAFFE 

DATABASE  

Expression 

A
n

g
e
r
 %

 

D
is

g
u

st
%

 

J
o

y
 %

 

F
e
a

r
%

 

S
a

d
 %

 

S
u

r
p

r
is

e
%

 

N
e
u

tr
a

l%
 

Anger 90 0 0 5 5 0 0 

Disgust 0 95 0 5 0 0 0 

oy 2 0 90 2 0 1 5 

Fear 0 12.5 0 80 7.5 0 0 

Sad 0 0 5 5 80 0 10 

Surprise 0 0 0 0 0 100 0 

Neutral 0 0 0 0 5 5 90 

        

Table 1, shows that the proposed approach achieves the 
highest performance in facial expression recognition (89.28%) 
because we used the properties of Gabor filter and sparse 
representation in the stage of extract feature and then using the 
properties of support vector machine (SVM) in classification. 
Compared with the previously reported work [1,2,24,25,26] in 
which the experimental settings are similar to ours, In [24], on 

7-class facial expression recognition tasks they used Gabor 
filter to extract features, SVM for classification and reported 
an accuracy of (85%). Additionally, they also make the same 
test [25] but using NN classifier and reported an accuracy of 
(86.42%). 

In [2], they used Gabor filter to extract features and sparse 
representation classification and reported an accuracy of 
(87.85%). 

Table 2, shows the confusion matrix of 7-class expressions 
when using multiple Gabor multiple filters and sparse 
representation for feature extraction and SVM as classifier. 
From Table 2, it can be seen that 5-class facial expressions are 
identified very well with an accuracy of over 90%. 

VIII. CONCLUSION  

We have presented a hybrid framework for facial 
expressions recognition based on sparse representation and 
multiple Gabor filter. Designing a good filter and classifier is 
a crucial step for any successful facial expression recognition 
system. An average recognition rate of (89.28%) is achieved 
under facial expressions variations. This means that our 
approach achieves a high recognition rate compared to other 
approaches in published literature. Using multiple Gabor 
filters rendered the method robust to facial expression 
variations because each filter has specific property to extract. 
In addition using generalization property of SVM classifier 
increased the recognition rate in presence of facial class 
variations. 

We believe that facial expressions recognition under 
varying conditions is still an interesting area of research, and 
we anticipate that there will be many further advances in this 
area. 
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Abstract—A new technique invented for suppressing the 

FWM in SAC-OCDMA systems based on adding idle code at the 

sideband of the code construction to generate the virtual FWM 

power at the sideband of the signal, and then by subtracting these 

virtual FWM power from the original FWM power in the system 

and filtering the data part at the channel. This technique is 

applied for both SAC codes, Random Diagonal Code (RD) and 

Multi Diagonal Code (MD). Moreover, in terms of cost, the 

reported technique is considered a cost-effective as the LED light 

source is used to generate the sideband codes. The results showed 

that the FWM reduced approximately 25 dBm after using the 

technique. For example, in the RD code the FWM power at 40km 

fiber length and input power is 15 dBm using the SMF fiber type 

is approximately -55 dBm before using the technique, after using 

the technique at the same values of parameters the FWM power 

is approximately -90dBm. In other words, at the MD code the 

FWM power before using the technique is approximately -61 

dBm, the same parameters values, however after using our 

technique the value of the FWM power is approximately -81dBm. 

However, These results gave impact on the Bit Error Rate (BER) 

also, for example the value of BER in the RD code at the input 

power -10dBm and 35km fiber length before using the technique 

is 1.6×10-23 and after using the technique the value of BER will 

become 4.05×10-28. In addition at the MD code the BER value 

before using the technique is 9.4×10-22 and after using the 
technique the value of BER is 7.4×10-31. 

Keywords—Optical code division multiple access (OCDMA); 

Spectral amplitude coding (SAC); Multi diagonal (MD); Random 

Diagonal (RD); Four-Wave Mixing (FWM); Light Emitting Diode 

(LED).) 

I. INTRODUCTION  

OCDMA is a technique in which user uses a specific 
unique code rather a specific wavelength or a time slot. The 
OCDMA uses the spread spectrum technique of CDMA 
combined with the optical link for transmission of data [1]. The 
OCDMA provides the large communication bandwidth along 
with the capability of secure data transmission. The key 
advantage of OCDMA is the multiple access technique which 
allows many users to share the same optical link 
simultaneously.  

This is done by giving each user a specific code which can 
be decoded only by the required user. OCDMA has many 
unique features that make it favorable data transmissions. Its 
characteristics make it suitable to increase the capacity and 
number of users in bursty networks [2]. The OCDMA can 
accommodate a large no. of channels on a single carrier 
frequency. It can utilize the bandwidth effectively through 

coding system. The OCDMA systems provide high degree of 
scalability and security. It provides high noise tolerance 
[3].Fiber nonlinearities represent the fundamental limiting on 
the amount of data that can be transmitted on optical fiber. 
Nonlinearities of optical fiber can be divided into two 
categories. The first category encompasses the nonlinear 
inelastic scattering processes. These are Stimulated Brillouim 
Scattering (SBS) and Stimulated Raman Scattering (SRS) [4]. 
The second category of nonlinear effects arises from intensity-
dependent variations in the refractive index in optical fiber. 
This produces effects such as Self- Phase Modulation (SPM), 
Cross Phase Modulation (XPM) and Four Wave Mixing 
(FWM) [5].When a high-power optical signal is launched into 
a fiber, the linearity of the optical response is lost. One such 
nonlinear effect, which is due to the third-order electric 
susceptibility, is called the optical nonlinear effect.  

The FWM occurs when light of two or more different 
wavelengths is launched into a fiber. Generally speaking FWM 
occurs when light of three different wavelengths is launched 
into a fiber, giving rise to a new wave (known as an idler), the 
wavelength of which does not coincide with any of the 
others.FWM is a kind of optical parametric oscillation [6].In 
other words, the FWM has been widely studied with various 
kinds of optical fibers. In particular, FWM has been 
investigated as a technique of realizing wavelength tunable 
light sources, and as a means of measuring fiber properties, 
such as the third order nonlinearity in a fiber [7]. In this paper, 
we proposed the new technique to suppress the FWM in SAC-
OCDMA systems using the RD and the MD codes. This 
technique based on adding idle code at the sideband of the code 
construction to generate the virtual FWM power at the 
sideband of the signal, and then by subtracting these virtual 
FWM power from the original FWM power in the system and 
filtering out the data part at the channel. 

II. FOUR WAVE MIXING 

The origin of FWM process lies in the nonlinear response 
of bound electrons of a material to an applied optical field. In 
fact, the polarization induced in the medium contains not only 
linear terms but also the nonlinear terms. The magnitude of 
these terms is governed by the nonlinear susceptibilities of 
different orders.  

The FWM process originates from third order nonlinear 
susceptibility (χ3). If three optical fields with carrier 
frequencies f1, f2 and f3, propagate inside the fiber 
simultaneously, (χ3) generates a fourth field with frequency f4, 
which is related to other frequencies by a relation, f4 = f1 ± f2± 
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f3. In quantum-mechanical context, FWM occurs when 
photons from one or more waves are annihilated and new 
photons are created at different frequencies such that net 
energy and momentum are conserved during the interaction. 
The effect of FWM on optical transmission is signal-to-noise 
degradation and cross-talk. As the signal input power of f1, f2, 
and f3 increases, or as the channel spacing decreases, the FWM 
mixing output increases [8, 9]. Figure (1), (2), and (3), explain 
the FWM power in different, input power, channel spacing, and 
fiber length respectively.  

These results show that when power per channel is 
increased the spurious power increase, too. The power of the 
FWM produced is found to be inversely proportional to the 
square of the channel spacing, when all channels have the same 
input power. Furthermore, the FWM effects increase 
exponentially as the level of the optical power from the signal 
sources is increased, as shown in the figure (1). Based on 
results presented, it is clear that when the channel spacing is 
smaller, then the FWM effect becomes more significant due to 
the phase matching, as shown in Figure (2). In addition, the if 
the fiber length increases the FWM power decrease as shown 
in the figure (3). The equations below explain the FWM power 
works [10]: 

    
    

 
         

  

  
               (1) 

Phase mismatches equation 

Where SD → Slope Dispersion 

Dc → Chromatic Dispersion 

∆f → Channel Spacing 

λ → Wavelength 

  
  

      
   

              
   

 
 

              
                       (2) 

FWM efficiency equation 

α→ Attenuation 

L→ Fiber Length 

     
      

      
 
              

    
 
 

                

                                                                                            (3) 

n → refractive index 

Leff → effective Length 

Aeff → effective Area 

X1111 → third order susceptibility. 

 

Fig.1. the FWM power versus Input Power 

 
Fig.2. the FWM power versus Channel Spacing 

 
Fig.3. the FWM power versus Fiber Length 
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III. THE NEW TECHNIQUE FOR SUPPRESSION THE FWM 

The FWM occurs when two or more frequencies of light 
propagate through an optical fiber together. Providing a 
condition known as phase matching is satisfied, light is 
generated at new frequencies using optical power from the 
original signals. Generation of light through four-wave mixing 
has serious implications for the rapidly expanding 
telecommunications field [9]. The generation of new 
frequencies from two or three input signals is shown in figure 
(4) below. 

Fig.4. the additional frequencies generated through in the partial 

degenerated (a) and non degenerated (b), the equation will be wijk=wi+wj-wk 

[11]. 

Consequently, in the SAC-OCDMA we generate the virtual 
FWM power at the sideband of the system design using the idle 
code (it will be explain in the next sections), and then 
subtracting the virtual FWM from the original FWM power in 
the system and filtered the data part in the channel using filters. 
This technique applied for SAC-OCDMA codes, the RD code 
and the MD code. Moreover, in terms of cost, the reported 
technique is considered a cost-effective as the LED light source 
is used to generate the sideband codes. 

IV. SAC-OCDMA CODES 

A. The RD Codes before and after Using the Technique 

The RD code is one of the important codes in the SAC 
OCDMA system. We will explain in this code according to the 
properties and the code construction that we used it in our 
simulation design. We suppress the FWM power in this code 
approximately 30dBm after using our technique. We denote a 
code by (N, W, λ), where N is the code length, W is the code 
weight, and λ is in-phase cross correlation. When λ =1, it is 
considered that the code possess ideal in phase cross 
correlation. The design of this new code can be performed by 
dividing the code sequence into two groups, which are code 
segment and data segment. 

 Data segment: let the elements in this group 
contain only one “1” to keep cross correlation 
zero at data level (λ = 0). This property is 
represented by the matrix (K x K) where K will 
represent number of users. These matrices have 
binary coefficientand a basic Zero cross code 
(W=1) is defined as [Y1]. For example, three 
users (K=3), y(K x K) can be expressed as: 

 

 

               0 0 1 

 [Y1]= 0 1 0 

               1 0 0 

Where [Y1] consists of (K ×K) identity matrices. Notice, 
for the above expression the cross correlation between any two 
rows is always zero. code segment: the representation of this 
matrix can be expressed as follows for W=4: 

                      1 1 0    1 0 

  [Y2]= 0 1 1    0 1 

             1 0 1    1 0 

Where [Y2] consists of two parts -weight matrix part 
and basics matrix part. Basic part [B] can be expressed 
as: 

               1 1 0 

              [B]= 0 1 1 

                         1 0 1 

And weight part called M matrix can be expressed as: 

               1 0 

             [M]= 0 1 

               1 0 

Which is responsible for increasing number of weights. Let 
i= (W-3) and [Mi]: 

               1 0 

              [Mi]= 0 1 

               1 0 

Where i represent number of Mi matrix on matrix [M], 
given by: 

M=< M1 | M2 | M3……Mi >                                       

                                                            (4) 

For example, if  W=5, from Equation (4), 

 i=2, so that M =< M1 | M2 > 

               1 0 1 0 

              [M]= 0 1 0 1 

               1 0 1 0 

Notice that to increase the number of users simultaneously 
with the increase of code word length we can just repeat each 
row on both Matrixes [M] and [B]. For Kth user matrix [M] 
and [B] can be expressed as: 
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                                       0 1                                0 1 1 

                                       1 0                                1 1 0 

                                       0 1                                1 0 1 

                [M](j)=           1 0             [B](j)=        0 1 1 

                                       .. ..                                  .. .. .. 

     

 

                                 aj1 aj2                               aj1 aj2 aj3 

Where j represents the value for Kth user (j=1,2…K), and 
the value of aj is either zero or one. The weights for code part 
for both matrix [M], [B] are equal to W-1, so the total 
combination of code is represented as (K×N) where K=3, N=8, 
as given by [Z], [Z] = [Y1|Y2]. Notice that we will use [M] and 
[B] in other code as the code part to stimulate the FWM power 

 

       0 0 1  1 1 0 1 0 

             [Z]= 0 1 0  0 1 1 0 1 

                        1 0 0  1 0 1 1 0 

 

From the above basic matrix Z, determine the number of 
users (K) and the code length (N), as given by (K×N) matrix. 
Notice that the code weight of each row is equal to 4, and the 
relation between N and K for this case (W=4) can be expressed 
as: 

N=K+5                                                    (5) 

As a result we can find that for W=5, 6, and 7 code, word 
length N can be expressed as K+7, K+9 and K+11 respectively. 
As a result the general equation describing number of users K, 
code length N and code weight W is given as [12]: 

N=K+2W-3                                              (6) 

And finally, after using the technique there is no change at 
this equations comparing with other codes (as will see in the 
MD code because the RD code is already using the code part as 
his construction. However, The RD code construction will 
change after using the technique as shown below: 

[RDx]=[M] | [Y1] | [B] 

 

                           1 0 0 0 1   0 1 1 

           [RDx]=  0 1  0 1 0   1 1 0 

          1 0  1 0 0   1 0 1 

 
B. The MD Code before and after Using the Technique 

This section will be divided into two parts. Firstly, 
explaining the code construction of the MD code before using 
the technique. Secondly, explaining the code construction after 
using the technique.  This code is also following by parameters 
(N,W, λc) that explained at the RD code in the previous 
section. This code has zero cross correlation, in linear algebra, 
the identity matrix or unit matrix of size N is the N-by-N 
square matrix with ones on the main diagonal and zeros 
elsewhere. It is denoted by IN, or simply by I if the size is 
immaterial or can be trivially determined by the context. From 
the MD matrix design in [13] the rows determine the number of 
users (K). Notice that the association between code weight (W), 
code length (N) and number of subscribers (K) can be 
expressed as: 

N=K×W                                       (7) 

The total MD code sequence where K=3, W=2, and N=6 
will  be: 

                            1  0  0  1  0  0  

               MD =    0  1  0  0  1  0  

                            0  0  1  0  0  1  

The MD code design depicts that changing matrices 
element in the same diagonal part will result in a constant 
property of zero cross correlation, and it is constructed with 
zero cross correlation properties. The MD code presents more 
flexibility in choosing the W, K parameters and with a simple 
design to supply a large number of users [13]. After using the 
technique, the code construction of the MD will be change as 
we will explain below: 

In this part, the matrix [M] will use at the sidebands. 
Consequently, the MD code construction after using the MD 
code will be: 

               1 0                          

              [M1]= 0 1                                 

               1 0                                       

[MDx]=[M1] | [MDx] | [M1] 

 

                   1 0   1 0 0 1 0 0    1 0 

                [MDx]=   0 1    0 1 0 0 1 0    0 1 

                   1 0   0 0 1 0 0 1    1 0 

From the above basic matrices, the rows determine the 
number of users (K). Notice that the association between code 
weight (W), code length (N) and number of subscribers (K) can 
be expressed as: 

N=K×W+4                                       (8) 

V. RESULTS AND DISCUSSION 

A. The FWM effects in the RD Code before and after using 
the technique 
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Figure 5 illustrate the FWM effects in the RD code before 
and after using the technique, the figure shows the FWM power 
versus the fiber length, the FWM power decreased after using 
the technique approximately 30 dBm. In addition, both figures 
(6 a, and b), show the spectrum signal of the system before and 
after using the technique respectively and the FWM power 
signal shown at the sideband. It clearly shows that the FWM 
power suppress after using the technique. For example, at 40 
km fiber length the FWM power values before and after using 
the technique is approximately -55 dBm and -90 dBm 
respectively. 

 
Fig.5. The FWM Power vs Fiber Length 

 
Fig.6. a) Spectrum of the FWM power at 40 km and 60 km respectively 

before using the technique 

 

Fig.6. b) Spectrum of the FWM power at 40 km and 60 km 
respectively after using the technique 

B. The BER performance of the RD code before and after 

Using the Technique 

Figure (7) shows the BER versus fiber length before and 
after using the technique, the BER performance get better after 
using the technique. The data rate value of this system is 622 
Mbps at input power -10 dBm.  

A longer length of fiber has a higher insertion loss, thus a 
smaller output power. In fact, when the fiber length decreases, 
the data rate should increase to recover a similar degradation of 
the signal form. Thus, in order to design and optimize link 
parameters, the maximum fiber length should be defined as 
short as possible, to obtain a high data rate and to achieve a 
desired system performance. In this system, the technique gives 
good performance when the fiber length is short as shown in 
figure (7). The performance of the system was characterized by 
referring to the BER and eye pattern.  

The eye pattern for the RD code system is shown in figures 
8 (a, and b), before and after using the technique at 35 km fiber 
length. The eye diagram gives a quick examination of the 
quality of the optical signal; it’s clearly depicted that after 
using the technique, the code system gives a better 
performance, having a large eye opening. The vertical distance 
between the top of the eye opening and the maximum signal 
level gives the degree of distortion.  

The more the eye closes, the more difficult it is to 
distinguish between 1s and 0s in the signal. Hence in our 
results in the data rate 622 Mbps the BER at for the code before 
and after using the technique will be equal to 4.18× 10-23, and 
1.6×10-13 at 35 km and 40 km fiber length respectively before 
using the technique, after using the technique the BER values is 

3.69× 10-28, 4.05× 10-19 at 35 km and 40 km respectively. 

 

Fig.7. Variation of BER as a Function of fiber length 
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Fig.8. a) Eye diagram of the RD code at 35 km fiber length before using 

the technique 

 

Fig.8. b) Eye diagram of the RD code at 35 km fiber length after 
using the technique 

C. The FWM effects in the RD Code before and after using 

the technique 

In the following process, the fiber length was varied from 
20 km to 80 km, it is clear that if the fiber length is lower effect 
of the FWM becomes very severe. From the results in figures 
(9), and (10 a, and b), the FWM power suppress after using the 
technique approximately 20 dBm. For example, at 40 km the 
FWM power before using the technique is approximately -60 
dBm and after using the technique the FWM power value 
became -80 dBm. Figures 10 a and b show the spectrum of the 
MD code before and after using technique at 40km and 60km 
fiber length respectively. 

 

Fig.9. The FWM power vs fiber length 

 

Fig.10. a) Spectrum of the FWM power at 40 km and 60 km respectively 

before using the technique 

 

Fig.10. b) Spectrum of the FWM power at 40 km and 60 km 

respectively after using the technique 
A. The BER performance of the MD code before and after Using the 

Technique 

Figure 11 shows the relation between the BER and the fiber 
length based on the MD code before and after using the 
technique. It clearly shows that after using the technique the 
performance of the BER get better comparing with the system 
before using the technique. For example at 35 km the BER 
values before and after using the technique is 1.20×10-23 and 
3.6×10-28 respectively. Figures 12 a, and b, illustrate the eye 
diagram of the MD code before and after using the technique. 
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Fig.11. Variation of BER as a Function of fiber length 

 

Fig.12. a) Eye diagram of the MD code at 35 km fiber length before using 

the technique 

 

Fig.12. b) Eye diagram of the MD code at 35 km fiber length after 
using the technique 

VI. CONCLUSION 

We have illustrated a new technique based on adding idle 
code at the sideband of the code construction to generate the 
virtual FWM power at the sideband of the signal, and then by 
subtracting these virtual FWM power from the original FWM 
power in the system and filtering the data part at the channel. 
This technique is applied for both SAC codes,  the RD and the 
MD codes. The systems give better performance in BER after 
using the technique comparing with the systems before using 
the techniqe. In addition, the FWM power reducing in the MD 
code more than 20 dBm and in the RD code more than 30 
dBm. For example, in the RD code the FWM power at 40km 
fiber length and input power is 15 dBm is approximately -55 
dBm before using the technique, after using the technique the 
FWM power is approximately -90dBm. In other words, at the 
MD code the FWM power before using the technique is 
approximately -61 dBm, the same parameters values, however 
after using our technique the value of the FWM power is 
approximately -81dBm. In adittion, for example at the BER 
values, the BER in the RD code at the input power -10dBm and 
35km fiber length before using the technique is 1.6×10-23 and 
after using the technique the value of BER will become 
4.05×10-28. In addition at the MD code the BER value before 
using the technique is 9.4×10-22 and after using the technique 
the value of BER is 7.4×10-31. 
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Abstract—Face recognition has advantages over other 

biometric methods.  Principal Component Analysis (PCA) has 

been widely used for the face recognition algorithm. PCA has 

limitations such as poor discriminatory power and large 

computational load. Due to these limitations of the existing PCA 

based approach, we used a method of applying PCA on wavelet 

subband of the face image and two methods are proposed to 

select best of the eigenvectors for recognition.  The proposed 

methods select important eigenvectors using genetic algorithm 

and entropy of eigenvectors. Results show that compared to 

traditional method of selecting top eigenvectors, proposed 
method gives better results with less number of eigenvectors. 

Keywords—face recognition; PCA; wavelet transform; genetic 
algorithm  

I. INTRODUCTION 

Many recent events, exposed defects in most sophisticated 
security systems. Therefore, it is necessary to improve security 
systems based on the body or behavioral characteristics, called 
biometrics. With the interest in the development of human and 
computer interface and biometric identification, human face 
recognition has become an active research area. Face 
recognition offers several advantages over other biometric 
methods. Nowadays, Principal Component Analysis (PCA) 
has been widely adopted for the face recognition algorithm. 
Yet still, PCA has limitations such as poor discriminatory 
power and large computational load [1].   

In view of the limitations of the existing PCA-based 
approach, here we used a method of applying PCA on wavelet 
subband of the face image and two methods are proposed to 
select a best eigenvectors for recognition. In the proposed 
method, face image is decomposed into a number of subbands 
with different frequency components using the wavelet 
transform (WT). Out of the different frequency subbands, a 
mid-range frequency subband image is selected. The 
resolution of the selected subband is 16x16. The proposed 
method works on lower resolution, instead of 128 x 128 
resolution of the original image. Working on lower resolution 
images, reduces the computational complexity. Experimental 
results show that applying PCA on WT sub-image with mid-
range frequency components gives better recognition accuracy 
and discriminatory power than applying PCA on the entire 
original image [2][3]. In PCA, all the eigenvectors are not 
equally informative. This paper proposes two methods of 
eigenvector selection. In comparison with the traditional use 
of PCA, the proposed methods select the eigenvectors based 
on genetic algorithm and entropy of eigenvectors.  

Paper is organized as follows: Section II reviews the 
wavelet. Section III reviews the background of PCA and 

eigenfaces. Section IV is about the eigenvector selection.  
Experiments and results are discussed in Sections V and 
conclusion in section VI. 

II. WAVELET TRANSFORM 

Multiresolution methods are powerful tools, which are 
widely used in feature extraction, image compression and 
denoising applications. Wavelet decomposition is a widely 
used multiresolution technique in image processing. Wavelet 
analysis has generated a great interest in both theoretical and 
applied mathematics, and the wavelet transform has proven to 
be an effective tool for data analysis, numerical analysis, and 
image processing. Wavelets are functions which give different 
frequency components of data. They have advantages over 
fourier methods in analyzing physical situations where the 
signal contains discontinuities and sharp spikes. The 
advantages of WT are good time and frequency localizations 
[4]. 

 WT is chosen to be used in image frequency analysis and 
image decomposition because of the following reasons: 

• The resolutions of the images can be reduced by 
decomposing an image using WT. Working on a lower 
resolution image reduces computational complexity. 

 • Wavelet transform provides local information in both space 

domain and frequency domain. 
     Wavelet transform can be performed for every scale and 

translation, resulting in Continuous Wavelet Transform 
(CWT), or only in multiples of scale and translation intervals, 
resulting in Discrete Wavelet Transform (DWT). CWT 
provides redundant information and requires a lot of 
computations, DWT is generally preferred. A two-dimensional 
wavelet transform is derived from two one-dimensional 
wavelet transform by taking tensor products. The 
implementation of WT is carried out by applying a one-
dimensional transform to the rows of the original image data 
and the columns of the row transform data respectively. 

      Using wavelet transform, an image is decomposed into 
four subbands. The band LL is a coarser approximation to the 
original image. The band gives the edges along horizontal 
directions, whereas band HL record the edges along the 
vertical directions. The HH band records the diagonal edges 
present in the image. This is the first level decomposition. 
Further decomposition can be conducted on the LL subband. 
After applying a 3-level wavelet transform, an image is 
decomposed into subbands of different frequency components. 
Figure 1 shows 1-level and 3- level wavelet decomposition. In 
this paper, Daubechies wavelet D4 is adopted for image 
decomposition. G.C. Feng, P.C. Yuen and D.Q. Dai [5] has 
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shown that Daubechies wavelet D4 is better than other 
wavelets. Therefore, Daubechies wavelet D4 is adopted for 
image decomposition in our system.  

Nastar et al. [2][3] have found the relationship between 
variations in facial appearance and their deformation 
spectrum. They found that facial expressions and small 
occlusion affect the intensity manifold locally. Under the 
frequency-based representation, only the high frequency 
spectrum was affected, whereas changes in illumination 
affected the intensity manifold globally, in which only the low 
frequency spectrum was affected. When there was a change in 
human face, all frequency components were affected. Based 
on Nastar et al.'s findings, we used subbands containing mid-
range frequencies. Among subbands 1 to 4, subbands 2 to 4 
were the mid-range frequency subbands. Further experimental 
results in [5] showed that applying PCA on subband 4 gave 
better recognition accuracy and class separability compared 
with applying PCA on the whole image, or applying PCA on 
subbands 1, 2 or 3. Hence we have chosen subband 4. 
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     HL 
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(a) 

 

 

 

 

 

     

 

 
        (b) 

Fig.1.  (a) 1-level wavelet decomposition and (b) 3-level wavelet 

decomposition         

III. PRINCIPAL COMPONENT ANALYSIS 

 To linearly project an image in a low-dimensional space, 
PCA [6] is used where images are represented in eigenpace. 
This space is spanned by eigenvectors corresponding to the 
largest eigenvalues of the training images. After an image has 
been projected in the eigenspace, a feature vector containing 
the coefficients of the projection is used to represent the 
image. These features can be called as eigenfeatures [6]. 

Representing each image I (x, y) as a NxN vector i , first, 

the average face  is computed: 
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                  (1)          

                                                                        

Where R is the number of faces in the training set. 

Next, the difference Øof each face from the average face 
is computed:  

         
i iI   .   

                   (2) 
 Then the covariance matrix is estimated by: 
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Where,  A=[Ø1    Ø2      Ø3       Ø4 ] 

 
The eigenspace can then be defined by computing the 

eigenvectors µi of C. 

Since C is very large (N2 X N2) , computing its 
eigenvectors will be very expensive. Instead, we can compute 
vi, the eigenvectors of AT A, an R X R matrix. 

Then, µi can be computed from vi as follows: 
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Given a new image, , we subtract the mean (Ø ) and 
compute the projection:  

1

kR

i i

i

w u


           (5)  

 

Where  
T

i iw u    are the coefficients of the projection. 

Using projection coefficients images can be represented as 
linear combinations of the eigenvectors. The projection 
coefficients define a compact image representation. The 
eigenspace representation of images is very powerful and it 
has been used in various applications. 

IV. THE IMPORTANCE OF EIGENVECTOR SELECTION 

Feature selection is the first and one of the most important 
steps in pattern recognition. The aim of feature selection is 
driving an optimal subset of features from a given space 
leading to high classification performance.  

In the eigenspace, all the eigenvectors are not equally 
informative. It has been found in several studies that different 
eigenvectors encode different kind of information [7][8].  

Generally, in most of techniques the order of the 
eigenvalues determines the importance of eigenvectors, but as 
it is discussed in researches such as [9][10] ,this order is not 
always suitable to describe the data. For example, the first few 
eigenvectors seem to encode lighting while other eigenvectors 
seem to encode features such as glasses or moustaches [7]. 
Although many of the eigen-features are very important for 
face recognition, they might actually confuse the classifier in 
other applications. In this study, we consider GA and entropy 
of eigenvectors to select a good subset of eigen-features in 
order to improve face recognition performance. It reduces 
computation and increases recognition rate also.  
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A. Eigenvector Selection using GA 

Selecting a set of eigenvectors for best classification 
performance is an optimization problem which can be solved 
by using the genetic algorithm (GA). GAs are inspired by the 
mechanisms of natural selection [11]. GAs operates iteratively 
on a population of structures, each of which represents a 
candidate solution to the problem, encoded as a string of 
symbols called chromosome. A randomly generated set of 
chromosomes forms the initial population from which the GA 
starts its search.  

Each image is represented as a vector of eigen-features 
which are the coefficients of the linear expansion of the image 
in the eigenspace. In our encoding scheme, the chromosome is 
a bit string whose length is determined by the number of 
eigenvectors. Each eigenvector, computed using PCA, is 
associated with one bit in the string. If the ith bit is 1, then the 
ith eigenvector is selected, otherwise, that component is 
ignored. The goal of feature subset selection is to use less 
features to achieve the same or better performance. If we 
select only two eigenvectors then in chromosome only two 
bits are 1, all others are 0. Each chromosome thus represents a 
different eigen-feature subset. 

The initial population is generated randomly. We will end 
up with a population where each individual contains for 
example two number of 1’s only. The 1’s are randomly 
scattered in the chromosome. Each chromosome is tested to 
see how good it is at solving the problem at hand and assign a 
fitness score accordingly.  

The fitness score is a measure of how good that 
chromosome is at solving the problem at hand. The fitness of 
chromosome is measured in terms of recognition accuracy. 
Individuals with higher accuracy will outweigh individuals 
with lower accuracy. Mutation is the chance that a bit within a 
chromosome will be flipped. In proposed method only 
predefined numbers of bits are flipped. Chromosome with best 
fitness function is selected for face recognition. 

Following are the steps to carryout genetic algorithm. 

 Initialized the first population randomly (Only 
predefined number of bits are 1, all others are 0).  

 Begin the evolution loop until the stoppings criteria 
(maximum number of trials) are reached.Here 
maximum numbers of trials are 200. 

 For each chromosome in the population multiply the 
chromosome gene values to Eigenfaces.  

 For each chromosome compute the fitness function.  

 Apply the selection operator and select the fitted 
chromosomes population to generate the intermediate 
population. 

 Apply mutation operators to form the next generation. 

B. Feature Selection Using Entropy of Eigenvectors 

Entropy is a statistical measure of randomness that can be 
used to characterize the texture of the input image. Entropy is 
defined as 

                           
2

1

log
n

i i

i

E P P


    (6) 

Where Pi is probability of occurrence of pixel value i. 

In this paper method based on entropy ranking is used. To 
evaluate the importance and obtain the ranking list of 
eigenvectors each eigenvector is removed in turn and the 
corresponding entropy of the rest of the eigenvectors set is 
computed. If the removal of an eigenvector causes more 
disorder in the system than another, it shows more importance 
and higher rank of this eigenvector.  For recognition only top 
ranking eigenvectors are selected. 

V. EXPERIMENTS AND RESULTS 

The experiment is performed on ORL, GTAV and YALE 
databases. Face database from AT&T (Olivetti) Research 
Laboratories, Cambridge (ORL database) [12] contains 40 
individuals with each person having ten frontal images. So 
there are total 400 images in database. There are variations in 
facial expressions such as open or closed eyes, smiling or no 
smiling, and glasses or no glasses. All images are 8-bit 
grayscale of resolution    112 X 92 pixels. For testing of 
proposed methods we used 340 images (6 images per person) 
for training and 160 images      (4 images per person) for 
testing. Image features are extracted using D4 wavelet 
transform.  Four level decomposition is carried out on images 
and LL subband A3 of each level is used for further 
processing.  

For genetic algorithm base eigenvector selection, 
experiment is performed in two steps. First A4 subbands of 
randomly selected 20 images from 160 images are used for 
testing. Using genetic algorithm best eigenvectors are selected. 
In second step best eigenvectors selected in first step are used 
for recognition of all 160 test images. For eigenvector 
selection using entropy, calculations are done by considering 
all eigenvectors and then by removing each eigenvector in 
turn. Top eigenvectors which are causing more difference in 
entropy after removing are used for reducing dimensionality in 
PCA.  

Same experiment is performed on GTAV [13] and YALE 
[14] database. In GTAV, 92 images are used as test images 
and 138 images are used for training. In YALE database 1900 
images are used as test images and 570 images are used for 
training. Similarity measurement between the test image and 
the training images in the library was performed to determine 
whether the input test image was matched with any of the 
images in the library. Here Euclidean distance is used for 
similarity measurement. Given the test image representation X 
and the training image representation Y, the similarity 
measurement d(X,Y) between the two images X and Y is 
defined by, 

                                                                    (7)                                          

Table  1.  shows the  recognition rate for different number 
of eigenvectors for ORL database.Table 2 and Table 3 shows 
recognition rate for GTAV and YALE databases  respectively. 

http://www.ai-junkie.com/ga/intro/gat2.html#_Stage_2:_Deciding_on_a_Fitness_Func
http://www.ai-junkie.com/ga/intro/gat2.html#_Stage_2:_Deciding_on_a_Fitness_Func
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TABLE I.  % RECOGNITION RATE FOR ORL DATABASE 

No. of 

Eigenvectors 

% Recognition Rate 

Top Eigenvectors 
Genetic 

Algorithm 

Entropy of 

Eigenvectors 

2 47.5 52.5 37.5 

4 79.375 81.25 81.25 

6 83.125 90.625 85.00 

8 81.875 93.75 90.00 

10 81.875 95.00 88.125 

12 81.875 96.875 90.00 

20 85.625 96.875 90.00 

TABLE II.  % RECOGNITION RATE FOR GTAV DATABASE 

No. of 

Eigenvectors 

% Recognition Rate 

Top Eigenvectors 
Genetic 

Algorithm 

Entropy of 

Eigenvectors 

2 80.43 81.52 76.08 

4 89.13 91.30 82.60 

6 86.95 90.625 89.13 

8 84.78 93.75 90.21 

10 93.4 95.00 94.56 

12 94.56 97.82 94.56 

20 96.73 98.91 97.82 

TABLE III.  % RECOGNITION RATE FOR YALE DATABASE 

No. of 

Eigenvectors 

% Recognition Rate 

Top Eigenvectors 
Genetic 

Algorithm 

Entropy of 

Eigenvectors 

2 37.00 49.00 35.00 

4 76.00 79.00 79.00 

6 78.00 81.50 80.00 

8 78.42 81.50 80.00 

10 79.00 85.00 82.00 

12 80 86.00 83.00 

20 80 86.00 83.00 

VI. CONCLUSION 

Generally, in most of techniques in PCA the order of the 
eigenvalues determines the importance of eigenvectors, but 
this order is not always suitable to describe the data. In this 
paper two methods using genetic algorithm and entropy of 
eigenvectors are proposed to select best eigenvectors.  

With less number of eigenvectors, proposed methods 
increase the recognition rate. Methods are implemented on A4 
subband of wavelet transform which reduces computation.  
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Abstract—Today, the number of users of social network is 

increasing. Millions of users share opinions on different aspects 

of life every day. Therefore social network are rich sources of 

data for opinion mining and sentiment analysis. Also users have 

become more interested in following news pages on Facebook. 

Several posts; political for example, have thousands of users’ 

comments that agree/disagree with the post content. Such 

comments can be a good indicator for the community opinion 

about the post content. For politicians, marketers, decision 

makers …, it is required to make sentiment analysis to know the 

percentage of users agree, disagree and neutral respect to a post. 

This raised the need to analyze theusers’ comments in Facebook. 

We focused on Arabic Facebook news pages for the task of 

sentiment analysis. We developed a corpus for sentiment analysis 

and opinion mining purposes. Then, we used different machine 

learning algorithms – decision tree, support vector machines, and 

naive bayes - to develop sentiment analyzer. The performance of 

the system using each technique was evaluated and compared 
with others. 

Keywords—Analysis for Arabic comments; machine learning 

algorithms; sentiment analysis; opinion mining 

I. INTRODUCTION 

Recently the rate of users comments and reviews increased 
dramatically as a medium of expressing ideas across the 
WWW specially in Facebook ( Active users of Facebook 
increased from just a million in 2004 to over 750 million in 
2011[1]). The fast growth of such content has not been fully 
harnessed yet. Information left by the users is not analysis yet. 

Users are interested in knowing the percentage of users 
agree, disagree and neutral respect to a post in news pages on 
Facebook. For example, a lot of posts in the Arabic news 
pages like أبريل  كلنا خالد سعيد، الصفحه الرسميه 6سلفيو كوستا، ، رصد
 Rassd, Silvio Costa, 6 April, We are all )لرئاسة مجلس الوزراء،
Khaled Said, official page for the presidency of the Council of 
Ministers)   get thousands of comments on each post. The 
posts can express politician declarations, government decision, 
products announcement… The politician analysts, marketers, 
and decision makers, newspapers and news channels need to 
measure the community opinions about a certain topic 
expressed by a post. This is the motive for us to design and 
develop an analyzer system for Arabic comments.  

An important part of our information-gathering behavior 
has always been to find out what other people think. With the 
growing availability and popularity of opinion-rich resources 
such as online review sites and personal blogs, new 
opportunities and challenges arise as people now can, and do, 
actively use information technologies to seek out and 
understand the opinions of others. The sudden eruption of 
activity in the area of opinion mining and sentiment analysis, 

which deals with the computational treatment of opinion, 
sentiment, and subjectivity in text, has thus occurred at least in 
part as a direct response to the surge of interest in new systems 
that deal directly with opinions as a first-class object [2]. 

Existing supervised learning methods can be readily 
applied to sentiment classification, e.g., naïve Bayesian, and 
support vector machines (SVM), etc. Pang et al. [3] took this 
approach to classify movie reviews into two classes, positive 
and negative. It was shown that using unigrams (a bag of 
individual words) as features in classification performed well 
with either naïve Bayesian or SVM. 

Some researchers have been performed for creating 
automatic analysis of Twitter posts during recent years. Some 
of these researchers investigate the utility of linguistic features 
for detecting the sentiment of Twitter messages [4].Other 
researchers use text messages from Twitter, a popular 
microblogging platform, for building a dataset of emotional 
texts. Using the built dataset, the system classifies the meaning 
of adjectives into positive or negative sentiment polarity 
according to the given context. The approach is fully 
automatic. It does not require any additional hand-built 
language resources and it is language independent [5]. 

In [6], the authors use web-blogs to construct a corpus for 
sentiment analysis and use emotion icons assigned to blog 
posts as indicators of users’ mood. The authors applied SVM 
and CRF learners to classify sentiments at the sentence level 
and then investigated several strategies to determine the 
overall sentiment of the document. Emoticon; a textual 
representation of an author’s emotion was used in Internet 
blogs and textual chats. The winning strategy was defined by 
considering the sentiment of the last sentence of the document 
as the sentiment at the document level [6]. 

Although there is some work for twitter analysis, there is 
no real work –to the best of our knowledge- to investigate and 
develop such analyzer for Facebook comments. 

Our proposed system uses classification methods to 
analyze users’ comments and detect the comments that agree, 
disagree or is neutral with respect to a post .The system 
structure is presented in section 2 including features, 
classifiers and corpus details. Then, implementation and 
system evaluation are discussed in sections 3 and 4 
respectively. Finally, conclusion comes in section 5. 

II. PROPOSED SENTIMENT ANALYZER SYSTEM 

Proposed system uses classification techniques to get 
better results using specified set of features. To train the 
classifiers, labeled (annotated) training and testing corpus are 
prepared .The system components include preprocessing, 
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features selection, and classification methods to make the 
sentiment analysis for comments. The system components are 
described in details in the following sections. 

A. Preprocessing 

Preprocessing phase includes stop words removal and very 
long comments removal. Stop words are common words that 
carry less important meaning than keywords. Removing stop 
words from the comments return the most important words. 
By sampling 6000 comments in Egyptians pages in most 
important pages  about 80% of very long comments in most 
cases are advertise for pages on Facebook. 

B. The Proposed Features 

The input comments are segmented into words, spaces, 
commas, parenthesis and new line for identifying words .Our 
approach is to use different machine learning classifiers and 
feature extractors. We use two groups of features and evaluate 
them. These features are explained in the following sections. 

1) Common Words between Post and Comments 

Features 
The first group of features includes the number of words in 

post only, comment only, both post and comment. They are 
normalized by them by the length of comment and post. The 
idea behind these features is that the intersection between 
important words (not stop words) in post and comment may 
express if the comment agrees or disagrees with the post or 
not. The used equations for each feature are as follows. 

Feature 1:  Number of Words in Post Only 
Number of words in post only feature is (after stop words 
removal) computed using equation 1.   

                         

                                    
    

                                                                             
Feature 2:  Number of Words in Comment Only 

Number of words in comment only feature is (After stop word 
removal) computed using equation 2. 

                                        

                                       
       

           
 The numerator is multiply by 2 for normalization .If the 

comment and post are similar will give one 

Feature 3:  Number of Words Common between Post and 

Comment:  
Number of words common between post and comment 

feature is (After stop word removal) computed using equation 
3. 

                                               

                                    
    

 
2) All Words in Posts and Comments Features 
The second group of features is the union of all words in 

the posts and comments. Each word (feature) takes one of the 
four values: 

 “C “if the word is not in the post or the comment 

 “M” if the word is in the post only 

 “N” if the word is in the comment only  

 “H” if the word is in both of the post and the 

comment 
By that, we have number of features equal to the union of 

the words in both posts and comments. 

Example: 
Pots:   الضبطية القضائية»الشرطة العسكرية تمارس »  

“Military Police applied 'judicial officers'” 

Comment1: من الشرطة العسكرية واضح اننا هنشوف ايام سوداء   

“It is clear that we will see bad days” 

Comment 2: بجد لا تعليق 

 “No comment” 

 

 
الش
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تما
ر
 س

الض
 بطيه

الق
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 ئيه
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ض
 ح
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ج
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لي
 ق

Com
ment

1 
H H M M M N N N N C C 

Com
ment

2 
H H H H H C C C C N N 

3) Negation and Relevance Features 

 
The negation and similarity features are added to the 

features in group one and group two to improve the results. 
The negation words like (لن ، لا ، لم ، ما ، ليس) (no, not) .these 
features are: 

Feature 1:  Number of Negation Words in Post:  
Number of Negation words in post feature are (after stop 
words removal) computed using equation 4. 

                                

              
 

                                                            

                                                  (4)   
Feature 2:  Number of Negation Words in Comment:  

Number of negative words in comment feature are (after stop 
words removal) computed using equation 5. 

                                    

                 
 

         
              (5)   
Feature 3:  Relevance with Post 

 
Relevance with post feature measures the relation between 
comments and post. The term frequency; Tf for each word in 
the post and comments (after stop words removal) are 
computed using equation 6. 

Tf = F      (6) 
F is the term frequency for a word in the comment. The 

vectors for the post and comments are formed. 
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Then, the relevance is computed using Cosine Similarity 
[7] method. 

C. Classifiers 

Using machine learning, several classifiers are developed 
to predict the type of each comment; agree, disagree or neutral 
to the post. Different machine learning techniques are used as 
follows. 

1)  Naive Bayes 
Naive Bayes is a simple model which works well on text 
categorization [8]. We use a multinomial Naive Bayes model. 
Class c* is assigned to comment d, where 

C*                 

 

                             
            

   

    

     

             (7) 

   
In this formula, f represents a feature and ni (d) represents 

the count of feature fi found in comment d. There are a total of 
m features. Parameters P(c) and P (f|c) are obtained through 
maximum likelihood estimates, and add-1 smoothing is 
utilized for unseen features 

2) Decision Tree 
The task of inducing a decision tree is typically handled by 

a recursive partitioning algorithm which, at each non-terminal 
node in the tree, branches on that attribute which discriminates 
best between the cases filtered down to that node [9]. 

3) Support Vector Machines 
Standard support vector machines (SVMs), which are 

powerful tools for data classification, classify 2-category 
points by assigning them to one of two disjoint half spaces in 
either the original input space of the problem for linear 
classifiers, or in a higher dimensional feature space for 
nonlinear classifiers  [10].  

III.  IMPLEMENTATION 

To apply the proposed system, we developed the following 
components as follows. 

A. Preprocessing 

In this phase, the data is prepared before feeding to the 
classifiers .We used stop words listed in [11] and added 
additional stop words for the Colloquial Arabic. Stop words 
for the Colloquial Arabic are like ( ....................., اللى, دىده  ) 
(Da, de, Elly, ......................) 

The similarity feature is used to detect the redundant 
comments. If two comments have similarity value equal to or 
more than a threshold (0.4), the shortest one will be removed. 
For long comments, they are not included in the summary. We 
ignore comments with number of words -after stop words 
removal- more than 150 words. The preprocessing also 
includes removing special characters like #, @, !, % and 
others. In addition, the redundant letters like منقوووووول 
(Menkowoowol) are removed to get single written way for the 
same word. 

B. The Proposed Features 

The value of each feature is normalized to be between zero 
and one. The features explained in section 2 are used.  

C. Data Corpus 

To train the classifiers, a corpus is collected from the news 
pages in the Facebook. Recent "Egypt" and "Arabic Region" 
news were selected. We used the news pages of  

الرسميه لرئاسة  ، الصفحهأبريل ، كلنا خالد سعيد6سلفيو كوستا، ، رصد

 ، المصرىاخر اخبار ميدان التحريرمجلس الوزراء، شبكه اخبار مصر، 
 .اليوم

(Rassd, Silvio Costa, 6 April, We are all Khaled Said, 
official page for the presidency of the Council of Ministers, 
Egypt News Network, Tahrir Square News, Egyptian today). 

The total corpus size is 2400 comments collected from 220 
posts; 800 neutral comments, 800 supportive comments, and 
800 attacking comments. Each comment is represented into a 
single record, and then grouped manually into 3 groups; group 
one with the value “y” corresponding to supportive comments, 
group two with the value “n” corresponding to attacking 
comments and group three with the value “u” corresponding to 
neutral comments. 

D. The Classifiers 

The training data is used to learn all classifiers including 
Naive Bayes, decision tree and support vector machines. 

IV. SYSTEM EVALUATIONS AND RESULTS 

Classification approach is to classify comments to neutral 
comments, supportive comments, and attacking comments. 
After training the classifier, it will able to classify new 
comment to one of the three classes. Comparing these labeled 
of comments with those labeled that given manually by a 
human expert, we calculate the precision and recall. 

For system evaluation, we tried different groups of features 
with different classifiers; support vector machines, naive 
bayes, and decision trees to find the features that give the best 
performance. The classifiers classify the comments to three 
categories; supportive comments ‘y’, attacking comments ‘n’, 
and neutral comments ‘u’. Adding negation words and 
similarity features for all words in posts and comments 
features give the best performance. Naive Bayes gives 59.9%. 
With the decision tree, the precision and recall improved with 
10%.  Finally, SVM gives the best results 73.4% for precision 
and recall. 

TABLE I.  Using Common Words between Post and Comments 
Features 

  SVM Naive Bayes Decision Trees 

  Precisio

n 

Recal

l 

Precisio

n 

Recal

l 

Precisio

n 

Recal

l 

Attacking  34.1% 
10.8

% 
40.8% 

27.3

% 
25% 1% 

Neutral   28.6% 
20.7

% 
34.1% 

11.7

% 
51.1% 

18.4

% 

https://www.facebook.com/Latest.Tahrir.SQ.News
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 Supporti

ng 

33.9% 
66.8

% 
34.1% 

66.8

% 
35.4% 92% 

Average 
32.3% 32.7

% 

36.5% 36.5

% 

36.6% 37% 

TABLE II.  Adding Negation Words and Similarity Features for 
Common    Words between Post and Comments Features 

  SVM Naive Bayes Decision Trees 

  Precisio

n 

Recal

l 

Precisio

n 

Recal

l 

Precisio

n 

Recal

l 

Attacking  40.3% 
30.4

% 
42.8% 

22.7

% 
34.6% 6.3% 

Neutral   46.5% 23% 49.3% 
28.9

% 
69.9% 

281

% 

 Supporti

ng 

35.5% 
61.3

% 
35.8% 

67.2

% 
37.4% 

90.1

% 

Average 40.3% 
30.4

% 
42.5% 

39.6

% 
46.6% 

41.3

% 

TABLE III.  Using All Words in Posts and Comments Features 

  SVM Naive Bayes Decision Trees 

  Precisio

n 

Recal

l 

Precisio

n 

Recal

l 

Precisio

n 

Recal

l 

Attacking  66.7% 
67.6

% 
59.2% 

51.6

% 
63.8% 

66.5

% 

Neutral   75% 
62.2

% 
61.2% 

53.7

% 
75.8% 

58.1

% 

 Supporti

ng 

77.3% 
82.9

% 
61.1% 

76.4

% 
71.7% 

85.2

% 

Average 73% 
72.7

% 
60.5% 

60.5

% 
70.4% 70% 

TABLE IV.  Adding Negation Words and Similarity Features for All 
Words in Posts and Comments Features 

  SVM Naive Bayes Decision Trees 

  Precisio

n 

Recal

l 

Precisio

n 

Recal

l 

Precisio

n 

Recal

l 

Attacking  67% 
68.7

% 
58.9% 

49.5

% 
64.1% 

68.7

% 

Neutral   75.8% 
62.6

% 
61.3% 

53.3

% 
71.1% 

59.3

% 

 Supporti
77.5% 88.9 59.7% 77.1 73.3% 80.1

ng 
% % % 

Average 73.4% 
73.4

% 
59.9% 

59.9

% 
69.5% 

69.4

% 

TABLE V.  Show Precision/ Recall for two human experts that show the 
difference between people in detect the class of comment 

 Precision Recall 

Attacking 87.4% 31% 

Neutral    79.8% 25.8% 

Supporting 72.4% 33.8% 

Average 79.8% 30.2% 

V. Conclusions 

In this paper, we used Facebook to collect training data to 
perform a sentiment analysis. We constructed corpora for 
supportive comments, attacking comments, and neutral 
comment with regard to different posts. We tried different 
groups of features. We improved them by adding similarity 
and sentiment words features. We use different classifiers; 
support vector machines, naive bayes, and decision tree. The 
best result was obtained by the support vector machine 
classifier. We could reach up to 73.4% of accuracy on their 
test set. 
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Abstract—On demand routing protocols for ad hoc networks 

such as Ad Hoc On Demand Distance Vector (AODV) initiate a 

route discovery process when a route is needed by flooding the 

network with a route request packet. The route discovery process 

in such protocols depends on a simple flooding as a broadcast 

technique due to its simplicity. Simple flooding results in packet 

congestion, route request overhead and excessive collisions, 

namely broadcast storm problem. A number of routing 

techniques have been proposed to control the simple flooding 

technique. Ideally, the broadcast of route request or the route 

discovery process must be stopped as soon as the destination node 

is found. This will free the network from many redundant 

packets that may cause network collision and contention. 

In this paper, chasing packet technique is used with standard 

AODV routing protocol to end the fulfilled route requests. The 

chase packet is initiated by the source node and is broadcasted in 

parallel with route request packet. As soon as the destination is 

found the chase packet starts its work by trying to catch and 

discard the route request in early stages before it broadcasts 

further in the network. 

Performance evaluation is conducted using simulation to 

investigate the performance of the proposed scheme against the 

existing approach that uses chase packet technique such as 

Traffic Locality Route Discovery Algorithm with Chase 

(TLRDA-C). Results reveal that the proposed scheme minimizes 

end-to-end packet delays and achieves low routing request 
overhead. 

Keywords—MANET; Chase Packets; AODV; Broadcast Storm 

Problem. 

I. INTRODUCTION 

A computer network is a collection of independent devices 
interconnected together with the aid of some communication 
facilities. Wired networks were useful but not suitable for 
mobile environments. The production and popularity of mobile 
devices (such as laptops, and mobile phones) increased the 
interest in wireless networks, and increased the need to adopt 
changes in the communication ways [2,12,13]. 

     IEEE 802.11 standard defines two different modes for 
wireless network: infrastructure and infrastructure-less. The 

later is commonly known as Mobile Ad Hoc Network 
(MANET)? Infrastructure mode consists of a control unit 
called base station or access point and a number of mobile 
and/or fixed stations (nodes) [12]. The base station is 
responsible for managing and controlling the communication 
between the mobile stations as well as providing the 
connections to wired stations. MANET consists of a collection 
of distributed nodes that communicate with each other over a 
wireless medium using multi-hop communication techniques 
without the need of the base station [2].  

The process of transmitting data from a source to a 
destination node in the network is called routing. During this 
process, one or more intermediate nodes cooperate to transfer 
the data. Routing involves two main tasks: first, determining 
the best path from the source to the destination node.  Second 
task is transmitting data packets between the nodes [3]. 
Flooding is the simplest broadcast technique used to transmit 
the packet to the destination. It means that every node in the 
network receives the packet and rebroadcasts it to all its 
neighbors. Flooding consumes network resources and leads to 
low network delivery ratio [4]. 

According to the literature, there are many proposed 
schemes to alleviate the effects of conventional flooding, 
control the broadcast technique to cover part of the network 
and improve network performance in terms of overhead and 
congestion levels. They have been classified to the following 
four categories: Time-To-live (TTL), chase packets, location, 
and neighbor's information [5, 6, 7, 8]. 

   In this paper we propose a scheme that uses chasing 
packet with standard AODV routing protocol to stop the 
fulfilled route request. The chase packet is initiated by the 
source node and broadcasted in parallel with route request 
packet. As soon as the destination is found the chase packet 
starts its work by trying to catch and discard the route request 
in early stages before it broadcasts further in the network. The 
rest of this paper is organized as follows. Section 2 provides   
some algorithms that are related to our work. Section 3 
describes and illustrates the idea of the proposed scheme. 

http://www.just.edu.jo/eportfolio/Pages/Default.aspx?email=yaser
http://www.just.edu.jo/eportfolio/Pages/Default.aspx?email=mardini
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Simulations results are analyzed and evaluated against existing 
routing protocol are provided in section 4. Finally, we conclude 
the paper in section 5. 

II. RELATED WORK  

Chase packet based schemes broadcast control packets 
(called chase packet) to stop the continuous propagation of 
route requests once a path is discovered [2]. Limited 
Broadcasting algorithm (L-B) [6] uses the chase packet strategy 
to control the broadcast process. In this scheme, the source 
nodes commence a route request procedure using traditional 
broadcast mechanism. Once the path is found and an 
acknowledgement is received by the source, it commences an 
intercepting process to stop the search. L-B divides the network 
into two channels which means that the time slots will be 
divided into periods. 

     The time slots are divided among the two channels to 
match their given speeds. For example, if the given speed for 
channel 1 is 1/4, and the given speed for channel 2 is 3/4, then 
one fourth of the time slots in each period are assigned to 
channel 1, and the rest of the time slots are assigned to channel 
2. Typically, the route requests use channel one which means 
that it will use only ¼ of the channel time. This wills slowdown 
the route request propagation while the rest of the channel time 
is used to transmit route replies and broadcast chase packets. 
Therefore, the chase packets are three times faster than route 
requests. This will give the chase packets a chance to catch the 
fulfilled route requests [2, 11]. The main deficiency of the L-B 
algorithm is favoring the chase packets and route replies over 
the route requests from the beginning. Route requests are 
delayed from the beginning before discovering the needed 
route which would delay all route discoveries.  

Limited-Hop Broadcast Algorithm (LHBA) proposed in [9] 
overcomes the shortcoming in L-B algorithm by allowing any 
node that discovers the route to initiate the chase packet. The 
finder will broadcast the chase packet to K hop neighbors to 
stop the further broadcast of the route requests. This algorithm 
allows any route finder or the destination itself to initiate the 
chase packet. Therefore, many chase packets will be initiated 
for the same route request [2]. 

Blocking- Expanding Ring Search (B-ERS) is an 
improvement of the Expanding Ring Search (ERS) proposed in 
[5] where each new ring starts from the previous ring instead of 
starting from the source node as in ERS. B-ERS introduces a 
delay equals 2* hop count at each node within the ring. Two 
stop signals can be used to control the flooding of route request 
RREQ. One is the reply packet RREP which can be sent by any 
route node and the other is the chase packet which is called 
stop_instruction, it is sent by the source node only [5].  

The RREP message informs that the destination is found.  
After the 2* hop count   units of time delay, the intermediate 
nodes in the current ring may receive a chase packet from the 
source node.  

Stop instruction packet broadcasts to cover the current ring 
only where the finder of the route is located. Once the chase 
packet is received, the intermediate node will discard both 
chase and request packets. If no chase packet is received within 
the 2* hop count units of time, this means that there is no node 
in this ring  having any route information then a new ring will 
be initiated. 

The Traffic Locality Oriented Route Discovery Algorithm 
with Chase Packet (TLRDA-C) proposed in [2] divides the 
network into two regions: First, neighborhood region which 
includes the most likely destination for the source node. 
Second, beyond-neighborhood region. Each node in 
neighborhood region will broadcast the RREQ packet without 
adding any extra delays. This will improve the route request 
discovery process. However, in beyond-neighborhood region, 
the route request is further broadcasted with a deliberate 
additional delay.  

Once the source node receives the reply packet (RREP), it 
broadcasts chase packet to terminate the route request. The 
chase packet is broadcast without adding any delay in an effort 
to terminate the propagation of the fulfilled route request as 
soon as possible. The catching occurs in the beyond-
neighborhood region as the chase packet travels faster than its 
associated route request within this region; the route request is 
subject to a slight delay while propagating in this region [2].     
The route discovery process may be delayed when the 
destination is located out of neighborhood region.  TLRDA-C 
assumes that the route finder, F, is not located near the 
boundaries of the network [1]. In the case of source node 
mobility, it needs to re- initiate its neighborhood region [2, 13]. 

III. AD HOC ON DEMAND DISTANCE VECTOR WITH 

PARALLEL CHASE PACKET (AODV-PC) 

     This paper presents a modified scheme that utilizes the 
AODV routing protocol with chase packet concept. Instead of 
delay the route request when it reaches the beyond-
neighborhood region, the modified scheme broadcasts the route 
request using the same speed in any network region. It 
broadcast the chase packet parallel with the route request 
packet. The default state of the chase packet is an inactive state. 
When the destination is found, it will change the chase packet 
state into an active state and broadcast it to inform the other 
intermediate nodes that the route request should be stopped 
[11]. 

     The chance to catch and discard the route request before 
covering a large area is high. The chase packet is very close to 
the route request when the destination is found. The chase 
packet is broadcasted without adding any delays similar to the 
route request to terminate the propagation of the fulfilled route 
request as soon as possible. Figure 1 shows the chase packet 
format used in the proposed scheme. Packet size should be 
chosen carefully because the transmitting and receiving 
operations consume bandwidth and power in wireless networks 
[1].  
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Fig.1. Chase packet format 

  In MANETs, the packets cross multiple nodes. Using 
small packets is more efficient in order to minimize resources 
consumption. So, chase packets in the proposed scheme are 
kept small in size, 14 bytes, compared to a route request packet 
where its sizes in TLRDA-C [2] and AODV [10] are 25 and 24 
bytes respectively.  

Figure 2 indicates the steps that are performed by each node 
when receiving the route request packet. The first step is to 
discard any duplicated route requests (line 2).  

If the route request received for the first time (line 3), the 
node searches for the stored information in order to match 
chase packet. If it is found (line 4), the route request will be 
discarded after storing the needed information (lines 5-6).  If no 
matching chase packet is received, the route request is 
processed according to the AODV routing protocol (line 8) [1]. 

Steps preformed by each node upon receiving the chase  

packet in AODV-PC 

 

1: If  the chase  is a duplicate 

2:       Discard it 

3:  Else 

4:       If  the current node is the destination   

5:           change the chase packet state to active 

6:            broadcast the chase packet 

7:       Else  

8:       If chase state is active then  

9:              insert into list  

10             broadcast the chase packet  

11:       Else  

12:          broadcast the chase packet 

13:     End IF               

14:     End IF       

15: End IF 

Fig.2. Processing of route requests at a node in AODV-PC 

Once the chase packet is received, the steps in Figure 3 are 
executed at each node. The request is discarded by the node if 
the chase packet is a duplicate, (line 2). Otherwise, if the 
receiving node is the destination node, it changes the state of 
the chase packet to be active (line 5).  Active state means that 
the chase packet starts its work and tries to discard the 
associated route request packet. If the receiving node is a 
normal intermediate node and the state of the chase packet is 
active then the node inserts the chase packet to the active chase 
packet list (line 9). This guarantees that if the chase packet is 
received before the request packet, it will do its work and 
discard the incoming route request packet [1]. 

In AODV-PC, the source node is always the initiator of the 
chase packets. This enables AODV-PC to avoid initiating many 
chase packets for the same route request. 

Steps preformed by each node upon receiving a route 

request in AODV-PC 

 

1: If route request is a duplicate 

2:       Discard the route request 

3:  Else 

4:      If active chase packet has been   received  then 

5:          Store route request information 

6:           Discard the route request 

7:      Else  

8:     Continue according to  standard    AODV protocol  

9:       End IF 

10:  End IF 

Fig.3. Processing chase packet at node in AODV-PC 

IV. SIMULATION RESULTS AND  ANALYSIS 

In order to compare our results to other related works we 
used a simulation model that is similar to ones used in the 
literature. The simulation model consists of the following main 
components: Mobile nodes with specific transmission range in 
specific area. The typical values are transmission range up to 
250m in a square area of 600mx600m.  

The number of nodes will be varied for different simulation 
experiments. The simulation time used is 600 seconds. The 
IEEE 802.11 is used as the underlying MAC layer 
communication model. Packet generation rate is 
4packet/second. Table 1 summarizes the main simulation 
parameters used.  



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No.3, 2013 

107 | P a g e  
www.ijacsa.thesai.org 

The following performance metrics has been used in order 
to evaluate the performance of our technique [12]: 

 Packet loss: Which is defined as the total number of 

dropped packets in the whole network. The main factors 

affecting and causing packet loss are congestion and 

mobility.  

 Route request overhead: This is defined as the total 

number of route requests received in all nodes in the 
network. Some request might not be satisfied and those 

sending new request will cause this metric to increase 

indicating network low performance. 

 End-to-end delay: This metric includes all times from 

the time the packet was ready to be sent at the source 

node and the time it reaches the destination node. It 

includes all time delays due to route discovery, queuing, 

and propagation delay.  

 Route request latency: This is usually defined as the 

average delays per hop among all route requests in a 

single simulation scenario. Latency of one route request 

is the average delay experienced by the route request per 
hop from the time it was sent by a source node until the 

time it was discarded by the chase packet which is 

usually called the Rout Request Life time RRL [2]. 

 
In the following subsections we study the effect of the 

network density and the mobility on the network performance 
using the above metrics. 

A. The Effect of Network Density 

Figs. 4 to 7 display the performance results for TLRDA-C 
versus AODV-PC using networks with different densities. The 
number of nodes increased from 20 to 100 in multiples on 20. 
The nodes speed is varying from a minimum of 1 m/s and a 
maximum speed of 15m/s. The number of the traffic load is 
four. The end-to-end delay increases with the network density 
for both algorithms because the hop count of transmission path 
increases which in turn increases the delay including the 
discovery time for the route. 

TABLE I.  PARAMETERS USED IN SIMULATION 

Parameters Value 

Simulator NS2.33 

Transmission Range 250m 

Network Size 600m x600m 

Simulation time 900s 

Packet Size 512 byte 

Packet Rate 4pkt/s 

Traffic Type Constant Bit Rate (CBR) 

Routing Protocol AODV 

Number of Nodes 20,40,60,80,100 

Number of runs per point 20 

MAC protocol IEEE 802.11 

Minimum speed 1m/s 

Maximum speed 2,5,7,10,13 m/s 

Pause time 50s 

Mobility model Random WayPoint  model (RWP) 

 
Fig.4. End-to-End delay versus network density 

 
Fig.5. Average route request latency versus network density 

 
Fig.6. Average route request latency versus network density 

AODV-PC improves the end to end delay. TLRDA-C 
algorithm performs well when the destination or the route 
finder locates at the neighborhood region. Otherwise, route 
request will be delayed to give the chase packet a chance to 
catch it. This will delay the route discovery process and 
increases the end to end delay.  
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Fig.7. Packet loss versus network density 

AODV-PC improves the average of route request latency in 
high density network. When the network density is 20 nodes 
the value of latency is approximately equal.  This is due to the 
chosen scenario at that point; it means that the destination node 
may be in the neighborhood region. Therefore, the TLRDA-C 
algorithm performs well and catches the route request in early 
stages which is in turn reduces the latency. 

The route request may reach more nodes each time it 
propagates further in the network and catching process may be 
difficult. The success of the catching process by the chase 
packet frees the network from more fulfilled route requests 
which improves the overhead. The main factors that have a 
high impact on the packet loss are mobility and congestion. 
Although our proposed scheme is less congests in general, but 
the TLRAD-C algorithm has less number of control packet 
such as chase packet, too many small chase packet in AODV-
PC algorithm may cause a high congestion in the area that is 
located between the source and destination where the data 
packet will be transmitted.  

B. The Effect of Mobility  

Figs. 8 to 11 display the effect of mobility on our metrics. 
The results are extracted from simulating both algorithms using 
networks of size 60 nodes. We use six different maximum 
speeds where the actual speed is randomly selected from [1, 
max speed]. The six maximum speeds take the following 
values: 2, 5, 7, 10, and 13 m/s respectively. The traffic load 
was fixed to be 4. 

 

 
 

Fig.8. End-to-end delay versus maximum speed 

AODV–PC offers better end-to-end delay as shown in 
Fig.8. This improvement is due to less congested environment 
provided by AODV-PC algorithm and quick broadcasting 
within the network regardless of the region. 

The route request latency increases with the increment of 
speed due to the link breakage regardless of used algorithm as 
shown in Fig.9. AODV-PC reduces the route request latency 
this is due to the quick broadcasting within the network 
regardless of the region and due to better success rate ( The 
ability to discard route request in early stages) achieved by 
proposed algorithm. TLRDA-C algorithm is very depends on 
the used scenario which specifies the destination location.  

Fig.10 demonstrates the route request overhead. As we 
mentioned before many route request will be reinitiated 
because of high network link breakage the network success rate 
has a high impact on the route request overhead. Lower number 
of redundant hop count (number of hops that the route request 
passes before it is discarded by the chase packet) means that 
better catching for the route request in early stages. This will 
free the network from many route requests and reduce its 
overhead. 

Fig.11 explores the effect of node speed on the packet loss. 
We can easily notice that the value of packet loss on both 
algorithms is approximately equal in highly mobile network. 
This is due to high congestion in the area located in between 
source and destination caused by the chase packet. High 
mobility increases the probability of link breakage which 
increases the packet loss. 
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Fig.9. Route request latency versus maximum speed 

 
Fig.10. Route request overhead versus maximum speed 

 

Fig.11.  Packet loss versus maximum speed 

CONCLUSION  

This paper suggests new chasing packet technique used 
with standard On Demand Distance Vector protocol (AODV). 
A simulation and analysis for the proposed scheme are 
presented.  

    Some simulation experiments have been carried out to 
study AODV-PC and compare   its performance with TLRDA-
C algorithm that uses chase packet concept. The simulation 
environments have considered different network scenarios with 
different parameters e.g. network density, and maximum speed 
under RWP model. 

Simulation   performance results show that that AODV-PC 
outperforms TLRDA-C in terms of the success rate of the 
catching process, end-to-end delay, route request latency. Due 
to avoiding the delay added to the route request when it reach 
to beyond-neighborhood region AODV-PC achieves better 
end-to-end delay when varying network density.  

Furthermore, the route request latency improvement was up 
to 30%. Despite the both algorithms have approximately equal 
results in term of packet loss; AODV-PC is less congests due to 
the reduction in the overhead caused    by broadcasting the 
route request after the route is found. 
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ABSTRACT—Pervasive Computing is also called as 

Ubiquitous Computing, which means “being present everywhere 

at once” or “constantly encountered”. The main idea behind 

making these pervasive computing systems is that these systems 

improve living by performing computations on their own, 

without having to be monitored by anyone. These systems are 

targeted to become invisible to the user i.e., they perform their 

tasks without the user’s knowledge.  

To achieve this environment, the underlying requirement is a 

Network. One of the biggest constraints in achieving this 

environment is the “Last Mile” problem. It refers to the last leg 

of delivering connectivity from a communications provider to a 

customer. In recent years there has been increasing interest 

shown in wireless technologies for subscriber access, as an 

alternative to traditional twisted-pair local loop.  

WiMAX, Worldwide Interoperability for Microwave Access, 

is a Telecommunications technology that provides wireless 

transmission of data and is based on the IEEE 802.16 standard 

(also called Broadband Wireless Access). 802.16 uses paired radio 

channels Up Link Channel (UL) and Down Link Channel (DL) 

for establishing a communication between Base Station (BS) and 

Subscriber Station (SS). When a SS wants to establish 

connectivity with a BS it goes through the Network Entry and 

Initialization procedure of which Initial Ranging (IR) is a very 

important part. IR is the process of acquiring the correct timing 

offset and power adjustments such that the SS’s transmissions 

are aligned to maintain the UL connection with the BS. All the 

SS’s of a BS will compete for the contention slots for their 

network entry. Whenever the SS has to transmit the request 

packets it performs the Truncated Binary Exponential Backoff 

procedure. This method is the contention resolution procedure 

used in IEEE 802.16 networks.  

Our focus here was to simulate a WiMAX network so as to 

evaluate the performance of MAC IEEE 802.16 during the IR 

phase of Network Entry and Initialization. We have used 

Network Simulator-2 (NS-2) for our simulation purposes. We are 

using WiMAX “patch” which simulates the PHY and the MAC 

features of a WiMAX network. We have evaluated the 
performance of MAC IEEE 802.16 for various topologies. 

Keywords—Backoff delay; Circular topology; Linear topology; 

Markov Model; Pervasive computing; Ubiquitous computing; 

WiMAX 

I. INTRODUCTION 

Ubiquitous computing is roughly the opposite of virtual 
reality. Where virtual reality puts people inside a computer-
generated world, ubiquitous computing forces the computer to 
live out here in the world with people. 

Pervasive computing has many potential applications, from 
health and home care to environmental monitoring and 
intelligent transport systems. Pervasive computing systems[1] 
and services may lead to a  greater degree of user 
knowledge of, or control over, the surrounding environment, 
whether at home, or in an office or car. They may also show 
a form of ‘intelligence’ that will make life easier. A few 
examples are worth mentioning here. A refrigerator can 
automatically signal the grocery shop once the milk or juice 
comes below a certain level, thus alleviating the owner from 
the task of notifying the grocery shop or going and buying. 
Various home appliances can become pervasive computing 
systems with similar ‘intelligence’, like a television that 
automatically switches on and tunes itself to a particular   
channel   at   a   pre-defined   time   or   an   air   conditioner   
that   switches   on automatically and brings the room to a 
specified temperature. A phone call can be made or answered 
only by gestures. 

The  main  idea  behind  making  these  pervasive  
computing  systems  are,  that  these systems  improve  the living 
of the humans by performing the computation on their own, 
without having to be monitored by anyone. These systems are 
targeted to become invisible to the user i.e., they perform their 
tasks without the user’s knowledge.  

II. MATHEMATICAL ANALYSIS OF THE DELAY FOR THE  IR 

SCHEME 

In this  section  we  analyze  the  IR  scheme  and  evaluate  
mathematically  the  delay involved in the procedure. First we 
structure the IR mechanism as a set of distinct states with 
transitions among these states. Then this information is used to 
model IR as a Markov process [1].  In  a  Markov  process,  the  
probability  of  the  system  making  a  transition  to  a particular 
state depends only on the state the system is currently in.  
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Also, in this Markov process, we calculate the delays 
associated with the transitions between the states. Finally, by 
making use of the delays and probabilities associated with 
each of the transitions, we derive a mathematical equation 
describing the total IR delay.  The Markov process is 
derived for IR in case of OFDMA PHY, since it covers all 
the steps in the OFDM based procedure as well. In case of 
the OFDMA PHY, Code Division Multiple Access (CDMA) 
codes are used instead of the RNG-REQ messages in the first 
part of the IR procedure. 

A. Modeling IR as a Markov Process 

Markov  processes[2]  provide  very  flexible,  powerful,  
and  efficient  means  for   the description  and  analysis  of  
dynamic  (computer)  system  properties.  Performance an d 
dependability measures can be easily derived. Moreover, 
Markov processes constitute the fundamental theory 
underlying the concept of queuing systems. In fact, the 
notation of queuing systems has been viewed sometimes as a 
high-level specification technique for (a sub-class of) Markov 
processes. A stochastic process is defined as a family of 

random  T, which is usually called the time parameter if T is 

a subset of the set of positive real numbers. The set of all 
possible values of Xt (for each t ∈ T) is known as the state 
space S of the stochastic process. A large number of stochastic 
processes belong to the important class of Markov processes. A 
stochastic process is a Markov process when the future state of 
the process depends only the current state and not on the 
history of the system. A Markov process is a memory-less 
stochastic process. 

After analyzing the Initial Ranging procedure [3], we 
enumerate the following states as well as transitions needed for 
modeling the procedure. 

State 1: Waiting for UL-MAP. This is also the start state.  

State 2: SS is performing Backoff procedure. 

State 3: Waiting for an RNG-RSP message from BS. 

State 4: Continue 

State 5: Success State – Wait for CDMA Allocation IE. 

State 6: Abort – Start network entry procedure at a different 
DL channel 

 State 7: Waits for RNG-RSP again. 

State 8: Proceed to next phase of network entry 

State 9: Commence Periodic Ranging 

The transitions among the states are as follows. In State 1, 
the SS waits for a UL-MAP. After receiving this message it 
makes a transition to State 2. Transmission of CDMA code 
occurs at end of State 2. Also a timer is set for waiting for RNG-
RSP message. This transition leaves the system in State 3. 
When in State 3, if the timer for RNG-RSP expires then SS 
increments the power level and goes back to State 1. When in 
State 3, if RNG – RSP is obtained with Ranging code as well 

as the Ranging slot, then it makes a transition to State 4. Here 
the necessary adjustments specified in RNG-RSP are made 
and system moves to State 1.  

When in State 3, if RNG-RSP is obtained with success 
status, then the system transits to State 5. Here it waits for 
CDMA Allocation IE. After reception it sends RNG-REQ 
message on the allocated bandwidth and moves to State 7. 
When in State 7, on reception of RNG-RSP with success status 
it moves to State 8. On reception of RNG-RSP with continue 
status it moves to State 9. Else on reception of RNG-RSP with 
abort status, it goes to State 6 and SS starts the network entry 
procedure again. When in State 3, if RNG-RSP is obtained 
with  abort  status  then  the  system  goes  to  State  6  and  SS  
starts  the  network  entry procedure again. The following 
matrix diagram shows the transition probability matrix for IR. 
Using these probabilities we design the Markov process 
representation of IR. The states 6, 8 and 9 lead out of IR and 
are the absorbing states. For these states, transition occurs back 
to the same state with a probability one. In states 3 and 7, the 
outgoing probabilities are marked with algebraic symbols a1 to 
a4 and b1 to b3. This is because the probabilities of the 
transitions originating from these states are non-deterministic in 
nature. The sum of probabilities of all transitions originating 
from states 3 and 6 are still equal to 1. Next, the transition 
matrix is used to obtain the overall delay formula.  

The details of the delays [4] involved along with the 
associated probabilities are given in the table 2. 
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Fig.1. IR Procedure as a Markov Process 

Table 2-Delay components in IR

B. Mathematical Derivation of the Backoff Delay 

Consider the first time an SS enters Backoff procedure 
[5].  Let the Initial Contention window be w. The random 
number will be picked in the range [0, w-1]. Let this random 
number be called k. The SS has to defer a total of k contention 
slots (CSs). Let the number of CSs in a frame be n. The 
number of frames that have to be deferred is k / n.00cscs. The 
delay involved here will be (k / ncs) * frame length. After k / 
ncs frames have passed the SS defers a further k modulo ncs 
CSs. The delay involved here is equal to (k % n cs)  * Tcs, 
where Tcs is the length of one CS and % denotes the modulo 
operation. Therefore the total delay incurred so far is (k / ncs) * 

frame length + (k % ncs) * Tcs. Here the value of k can vary 

from 0 to w0-1. Thus, we take an average of the delay over the 

random number. 

AD0 = (1/w0) *Sum of [(k/ncs)*frame length + (k % 

ncs)*Tcs] as k varies from 0 to w0-1. 

Next we make an assumption that the probability of a 
successful transmission in a CS is ‘p’. Thus, probability of 
failure will be ‘1-p’. In case of a failure the contention 
window is doubled in size. Let the new window be equal to 
[0, w1-1]. Similar to previous derivation the delay involved 

will be 
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AD1 = (1/w1) *Sum of [(k/ncs)*frame length + (k% 

ncs)*Tcs] as k varies from 0 to w1-1.  

Here w1 = 2 * w0. 

Again there could be success or failure. So, it will enter the 
third Backoff window phase [0, w2-1]. Continuing in this 

fashion, we get the following delays for the next three phases. 

AD2 = (1/w2) *Sum of [(k/ ncs)*frame length + (k% ncs)* 

Tcs] as k varies from 0 to w2-1.  

AD3 = (1/w3) *Sum of [(k/ ncs)*frame length + (k% ncs)* 

Tcs] as k varies from 0 to w3-1.  

AD4 = (1/w4) *Sum of [(k/ ncs)*frame length + (k% ncs)* 

Tcs] as k varies from 0 to w4-1.  

Here w2 = 2 * w1, w3 = 2 * w2 and w4 = 2 * w3. 

We make another assumption at this point. The SS is 
assumed to complete successful transmission of its CDMA 
code, in a maximum of 5 Backoff phases. Thus, the worst case 
of transmission will be four failures followed be a success. The 
final formula for the delay will be as follows. 

 
Here t is the time-out after which failure is assumed. So, 

we take half that value for success i.e. t/2. 

C. Mathematical Derivation of the Overall IR delay 

By  traversing  the  transition  diagram[6]  and  multiplying  
the  probabilities  with  the corresponding delays, the total 
delay can be calculated. The first part of the delay is in the 
loops 1-2-3-1 and 1-2-3-4-1. We call this Dloop. Then either 

success or abort occurs which is added to this part to get the 
final formula. 

Dloop = 1*UL-MAP + 1*(BD + CDMA sending) + a1 * 

(Timeout T3 + D-loop) + a2 * (RSP + D-loop) Simplifying we 

get, 

Now, the total delay involved can be represented 

 

Dloop = 1- (a1+a2)UL + BD + CDMA sending + a1*T3 + 

a2*RSP 

----------------------------------------------------------- 

1- (a1+a2) + a3* (RSP + CDMA_IE + RNG-REQ + RSP) + a4 
* RSP 

 
Now, the total delay involved can be represented using the 

formula given below. 

Dtotal = Dloop + a3 * (RSP + CDMA_IE + RNG-REQ + 

(b1+ b2 + b3)*RSP) + a4 * RSP  

(here b1 + b2 +b3 = 1) 

Substituting the expression for the delay in the loop into the 
formula for overall delay in IR, we get the following final 
formula. 

Dloop = UL + BD + CDMA sending + a1*T3 + 

a2*RSP 

----------------------------------------------------------- 

1- (a1+a2) + a3* (RSP + CDMA_IE + RNG-REQ + RSP) + a4 

* RSP 

 

III. WORKING OF THE CODE 

A. TCL script 

The Tcl file [8],[9] contains the codes to run the 
simulation for 1 base station and variable number of mobile 
station. The file accepts the following arguments 

i. The number of mobile nodes/stations 

ii. The seed value (for random number generation)
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Fig.2. Process Flow        

set nb_mn [lindex $argv 0] 

set enteredSeed [lindex $argv 1] ;# max number of mobile node 
set packet_size 1500 ;# packet size in bytes at CBR 
Applications 
set output_dir . 
set gap_size 1 ;#compute gap size between packets 
puts "gap size=$gap_size" 
set traffic_start 5 set traffic_stop 20 set 
simulation_stop 30 

set diuc 7 ;#modulation for MNs 
Mac/802_16 set debug_ 0 
Mac/802_16 set rtg_ 20 
Mac/802_16 set ttg_ 20 
Mac/802_16 set client_timeout_ 50 ;#to avoid BS disconnecting the 
SS 
Phy/WirelessPhy/OFDM set g_ 0.25 
#define debug values 

Mac/802_16 set debug_ 1 
Mac/802_16 set print_stats_ 1 
Mac/802_16 set t21_timeout_ 20 
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#Fix: instead of using the send-scan manually, use a link going down trigger 

Mac/802_16 set lgd_factor_ 1.8 ;#note: the higher the value the earlier the trigger 

Mac/802_16 set client_timeout_ 60 ;#to avoid BS disconnecting the SS 
Agent/WimaxCtrl set adv_interval_ 1.0 
Agent/WimaxCtrl set default_association_level_ 0 
Agent/WimaxCtrl set synch_frame_delay_ 0.5 
Agent/WimaxCtrl set debug_ 1 

 
#define coverage area for base station: 20m coverage 

Phy/WirelessPhy set Pt_ 0.025 
Phy/WirelessPhy set RXThresh_ 2.025e-12 ;#500m radius 
Phy/WirelessPhy set CSThresh_ [expr 0.9*[Phy/WirelessPhy set RXThresh_]] 
# Parameter for wireless nodes 

set opt(chan) Channel/WirelessChannel ;# channel type 
set opt(prop) Propagation/TwoRayGround ;# radio-propagation 
model 

set opt(netif) Phy/WirelessPhy/OFDM ;# network interface type 

set opt(mac) Mac/802_16/BS ;# MAC type 

set opt(ifq) Queue/DropTail/PriQueue ;# interface queue type 
set opt(ll) LL ;# link layer type 
set opt(ant) Antenna/OmniAntenna ;# antenna model 
set opt(ifqlen) 50   ;# max packet in ifq 
set opt(adhocRouting) DSDV    ;# routing protocol 
set opt(namtr) newrng-irmsa.nam ;# for the nam trace file 

set opt(tr) newrng-irmsa.tr   ;# for the trace file 
set opt(x) 1100 ;# X dimension of the topography 
set opt(y) 1100 ;# Y dimens 

 

The above are used to setup the WiMAX environment [10],[11] by assigning appropriate values to the various 
parameters. 

set ns [new Simulator] 

$ns use-newtrace 
#create the topography 

set topo [new Topography] 
$topo load_flatgrid $opt(x) $opt(y) 
#puts "Topology created" 
#nam 

set nf [open newrng-irmsa.nam w] 
$ns namtrace-all-wireless $nf $opt(x) $opt(y) 
#open file for trace 

set tf [open newrng-irmsa.tr w] 
$ns trace-all $tf 
puts "Output file configured" 

 
global defaultRNG 

$defaultRNG seed $enteredSeed 
# set up for hierarchical routing (needed for routing over a basestation) 
#puts "start hierarchical addressing" 
$ns node-config -addressType hierarchical 
AddrParams set domain_num_ 2  ;# domain number lappend cluster_num 1 1
 ;# cluster number for each domain 

AddrParams set cluster_num_ $cluster_num 
lappend eilastlevel 1 [expr ($nb_mn+1)] ;# number of nodes for 
each cluster (1 for sink and one for mobile nodes + base station 
AddrParams set nodes_num_ $eilastlevel 
puts "Configuration of hierarchical addressing done" 
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# Create God 

Create-god [expr ($nb_mn + 2)] ;# nb_mn + 2 (base station and sink node) 

#puts "God node created" 

The above lines are used to setup the simulation environment [12], which includes-  

i. Creating a new instance of the ns2 simulator 

ii. Creating a new topology 

iii. Configuring the nam and trace files 

iv. Specifying that the entered value of the seed should be used by the default Random Number Generator 

v. Creating an address hierarchy, and configuring it * 

vi. Creating a ‘God object’. The number of mobile nodes is passed as argument which is used by God to create a matrix to 
store connectivity information of the topology 

 

set sinkNode [$ns node 0.0.0] 

#provide some co-ord (fixed) to base station node 
$sinkNode set X_ 600.0 
$sinkNode set Y_ 500.0 
$sinkNode set Z_ 0.0 
#puts "sink node created" 
#creates the Access Point (Base station) 

$ns node-config -adhocRouting $opt(adhocRouting) \ 
-llType $opt(ll) \ 
-macType Mac/802_16/BS \ 
-ifqType $opt(ifq) \ 
-ifqLen $opt(ifqlen) \ 
-antType $opt(ant) \ 
-propType $opt(prop) \ 
-phyType $opt(netif) \ 
-channel [new $opt(chan)] \ 
-topoInstance $topo \ 
-wiredRouting ON \ 
-agentTrace ON \ 
-routerTrace ON \ 
-macTrace ON \ 
-movementTrace OFF 

puts "Configuration of base station" 

 
set bstation [$ns node 1.0.0] 

$bstation random-motion 0 
#puts "Base-Station node created" 
#provide some co-ord (fixed) to base station node 
$bstation set X_ 550.0 
$bstation set Y_ 550.0 
$bstation set Z_ 0.0 
[$bstation set mac_(0)] set-channel 0 

The above lines are used to- 

i. Create a sink node.  The sink node acts as a dropped target (any packets dropped at the base station are sent to the sink 

node.) 

ii. Change the node configuration and create a base station 

$ns node-config -macType Mac/802_16/SS \ 

-wiredRouting ON \ 
-macTrace ON ;# Mobile nodes cannot do 

Routing. 
The following lines are used for configuring the mobile node- 

set wl_node [$ns node 1.0.[expr $i + 1]] ;# create the node with particular #address 

$wl_node random-motion 0 

$wl_node base-station [AddrParams addr2id [$bstation node-addr]] 
$wl_node set X_ [expr 340.0+$i*10] 
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$wl_node set Y_ [expr 550.0-$i*10] 
$wl_node set Z_ 0.0 
$ns at 0 "$wl_node setdest 1060.0 550.0 1.0" puts "wireless node $i created ..." 

[$wl_node set mac_(0)] set-channel 0 [$wl_node set mac_(0)] set-diuc 
$diuc 

 

The above lines are used for the following 

i. Creating the mobile node and setting the location of the node in the topology created 

ii. Disabling the random motion of the nodE 

iii. Establishing the connection with Base Station(BS) 

iv. Setting the motion for the mobile node 

v. Setting the channel and Downlink Interval Usage Code(DIUC) 

set udp [new Agent/UDP] 

$udp set packetSize_ 100 

$ns attach-agent $wl_node $udp 

These lines set up the UDP agent for each of the mobile node 
set cbr [new Application/Traffic/CBR] 

$cbr set packetSize_ 100 
$cbr set rate_ 0.2Mb 
$cbr attach-agent $udp 
The above lines help in setting up a Constant Bit Rate (CBR) traffic source ,which is then attached to a UDP agent (‘udp’ 

in this case). The mobile nodes cannot exchange data on their own. They must have  agents attached to them for this 

purpose. In simple words, traffic sources create traffic (packets), and agents exchange them. 

# Create the Null agent to sink traffic set null [new Agent/Null] 

$ns attach-agent $sinkNode $null 
# Attach the 2 agents 
$ns connect $udp $null 

 

The above lines set up a Null agent[13] (whose default behavior is to  receive packets). Then the UDP agent and the Null 

agent are connected to establish a link between two nodes. 

The above 4 code snippets are placed inside a for loop, which iterates ‘n’ number of 
times , where n is the number of mobile stations i.e. the for loop creates n mobile stations. 

$ns at $traffic_start "$cbr start" 

$ns at $traffic_stop "$cbr stop"

 

The above lines initiates and terminates the traffic source which will be in a for loop whose termination condition will 

be number of nodes at the time specified in the variables traffic_start and traffic_stop. 

proc finish {} { 

global ns tf out.txt nb_mn nf 
$ns flush-trace 
close $tf close $nf 
exec nam newrng-irmsa.nam & 

} 

This procedure is used to flush the trace of 

NAM output and close all the open file descriptor which 

was used for trace file and nam trace file. It also executes 

the nam file. 

$ns at $simulation_stop "finish" 

The above indicates to the simulator to stop the 

simulation at the time specified in variable 

simulation_stop. 

$ns run 

The above line marks the starting point for the simulation. 

 

B. Shell Script[14],[15] 

1. for nodes in 4 8 16 32 40 
This line initializes an array which contains the number of 

nodes for which we are going to be running the simulation(s). 

2. for seed in 1973272912 1822174485 1998078925 

678622600 999157082 934100682 558746720 2081634991 

144443207 513791680 
This line initializes an array which contains the seed values 

for which we are going to be running the simulation(s). 

3. ns newrng-irmsa.tcl $nodes $seed > out.txt 
This line runs the ns command for the file newrng-

irmsa.tcl, passing $node and $seed as parameters. The output is 
redirected into the file out.txt. 
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4. grep "found ranging opportunity" out.txt | cut -d " " -f 2 > 

startTime.txt 
This  line  searches  the  file  out.txt for lines containing  

"found  ranging opportunity", which indicates that a ranging 
opportunity has been found at the specific times. The lines 
thus selected are passed to the cut function, where we select 
the 2nd column (field). The values in this column are stored 
in startTimes.txt, which thus contains the times at which the 
nodes start the initial ranging procedure. 

5. grep "Ranging response" out.txt | cut -d " " -f 2 > 

endTime.txt 
This  line  searches  the  file  out.txt  for  lines  containing  

"Ranging  Response",  which indicates that a  ranging 
response has been found at the specific times. The lines 
thus selected are passed to the cut function, where we select the 
2nd column (field). The values in this column are stored in 
endTimes.txt, which thus contains the times at which the nodes 
finish the initial ranging procedure. 

6. nl -n ln endTime.txt | tr -d '\t' | tr -s ' '> 

ourNewEndTimes.txt nl -n ln startTime.txt | tr -d '\t' | tr -

s ' '> 

ourNewStartTimes.txt 
These two  lines  add  lines numbers, deleted tabs and 

compress spaces in the files startTimes.txt   and  
endTimes.txt,  and  store  the  results  in  
ourNewStartTimes.txt  and ourNewEndTimes.txt respectively. 
The adding of lines, deletion of tabs and compression of spaces 
is needed for further steps. 

7.newCounter=1 

while [ $newCounter -le $nodes ] 
do 
endt=`grep ^"$newCounter " 
ourNewEndTimes.txt | cut -d " " -f 2` startt=`grep 

^"$newCounter " ourNewStartTimes.txt | cut -d " " 

-f 2` delay[`expr $newCounter - 1`]=`echo $endt - 

$startt | bc` newCounter=`expr $newCounter + 1` 

done 
These lines calculate the delays for all nodes.  The  start  

times  are  obtained  from ourNewStartTimes.txt  and  the  end  
times  are  obtained  from  ourNewEndTimes.txt.  The delay for 
a node is the difference between the end time and start time 
for that particular node. We find the delay for all  nodes by 
using a while loop, which iterates n number of times, where n 
is the number of nodes for this particular simulation. The 
delays are stored in an array called delay. 

 
These lines calculate the total delay, for a particular value 

of nodes and seed. The total delay is simply the sum of 
delays for individual nodes. 

9. avg=`echo "scale=10; $total_delay / $nodes" | bc` 
This line calculates the average delay for a particular 

value of nodes and seed. The average delay is the total 
delay, divided by the number of need. 

10. Echo "$nodes $seed $avg" >> 

finalAvg$nodes.txt 
This line send the number of nodes, seed value and 

average delay for a particular simulation into a file called 
finalAvg$nodes.txt. The average delay for 4 nodes, and 
different seeds, will be stored in a file called finalAvg4.txt, 
and the average delay for 8 nodes, and different seeds, will 
be stored in a file called finalAvg8.txt, and so on. 

11.  Steps 3 to 10 are performed for all seed values in the 

array called seed (10 values), using the variable seed. 

12.  Steps 3 to 11 are performed for all node values in the 
array called node (5 values), using the variable nodes. 
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No. of nodes Average Delay 

4 0.107043 

8 0.2336790937 

16 0.3319343906 

32 0.5845947968 

40 0.6157667187 

 

IV. SIMULATION RESULTS 

        
 

Fig.3. Circular Topology with No Motion                    Table 3- Average Delay for Circular topology with no                          

                                                                                                                motion 

 

 

 

 

 

 

 

 

 

 

Fig.4. Delay Graph for Circular Topology with No Motion 

 

 
Fig.5. Circular Topology with Random Motion                   Table 4-Average Delay for Circular topology with  random motion 

 

 

 

 

 

 

 

 
 

Fig.6. Delay Graph for Circular Topology with Random Motion 

No of nodes Average Delay 

4 0.1060478750 

8 0.1580645937 

 

16 

 
0.4885501400 

32 0.6211589296 

 

40 

 
0.63626995621 
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Fig.7. Linear Topology with Linear Motion                           Table 6-Average Delay for Linear topology with  linear motion 

 
Fig.8. Delay Graph for Linear Topology with Linear Motion 
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Abstract—We believe that there is no real data protection 

without our own tools. Therefore, our permanent aim is to have 

more of our own codes. In order to achieve that, it is necessary 

that a lot of young researchers become interested in 

cryptography. We believe that the encoding of cryptographic 

algorithms is an important step in that direction, and it is the 

main reason why in this paper we present a software 

implementation of finding the inverse element, the operation 

which is essentially related to both ECC (Elliptic Curve 
Cryptography) and the RSA schemes of digital signature. 
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I. INTRODUCTION 

It has already been mentioned that we believe the best 
protection is achieved by developing our own software. 
However, this process requires a lot of knowledge, skills, 
patience and great responsibilities [7], provided that the 
undisputed cryptic of cryptography itself was previously 
overcome and that there are courage and willingness to enter 
more deeply into the matter. 

In this paper we want to show that it is possible to 
implement the inverse element without any software-hardware 
facilities (in the arithmetic of large numbers), which is a very 
important operation in the process of realization of both 
leading schemes of a public key – ECC and RSA [1] [4] [6]. 

II. TASK AND AIM 

In the arguments for and against in a trial of strength of 
ECC and RSA, the simple fact that they are performed by the 
same tools made for operations with large numbers, is usually 
overlooked. Mathematical bases of RSA and ECC are 
completely different [1] [5], but they need the same 
operations: addition, subtraction, multiplication, division, 
finding the remainder, calculating d from the equation e*d ≡  1 
(mod p) for fixed values of e and p, and more joint auxiliary 
operations needed for the realization of a digital signature. 

When it comes to joint operations, we have opted for 
finding the inverse element. Therefore, we will present a brief 
review of the RSA and ECC and point out those steps in 
algorithms in which it is necessary to calculate the inverse 
element. 

A. Algorithm Key Generation for the RSA Signature Scheme  

As we can see, for the given public key e and the number 
ɸ, d should be calculated from the equation in order to get e 
private key – the most important element of the RSA digital 
signature scheme, or, in other words, we should find the 
inverse element of the element e. 

Sumary: each entity creates an RSA public key and a 
corresponding private key. Each entity A should do the 
following [1]: 

1) Generate two large distinct random primes p and q, 

each roughly the same size (see x11.3.2). 

2) Compute n = pq and = (p − 1)(q − 1). 

3) Select a random integer e, 1 < e <  such that gcd(e, 

) = 1. 

4) Use the extended Euclidean algorithm ([2]) to 

compute the unique integer      

d, 1 < d < , such that ed 1 (mod ) 

5) A’s public key is (n; e); A’s private key is d 

As we can see for a given public key e and modulo , we 
have to find inverse element d- secret key- for RSA digital 
signature. So, finding the inverse element is very important 
stage the RSA signature scheme. 

B. The shortest of the ECC   

 Efficient and secure public-key cryptosystems are 
essential in today’s age of rapidly growing Internet 
communications. Elliptic curve scalar multiplication in 
particular, which refers to the operation of multiplying a large 
integer by a point on an elliptic curve, is crucial for both data 
encryption technology as well as testing the security of 
cryptographic systems.[5] 

In reality it’s very hard to find k (large number) that 
k*P=Q where P and Q are given  points on an Eliptic curve.(P, 
Q are public keys, and k is private or secret key)  

Practicaly we have to solve P+P and P+Q to get thrid 
point R=P+P or R=P+Q.  

To put it simply, in the field, say Fp , where p is prime, for 
two points  P(xp,yp), Q(xq,yq) on an elliptic curve, using chord-
tangent-rule, to give the third elipting curve point R(xr,yr).   

Coordinates of the third point are calculated by the 
following formulas: 

xr = ((yq – yp)/ (xq – xp))
 2 –xp - xq ,   

yr =((yq – yp)/ (xq – xp))(xp- xr)-yp 

It is obvious that it is very important to find  (xq – xp)
-1 

III. CODE FOR FINDING THE INVERSE ELEMENT 

In the previous paragraph, we pointed out the place and 
significance of finding the inverse element of a fixed element 
in the field Fp, where p is a prime. Since our goals are to avoid 
the general story and to develop the software that can operate 
in real conditions (with large numbers), in this paragraph we 
will present the code by which we can solve the equation ed ≡ 
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1 (mod ɸ)  for (arbitrarily) large fixed number ɸ and the fixed 
e. 

A. The Code for Calculating the Inverse Element – Delphi 7 

Console Application  

In order to calculate the inverse element, it is necessary to 
encode Binary extended gcd algorithm. For the fixed inputs e 
and ɸ, wwe will get the output d, and this will be the solution 
of the modular equation above. 

Program for_inverse; 

{$APPTYPE CONSOLE} 

uses SysUtils, Unit22; 

label 1,2; 

var a,b,c,g,u,v,a1,b1,d:array[0..nn1] of integer; 

gcd,w:array[0..nn] of integer; 

i,s1,s2,i1,p1,c1:integer; 

ff:file of integer; 

 x,y,k:array[0..nn] of integer; 

k1:longint; 

begin 
s1:=0; s2:=0; 

writeln('calculating the inverse element'); 

 assign(ff,'brojfi.dat'); rewrite(ff); 

   {Example module (10111)-binary, (23)-decimal} 

    x[0]:=1;x[1]:=1;x[2]:=1;x[3]:=0;x[4]:=1; 

write(ff,x[0]);write(ff,x[1]);write(ff,x[2]);write(ff,x[3]);write(f

f,x[4]); 

reset(ff); i:=0; 

while not eof(ff) do 

begin 

read(ff,x[i]); i:=i+1; 

end; 
assign(ff,'javni.dat'); rewrite(ff); 

{Example elements (100)-binary, 4 decimal} 

y[0]:=0;y[1]:=0;y[2]:=1;y[3]:=0; 

write(ff,y[0]);write(ff,y[1]);write(ff,y[2]);write(ff,y[3]); 

reset(ff); i:=0; 

while not eof(ff) do 

begin 

read(ff,y[i]); i:=i+1; 

end; 

s1:=0; s1:=0;s2:=0; 

  for i:=0 to nn do 
 begin 

 g[i]:=0;u[i]:=0;v[i]:=0;a[i]:=0;b[i]:=0;c[i]:=0;d[i]:=0;w[i]:=0; 

  end; 

    g[0]:=1;p1:=0; 

   while ((x[0]=0) and (y[0]=0)) do 

   begin 

    for i:=1 to nn do  begin 

    x[i-1]:=x[i]; y[i-1]:=y[i];end; 

     for i:=nn-1 downto 0 do g[i+1]:=g[i]; 

  g[p1]:=0;p1:=p1+1; end; 

     for i:=0 to nn do begin 
   u[i]:=x[i]; v[i]:=y[i];end; 

     a[0]:=1;b[0]:=0;c[0]:=0;d[0]:=1; 

     1:   while u[0]=0 do 

    begin 

          for i:=1 to nn do u[i-1]:=u[i]; 

                if ((a[0]=0) and (b[0]=0)) then begin 

                    for i:=1 to nn do a[i-1]:=a[i]; 

                     for i:=1 to nn do b[i-1]:=b[i];  end 

                                     else  begin 
                                    saberi(a,y,w); 

                       for i:=1 to nn do w[i-1]:=w[i]; 

                       for i:=0 to nn do a[i]:=w[i]; 

                     oduzmi(b,x,w); 

                       for i:=1 to nn do w[i-1]:=w[i]; 

                       for i:=0 to nn do b[i]:=w[i]; end;end; 

      while v[0]=0 do begin 

           for i:=1 to nn do v[i-1]:=v[i]; 

            if ((c[0]=0) and (d[0]=0)) then begin 

                for i:=1 to nn do c[i-1]:=c[i]; 

                 for i:=1 to nn do d[i-1]:=d[i]; end 

                          else  begin 
                        saberi(c,y,w); 

                    for i:=1 to nn do w[i-1]:=w[i]; 

                    for i:=0 to nn do c[i]:=w[i]; 

                    oduzmi(d,x,w); 

                    for i:=1 to nn do w[i-1]:=w[i]; 

                    for i:=0 to nn do d[i]:=w[i]; end; veci1(v,s1);   

end; 

   i:=nn;veci1(u,s1); 

   while u[i]=v[i] do i:=i-1; 

   if i<0 then i:=i+1; 

   if u[i]>=v[i] then  begin 
      oduzmi(u,v,w); 

     for i1:=0 to nn do u[i1]:=w[i1]; 

     oduzmi(a,c,w); 

     for i1:=0 to nn do a[i1]:=w[i1]; 

     oduzmi(b,d,w); 

     for i1:=0 to nn do b[i1]:=w[i1]; end 

             else begin 

               oduzmi(v,u,w); 

     for i1:=0 to nn do v[i1]:=w[i1]; 

               oduzmi(c,a,w); 

               for i1:=0 to nn do c[i1]:=w[i1]; 

       oduzmi(d,b,w); 
     for i1:=0 to nn do d[i1]:=w[i1]; end; 

            s1:=0;veci1(u,s1); 

       if s1<>0 then goto 1; 

        for i1:=0 to nn do a1[i1]:=c[i1]; 

              for i1:=0 to nn do k[i1]:=d[i1]; 

   s1:=0;   veci1(g,s1);   s2:=0;   veci1(v,s2); 

if ((s1=1) and (g[0]=1) and (s2=1) and (v[0]=1)) then 

begin 

  s1:=0; 

   veci1(k,s1); 

  if s1<0 then begin 
  for i:=0 to nn do 

     k[i]:=abs(k[i]); 

         oduzmi(x,k,k); 

       end; 

  dokle(y,s2); 
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  dokle(k,s2); 

  assign(ff,'tajni.dat'); 

  rewrite(ff); 

 for i:=0 to s2 do 

    write(ff,k[i]); 

    reset(ff);    i:=0; 
    while not eof(ff) do 

    begin 

       read(ff,k[i]);       i:=i+1; 

       end; 

       dokle(k,s2); 

       for i:=s2 downto 0 do 

       write(k[i]);   writeln; 

  writeln('found a secret key for RSA-The inverse element for 

ECC'); 

  readln; 

     end 

  else 
  writeln('no inverse element, gcd(module,elements)<>1'); 

  readln; 

    end. 

B. The unit that serves the program above (III.A) 

The program above, together with the unit Unit22, can be 
run as a Delphi 7 console application in order to do the testing 
and present the result of the two examples on both schemes of 
a public key. 

Besides the basic operations in arithmetic of large 
numbers, the unit also contains some auxiliary functions. 

unit Unit22; 

 interface 

{  for larger numbers set larger nn, nn1 } 
const nn=100; 

const nn1=100; 

procedure saberi(x,y:array of integer;var w:array of integer); 

procedure oduzmi(x,y:array of integer;var w:array of integer); 

procedure veci1(var x:array of integer;var s:integer); 

procedure  dokle(var a:array of integer;var s1:integer); 

implementation 

procedure saberi(x,y:array of integer;var w:array of integer); 

var c1,i1,s1,s2:integer; 

begin 

s1:=0;s2:=0;veci1(x,s1);veci1(y,s2); 
if ((s1>=0) and (s2>=0)) then begin 

c1:=0; 

for i1:=0 to nn1 do begin 

  w[i1]:=(x[i1]+y[i1]+c1) mod 2; 

  if (x[i1]+y[i1]+c1)<2 then c1:=0 

                else c1:=1;end; 

  w[nn1]:=c1; end 

    else 

  if ((s1>=0) and (s2<0)) then begin 

  for i1:=0 to nn1 do y[i1]:=abs(y[i1]); 

    oduzmi(x,y,w);end 
        else 

       if ((s1<0) and (s2>=0)) then begin 

        for i1:=0 to nn1 do x[i1]:=abs(x[i1]); 

         oduzmi(y,x,w);end 

            else if ((s1<0) and (s2<0)) then begin 

          for i1:=0 to nn1 do x[i1]:=abs(x[i1]); 

            for i1:=0 to nn1 do y[i1]:=abs(y[i1]); 

            saberi(x,y,w); 

            for i1:=0 to nn1 do w[i1]:=-w[i1]; end; end; 
  procedure oduzmi(x,y:array of integer;var w:array of 

integer); 

  label 1; 

 var i1,c1,k,s1,s2:integer; 

 begin 

 s1:=0;s2:=0;veci1(x,s1);veci1(y,s2); 

  if ((s1>=0) and (s2>=0)) then begin 

  k:=0; 

1: c1:=0; 

 for i1:=0 to nn1 do begin 

  w[i1]:=abs(x[i1]-y[i1]+c1) mod 2; 

 if (x[i1]-y[i1]+c1 )>=0 then c1:=0 
            else c1:=-1; end; 

    if k=1 then 

   c1:=0; 

   if c1=-1 then begin 

    for i1:=0 to nn do x[i1]:=0; 

    for i1:=0 to nn do y[i1]:=w[i1]; 

     c1:=0;k:=1;goto 1;end; 

    if k=1 then 

    for i1:=0 to nn do w[i1]:=-w[i1];end 

    else if ((s1>=0) and (s2<0)) then begin 

       for i1:=0 to nn do y[i1]:=abs(y[i1]); saberi(x,y,w); 
          end 

        else if ((s1<0) and (s2>=0)) then begin 

            for i1:=0 to nn1 do x[i1]:=abs(x[i1]);saberi(x,y,w); 

           for i1:=0 to nn1 do w[i1]:=-w[i1];end 

              else if ((s1<0) and (s2<0)) then begin 

                 for i1:=0 to nn1 do x[i1]:=abs(x[i1]); 

                    for i1:=0 to nn1 do y[i1]:=abs(y[i1]); 

                    oduzmi(y,x,w); end; end; 

  procedure veci1(var x:array of integer;var s:integer); 

        var i1:integer; 

        begin 

        s:=0; 
        for i1:=0 to nn do s:=s+x[i1]; end; 

procedure  dokle(var a:array of integer;var s1:integer); 

begin 

s1:=nn; 

while a[s1]=0 do s1:=s1-1; 

end; 

 procedure koji(var u,v:array of integer;var l:integer); 

 var i:integer; 

 begin 

 l:=0; i:=nn; 

  while u[i]=v[i] do i:=i-1; 
   if i<0 then l:=0 

   else 

   if u[i]>v[i] then l:=1 

   else l:=-1; 

   end; 
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end. 

IV. EXAMPLES 

Here, we will give two examples to illustrate the use of 
inverse element in RSA and ECC. 

A. RSA example 

In [2] we can find solutions of the equation ed 1 (mod ) 

for fixed values e, and . More precisely, for the public key e, 

and a module  we can calculate the secret key d, element 
required for RSA scheme. 

If -module: 

10000000000000000000000000000000000000000000000000000000000

000000000000000000000000000000000000000000000000000000000000000

000000000000000000000000000000000000000000000000000000000000000

000000000000000000000000000000000000000000000000000000000000000

000000010000000000000000000000000000000000000000000000000000000

000000000000000000000000000000000000000000000000000000000000000

000000000100000000000000000000000000100000000000000000000000000

000000000000000000000000100000000000000000000000000000000000000

110100011110100000000000000000000000000000000000000000000000000

000000000000000000000000000000000000000000000000000000000000000

000000000000010000000000000000000000000010000000000000000000000

000000000000000000000000000010000000000000000000000000000000000

000011010001111010000000000000000000000000100000000000000000000

000000010000000000000000000000100000000000000000000000000100000

000000110100011110000000000000000110100011110000000000000000000

000000000000000000000111100000100000000000000000000000000000101

0100001110100111000. 

e-public key: 111 

Then d-RSA secret key: 

10010010010010010010010010010010010010010010010010010010010

010010010010010010010010010010010010010010010010010010010010010

010010010010010010010010010010010010010010010010010010010010010

010010010010010010010010010010010010010010010010010010010010010

010010100100100100100100100100100100100100100100100100100100100

100100100100100100100100100100100100100100100100100100100100100

100100101001001001001001001001001001101101101101101101101101101

101101101101101101101110010010010010010010010010010010010010011

001110010000100100100100100100100100100100100100100100100100100

100100100100100100100100100100100100100100100100100100100100100

100100100100110110110110110110110110111001001001001001001001001

001001001001001001001001001011011011011011011011011011011011011

011111001011010100100100100100100100100101001001001001001001001

001001011011011011011011011100000000000000000000000000000100100

100101100000100010010010010010011001110010000000000000000000000

000000000000000000001000100101001001001001001001001001001001111

0010100010111111. 

B. ECC example 

Let p=23. Consider an elliptic curve y2 = x3 +x+4 defined 
over F23 (E(F23)) [4].  Using code in III. A we can find 
coordinates of the point R=P+Q. 

 If P(4,7) and Q(13,11), based on the relation of II. B. we 
can calculate the x coordinate of the point R. 

xr =((11-7)/(13-4))2 -4-13 (mod 23) 

Using code (III. A.) we can calculate (13-4)-1 =9-1 . 

Output on the screen: 

calculating the inverse element 

10010 

found a secret key for RSA-The inverse element for ECC. 
 

We can see that 10010 (base 2) is 18 (base 10). Indeed: 
9*18=162, 162 mod 23=1, so 9-1 =18 is the inverse element. 
For further computation, the other necessary operations are 
located in Unit22 (subtraction and addition-In Serbian 
language saberi, oduzmi) and in [2], mnozi, ostatatk ( 
multiplication, and the remainder in English) and many 
auxiliary functions, which we will show in the forthcoming 

paper. 

V. CONCLUSION 

We believe that each country must stimulate young 
people’s interest in cryptography, because we doubt that our 
secret data can be protected using someone else’s software [3]. 

Of course, it is very difficult to develop our own protection 
mechanisms, but we think it is far better to protect data using 
our own mechanisms first, and then, thus modified, leave them 
to someone else’s software, than to  allow the original data be 
protected by somebody else’s mechanisms, which is a logical 
nonsense. 

That is the reason why we always insist on more our own 
softwares and a greater interest in cryptography, which seems 
itself (in case it wasn’t brought closer to a reader) pretty 
cryptic and bouncing. So, this work is primarily addressed to 
young researches as an incentive to try to develop their own 
tools for data protection. Those tools do not have to be 
flawless, they may be far below the level of the tools found on 
the market. However, they should be good enough for the 
beginning of a hard work that would lead researches to some 
great commercial solutions.  
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Abstract—The presented paper provides an intelligent agent 

based classification system for diagnosing and evaluation of 

learning disabilities with special education students. It provides 

pedagogy psychology profiles for those students and offer 
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that it got from the exemplars that were classified by expert and 

acquired in its knowledge base. 
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I. INTRODUCTION 

Educational software programs in science education have 
become increasingly complex in both concept and design. 
Thus, there is a paradigm shift in the role of computer from 
solely a transmitter of knowledge to a tool that aids in the 
construction of knowledge. This is due to the fact the science 
concepts are abstracts, as in [1].  

Students in a special mental education have disabilities in 
their learning, especially in the basic education. They need 
psycho pedagogy evaluation as a strategy for analyzing 
problems that children may have in the teaching-learning 
process.  This evaluation can be done manually by specialists 
and professionals in the special education, who are sometimes 
not enough in the special education schools. 

Class teachers, who are always, keeping track of students 
whose learning is not as expected. This student should be 
evaluated by a specialist, who diagnose the case and specifies 
reasons of that problem. If possible, the specialist also 
determines strategies that should be applied on that case to 
help in decreasing his LDs. 

In the time being, Artificial Intelligence algorithms, 
techniques, and applications have wide use in education and 
tutoring systems. One of the AI techniques is the intelligent 
agent, which can be used in education.  

An intelligent agent is an autonomous calculated entity. In 
the dynamic changes information environment without prior 
modeling, it can independently plan complex operation steps 
to solve practical problems, can independently discover and 

obtain the available resources the learners needed and then 
provide the corresponding services under the circumstance 
that the learners do not take part in [13]. 

Currently, the state of intelligent is focused on one-to-one 
learning instruction. Some examples include ACT systems [1], 
DEBUGGY [2], and PIXIE [11] and. specifically, the kind of 
learning modality used is centered on learning by being told 
[3]. The agent has to collect users' personal interests and give 
fast response according to the pre-specified demands of users. 
The personal agent can discover users' personal interests 
voluntarily without bothering the users. It is very suitable for 
personalized e-learning by voluntarily recommending learning 
materials [7]. 

An agent is something that perceives and acts in an 
environment. The agent function for an agent specifies the 
action taken by the agent in response to any percept sequence 
as in [10]. Intelligent agents are task-oriented software 
components that have the ability to act intelligently. They may 
contain more knowledge about the needs, preferences and 
pattern of the behaviors of a person or a process as in [8].  

Intelligent agents should have the ability of adaptive 
reasoning. They must have the capability to access 
information from other sources or agents and perform actions 
leading to the completion of some task. Also, they must 
control over their internal state and behavior and work 
together to perform useful and complex tasks. Thus, they 
should be able to examine the external environment and the 
success of previous actions taken under similar conditions and 
adapt their actions as in [9]. 

According to the observation and implementation of 
unstructured interviews with specialist in the special basic 
education institute (in a primary school in Makkah 
AlMokaramah area, Saudi Kingdom), it was evident that most 
institutes have a few specialist staff in LDs, not providing an 
efficient care to all students who have special educational 
needs.  

The presented paper proposes a framework design for an 
Intelligent Agent Based classification System. It provides a 
methodology for the design and development of an intelligent 
agent-based system for diagnosing of learning and disabilities 
with children in special education. 

Regarding that those students spend most of their times with 

their classroom teacher, it is desirable that he can diagnose 
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certain disabilities and carry out some activities with the 

student for better care of their problems. So, it is necessary 

that that the classroom teacher is guided by a specialist in LDs. 

The proposed system performs structuring a knowledge 

base with strategies for psycho pedagogy evaluation, for 

helping the classroom teacher in diagnosing and in selecting, 
applying appropriate strategies in the care of children with 

LDs. 

II.  DISABILITIES IN TEACHING-LEARNING PROCESS  

LDs do not include, "...learning problems that are primarily 
the result of visual, hearing, or motor disabilities, of mental 
retardation, of emotional disturbance, or of environmental, 
cultural, or economic disadvantage." In the last few years an 
increasing number of children who have difficulties in 
learning their school work have been referred to child 
psychiatrists and child psychoanalysts. This increase in 
problems of learning may be real or it may be an apparent one.  

Some of those problems, particularly reading problems, 
may be inherent in the difficulties in learning to read, write 
and spell the English language. This means that many 
children, who are really not capable of higher learning, have to 
try and their failures may increase the relative high percentage 
of these difficulties. In recent years psychologists and 
educators tend to regard the majority, if not all, of the children 
who seem [4]. 

A.  What is LD 

It is a general term that describes specific kinds of learning 
problems. A LD can cause a person to have trouble learning 
and using certain skills. The skills most often affected are: 
reading, writing, listening, speaking, reasoning and doing 
math [17]. 

LDs vary from person to person. One person with LDs 
may not have the same kind of learning problems as another 
person with LDs. One person may have trouble with reading 
and writing. Another person with LDs may have problems 
with understanding math. Still another person may have 
trouble in each of these areas, as well as with understanding 
what people are saying (National Dissemination Center for 
Children and Youth with Disabilities [17]. 

Researchers think that LDs are caused by differences in 
how a person's brain works and how it processes information. 
Children with LDs are not "dumb" or "lazy." In fact, they 
usually have average or above average intelligence. Their 
brains just process information differently [17]. 

The definition of "learning disability" just below comes 
from the Individuals with Disabilities Education Act (IDEA). 
The IDEA is the federal law that guides how schools provide 
special education and related services to children with 
disabilities [17]. 

Our nation's special education law, the Individuals with 
Disabilities Education Act, defines a specific learning 
disability as “a disorder in one or more of the basic 
psychological processes involved in understanding or in using 
language, spoken or written, that may manifest itself in an 
imperfect ability to listen, think, speak, read, write, spell, or do 

mathematical calculations, including conditions such as 
perceptual disabilities, brain injury, minimal brain 
dysfunction, dyslexia, and developmental aphasia."  

There are some common red flags for learning disorders. 
Children who don’t have LDs may still experience some of 
these difficulties at various times. The time for concern is 
when there is a consistent unevenness in child’s ability to 
master certain skills. Grades 5-8 signs and symptoms of LDs 
include : Difficulty with reading comprehension or math 
skills, Trouble with open-ended test questions and word 
problems, Dislikes reading and writing; avoids reading aloud, 
Spells the same word differently in a single document, Poor 
organizational skills (bedroom, homework, desk is messy and 
disorganized), Trouble following classroom discussions and 
expressing thoughts aloud, Poor handwriting [5]. 

B.  Problems with reading, writing, and math 

LDs are often grouped by school-area skill set. If a child is 
in school, the types of learning disorders that are most 
conspicuous usually revolve around reading, writing, or math. 
Children with difficulties in mathematics-only seem to be 
superior to children with difficulties in mathematics and 
reading in areas that may be mediated by language but not in 
ones that rely on numerical magnitudes, visuospatial 
processing, and automaticity. Both groups performed worse 
than normally achieving groups in most areas of mathematical 
cognition. The two groups did not differ in approximate 
arithmetic and understanding of place value and written 
computation [6]. 

a) LDs in reading (dyslexia): There are two types of 

LDs in reading. Basic reading problems occur when there is 

difficulty understanding the relationship between sounds, 

letters and words. Reading comprehension problems occur 

when there is an inability to grasp the meaning of words, 

phrases, and paragraphs. 

Signs of reading difficulty include problems with: letter 
and word recognition, understanding words and ideas, reading 
speed and fluency, and general vocabulary skills. 

b)  LDs in math (dyscalculia): LDs in math vary greatly 

depending on the child’s other strengths and weaknesses. A 

child’s ability to do math will be affected differently by a 
language learning disability, or a visual disorder or a difficulty 

with sequencing, memory or organization. 

A child with a math–based learning disorder may struggle 
with memorization and organization of numbers, operation 
signs, and number “facts” (like 5+5=10 or 5x5=25). Children 
with math learning disorders might also have trouble with 
counting principles (such as counting by 2s or counting by 5s) 
or have difficulty telling time.  

c)  LDs in writing (dysgraphia) : LDs in writing can 

involve the physical act of writing or the mental activity of 

comprehending and synthesizing information. Basic writing 
disorder refers to physical difficulty forming words and letters. 

Expressive writing disability indicates a struggle to organize 

thoughts on paper. Symptoms of a written language learning 

disability revolve around the act of writing. They include 

problems with: neatness and consistency of writing, accurately 

http://www.medicinenet.com/script/main/art.asp?articlekey=348
http://www.medicinenet.com/script/main/art.asp?articlekey=47401
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copying letters and words, spelling consistency, and writing 

organization and coherence 

C.  Other types of LDs and disorders 

Reading, writing, and math aren’t the only skills impacted 
by learning disorders. Other types of LDs involve difficulties 
with motor skills (movement and coordination), understanding 
spoken language, distinguishing between sounds, and 
interpreting visual information. 

a) LDs in motor skills (dyspraxia):  

Motor difficulty refers to problems with movement and 
coordination whether it is with fine motor skills (cutting, 
writing) or gross motor skills (running, jumping). A motor 
disability is sometimes referred to as an “output” activity 
meaning that it relates to the output of information from the 
brain. In order to run, jump, write or cut something, the brain 
must be able to communicate with the necessary limbs to 
complete the action. 

Signs that your child might have a motor coordination 
disability include problems with physical abilities that require 
hand-eye coordination, like holding a pencil or buttoning a 
shirt. 

b) LDs in language (aphasia/dysphasia):  

Language and communication LDs involve the ability to 
understand or produce spoken language. Language is also 
considered an output activity because it requires organizing 
thoughts in the brain and calling upon the right words to 
verbally explain something or communicate with someone 
else.  

Signs of a language-based learning disorder involve 
problems with verbal language skills, such as the ability to 
retell a story and the fluency of speech, as well as the ability to 
understand the meaning of words, parts of speech, directions, 
etc. 

D.  Treatments of LDs 

The most common treatment for LDs is special education. 
Specially trained educators may perform a diagnostic 
educational evaluation assessing the child's academic and 
intellectual potential and level of academic performance. Once 
the evaluation is complete, the basic approach is to teach 
learning skills by building on the child's abilities and strengths 
while correcting and compensating for disabilities and 
weaknesses. Other professionals such as speech and language 
therapists also may be involved. Some medications may be 
effective in helping the child learn by enhancing attention and 
concentration. Psychological therapies may also be used [16].  

There is no "cure" for LDs. They are life-long conditions. 
However, children with LDs can be high achievers and can be 
taught ways to get around the learning disability. With the 
right help, children with LDs can and do learn successfully. In 
some people, several overlapping LDs may be apparent. Other 
people may have a single learning problem that has little 
impact on their lives [15]. 

III. THE MAIN PARTS OF THE SYSTEM 

The proposed system has the following main parts: 

 User Interface; which is a menu-driven dialogs to 

help the user to interact with the tool directly in easy 

manner. The user could present new disable student to 

the system to be diagnosed.  

 Intelligent Agent; which manages the process of 

diagnosing and classification During diagnosing 
process, the agent acquires disabilities (categories), 

builds an indexing structure through its semantic 

network, and acquires the domain knowledge needed 

for explanation and reasoning processes. 

Consequently, the agent learns to classify accurately 

and efficiently and is able to explain its classification.

 The agent uses explanation to aid in its 

heuristics classification, because great variation 

possible in disable student descriptions. It uses links 

which are filled with indices to restrict and guide the 

agent search for a solution of the presented student.  

 Semantic KB; which is a semantic network used to 

represent all knowledge of LDs in its nodes and links 

(relations between nodes). It holds an indexing 

structure used by the inference engine to locate 

questions. Each node or link is represented by an 

object of a suitable class.  

IV. LDS’S SEMANTIC NETWORK KNOWLEDGE BASE 

The knowledge manipulated by the proposed system is 
represented in frames that are allocated in nodes and links of a 
semantic network, that shown in Fig. 1. Each node may be 
related (linked), from zero to many times, to other node. 

 
 

Fig.1. The Semantic Network Knowledge Base. 

A.  Knowledge Represented in Nodes 

The semantic network, shown in Fig. 1, has six types of 
nodes. Four nodes store some substantive (descriptive) 
knowledge such as: disability, disable student, exemplar and 
symptom.  

The other two nodes store some action knowledge such as: 
test and activity (strategy). The description of each node is as 
follows: 
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 The disability node represents a concept or a solution 

(name of category and classification of a disability 

for certain disable student). 

 The node of disable student stores the name of the 

diagnosed disable student. 

 The exemplar node represents the acquired, retained 
and previously classified disable student. 

 The symptom node represents the feature of disability 

recognized that describe a disable student. 

 The test node represents the test to be done on a 

diagnosed disable student.  

 Finally, the activity or strategy node represents the 

action to be done as a treatment or skills to be 

performed. 

B.   Knowledge Represented in Links 

The semantic network, shown in Fig. 1, has nine types of 
links. Those links are very important to relate the nodes listed 
above and hold majority of the knowledge acquired and 
represented in the semantic network. They hold substantial 
(descriptive), search control and strategic knowledge.  

    Each link is manipulated as a frame with its more 
specialized slots. The first seven links hold substantive and 
search control knowledge, while the last two links mainly hold 
strategic knowledge beside substantive knowledge. The 
description of those links is as follows: 

 The Disability-Disability link relates disability 

categories to formulate the category tree. It links a 

category with its family in the network to enable 

inheritance of properties between categories. (It holds 

search control knowledge). 

 The Exemplar-Exemplar link relates two exemplars 

located in the same category or in different 

categories. It used to discriminate an exemplar from 

another. (This link named a difference link). 

 The Symptom-Disability link stores free text relation-

name and qualifier beside the parameters assigned to 

the linked symptom, which are both combined to 

explain the relation of a feature with certain category 

in the network. It is used for describing to what extent 

the symptom reminds or rejects certain disability 

category to be a predicted classification. Only one 

explanation (one link) is needed over the entire 

network to explain the relation between certain 

symptom node, having certain parameters and certain 

disability node. 

 The Symptom-Exemplar link relates symptoms to 
their exemplars. There may be different links 

between an exemplar and several features. Also, this 

link holds the importance of a symptom to an 

exemplar which depends on the strength of the 

relation between that symptom and the classification 

(disability) of that exemplar. (It holds substantive 

knowledge and search control knowledge).   

 The Disability-Exemplar link relates the retained 

disable students (exemplars) to their classification 

(disabilities). It holds the family-resemblance of the 

exemplar which depends on the strength of relations 
of the features of that exemplar to its classification. It 

specifies to what extent an exemplar cover range of 

the category space. The summation of family-

resemblance of all exemplars assigned to certain 

category is equal to one unit. Each exemplar share 

part of that cake. So the family-resemblance of an 

exemplar depends on that of brothers exemplars 

within the same category.  

 The Symptom-Disable Student link relates a new 

presented disable student with its symptoms. 

 The Exemplar-Disable Student link relates a new 
presented disable student to the most similar 

Exemplar (classified disable student). Both of them 

have the same classification. 

 The Symptom-Test link holds strategic knowledge. It 

specifies how to apply certain tests on a newly 

presented disable student if he has a symptom. 

 The Exemplar-Activity link holds strategic 

knowledge. It holds the method of executing certain 

activity or strategy. 

V. AGENT PERFORMS DIAGNOSING 

The proposed system performs diagnosing of disable 
students through heuristic classification of LDs and reasons 
under uncertainty. Its classification and reasoning performance 
are always tuned. It uses the presented disable student 
(problem) and closest-matching exemplar to generate a 
solution. This solution is validated through feedback and 
approval from the expert. The system incorporates expert 
classification with agent classification. 

A.  The Reasoning Process and Expert Diagnosing 

In the first use of the system, an expert presents a disable 
student data to the system to be diagnosed; it performs 
reasoning through several steps, as shown in Fig. 2, Most of 
the steps done in the reasoning process, incorporate 
knowledge acquisition and learning with heuristic 
classification of LDs. 

B.  Agent Diagnosing Procedure 

If the reminding list, in Fig. 2, is empty or if it is rejected 
at all by the expert, the agent will initiate expert-classification 
procedure, shown in Fig. 3, for acquiring diagnosing from the 
expert. It also acquires explanation of rejecting the reminded 
LDs’s categories to prevent reoccurring of this failure. Then, it 
retrieves an exemplar from the knowledge base, and uses it as 
a model for matching with the new case. If the matching is not 
correct, it retrieves another exemplar from the same category 
or from next category in the reminded list.  
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Fig.2. Reasoning Process Algorithm. 

Looking for a matched exemplar is done by Knowledge-
Based Pattern matching process. This process continues until 
one similar exemplar is found and approved by the expert or 
the agent fails to find a similar one. In this situation, the agent 
invokes Expert-Diagnosing procedure to get diagnosing from 
the expert.  

C Knowledge-Based Pattern Matching 

This is the most important module in the diagnosing 
process. Its function is to compare the symptoms of a new 
diagnosed disable student with exemplar symptoms, and to 
compute the matching ratio between the student and the 

exemplar. The matching ratio is computed by accumulated the 
importance of all matched symptoms of the retrieved 
exemplar. This module incorporates learning with reasoning. 
It performs its process in two different phases; direct matching 
and indirect matching shown in Fig. 4. 

 
 

Fig.3. Agent Diagnosing Algorithm. 

VI. CONCLUSIONS 

The proposed systems is an agent based classification 
system that provides interactive aid in problem solving and 
acquires new domain knowledge by generalizing from training 
examples acquired through the normal course of its use. It 
performs diagnosing of disable students through heuristic 
classification under guidance of the domain expert. It 
demonstrates the viability of engaging the expert in a 
debugging style dialog, acquiring knowledge in the context of 
a running application.  It performs classification and reasoning 
as a problem solving method to make use of specific past 
experiences rather than a corpus of general knowledge. 

The system enables classroom teachers to get psycho 
pedagogical evaluation for student who has LDs. It also, 
provides teachers with the best educational activities for those 
students. It cooperates with teachers in a diagnostic evaluation 
practice. It incorporates the basic guidelines for general 
evaluation, and provides models of diagnostic tools and 
educational activities handling several weaknesses in psycho 
functional areas.  
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Fig.4.  Block Diagram of Pattern Matching Process. 
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Abstract—Medical images are commonly stored in digital 

media and transmitted via Internet for certain uses. If a medical 

information image alters, this can lead to a wrong diagnosis 

which may create a serious health problem. Moreover, medical 

images in digital form can easily be modified by wiping off or 

adding small pieces of information intentionally for certain illegal 

purposes. Hence, the reliability of medical images is an important 

criterion in a hospital information system. In this paper, the 

Fresnelet transform is employed along with appropriate handling 

of the Arnold transform and the discrete cosine transform to 

provide secure distribution of medical images. This method 

presents a new data hiding system in which steganography and 

cryptography are used to prevent unauthorized data access. The 

experimental results exhibit high imperceptibility for embedded 

images and significant encryption of information images.  

Keywords—Fresnelet transform; wavelet transform; Arnold 

transform, data hiding; and image encryption 

I. INTRODUCTION  

Due to recent expansions of information technology, the 
circulation of medical images among hospitals has become a 
common trend. Medical images are often distributed for 
specific purposes such as for teleconferences and 
interdisciplinary exchanges among medical personnel [1]. The 
transmission of medical imaging should be carefully treated to 
ensure reliability and authenticity verification [2]. Privacy is 
also a critical issue in medical images especially in case of 
medical jurisprudence where a small manipulation of brain 
contusion or hairline bony fractures can alter the situation 
drastically. For interdisciplinary data exchange clarity of 
image is mandatory such as in multiple sclerosis, a disease 
of nervous system [3]. If small demyelinating plaques are 
missed in this disease, whole the diagnostic picture, 
treatment plan, and even prognostic outcome would be 
altered. Similarly in infectious diseases of chest and 
abdomen or minimal trauma, if any misinterpretation is 
found because of imaging defect, clinical outcome would 
be seriously affected. Thus it is essential to ensure the 
protection of image information for both legislative and 
diagnostic reasons. A digital data hiding technique can 
provide this needed protection by embedding medical 
information data into other data (called the host or cover data) 
and has been developed for information security that is 
strongly based on cryptography and steganography [4]. 

 Steganography and cryptography are both used for data 
confidentiality. Cryptography is employed for scrambling 

meaningful information into uncorrelated data keeping the 
contents of a message secret, whereas steganography hides the 
significant information under some cover data keeping the 
existence of a message secret [5]. Each technique enhances the 
security and privacy for protection of information data. 
Furthermore, combining both schemes into one system is 
likely to provide even better security and confidentiality [6]. In 
other words, steganography prevents an unintended recipient 
from suspecting the existence of data and the security of the 
steganography system relies on secrecy of the data encoding 
system [7, 8].  

One way of data hiding entails the manipulation of the 
least significant bit (LSB) plane, from direct replacement of 
the cover LSB’s with message bits to some type of logical or 
arithmetic combination between the cover image and the 
amount of information data which needs to be hidden. Several 
examples of LSB schemes have been presented in [9-11]. 
Mainly this technique achieves both high capacity and low 
perceptibility. However, this embedding scheme only 
overwrites the LSB plane of the cover image with the secret 
bit stream according to a pseudorandom number generator 
(PRNG). As a result, some structural asymmetry (never 
decreasing even pixels and increasing odd pixels when hiding 
the data) is introduced so that LSB makes the disclosure of 
hidden message very easy even at a low embedding rate using 
some reported steganalytic algorithms, such as the Chi-
squared attack, regular/singular groups (RS) analysis, sample 
pair analysis [10], and the general framework for structural 
steganalysis [12]. 

Most existing steganographic approaches usually assume 
that the LSB of natural cover images is insignificant and 
random enough, and thus those pixels/pixel pairs for data 
hiding can be selected freely using a PRNG. However, such an 
assumption is not always true, especially for images with 
many smooth regions [10]. Based on the stated researches, we 
found that natural images usually contain some flat regions as 
small as 5 by 5 blocks which are hard to be noticed. The 
LSB’s in those regions have the values 1 or 0. Therefore, 
embedding the secret data into these regions will make the 
LSB of stegano-images more and more random, which may 
lead to visual and statistical differences between cover and 
stegano images appearing as a noise-like distribution. The 
pixel-value differencing (PVD)-based scheme [13] is another 
kind of edge adaptive scheme which determines the number of 
embedded bits by the difference between a pixel and its 
neighbor. This shows the larger the difference is, the larger the 
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number of secret bits can be embedded. Based on our 
explorative experiments, however, we found that the existing 
PVD-based approaches cannot make full use of edge 
information for data hiding, so that the embedded image data 
does not have a good perceptibility. 

Chang et al. extended Iwata et al.’s idea [14-16] and 
presented a lossless steganographic scheme for hiding secret 
data in each block of quantized DCT coefficients in JPEG 
images [17]. This method uses two successive zero 
coefficients of the medium-frequency components in each 
block to hide secret data. They further modified the 
quantization table to maintain the quality of the stegano-image 
while concealing a higher payload compared with Iwata et 
al.’s method. Their scheme achieved reversibility and 
acceptable image quality of the stegano-image at the same 
time. However, this scheme can only embed secret bits into 
the zero coefficients located in the successive zero coefficients 
in the medium area; non-zero coefficients in the medium area 
cannot be used. Later, Lin et al. embedded the secret values 
into the middle frequency of the quantized DCT coefficients, 
and reduced nonzero values of the quantized DCT coefficients 
which participate in the data hiding procedure. The aim was to 
design an adaptive and reversible DCT-based data hiding 
scheme [18]. Lin and Shiu combined Chang et al.’s [17] 
method and designed a 2-layer data hiding scheme for DCT-
based images. This scheme outperforms Chang et al.’s scheme 
[16] in hiding capacity but the size of the hidden secret data is 
still less than 70k bits on average because it retains the 
reversibility function.  

A medical image is distributed among a number of 
clinicians in telediagnosis and teleconsultation which require 
maximum information exchange over an unsecure network.  
Disclosing the information about an important patient’s 
medical condition to general public can be a confidentiality 
risk. Access to medical information especially image data 
during transmission which should not be granted to an 
unauthorized party, demands an important confidentiality 
measurement. The integrity, on the other hand, demands that 
images should not be modified in the processes of 
transmission [19]. However, emerging technologies in field of 
medical imaging lead to the high demand of protection and 
confidentiality of the medical information, which must follow 
strict ethics and legislatives rules. Once the medical images 
are stolen or abused, the rights of the patients will suffer 
violation. Tso, H.-K, et al [20] proposes a secret sharing 
scheme to protect the security of the medical images based on 
the firstly secret sharing technique proposed by Shamir [21]. 
According to this technique, no one can obtain any 
information from one of the shared images unless acquiring 
the hidden information from all the authorized users. 
Furthermore, this technique is not efficient for embedding the 
complete information of secret data in one cover image [22]. 
Conventionally, information sharing and data hiding are two 
irrelevant concerns in the field of secure distribution of the 
information data. In our proposed method, however, a 
complete information data (e.g., medical image) can be 
embedded in single cover image (such as patient identity 
image or face image), rather than distributing in several cover 
images.  

In this study, we proposed a novel technique for data 
hiding based upon the Fresnelet transform [23] along with 
applications of discrete cosine transform (DCT) and the 
Arnold transform [24]. The method based on the Fresnelet 
transform was initially designed for reconstruction of high 
resolution digital holography. Irrespective of traditional 
optical holography, the digital holography has a significant 
advantage of fast reconstruction process for target object data 
[25]. Therefore, the Fresnelet transform can be applied to 
protecting copyrights of digital multimedia contents and data 
hiding [26]. Besides it is recommended to make use of the 
Fresnelet transform to complex encryption procedures for 
providing more security and reliability to information data. 
Using the Fresnelet transform, an extracted information image 
data from embedded (cover) image can be obtained with high 
resolution [27]. In this regard, our proposed method will be 
useful for data hiding of medical data in the rapid digital 
communication of medical imaging system. Preserving the 
high resolution of medical image data at embedding stage and 
retrieving the precise resolution at extraction stage are the 
keys to more precise understanding of the anatomy. The 
precise retrieve of medical data can support early detection of 
abnormalities and increase the accuracy in the assessment of 
the size and morphology of the organs, effectively [28]. 

In this paper, we propose a data hiding algorithm to 
improve security and privacy by integrating both 
steganography and cryptography with an efficient embedding 
and extracting process of large size information data. Note that 
in the proposed method, the Fresnelet transform is employed 
in order to build a more flexible data hiding system than one 
using only the Fresnel transform [29] or the wavelet 
t ransform [30]. One of the main features of the proposed 
method is a multi-scale distribution of information on the 
Fresnelet transform domain yielding robust key parameters for 
security and privacy. In our presented method, it is not 
possible to attain the hidden information data without the precise 
key parameters, even if an attacker perceives the embedding 
algorithm of the method. 

This paper is organized as follows. In Section II, the 
Fresnelet transform and Arnold transform are reviewed as the 
basic transforms in the proposed algorithm. The embedding 
and extraction schemes based on these basic transforms are 
presented in Section III. Numerical simulations and analysis 
are conducted to evaluate the proposed method in Section IV. 
In Section V, conclusions are discussed. 

II. BASIC TRANSFORMS 

A. Fresnelet transform 

A new class of multiresolution bases can be obtained by 
applying the Fresnel transform to a wavelet basis. The 
Fresnelet transform has been used for image reconstructions 
from digital holograms with various parameters related to 
wavelength, resolution scale, and distance between object and 
image plane. A review of the Fresnel transform follows from 
[23]. 

The Fresnel transform is used to approximately model 
diffraction phenomena through the propagation of complex 
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waves [29]. The one-dimensional Fresnel transform is defined 
on a function     ( ) as the convolution integral: 

 ̃ ( )  (    )( )  with    ( )  
 

 
   (  

  

  
)    (1) 

where     is the parameter related to wavelength and the 
distance at a diffracted wave. The two-dimensional Fresnel 
transform is obtained by convolving with the tensor product of 
the one-dimensional kernel    ( ). That is, for     ( 

 ), 

   ̃ (   )  (    )(   )  with    (   )    ( )  ( )  (2)  

Notice that the kernel   (   )  is separable, so that the 
useful properties of one-dimensional Fresnel transform are 
readily extended to two-dimensions. The Fresnel transform 
has many useful properties. One is the unitary property: 
processing via the Fresnel transform provides a perfect 
reconstruction of given data. 

The two-dimensional wavelet is obtained from a one-
dimensional wavelet by separable extension. The wavelet 
transform is also defined on   ( )  as convolution integrals 

with a two parameter family {    }      , which forms a Riesz 

basis for    ( ), where 

{    ( )   
    (     )}

      
.        (3) 

The simplest example of a wavelet is the Haar wavelet that 
generates an orthonormal basis for    ( ). Processing via the 
wavelet transform provides a perfect reconstruction and a 
multiresolution decomposition of the data, as well. The 
properties of wavelet transforms are given in [14]. By 
applying the Fresnel transform to the wavelet basis, the 
Fresnelet basis is defined as follows: 

{(    ) 
 
}
      

  with  (    ) 
 
( )       ̃   ( 

    )    (4) 

 

With an orthogonal wavelet basis {    }      , we can have 

an orthonormal Fresnelet basis. For fixed  , by letting 

    ( )  (    ) 
 
( ), we  have a Fresnelet decomposition: 

  ∑                with        ⟨      ⟩.                (5) 

Here, the coefficients      are called the Fresnelet 

coefficients. From the separable nature of the Fresnelet, we 
may extend the one-dimensional Fresnelet transform to two-
dimensional space. In this case, four combinations of tensor 
products are obtainable: 
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where    and   are the scaling function and wavelet 
function, respectively, generating low-pass and high-pass 
filters, respectively. Applying the basis function above to data 
 , we obtain the four types of  Fresnelet coefficients: 

     ⟨     ⟩,       ⟨     ⟩, 
 

      ⟨     ⟩,      ⟨     ⟩.    (6) 

 
The coefficient     is the low-passed data and the others 

are the high-passed data. Fig. 2 shows the Fresnelet 
coefficients of (6) applied to the medical information data 
shown in Fig. 1. In Fig. 2, note that the information image data 
is encrypted by the Fresnelet transform. 

                  
Fig.1. Medical image for data hiding. 

 
Fig.2. The magnitude of complex data sets of the Fresnelet coefficients 

applied to the medical information data shown in Fig. 1: (a) approximate data, 
(b) horizontal detail data, (c) vertical detail data, (d) diagonal detail data. 

Moreover, the (e) , (f), (g), and (h) are the zooming parts of marked portion of 

(a), (b), (c), and (d). 
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Thanks to the unitary property of the Fresnel transform and 
wavelet transform, data reconstruction is readily performed by 
applying the transpose of the forward processing as the inverse 
Fresnelet transform. Fig. 3 shows the inverse transformed data 
from Fig. 2, and Fig. 4 shows the result of the reconstruction 
of the medical information data from the data in Fig. 3. Note 
here that the proposed transform algorithm depends on the 
distance and the wavelength key parameters, which are very 
important for exact reconstruction of the information data. 
Furthermore, the nature of the reconstruction image is a 
complex field due to the propagation of complex waves. The 
complex image is beneficial for medical analysis based on 
multiresolution wavelet bases, just as for applications to 
digital holography [23, 25-27]. 

For the Fresnelet transform application to the data shown 
in Fig. 2, the encrypted information data may be covered to 
protect against a high degree of scrutiny. Also, in the 
reconstruction phase, the complete information may be 
acquired by using the exact keys as shown in Fig. 4.. 

B. Arnold transform  

It is known that the Arnold transform works well in 
applications for encrypting images [5]. For an     image, 
the Arnold transform, for example, is given as 

 
Fig.3. The magnitude of the inverse Fresnelet transformed data from the 

four sub-bands of complex data shown in Fig. 2: (a) from approximate data, 

(b) from horizontal detail data, (c) from vertical detail data, (d) from diagonal 

detail data.  

 
Fig.4. The reconstruction of the medical information data by combining 

with the magnitude of four sub-bands of complex data shown in Fig. 3. 

 [
 
 ]  [

  
  

] [
 
 
] (     )             (7) 

where (   ) and (   )  express the pixel co-ordinates of 
the original and encrypted images, respectively, as shown in 
Fig. 5. With the periodic boundary treatment, the image 
encryption using   iterations of the Arnold transform may be 
written as 

 (   )( )    (   )(   ) (     )           (8) 

where          , and  (   )( )   (   ) . The 
Arnold transform matrix is given as   in (7) and   is an     
image field. 

 

  
Fig.5. The 5 iterations of the Arnold transforms of a medical information 

image: (a) Medical information image. (b) Information image scrambled by 

the Arnold transforms.  

The encrypted image may be inverted by applying the 
inverse of the Arnold matrix     times as follows:  

 (   )( )      (   )(   ) (     )                   (9) 

where (   )( )  is the pixel of the encrypted image. An 
original image may reappear after   iterations, depending on 
the size of the given image.  
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The periodicity   depends on the size of the images, as 
shown in Table 1. 

 
TABLE 1. PERIODICITY OF ARNOLD TRANSFORMS

 

  128 256 480 512 

  96 192 240 384 

III. DATA HIDING METHOD 

A. The embedding process 

The embedding process consists of two phases. First, the 
Arnold transform is applied on the host image following the 
wavelet transform. Second, to encrypt the information data, 
the Fresnelet transform is performed with a single FFT (fast 
Fourier transform) approach up to the first level by specifying 
the sampling interval and distance as key parameters. In this 
case, the sub-bands of information data are of complex data. In 
the immediate phase, we separate the complex data into real 
and imaginary parts, respectively.  

In this way, we obtain the two sets of four sub-band 
images (approximation details, horizontal details, vertical 
details, and diagonal details). Applying the IDWT (inverse 
discrete wavelet transforms) on each set separately, we obtain 
two coded images. These two images of real and imaginary 
parts are embedded into the same size as the sub-bands of the 
host image after performing the DCT on each sub-band. Real 
part which contains important detail of information data is 
embedded into approximation and horizontal sub-bands of 
host image, whereas imaginary part is embedded into vertical 
and diagonal detail of host image. To obtain information 
embedded data, the IDCT is performed on the each embedded 
sub-bands of cover image. It is used for distributing the 
amplitude values of Fresnelet coefficients of information data 
image of the processed data as shown in Fig. 6. 

In this process, the approximate and horizontal detailed 
parts are modified with real part data, which leads to enhance 
the strength of the information data, and the vertical and 
diagonal detailed parts are modified with imaginary part data 
to balance the transparency of the host image. The intensity of 
the transformed pattern is embedded into the host image with a 
strength factor. After embedding, the IDWT is performed to 
write out the image file as an embedded image for digital 
media handling or internet transmission. 

 

Fig.6. The schematic diagram of the embedding process. 

B. The extraction process 

In order to extract the embedded information data, the 
Arnold transform followed by DWT (discrete wavelet 
transform) is performed on the embedded data to obtain the 
sub-bands of the approximate data (  ), horizontal data (  ), 
vertical data (   ), and diagonal data (   ). The Arnold 
transform followed by DWT up to the first level is also 
performed on the original host image, and then each sub-band 
of the host date is subtracted from the sub-band data   ,   , 
  , and   , respectively.  

Applying DCT on the difference data is performed to 
extract the information coded data. After DWT is applied, the 
real and imaginary parts are separated to reconstruct the 
complex sub-band images for performing the inverse Fresnelet 
transform. As a result, the extraction information image is 
obtained in the form of complex. The whole process of the 
extraction is shown in Fig. 7.  

IV. NUMERICAL SIMULATION AND EVALUATION 

A. Simulation and measurement of quality 

In this simulation, the size of all the cover images is 
        and the size of the information images is     
   . To analyze the algorithm, MATLAB simulations are 
performed separately for embedding and extraction of the 
information data image. 
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Fig.7. The schematic diagram of the extraction process. 

 The distance z and the wavelength    are key parameters 
of the Fresnelet transform that improve the security level of 
the embedded images. In the proposed method, we considered 
a wavelength;             , sampling interval;        , 
and the distance;         .  The Arnold transform iteration 
may also be considered as an additional key parameter. The 
correlation coefficient (CC) is used to measure the quality of 
the extracted information data with respect to the original 
information data before embedding [31]. Specially, ultrasonic 
detection in medical images is based on amplitude for non-
destructive evaluation [32].  

In the correlation approach, each signal is correlated with 
its nearest neighbors for application of matched filtering. A 
confidence level specifies the relative degree of confidence 
between two images, with lower to higher values of 0 to 1. 
The correlation coefficient is given by 

   
∑ ∑ (    (   )   ̅  )  (    (   )   ̅  )

√∑ ∑ (    (   )   ̅  )
 

  √∑ ∑ (    (   )   ̅  )
 

  

      (10) 

 

where   ̅   and   ̅   are the averages of embedded and 
extracted information data images, respectively. In addition, 
the PSNR (peak signal noise ratio) is a common estimate of 
the quality of the embedded image data [33].  

Higher values of PSNR indicate better imperceptibility of 
the embedded information data with respect to the cover data: 

           (
    

   
)                        (11) 

 
with 

    
 

  
∑ ∑ [  (   )    (   )]

    
   

   
          (12) 

where MSE is the mean square error between original 
image    and embedded image   . The difference       is an 
encrypted information data that considered as a noisy like 
image as shown in Fig. 9-c and Fig. 9-f. Moreover, in order to 
evaluate the perception quality of human visual system, the 
structural similarity index measure (SSIM) is used to measure 
the distortion difference two images. The SSIM metric is 
designed by modeling any image distortion as a combination 
of three factors:  loss of correlation, luminance and contrast 
distortions. The SSIM comparison for measuring the 
perceptual quality between two images is defined as 

    (   )   (   ) (   ) (   )     (13) 

 

  (   )  
        

  
    

    
  (14) 

 

  (   )  
        

  
    

    
  (15) 

 

  (   )  
       

      
     (16) 

where  (   ) is the function of luminance comparison to 
measure the images closeness on the base of mean luminance 
   and    of 2D images a and b. Maximum value of  (   ) is 
equal to 1, if and only if      . The second term  (   ) in 
(13) is used to measure the contrast on the base of standard 
deviation    and   .  

The maximal value of contrast term as given in (15) is 
achieved when       .The third term  (   )  in (13) 
measures the structure comparison between the two images. In 
(16),     is the covariance that is useful to analyze the 
correlation between two images. In the equations (14)-(16) 
above, the positive constants   ,   , and    are used to avoid 
the null denominator. The quality value of SSIM is varied in 
[0, 1]. The value of 1 shows that two images are having the 
same quality and the value of 0 shows no correlation between 
the two image. 

B. Evaluation  criteria 

In this algorithm, the information image data is embedded 
in a cover image to increase the security level and improve the 
imperceptibility of the cover media. For evaluation of the 
proposed method, the PSNR and SSIM of cover image after 
embedding of information data are evaluated as shown in 
Table. 2. Also the CC factor and SSIM of the information 
image after extraction are analyzed as shown in Table. 3. The 
numeric results show the superior performance of the 
proposed algorithm.  

A slight effect may be presented due to auto focus nature 
of the Fresnelet transform, where the Fresnelet sparsity 
criterion is employed for extraction of information data in the 
form of complex values, as shown in Fig. 8 through 11. The 
corresponding PSNR and SSIM are shown in Tables 2 for 
signature image 1 (the brain image in Fig. 8-a), signature 
image 2 (the backbone image in Fig. 8-b), and signature image 
3 (the USAF target image in Fig. 8-c). Note that the signature 
images are high resolution information image data. 
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Fig.8. High resolution signature image data with size        : (a) the brain medical image, (b) the backbone medical image, and (c) the USAF test image. 

 
Fig.9. The cover images embedded with signature image 1 as shown in Fig. 8-a: (a) the original cover Lena image, (b) the cover Lena image embedded with 

signature image 1 (c) the difference between the original cover Lena image and the embedded Lena image with signature image 1 where MSE is 4.3273, (d) the 
original cover Mandrill image, (e) the embedded Mandrill image with signature image 1, and (f) the difference between the original cover Mandrill image and 

embedded Mandrill image with signature image 1 where MSE is 4.3268. 

Table 2. PSNR and SSIM of the embedded images: Lena and Mandrill 

Test data 

Extraction from  

embedded Lena image 

Extraction from  

embedded Mandrill image  

PSNR SSIM PSNR SSIM 

Signature image 1 38.8483 0.9982 40.8311 0.9985 

Signature image 2 36.0625 0.9966 36.0638 0.9956 

Signature image 3 36.7419 0.9971 38.7388 0.9976 
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Fig.10. Extraction of signature images from embedded images of Lena and Mandrill: (a) the signature image 1 extracted from embedded Lena image, (b) the 

signature image 2 extracted from embedded Lena image, (c) the signature image 3 extracted from embedded Lena image, (d) the signature image 1 extracted from 

embedded Mandrill image, (e) the signature image 2 extracted from embedded Mandrill image, and (f) the signature image 3 extracted from embedded Mandrill 
image.  

Table 3. CC factor and SSIM of signature data extracted from embedded images: Lena and Mandrill 

       Test data 

Extraction from  

embedded Lena image 

Extraction from  

embedded Mandrill image 

CC factor               SSIM     CC factor  SSIM 

  Signature Image 1 0.9965 1.0000 0.9947 1.0000 

  Signature Image 2 0.9978 1.0000 0.9977 1.0000 

  Signature Image 3 0.9981 1.0000 0.9972 1.0000 

 

Table 4. The comparison of image quality using PSNR (dB) and embedding capacity (bits) 

Cover Images Lena (512×512) Baboon (512×512) 

Measurements Capacity (bits)     PSNR (dB) Capacity (bits)      PSNR (dB) 

Celik et al.’s [18] 74600         38.00            15176        38.00 

Xuan et al.’s [19]   85507       36.60  14916        32.80 

Tian et al.’s [20] 233067         29.97 95852 29.41 

Alattar et al.’s [21] 173655         36.60 86264 36.60 

Wu-Tsai’s al.’s [26] 51219  38.94 57146 33.43 

Kamstra et al.’s [22] 135547  35.20 103653 30.12 

Chin-C. C et al.’s [32] 36850  30.34 35402 26.46 

Luo, W et al.’s [27] 66064  38.80 68007 33.33 

Mandal et al.’s [24] 216000  40.92 216000 40.97 

Proposed Method 263222  38.65 263222 38.65 

 
The SSIM and CC factor evaluations of Table. 4 show the 

competency of proposed method. However, it is not 
appropriate to compare the extraction results of information 
data with those of other existing methods due to complex 
values extraction results of proposed method (usually, existing 
methods do not extract the secret image in the form of 
complex values). To further prove our scheme’s performance 
on hiding capacity, we compare our proposed scheme with 

other existing schemes. That is, in order to compare the quality 
of the embedded images and view the degradation caused by 
embedding a hidden data, it is necessary to look at embedded 
cover images with a special payload size [34]. Usually, the 
resulting perceived quality or PSNR and payload or bits per 
pixel (bpp) are the two most commonly used criteria for 
evaluating the performance of reversible data hiding 
techniques [35]. 
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Table. 4 shows the comparison of our results with Celik et 
al.’s [36] technique based on compressing the quantization 
residuals of pixels instead of compressing LSB planes to 
obtain more extra space for embedding secret data. The 
compressed residuals and secret data are concatenated and 
embedded into the cover image. Xuan et al.’s [37] proposed a 
scheme based on integer wavelet transform (IWT) and created 
more space in high frequency sub-bands. Tian et al.’s [38] 
proposed a high capacity reversible data embedding technique 
that is called difference-expansion (DE) embedding. Alattar et 
al.’s [39] extended Tian’s scheme by introducing the 
differences expansion of a vector to obtain more extra space 
for embedding secret data. Afterwards, many techniques, such 
as Kamstra et al.’s algorithm [40], Chin-C et al.’s [41], Luo et 
al.’s [42], and Mandal et al.’s [43] have been proposed to 
increase the embedding capacity and keep the distortion low. 
But all such methods do not maintained the high resolution 
images (e.g., medical images etc.) in their extraction phase. 
However, it is found that hiding capacity of Mandal et al.’s 
method is higher than other such prevailing techniques, but its 
hiding capacity is less than our proposed method with cover 
image size 512×512 and payload size 256×256. Moreover, 
overall performance of our proposed method shows significant 
improvement compared with other existing schemes under 
typical circumstances as demonstrated in Table. 4. Besides 
this, our proposed method is highly capable to preserve the 
high  resolution of information data images at their extraction 
stage. Additionally, multi-key establishment for extraction 
phase provides the high end confidentiality to concealed 
information data, whereas appropriate encryption develops the 
great imperceptibility for embedded image. The experimental 
results presented in Table 4 for comparison of image quality 
using PSNR (dB) and embedding capacity (bits) are referred 
to their original experimental results in their papers. The size 
of payload data (bits) in a cover image can be modified 
without deteriorating the integrity of the cover image [35]. 
However, it is not possible to simultaneously maximize 
robustness, imperceptiveness, and capacity. Therefore, the 
acceptable balance of these items must be dictated by the 
application. For example, an information-hiding scheme may 
forgo robustness in favor of capacity and low perceptibility, 
whereas a watermarking scheme, which may not require large 
capacity or low perceptibility, would certainly support 
increased robustness [6]. 

V. CONCLUSION 

The present paper proposes a novel data hiding scheme to 
increase the security and privacy of medical information 
image data by integrating both steganography and 
cryptography, based on the Fresnelet transform. The main 
feature of the proposed method is a multi-scale distribution of 
information on the Fresnelet transform domain with robust 
key parameters for security, so that the very small distortion in 
the cover image provides sufficient privacy for the embedded 
information.  

In particular, the Fresnelet decomposition provides 
robustness to leakage of the energy of information data during 
the embedding process. For greater security, a combination of 
the Arnold transform and DCT has been employed in the 
embedding process. Numerical simulation results have been 

analyzed with PSNR, SSIM, MSE, and CC factors. Higher 
values of PSNR, SSIM, and CC factors and smaller value of 
MSE show the effectiveness of the proposed novel algorithm 
to achieve great imperceptibility of embedded information 
image data with required security. 
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Abstract—In this paper, we present an algorithm for solving 

the structured variational inequality problem, and prove the 

global convergence of the new method without carrying out any 

line search technique, and the global R-convergence rate are also 
given under the suitable conditions. 
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I. INTRODUCTION  

Leting mappings : , :
n m

f X R g Y R  , the structured 

variational inequality problem with linear constraint is to find 

vector 
*

u   such that 

* *
( ) ( ) 0,
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u u T u u                          (1.1) 
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b R . We denote the solution set of the 

VI by 
*

 , and assume that it is nonempty throughout this 

paper. 

By attaching a Lagrange multiplier vector 
r

R   to the 

linear constraints Ax By b  ,(1.1)can be equivalently 

transformed into the following compact form, denoted by VI:  
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W X Y R    and 

the solution set of (1.2) is denoted by 
*

W which is always 
assumed to be nonempty. 

This problem has important applications in many fields, 
such as network economics, traffic assignment, game theoretic 
problems, etc.  For example,  Nagurney  et  al.  ([1])  developed  
a  variational inequality  based  supply  chain  network  
equilibrium  model consisting  of  three  tiers  of  decision-
makers  in  the  network. They established some governing 
equilibrium conditions based on the optimality conditions of 

the decision-makers along with the market equilibrium 
conditions. In recent years, many methods have been proposed 
to solve the VI ([2-8]). The alternating direction method 
(ADM) is a powerful method for solving the structured 
problem (1.2), since it decompose the original problems into a 
series subproblesm with lower scale, which was originally 

proposed by Gabay and Mercier ([5]) and Gabay（ [6] ）. Ye 
and Yuan [7] proposed a new descent method for VI by adding 
an additional projection step to the above ADM. Han ([8]) 
proposed a modified alternating direction method for 
variational inequalities with linear constraints. At each 
iteration, the method only makes an orthogonal projection to 
simple set and some function evaluations. Motivated by [7, 8], 
we present a new algorithm for the structured variational 
inequality problem, and prove the global convergence of the 
new method without carrying out any line search technique. 
Furthermore, we also show that this method is global R  linear 
convergent under the suitable conditions. 

Some notations used in this paper are in order. The vectors 
considered in this paper are all taken in Euclidean space 
equipped with the standard inner product, which is denoted by 

nR . We let  and
1
 respectively denote the usual Euclidean 

2-norm and 1-norm of vectors in nR . The transpose of matrix 

M  (vector x ) be denoted by 
T

M (
T

x ). 

II. PRELIMINARIES 

In this section, we first give the following definition of 
projection operator and some relate properties ([9]). For 

nonempty closed convex set nR  and any vector nx R , 

the orthogonal projection of x onto is denoted by ( )P x . 

Lemma 2.1 For any , ,nu R v   then ( ) ,P u u v    

.( ) 0  P u    

For (1.2), 0   is constant,  

1

2

3

( , ) [ ( )]

[ ( ( ) )]( , )

( , ) [ ( ( ) )]

( , ) ( )

           

W

T

X

T

Y

e w w P w Q w

x P x f x Ae w

e w y P y g y B

e w Ax By b

 

 

  

 

  

  

    

 

  
  
  

   
   

 

is called projection-type residual function, and let 

( ) : ( ) .r e   The following conclusion provides the 
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relationship between the solution set of (1.2) and that of 
projection-type residual function ([10]). 

Lemma 2.2   is a solution of (1.2) if and only if 

( ) 0.r    

To establish theoretical analysis of the following algorithm, 
we also need the following definition. 

Definition 2.1 The mapping : n mf R R  is said to be co-

coercive with modulus 0   is 

 .
2( ) ( ), ( ) ( ) , , nf x f y x y f x f y x y R       ‖ ‖   

Definition 2.2 The mapping : n mf R R  is said to be 

strongly monotone if there is constant 0   such that  

2( ) ( ), , , .nf x f y x y x y x y R       ‖ ‖  

Obviously, suppose that f is strongly monotone with 

positive constant  , and is Lipschitz continuous with positive 

constant 0L  . Then the f  is co-coercive, i.e., for any

, nx y R , we have 

2

2

2 2

2                                       

( ) ( ), ( )

( ) ( ) .

f x f y x y x y L x y
L

f x f y
L






       

 

‖ ‖ ‖ ‖

‖ ‖
  (2.1) 

III. ALGORITHM AND CONVERGENCE 

In this following, we formally state our algorithm. 

Algorithm 3.1 

Step1. Take 0,  31 2
,2 ,min ,0

n m r

 


  
 
  

   where 

the positive constants 1, 2 , 3 are defined in the following 

Theorem 3.1, and take initial point 0 .nx R Set 0;k   

Step2. Compute  

1

[ ( ( ) )]

[ ( ( ) )]

( )

[ ( )] ;

T

X

T

Y

k k
W

k k k

k k k k

k k k

P x f x A

P y g y B

Ax By b

P Q

 

 

 

   

  
 
  
 
   
 

              

(3.1) 

Step3. If 
1k k    ‖ ‖  stop, otherwise, go to Step 2 

with : 1.k k   

Remark The algorithm is based on problem (1.2). 

Obviously, if 1k k   , combining Lemma 2.2, then k  is a 
solution of (1.2), and so is also (1.1). In the following 
theoretical analysis, we assume that Algorithm 3.1 generates an 
infinite sequence. 

Lemma 3.1 Suppose that the matrix M is positive semi-

definite, and 0max   is a maximum eigenvalue of M , we have 

2(1/ ) ( ),T

max

ly My My y R  ‖ ‖  where 
0 0

0 0 .

0

T

T

A

M B

A B

 
 

  
 
 

 

Proof: Since the matrix M is positive semi-definite, then 
there exists an orthogonal matrix P  such that 

 1 2 ,, , , ,0, ,0diag sPMP      •  where 1 2 0.s       

Set Py  , then  

 

2 2 2 2 2 2
1 1 2 2

2 2 2
1 2

2

            

            

            

1 2
diag 0 ,0)

( )

diag( , , , ,0 ,0)

.

 (

(1/ )

(1/ )

(1/ )

, , , ,

s s

s

max

max

max

sy My y P Py

y P Py

My

  

     

  









  



 ‖ ‖

• • •

• •
 

Theorem 3.1 Suppose that ,f g are co-coercive with 

positive constants 1 2,  , respectively, and the matrix M is 

positive semi-definite.  

Then the sequence { }k  converges globally to a solution 

of (1.1). 

Proof: By Lemma 2.1, we have  

1 1( ) [ ], 0, .k k k kQ W                                 
(3.2) 

We take * *W  , then  

* *
,( ) 0, .Q W                                            (3.3) 

Let *  in (3.2), take 1k    in (3.3), adding these two 
inequalities yields 

* * *

* 1 * 1

* * 1 1 * 1

* * 1

1 * 1

1

1 *

[ ( ) ( )], [ ( ) ( )],

0 [ ( ) ( )] ,

[ ( ) ( )], ,

[ ( ) ( )],

,    

,    

k k k

k k k k

k k k k k

k k k k

k k k

k k

k k k

Q Q Q Q

Q Q

Q Q
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** *
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* 1 1 * 1

1

( ( ) ( )) ( )
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*
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1 2 3

2
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* * * * * *
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* 1 1 * 1
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[

k

k k T k

k k
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A
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* *

* * * *

1 2 3

* *

1 2 3

22

1 1

2

2

*

* 1 1 * 1

( ) ( )

( ) ( ) ( ) ( ) ( ) ( )
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1 2 * 1 2 * 21 1 1
( 1 ,

2 2 2 2

k

k k k k
     



       

‖

)‖ ‖ ‖ ‖ ‖ ‖

where the second inequality follows from the fact that ,f g  are 

co-coercive with positive constants 
1 2
,  and Lemma 3.1; the 

fourth inequality is obtained by 

2 2 2 2       ( ) ( 0, 0, 0)ca b a b c a b c       , 

the fifth inequality and the seventh inequality follow from 
the fact that 

1
, ,nx x n x x R     

and the sixth inequality is true by letting min   

31 2
, , ,

n m r

   
 
  

the ninth inequality follows from the 

Cauchy-Schwarz inequality. Thus, we have  

1 2 * 1 2 * 2( 1
2

0k k k k
     


       )‖ ‖‖ ‖‖ ‖ . 

Combining this with 20 u  , we have 

1 2 * 2 * 1 22 2

2 2

k k k ku u

u u

 
       

   ‖ ‖ ‖ ‖ ‖ ‖           

(3.4) 

i.e.,  

2 * 2 * 1 2(
2 2

2 2
.k k ku u

u u
r

 
      

   ) ‖ ‖ ‖ ‖               

(3.5) 

by (3.4), we conclude that the nonnegative sequence 
*

{ }
k ‖ ‖ is strictly decreasing and convergent. Thus, we 

have ( )kr x  converges to 0 by (3.5).  We also obtain that the 

sequence 
*{ }k ‖ ‖  is bounded since it is convergent, and so 

is{ }k . Let { }ik  be a subsequence of { }k  and converges to

 , since ( )r   is continuous, we have ( ) 0r   , i.e.,   is a 
solution of (1.1). 

On the other hand, we suppose that   is also a 

accumulation point of{ }k , and let { }jk
 be a subsequence of 

{ }k  and converges to .  For any jk
, there exists i  such that

i jk k
, by (3.4), we obtain that 2 2 0 j i

k k      ‖ ‖ ‖ ‖ as

i
k  . Using (3.4) again, we can also obtain 0j i

k k  ‖ ‖ . 

Thus, we have  

0j ji i
k kk k              ‖ ‖‖ ‖‖ ‖‖ ‖  as 

i
k  ,  

i.e.,   . Thus, the sequence { }k  converges globally to 

a solution of (1.1). 

To establish the R  linear convergence rate of 
Algorithm3.1, we also need the following conclusion which is 
crucial to convergence rate of algorithm. 

Lemma 3.2 Suppose that ,f g  are strongly monotone with 

positive constants 
1 2
,  , and are Lipschitz continuous with 

positive constants 
1 2

0, 0L L  , respectively, the matrix
T

T

A

B

 
 
 

 

has full-column rank. Then for any n m rR   , there exists a 

solution *  of (1.1) such that  

1 1 1

1 2 3

*
max{ , }, 1

1
{ } ( ).u u L r


       ‖ ‖                     (3.6) 

Proof:  Since ,[ ( )]( ) W WP Qe        by (1.1),  

* *( ( ) ) ( ) 0.Te Q                               (3.7) 

Combining * *W  with Lemma 2.1, we have 

* [ ( )], [ ( )] [ ( )] 0.W WP Q P Q Q                            
(3.8) 

Substituting [ ( )]WP Q   in (3.8) by ( )e   yields 

*( ( )) [ ( ) ( )] 0.Te e Q                                     (3.9) 

Adding (3.7) and (3.9), one has 

     
* *[( ) ( )] [ ( ) ( ( ) ( ))] 0,Te e Q Q            

app:ds:seventh
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i.e.,
* * * *( ) [ ( ) ( )] ( ) [( ) ( ( ) ( ))]
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Q Q e Q Q

e e

          

 

     

 

Combining this with Definition 2.2, a direct computation yields 
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.  Thus, we can conclude that 

(3.6) holds.  

Theorem 3.2 Suppose that the hypotheses of Lemma 3.2 
holds, and  satisfies the condition 

1 1 1
1 2 3

2

2 21max{ , }
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2 ,
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u u
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then the sequence { }k  converges to a solution of (1.1) R 

linearly.  

Proof:  Combining (3.5) with (3.6), one has 
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By
1 1 1

1 2 3

2

2 2max{ , } 1

2

2 ,
1 0,

{ }u u

u

u L

 

   


  


then the desired 

result follows. 

IV. CONCLUSIONS  

In this paper, we proposed a new iterative method for 
solving the structured variational inequality problem (VI), and 
have proved its global convergence without carrying out any 
line search technique. Furthermore, the error bound estimation 
for VI is also established under the suitable conditions, based 
on this, we prove that the method has global R-linear 
convergence rate. Surely, under milder conditions, we may 
established global error bounds for VI, and may use the error 
bound estimation to establish quick convergence rate of the 
method for solving the VI. This is a topic for future research. 
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Abstract—In this paper, we introduce the Navier-Stokes 

equations with a new boundary condition. In this context, we 

show the existence and uniqueness of the solution of the weak 

formulation associated with the proposed problem. To solve this 

latter, we use the discretization by mixed finite element method. 

In addition, two types of a posteriori error indicator are 

introduced and are shown to give global error estimates that are 

equivalent to the true error. In order to evaluate the performance 

of the method, the numerical results are compared with some 

previously published works and with others coming from 
commercial code like ADINA system. 

Keywords—Navier-Stokes Equations; 
cbaC ,,

 boundary 

condition; Mixed Finite element method; Residual Error Estimator; 

I. INTRODUCTION 

This paper describes a numerical solutions of Navier-stoks 
equations with a new boundary condition generalizes the will 
known basis conditions, especially the Dirichlet and the 
Neumann conditions. So, we prove that the weak formulation 
of the proposed modelling has an unique solution. To calculate 
this latter, we use the discretization by mixed finite element 
method. Moreover, we propose two types of a posteriori error 
indicator which are shown to give global error estimates that 
are equivalent to the true error. To compare our solution with 
the some previously ones, as ADINA system, some numerical 
results are shown. This method is structured as a standalone 
package for studying discretization algorithms for PDEs and 
for exploring and developing algorithms in numerical linear 
and nonlinear algebra for solving the associated discrete 
systems. It can also be used as a pedagogical tool for studying 
these issues, or more elementary ones such as the properties of 
Krylov subspace iterative methods [15].  

The latter two PDEs constitute the basis for computational 
modeling of the flow of an incompressible Newtonian fluid. 
For the equations, we offer a choice of two-dimensional 
domains on which the problem can be posed, along with 
boundary conditions and other aspects of the problem, and a 
choice of finite element discretizations on a quadrilateral 
element mesh.  

Whereas the discrete Navier-Stokes equations require a 
method such as the generalized minimum residual method 
(GMRES), which is designed for non symmetric systems [15]. 

The key for fast solution lies in the choice of effective 
preconditioning strategies. The package offers a range of 
options, including algebraic methods such as incomplete LU 
factorizations, as well as more sophisticated and state-of-the-
art multigrid methods designed to take advantage of the 
structure of the discrete linearized Navier-Stokes equations. In 
addition, there is a choice of iterative strategies, Picard 
iteration or Newton’s method, for solving the nonlinear 
algebraic systems arising from the latter problem. 

 A posteriori error analysis in problems related to fluid 
dynamics is a subject that has received a lot of attention during 
the last decades. In the conforming case there are several ways 
to define error estimators by using the residual equation. in 
particular, for the Stokes problem, M. Ainsworth, J. Oden 
[10], C.Carstensen, S.A. Funken [12], D.Kay, D.Silvester [13] 
and R.Verfurth  [14], introduced several error estimators and 
provided that that they are equivalent to the energy norm of 
the errors. Other works for the stationary Navier-Stokes 
problem have been introduced in [5, 8, 15, 16].                                                                                                                                                                                                                                

The plan of the paper is as follows.  Section II presents the 
model problem used in this paper. The weak formulation is 
presented in section III. In section IV, we show the existence 
and uniqueness of the solution.  

The discretization by mixed finite elements is described in 
section V. Section VI introduced two types of a posteriori 
error bounds of the computed solution. Numerical experiments 
carried out within the framework of this publication and their 

comparisons with other results are shown in Section VII. 

II. GOVERNING EQUATIONS 

We will consider the model of viscous incompressible flow 

in an idealized, bounded, connected domain in .
2

IR   

, in    .
2

 fpuuu


                     (1) 

  ,in      0. u


                                 (2) 

  .on      gAuupIn
TT 

                  (3) 

We also assume that   has a polygonal boundary

 : , so n


 that is the usual outward-pointing normal. 

 
 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No.3, 2013 

146 | P a g e  
www.ijacsa.thesai.org 

The vector field u


 is the velocity of the flow and the scalar 
variable p represents the pressure.  

Our mathematical model is the Navier-stoks system with a 

new boundary condition (3) noted .,, cbaC  where 0  a 

given constant is called the kinematic viscosity,  is the 

gradient, .   is the divergence and 
2

  is the Laplacien 

operator,
 

),(
2
Lf


 )(

2
Lg


and A is a real matrix 

defined as  
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 XIRXSX Where  are  and   , cba

the function continuous defined on .  

III. THE WEAK FORMULATION 

We define the following spaces:     
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IV. THE EXISTENCE AND UNIQUENESS OF THE SOLUTION 
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results. 
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This result allows us to prove that ). ),(( 
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existence and uniqueness of the solution.  

Theorem 4.2.
spaceHilbert  real a is  ). ),(( 

,

1

0, 


JnH
.

 Proof. ). ),((
,1

1


H is a real space and )(

1

0, nH is 

closed in )(
1
H and  .

,1 
and  .

,J
are equivalent 

norms, then ). ),((
,

1

0, 


JnH is a real Hilbert space for two 

norms. 

Theorem 4.3 

          )1                     



,,

),( 
JJ

vuvuA


                 (23)                                                

  )()(,  1
0,

1
0,  nn HHvuallfor


    




,

1

0,  .  norm for the  elliptic- )( is   2) 
JnHA and 

 ),(
2

J,
 vvvA


                          (24) 

).(    
1

0,  nHvallfor


. 

Proof:   it is easy. 
 

Theorem 4.4  

  1)                   ,
2

,
,,0 


J

vqqvB



                      (25)                 

   )()(,  allfor  
2

0

1

0,  LHqv n

     

2) The bilinear form b is satisfies the inf-sup: There exists a 

constant  0  such that 

)(    
 

),(
sup 

2

0,0

,
)(

1
0,







Lqallforq
v

qvB

J
Hv n







     (26) 

Proof. 

1)  Let   ),()(, 
2

0

1

0,  LHqv n

  we have  

 

                                      

.
2

            

2             

 ., 

,,0

,0,0

,0,0













J
vq

vq

vqqvB









 

),(Let   2)
2

0 Lq we have  

), [6] (see '
 

),(
sup  

,0

,1
)(

1
0






 q
v

qvB

Hv





  

           

 

.'                       

 

),(
sup                        

 

),(
sup

 

),(
sup

)( allfor   and 

 )(     0 /)( )( 

 since

,0

,1
)(

,1
)(

,1
)(

1

0,1,1

1

0,

11

0

1
0

1
0

1
0,
























q

v

qvB

v

qvB

v

qvB

Hvvv

HinvHvH

Hv

HvHv

n

n























 

Using (19) gives 

.
c

'
 with ,

 

),(
sup 

2
,0

,
)(

1
0,


 






q
v

qvB

J
Hv n





  

Theorem 4.5 
  1) There exists a constant such that 0m   

  (27)                               ,,
,,, 


JJJ

zvumzvuC


 
  1

0,

1

0,

1

0,,,  nnn HHHzvuallfor 


. 

    (28)                                                   ,,,,)2 vzuCzvuC




       .,,  1
0,

1
0,

1
0, nnn VVVzvuallfor 


 

  3)         (29)                                                           0,, uuvC


 

  .,  1
0,

1
0, nn VVvuallfor 


 

4)         (30)                                        ,,, 
2

J,
 vvvAvvwD
  

imply  ) (as )(in   weakly  )5 0,  mVuu nm

  

(31)                                    ),,(),,(that  vuuDvuuD mm


  

Proof   

 have  we),( ,,zLet   1)  
1

0,  nHvu


 

 

                

'
                      

[6])in   (see ',,     

,,,3

1

,1,1,1









JJJ
zvu

c

m

zvumzvuC





 have  we),( ,,zLet   2)
1

0,  nVvu
  

   













).(.                                    

)...(,,,,

 

vuz

uvvuzuvzCvuzC



  

By Green formula, we have 
 

   

    .,,,,finally   

,0   and 0.  then )(  Since

 )..( ).)(.(,,,,  

0,

 

uvzCvuzC

zdivnzVz

vuzdivvunzuvzCvuzC

n











  

 

3) It’s easy, just take (28).in   uv


   

4) It’ suffices to apply (29). 

5) The same proof of V.Girault and P.A. Raviart in [6] page 

115. 
According the theorems 1.2 and 1.4, chapter IV in [6], the 

results (18)-(30) ensure the existence at least one pair

   )()(,  2
0

1
0,  LHpu n


satisfies (18). 

  We define 

 






,,,
,,  

,,
sup 

1
0, JJJ

Hzvu zvu

zvuC
N

n







                   (32)               

     
  

.
sup 

,0, 









J
Vv v

vf
f

n








                    (33)

 
Then a well-know (sufficient) condition for uniqueness is 

that forcing function is small in the sense that  
1

 
N

f 



 (it 

suffices to apply theorems 1.3 and 1.4 chapter IV in [6]). 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No.3, 2013 

148 | P a g e  
www.ijacsa.thesai.org 

Theorem 4.6.  Assume that ν and  )( 2 Lf
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Proof.   The some proof of theorem 2.4 chapter IV in [6]. 

V. MIXED FINITE ELEMENT APPROXIMATION 

In this section we assume that cbaf  and   ,,
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polynomials.  
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spaces, leading to non linear system of algebraic equations. 
Linearization of this system using Newton iteration gives the 
finite dimensional System: 
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corresponding linear algebra problem, we use a set of vector-
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We find that the discrete formulation (37) can be expressed as 

a system of linear equations  
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The system is referred to as the discrete Newton problem.  

The matrix 0 A  is the vector Laplacian matrix and 0 B  is the 

divergence matrix 
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VI. A POSTERIORI ERROR ESTIMATOR 

In this section we propose two types of a posteriori error 
indicator, a residual error estimator and local Poisson problem 
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estimator, which are shown to give global error estimates that 
are equivalent to the true error. 

A. A Residual Error Estimator  

The bubble functions on the reference element 

)1,0()1,0(
~

T   are defined as follows:  
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Here
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b~ is the reference element bubble function, and
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b ~
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~ , 4:1i  are reference edge bubble functions. For any 
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For a boundary edge
TEEh bb ,,  , E   , where T is the 
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With these bubble functions, ceruse et al ([3], lemma 4.1] 
established the following lemma. 
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Where kc   and 
kC are tow constants which only depend 

on the element aspect ratio and the polynomial degrees 
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We recall some quasi-interpolation estimates in the 
following lemma. 
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With these two functions we have the following lemmas: 
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We have 
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Theorem 6.10.  For any mixed finite element 

approximation (not necessarily inf-sup stable) defined on 

rectangular grids hT , the residual estimator R  satisfies: 
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Note that the constant C in the local lower bound is 

independent of the domain, and 
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Using (52) and (53), then gives                                                   
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Finally, using (65) gives: 
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This establishes the upper bound. 

Turning to the local lower bound. First, for the element 
residual part, we have: 
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In addition, from the inverse inequality (47) 
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  Next comes the divergence part,  
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Finally, we need to estimate the jump term. For an edge 
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Using (68), gives
 

                    

 )(.2
,0

2

1

2

1
2

,0

2

, E
EEJE

EE RheCwR
EE

 

 
 (70) 

Using the inverse inequality (49) and thus using (70) gives 
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Also need to show that (70) holds for boundary edges. 
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 Using (58), (59) and (4), gives 
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Finally, combining (68), (69), (71) and (73) establishes the 

local lower bound. 

B. The Local Poisson Problem Estimator. 

The local Poisson problem estimator defined as: 
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Theorem 6.11.  TP, is equivalent to TR,   estimator:  
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Proof. For the upper bound, we first let TTT bRw
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an element interior bubble). 
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In addition, from the inverse inequalities (47),  
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Next, we let EEE bRw


  ( Eb  is an edge bubble function). 

If  ,  , hTE  using (75), (78), (50) and (51) give  
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From this result and the inverse inequalities (49), give  
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We have also  , .
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Combining (78), (79) and (80), establishes the upper bound in 

the equivalence relation. 

For the lower, we need to use (65): 
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Using (75) and (76) give 
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Now, since v


is zero at the four vertices of  T, a scaling 
argument and the usual trace theorem, see e.g. [15, Lemma 

1.5], shows that v


  satisfies 
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Combining these two inequalities with (82) immediately 
gives the lower bound in the equivalence relation. 

 
Consequence 6.12. For any mixed finite element 

approximation (not necessarily inf-sup stable) defined on 

rectangular grids hT , the residual estimator 
P  satisfies: 

PJ
Ce  

 ,0,

  

              
Note that the constant C in the local lower bound independent 
of the domain. 

VII. NUMERICAL SIMULATION 

In this section some numerical results of calculations with 
mixed finite element Method and ADINA system will be 
presented. Using our solver, we run the flow over an obstacle 
[15] with a number of different model parameters. 

Example: Flow over an obstacle. This is another classical 

problem. The domain is     and is associated with modelling 
flow in a rectangular channel with a square cylindrical 
obstruction. A Poiseuille profile is imposed on the Inflow 

boundary ),11  ;0(  yx and noflow (zero velocity) 

condition is imposed on the obstruction and the top and 
bottom walls.  A Neumann condition is applied at the outflow 
boundary which automatically sets the mean outflow pressure 

to zero.   a disconnected rectangular region 1) (-1,×8) (0,  

generated by deleting the square 1/4). (-1/4, ×9/4) (7/4,   

 

Fig.1. Equally distributed streamline plot associated with a 32×80 square 

grid
01 PQ  approximation and .

500
1  

 
Fig.2. uniform streamline plot computed with ADINA System, associated 

with a 32 × 80 square grid and 
.

500
1    

 
Fig.3. Velocity vectors solution by MFE with a 32 × 80 square grid and 

.
500

1  
 

 
Fig.4. The solution computed with ADINA system. The plots show the 

velocity vectors solution with a 32 × 80 square grid and .
500

1    

 The two solutions are therefore essentially identical. This 
is very good indication that my solver is implemented 
correctly. 

 
Fig.5. Pressure plot for the flow with a 32 × 80 square grid. 
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Fig.6. Estimated error 
TR,  associated with 32 × 80 square grid and

  01 PQ    approximation 

TABLE I.  
TABLE1. The local Poisson problem error estimator Flow over 

an obstacle with Reynolds number Re = 1000. 
  


 hu. estimated velocity divergence error.

 

 

 Grid            

 

    


,0
. hu  

          P  

8 × 20 5.892389e-001 3.210243e+001 

16 × 40 1.101191e-001 6.039434e+000 

32 × 80 3.707139e-002 2.802914e+000 

64 ×160            1.160002e-002 1.484983e+000 

 
TABLE II.  A residual error estimator for Flow over an obstacle with 

Reynolds number Re = 1000.  

Grid            R  

8 × 20           9 ,309704e+00 

16 × 40           1,727278e+000 

32 × 80            8,156479e -001 

64 × 160            4.261901e-001 

VIII. CONCLUSION 

We were interested in this work in the numeric solution for 
two dimensional partial differential equations modelling (or 
arising from) model steady incompressible fluid flow. It 
includes algorithms for discretization by mixed finite element 
methods and a posteriori error estimation of the computed 
solutions. Our results agree with Adina system. 

Numerical results are presented to see the performance of 
the method, and seem to be interesting by comparing them 
with other recent results. 
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Abstract—Developing Countries are gradually transiting from 

cash to an electronic based economy by virtue of cashless policy 

implementation. With this development, cyber criminals and 

hackers who hitherto attacked businesses and individuals across 

the Atlantic now see this development as a new venture for their 

criminal acts and are thus re-directing their energies towards 

exploiting possible loopholes in the electronic payment system in 

order to perpetuate fraud. In this paper, we proposed an 

enhanced approach to detecting phishing attempts and 

preventing unauthorized online banking withdrawal and 

transfer. We employed the use of Semantics Content Analysis, 

Earth Mover Distance and Biometric Authentication with finger 

print to construct a model. We demonstrated the efficacy of the 

implemented model with the experiments conducted, a good and 
considerable result was achieved. 

Keywords—Security; authentication; attack; Cybercrime; 

Identify theft 

I. INTRODUCTION 

The ubiquitous nature and fast pace of the internet growth 
has aided the number of criminal exploits on the cyberspace. 
Criminals targeting user information are able to profit from the 
increased adoption of online services for many day-to-day 
activities, including banking, shopping, and leisure activities. 
Today, the Internet is used for espionage and as a medium to 
commit terrorism and global crimes. 

Cybercrime refer to misconducts in the cyber space as well 
as wrongful use of the internet for criminal purposes. Various 
categories of these crimes include cyber stalking, phishing 
(identity theft), virus attacks, malware attack, the use of 
anonymous proxies to masquerade and sniff information and 
the popular electronic spam mail problem [16]. 

The days of dramatic bank heists have been over for years, 
ambitious criminals are globally embracing cybercrime and 
other fraudulent cyber activities; this is partly due to the wide 
availability of automated software tools, mostly intelligently 
driven being employed by these cyber-criminals. This makes 
them almost deceptive to detection and poses a hard problem 
combating crime on the cyber space. As a matter of fact, the 
newest cyber grenades have fully automated capabilities that 
eliminate the need for hackers to manually transfer funds from 
one account to another.  

This allows the criminals to stay much more hidden than in 
the past. Hackers also now use entire servers that are 
customized to target individual banks and other victims; 
unfortunately, most users being attacked don’t even suspect 
that their account has been compromised until long after their 
money has disappeared [13]. 

Several approaches exist to deceiving unsuspecting users. 
These include the offer to fill out a survey for an online 
banking site with a monetary reward if the user includes 
account information, and email messages claiming to be from a 
reward clubs, asking users to verify credit card information that 
a customer may store on the legitimate site for reservation 
purposes.  

Often included in the message is a URL for the victim to 
use,   which then directs the user to a site to enter their personal 
information. This site is crafted to closely mimic the look and 
feel of the legitimate site. The information is then collected and 
used by the criminals. Over time, these fake emails and web 
sites have evolved to become more technically deceiving to 
casual investigation. 

II. CONSEQUENCES AND TREND OF CYBERCRIME 

According to Internet Crime Complaint Centre Report, 
cybercrime cost a total loss of $485,253,871 in the year 2011. 
On the other hand, the Economic and Financial Crimes 
Commission Report [7][8] ranks Nigeria as third among the top 
ten sources of cyber-crime in the world. It is estimated that 
after the United States with 65 per cent of cyber-criminal 
activities and the United Kingdom with 9.9 per cent, Nigeria is 
the next hub of cyber criminals in the world with 8 percent.  

The growth of online banking further presents enhanced 
opportunities for perpetrators of cyber-crime. Funds can be 
embezzled using wire transfer or account takeover. Criminals 
may submit fraudulent online applications for bank loans; 
disrupt e-commerce by engaging in denial of service attacks, 
and by compromising online banking payment systems [2][27].  

Identity takeover can also affect online banking, as new 
accounts can be taken over by identity thieves, thus raising 
concerns regarding the safety and soundness of financial 
institutions [27]. 
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TABLE I.  TOP 10 COUNTRIES - PERPETRATOR OF CYBERCRIME 

Year 2008 Year 2009 Year 2010 Year 2011 

United 

States 

66.1

% 

United 

States 

65.4

% 

United 

States 

65.9

% 

United 

States 

90.99

% 

United 

Kingdo

m 

10.5

% 

United 

Kingdo

m 

9.9% United 

Kingdom 

10.4

% 

Canada 1.44

% 

Nigeria 7.5% Nigeria 8.0% Nigeria 5.8% United 

Kingdom 

0.97

% 

Canada 3.1% Canada 2.6% China 3.1% Australia 0.66

% 

China 1.6% Malaysi

a 

0.7% Canada 2.4% India 0.50

% 

South 

Africa 

0.7% Ghana 0.7% Malaysia 0.8% Puerto 

Rico 

0.22

% 

Ghana 0.6% South 

Africa 

0.7% Spain 0.8% South 

Africa 

0.22

% 

Spain 0.6% Spain 0.7% Ghana 0.7% France 0.19

% 

Italy 0.5% Camero

on 

0.6% Cameroo

n 

0.6% Germany 0.19

% 

Romania  0.5% Australi

a 

0.5% Australia 0.5% Russian 

Federatio

n 

0.17

% 

Source: Internet Crime Complaint Centre Report [29]. 

In the USA, online fraud has overtaken viruses as the 
greatest source of financial loss [26]. Among on-line fraud 
threats, phishing represents a major threat for financial 
institutions and according to the Anti-Phishing group 
organization, 93.8% of all phishing attacks in 2007 are targeted 
at financial institutions. Also a recent study indicates that 
phishing attacks in the USA alone soared in 2007 to 3.6 
Million victims for a total reported customer loss of USD 3.2 
Billion. During 2011, FBI-related scams were the most 
reported offense with 35, 764 complain with claim of dollars 
losses, followed by identity theft with 28, 915 then  advance 
fee fraud with 27, 892 [29]. 

III. RELATED WORK 

A wide range of phishing detection techniques have been 
proposed and deployed. One of the most used techniques seems 
to be blacklisting. Most of the anti-phishing applications 
available, including those built into mainstream web browsers, 
use blacklists for detecting phishing sites. 

Some other widely available phishing detection techniques 
include whitelisting [4] and heuristics [6][12]. The 
disadvantage of the blacklisting approach is that non 
blacklisted phishing sites are not recognized. The approaches 
are only effective as the quality of the lists.  

In contrast, whitelists manage a list of known-good 
websites. Whitelists are generally divided into global lists 
updated by central servers and personalized lists managed by 
the end users as needed. Due to its inherent usability issues, 
whitelists are currently used only in the preprocessing step, i.e. 
before the heuristics are checked, to reduce false positives. 
Kirda and Krugel [14] have developed a browser extension 
called AntiPhish to maintain trusted websites’ domain names 
and credentials.  

Some of the well-known Anti-phishing tools are 
PWDHASH [3] and SpoofGuard [20]. PWDHASH create 
domain specific passwords that are been rendered useless if 
submitted to another domain [5] .SpoofGuard in contrast looks 
for phishing obfuscated URLs symptoms in web pages and 
raise alerts. 

A. Social Engineering 

Social engineering is the act of tricking computer users into 
performing actions or revealing private and confidential 
information e.g. passwords, email addresses etc, by exploiting 
the natural tendency of a person to trust and/or by exploiting a 
person’s emotional response. Phishing, Scamming, Spamming 
are some techniques used for social Engineering. 

Social engineering schemes use spoofed e-mails purporting 
to be from legitimate businesses and agencies, designed to lead 
consumers to counterfeit websites that trick recipients into 
divulging financial data such as usernames and passwords. 
Technical subterfuge schemes plant crime-ware in form of 
robots or malware agents onto PCs to steal credentials directly, 
often using systems to intercept consumers online account user 
names and passwords and to corrupt local navigational 
infrastructures to misdirect consumers to counterfeit websites 
(or authentic websites through phisher controlled proxies used 
to monitor and intercept consumers’ keystrokes) [22] . 

B. Phishing 

The word "phishing" is used to describe hackers and cyber-
criminals "fishing" the Internet for personal information such 
as credit card numbers, bank account information and 
passwords.  

Phishing is a criminal mechanism employing both social 
engineering and technical subterfuge to steal consumers’ 
personal identity data and financial account credentials [22]. 
The idea behind the term is that if they send out enough fake 
emails, some receivers will surely "take the bait."  
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The Anti-Phishing Working Group estimates that the 
volume of phishing e-mail is growing at a rate of over 30%, 
month after month [30]. Furthermore, the attacks are becoming 
more sophisticated as attackers leverage vulnerabilities in client 
software (mail user agents and web browsers) as well as design 
vulnerabilities in targeted website applications [30].  

In February 2010, some attackers craftily cloned the 
(Central Bank of Nigeria) CBN site, they periodically send 
email to bank customers requesting them to update their 
records with the CBN for a new exercise being carried out to 
create a database of all the commercial banks’ customers in 
Nigeria, the victims allegedly, were to submit their various 
account numbers and ATM pins before a deadline date. 
Victims who clicked on the link in the email were taken to a 
clone of the CBN’s site, thereby posing as the legal CBN site 
[21].   

Most phishing occurs on hacked or compromised Web 
servers. The United States continued to be the top country 
hosting phishing sites during the first quarter of 2012. 

TABLE II.  TOP 10 COUNTRIES – HOSTING PHISHING SITE. 

Source: Phishing Activity Trend Report [22]. 

The number of unique phishing sites detected in February, 
2012 was 56, 859 by Anti-Phishing Work Group, which was an 
all-time high. The February figure eclipsed the previous highest 
record which was in August, 2009 by 1 percent [22]. 

 

Source: Phishing Activity Trend Report [22]. 

C. Spoofing Attacks 

Spoofing is a broad term used to describe website, email or 
even caller ID entry made to trick a victim into thinking it is 
something other than what it really is. It is a method of 
attacking a network in order to gain unauthorized access. In a 
spoofing attack, the intruder sends a message to a computer 
indicating the message has come from a trusted system. To be 
successful, the intruder first determine the IP address of a 
trusted system and then modify the packet headers so that it 
appears that the packets are coming from the trusted system. 

In essence, the attacker is fooling (spoofing) the distant 
computer into believing that they are legitimate members of 
the network. The goal of the attack is to establish a connection 
that will allow the attacker to gain root access to the host, 
allowing the creation of a backdoor entry path into the target 
system [10]. There are mainly four types of spoofing attacks. 
They are: IP Address spoofing, ARP poisoning, WEB 
spoofing, DNS spoofing.  

D. Spoofing in Phishing 

Hackers using phishing tactics to acquire victims’ personal 
information often use spoofing in an effort to convince such 
victims to give up their sensitive information. For instance, to 
get peoples’ bank account information, they send you email 
seemingly originating from their bank, include the banks logos 
and a spoofed "From" line to reflect a false sender. The email 
often contains a link to a spoof of such banks’ website. The 
phishers aim is to use it to give the victims a false sense of 
security and not to give viruses or other harmful files. By 
tricking their victims into thinking they are on their bank's 
website, they can easily give up more information. The mail 
below shows a crafted mail of a particular bank, requesting 
customers to click on the link and providing vital information 
pertaining to their account information. 

All customers who entered their details on the fraudulent 
pop-up were compromised. One must note that the targeted 
unsolicited email was directed to random email users who may 
not be Internet registered users. Hence there is a potential risk 
to non-Internet Banking users, who inevitably entered their 
ATM card (Master card / Verve card) and pin number, as 
instructed by the attacker. 

January       February            March 

USA 68.92% USA 70.86% USA 66.20% 

Canada 11.20% Romania 3.25% Germany 3.04% 

Egypt 4.32% Germany 2.66% B. Virgin II 2.63% 

Germany 1.85% UK 2.62% Brazil 2.54% 

France 1.35% Russia 1.78% Egypt 1.98% 

Israel 1.29% France 1.73% UK 1.91% 

Netherlands 1.19% Canada 1.66% Netherlands 1.84% 

Russia 0.68% Netherlands 1.51% Canada 1.83% 

UK 0.68% Brazil 1.35% Turkey 1.54% 

Turkey 0.63% Australia 1.01% France 1.51% 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 4, No. 3, 2013 

159 | P a g e  
www.ijacsa.thesai.org 

 

 

 

Fig.2. Screenshot of e-mail allegedly to be from GTBank adminstrator 

 

Fig.1. Spoofing Attack 
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Fig.3. Screenshot of Scam pop up purportedly to be from GTBank website 

E. Strategies employed by Phishers 

Web Page Obfuscation: To prevent detection from HTML 
based phishing detector, Phishers employ the use of visual – 
based content such as images and flash in web site. They also 
use downloaded web page from real web site to make the 
phishing web page appear and react exactly the same as the real 
one. 

Web link Obfuscation: This can be carried out in three 
ways. The first is by using an actual link different from the 
visible link. Secondly, by using cousin domain names (e.g. 
replacing certain characters in the target URL with similar 
characters) [9], thirdly, by adding a suffix to a domain name 
and redirecting the link to the phishing web pages[1]. 

F. Challenges with exisitng System 

1) Phishers duplicate the content of the target site by 

using automated tools to download web pages and then use the 

downloaded web page to achieve main attack on their victim.   

2) System that use password authentication fail the 

requirement for strong authentication, as password can be 

captured and replayed. Yingjie [28] demonstrated how 

PWDHASH can be faked.  

3) Blacklisting approaches [25], only provide a partial 

solution with partial list of global phishing websites, and are 

not completely effective against new phishing websites.  

To make the matters worse, the majority of the phishing 

websites are short-lived (e.g. lasting hours) and hundreds 

of new ones appear every day[19], making it difficult to 

update and check against the central databases [12]. 

IV. METHODOLOGY 

This paper employs both primary and secondary research 
technique of data collection and analysis. This involves the 
distribution of questionnaire, interview, collection and review 
of relevant documentation on the evolution of Cybercrime. 
Data exploited includes; published reports; conference papers; 
newspaper articles and other media coverage; information 
accessed through the internet and official records from 
government agencies.  

We proposed a model where by online financial transaction 
can be secured using a multi-agent system involving biometrics 
application and an anti-phishing model. We then proceed to 
present our findings, impediments, and discuss the measures 
that can be employed by banks to combat Phishing.  

In essence, this paper proposes an enhanced approach to 
detecting phishing web pages and preventing unauthorized 
online banking withdrawal and transfer. We employed the use 
of semantics content analysis, earth Mover distance [11] and 
Biometric authentication[32]. 
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Fig.4. Design Architecture 

1) Semantic Content Analysis: Here, sentences from web 

pages are broken down into small pieces called Token, a finite 

state automata was used to recognize each regular expression. 

The semantic analyzer converts all token to upper case letter, 

which are indexed according to web page and stored in a word 

repository. The token storage and retrieval scheme can be 

represented with a 4-tuple as follows: 
<Wp , Cr , qe ,  qf> 

Where, 

Wp = set of all words in web pages 

Cr = a classifier that Index words in repository 

qe = query matching evaluation function 

qf = feedback function 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2) Biometric Authentication:Most popular anti-phishing 

methods include authentication, which includes email 

authentication, web page authentication, email filtering and 

web page filtering, all this listed authentication methods can 

be intruded by illegitimate professional programmers. We 

propose the use of finger print authentication [33][34][35][36] 

mechanism on web pages carrying sensitive information such 

as credit card information and Personal Information Number- 

PIN, etc; this is to replace single password verification and 

impersonation on internet transaction. Online transaction 

entries are accepted if both the PIN and the fingerprint of the 

user match with the Account holder. These basic information’s 

are encrypted as they are captured. We adopted the use of 

biometrics characteristics because they contains physiological 

characteristics of individuals, are distinctive, cannot be 

forgotten or lost, and the person to be authenticated needs to 

be physically present at the point of the identification. 
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3) Earth Mover Distance (EMD):Internet user fall victim 

of phishing because phishing site has high similarities with 

original web pages. We adopted [1], EMD Visual Similarity 

Assessment. The Earth Mover distance was used to assess and 

calculate the distance between set of features and their 

respective weight with a bare minimum total price tag. The 

assessment was carried out on the graphic point of a computer 

screen. Web pages were converted to images and the 

coordinate feature and color of the image was used to 

represent the signature distances. The suspected web page and 

original web page retrieved from its respective URL will be 

converted to image and compared. 
The EMD is represented as:   

 

Where: 

P = Producer 

C = Customer  

w = respective weight 

F = flow matrix, indicating the amount of product to be 

moved from one producer to consumer. F =       where 1 ≤ i ≤ 

m and I ≤ j ≤ n. 

n and m= number of customers and producers respectively 

D= distance of each pair in distance matrix (Producer and 

Consumer). D =       where 1 ≤ i ≤ m and I ≤ j ≤ n. 

V. EXPERIMENTAL SETUP AND RESULT 

The study sample consisted of some commercial banks in 
Nigeria. Data was collected to know the level of phishing and 
other online financial fraud each of the bank experience. 
Statistical Package for Social Sciences (SPSS) was used as the 
statistical analysis tool while descriptive statistics were 
computed and used in the interpretation of findings. A total of 
fifty (50) questionnaires were randomly administered to IT 
personnel from different bank. Thirty-nine (39) were returned, 
which represents 78.00% of the total respondents or 
participants. 

We randomized and attached some set of scores to each of 
the question raised in the questionnaire distributed in order to 
rank and determine the susceptibility of each bank, their level 
of awareness and steps already being put in place to stop the 
problems encountered.  We observed that based on the returned 
questionnaire, attacks based on internet/online banking 
(42%)fraud takes the lead, followed by email scam (34%) and 
finally identity fraud (13%) also leading to online banking 
fraud while the other salient questions such as illegal ATM 
withdraw etc. takes the remaining space. We were actually 

concerned about the three most ranked attacks which are 
ostentatiously being perpetrated online. 

The proposed model works like this, when the browser 
which have the system installed as a plugin was used to open 
the web pages, it triggers off the semantic analyzer which 
parsed the contents of the pages, if the semantic analyzer 
detects any broken link as a form of spoofed link based on 
some coded rules, it notifies the similarity distance calculator. 
The similarity distance calculator have access to the web pages 
that were used to train the system, it measures, ranks and index 
each pages based on rules allotted to it. The similarity 
calculator then index and rank the webpage supplied by the 
semantic analyzer earlier and compares it to the ranks of web 
pages in the database and which were used to train the 
similarity calculator. If a match exists in a region based on a 
particular threshold which is a set of allowable distance 
between the web pages being compared, the system index the 
page as genuine and triggers the authentication module which 
accepts the biometrics feature of the user and allows any 
financial transaction else if the distance exceeds the region of 
the thresholds, the similarity calculator indexed this page as a 
fake webpage and the authentication module remains calm. 

We implemented our model as a system to monitor and 
safeguard online financial transaction. To test the efficacy of 
the system, we collected twenty-three sensitive web pages over 
the course of 8 months, these web pages were used in testing 
the efficacy of the model presented. The system developed was 
integrated into the browser as a plugin. Demo web pages 
mimicking each of the collected web pages and containing a 
spoofed link to a compromised site were also developed. We 
also had a demo database which contains some stored 
customers’ details such as their fingerprint, personal ID and 
some other data. We made an attempt of redirecting the user 
from the mimic or the fake website to a site totally in our 
control and where acting as attackers, we could actually siphon 
information from unsuspecting users.  

For the experiment as explained earlier, 23 sample web 
pages majorly dealing with online financial transactions were 
collected over the course of 8 months, our system was trained 
by these sample web pages. We designed some 17 web pages 
that are identical to the collected web pages albeit with spoofed 
links to another compromised site. The goal is to re-direct the 
user to a compromised website which should be in control of 
the attacker. It should be noted that also acting as the user, we 
used a browser which contains the system we developed as 
plugin. For the experiment conducted,20 web pages containing 
17 fake pages and 3 original web pages included in the training 
pages were used to test the system while the whole of the 
initially collected 23 sample pages were used to train the 
system. Of the 20 test pages, 16 of the test web pages were 
suspected to have contained spoofed links when analyzed by 
the semantic analyzer and the similarity distance calculator. 
This represents a total of 80.00% accuracy. These pages were 
totally blacklisted by the system and when re-enrolled the user 
was automatically denied access through the page. We 
conducted another experiment in order to discover why one of 
the fake web pages was left undetected, for this experiment, we 
included another 7 sample web pages from the similarity 
calculator’s database i.e. pages among those earlier used to 
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train the system and included the one that our system was not 
able to identify earlier, the total test pages thus used was 8 web 
pages. We used the earlier sample web pages used to train the 
system again. The result returned was however surprising, 1 of 
the web pages was returned by the system to contain a spoofed 
link, even though the webpage is genuine and actually part of 
the pages used in the system training. This shows a roughly 
12.5% false positive rate. If we deduct this false positive from 
the initial true positive accuracy obtained earlier, we get 67.5% 
which we can use as a baseline accuracy rate for now.  This 
anomalous behavior though unacceptable is still unclear to us 
i.e. we don’t know why the system was not able to detect one 
fake page and why it detected one genuine page as 
compromised.  We believe this should prompt another research 
in constructing a more robust system and will form the baseline 
of our future works where the rules employed by the semantic 
analyzer and the similarity calculator will be significantly 
altered. 

The biometric authentication aspects come in when pages 
are certified to be okay by the system, we believe it will ensure 
trustworthiness and security since users will be authenticated 
by features unique to them and not what they possess like 
passwords which are still the de-facto approach. This we 
believe will definitely strengthen financial transactions on the 
internet. 

The table below shows the results obtained.  

TABLE III.   

Web pages True Positive 
% 

True Negative 
% 

With our 
model 

80 20 

Without our 
model 

8 92 

CONCLUSION 

Unfortunately, all the existing solutions proposed to 
mitigate phishing attacks have their weakness. The increasing 
rate of novel security challenges in an online banking 
transaction calls for an unvarying fresh technique that mitigates 
such challenges. In this paper, we presented a novel technique 
that replaces the single password verification, web page 
obfuscation, web link obfuscation using biometric 
authentication, semantic content analysis and Earth mover 
distance which was incorporated into browsers as plug-in. The 
performance of our model shows a considerable improvement 
to existing systems and clearly opens up a new frontier of 
research space to be explored in the future. Presently, the 
proposed system achieved 80% accuracy which is 
commendable. The experimental result shows that the system 
effectively strengthens the numerous phishing (identity theft) 
security challenges on the World Wide Web. 
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Abstract—According to the traditional viewpoint of Data 

mining, transactions are accumulated over a long period of time 

(in years) in order to find out the frequent patterns associated 

with a given threshold of support, and then they are applied to 

practice of business as important experience for the next business 

processes. From the point of view, many algorithms have been 

proposed to exploit frequent patterns. However, the huge number 

of transactions accumulated for a long time and having to handle 

all the transactions at once are still challenges for the existing 

algorithms. In addition, today, new characteristics of the business 

market and the regular changes of business database with too 

large frequency of added-deleted-altered operations are 

demanding a new algorithm mining frequent patterns to meet the 

above challenges. This article proposes a new perspective in the 

field of mining frequent patterns: accumulating frequent patterns 

along with a mathematical model and algorithms to solve existing 
challenges. 

Keywords—accumulating frequent patterns; data mining; 

frequent pattern; horizontal parallelization; representative set; 

vertical parallelization 

I. INTRODUCTION 

Frequent pattern mining is a basic problem in data mining 
and knowledge discovery. Frequent patterns are set of items 
which occur in dataset more than user specified number of 
times. Identifying frequent patterns will play an essential role 
in mining associations, correlations, and many other interesting 
relationships among data (Prakash et. al. 2011). Recently, 
frequent pattern has been studied and applied into many areas 
such as: text categorization (Yuan et. al. 2013), text mining 
(Kim et. al. 2012), social network (Nancy and Ramani 2012), 
frequent subgraph (Wang and Ramon 2012) … Various 
techniques have been proposed to improve the performance of 
frequent pattern mining algorithms. In general, methods of 
finding frequent patterns may fall into 3 main categories: 
Candidate Generation Methods, Without Candidate Generation 
Methods and Parallel Methods. 

The common rule of Candidate Generation Methods is 
probing dataset many times to generate good candidates which 
can be used as frequent patterns of dataset. Apriori algorithm, 
proposed by Agrawal and Srikant in 1995 (Prasad and 
Ramakrishna 2011), is a typical technique in this approach. 
Recently, many researches focus on Apriori and improve this 
algorithm to reduce the complexity and increase the efficiency 
of finding frequent patterns. Partitioning technique (Prasad and 
Ramakrishna 2011), pattern based algorithms and incremental 
Apriori based algorithms (Sharma and Garg 2011) can be 

viewed as the Candidate Generation Methods. Many 
improvements of Apriori were presented. An efficient 
improved Apriori algorithm for mining association rules using 
Logical Table based approach was proposed (Malpani and Pal 
2012). Another group focuses on map/reduce design and 
implementation of Apriori algorithm for structured data 
analysis (Koundinya et. al. 2012) while some researchers 
proposed an improved algorithm for mining frequent patterns 
in large datasets using transposition of the database with minor 
modification of the Apriori-like algorithm (Gunaseelan and 
Uma 2012). The custom-built Apriori algorithm (Rawat and 
Rajamani 2010), and the modified Apriori algorithm 
(Raghunathan and Murugesan 2010) were introduced but the 
time consuming has been still a big obstacle. Reduced 
Candidate Set (RCS) is an algorithm which is more efficiency 
than original Apriori algorithm (Bahel and Dule 2010). Record 
Filter Approach is a method which takes less time than Apriori 
(Goswami et. al. 2010). In addition, Sumathi et. al. 2012 also 
proposed the algorithm taking vertical tidset representation of 
the database and removes all the non-maximal frequent item-
sets to get exact set of Maximal Frequent Itemset directly. 
Besides, a method was introduced by Utmal et. al. 2012. This 
method firstly finds frequent 1_itemset and then uses the heap 
tree to sort frequent patterns generated, and so repeatedly. 
Although Apriori and its developments are proved the 
effectiveness, many scientists still focus on the other heuristic 
algorithms and try to find better algorithms. Genetic algorithms 
(Prakash et. al. 2011), Dynamic Function (Joshi et. al. 2010) 
and depth-first search were studied and applied successfully in 
reality. Besides, a study presented a new technique using a 
classifier which can predict the fastest ARM (Association Rule 
Mining) algorithm with a high degree of accuracy (Sadat et. al. 
2011). Another approach was also based on Apriori algorithm 
but provides better reduction in time because of the prior 
separation in the data (Khare and Gupta 2012). 

Apriori and Apriori-like algorithms sometimes create large 
number of candidate sets. It is hard to pass the database and 
compare the candidates. Without Candidate Generation is 
another approach which determines complete set of frequent 
item sets without candidate generation, based on divide and 
conquer technique. Interesting patterns, Constraint-based 
mining are typical methods which were all introduced recently 
(Prasad and Ramakrishna 2011). FP-Tree, FP-Growth and their 
developments (Aggarwal et. al. 2009) – (Kiran and Reddy 
2011) – (Deypir and Sadreddini 2011) – (Xiaoyun et. al. 2009) 
– (Duraiswamy and Jayanthi 2011) introduced a prefix tree 
structure which can be used to find out frequent patterns in 
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datasets. In other hand, researchers studied a transaction 
reduction technique with FP-tree based bottom up approach for 
mining cross-level pattern (Jayanthi and Duraiswamy 2012), 
and construction of FP-tree using Huffman Coding (Patro et. al. 
2012). H-mine is a pattern mining algorithm which is used to 
discover features of products from reviews (Prasad and 
Ramakrishna 2011) – (Ghorashi et. al. 2012). Besides that, a 
novel tree structure called FPU-tree was proposed which is 
efficient than available trees for storing data streams (Baskar et. 
al. 2012). Another study tried to find improved association to 
show that which item set is most acceptable association with 
others (Saxena and Satsangi 2012). Q-FP tree was introduced 
as a way to mine data streams for association rule mining 
(Sharma and Jain 2012). 

Applying parallel technique to solve high complexity 
problems is an interesting field. In recent years, several 
parallel, distributed extensions of serial algorithms for frequent 
pattern discovery have been proposed. A study presented a 
distributed, parallel algorithm, which makes feasible the 
application of SPADA to large data sets (Appice et. al. 2011) 
while another group introduced HPFP-Miner algorithm, based 
on FP-Tree algorithm, to integrate parallelism into finding the 
frequent patterns (Xiaoyun et. al. 2009).  

A method for finding the frequent occurrence patterns and 
the frequent occurrence time-series change patterns from the 
observational data of the weather-monitor satellite applied 
successfully parallel method to solve the problem of calculation 
cost (Niimi et. al. 2010). PFunc, a novel task parallel library 
whose customizable task scheduling and task priorities 
facilitated the implementation of clustered scheduling policy, 
was presented and proved its efficiency (Kambadur et. al. 
2012). Another method is partitioning for finding frequent 
pattern from huge database. It is based on key based division 
for finding the local frequent pattern (LFP). After finding the 
partition frequent pattern from the subdivided local database, it 
then find the global frequent pattern from the local database 
and perform the pruning from the whole database (Gupta and 
Satsangi 2012). 

Fuzzy frequent pattern mining has been also a new 
approach recently (Picado-Muiño et. al. 2012). 

Although there are significant improvement in finding 
frequent patterns recently, working with the varying database is 
still a big challenge. Especially, it need not scan again the 
whole database whenever having need of adding a new element 
or deleting/modifying an element. Besides, a number of 
algorithms are effective, but their basis of mathematics and 
way of installation are complex. In addition, it is the limit of 
computer memory. Hence, combining how to store the data 
mining context most effectively with costing the memory least 
and how to store frequent patterns is also not a small challenge. 
Finally, ability of dividing data into several parts for parallel 
processing is also concerned. 

Furthermore, characteristics of the medium and small 
market also produce challenges need to be solved: 

 Most enterprises have medium and small scale, such as: 
interior decoration, catering business, computer 
training, foreign language traning, motor business, and 

so on. The number of categories of goods which they 
trade in is about 200 to 1000. Cases up to 1000 items, it 
is usually the supermarkets with diverse categories such 
as food, appliances, makeup, homemaker, … 

 The purchasing invoices have the same general 
principle is that the number of categories sold is about 
20 (the invoice form is in accordance with the 
government) 

 The fact that the laws indicating a shopping tendency of 
the market in the best way are drawn from the number 
of invoices having accumulated time from 6 months to 
1 year before. Because the current market needs and 
design, utility, function of goods change rapidly and 
continuously, so it can not use the laws of the previous 
years to apply to the current time. 

 Market trends in different areas are different. 

 Businesses need to regularly change the minimum 
support threshold in order to find acceptable laws based 
on the number of buyers. 

 Due to the specific management of enterprises, the 
operations such as adding, deleting, editing frequently 
impact on database. 

 The need of accumulating the results immediately after 
each operation on the invoice to be able to refer to the 
laws at any time. 

In this article, a mathematical space will be introduced with 
some new related concepts and propositions to design new 
algorithms which are expected to solve remain issues in finding 
frequent patterns. 

II. MATHEMATICAL MODEL 

Definition 1: Given 2 bit chains with the same length: a = 
a1a2…am, b = b1b2…bm. a is said to cover b or b is covered by a 

– denoted a  b – if pos(b)  pos(a) where pos(s) = {i  si = 1} 

Definition 2: 

+ Let u be a bit chain, k is a non-negative integer, we say 
[u; k] is a pattern. 

+ Let S be the set of size-m bit chains (chains with the 
length of m), u is a size-m bit chain. If there are k chains in S 
cover u, we say: u is a form of S with frequency k; and [u; k] is 

a pattern of S – denoted [u; k]S 

For instance: S = {1110, 0111, 0110, 0010, 0101} and u = 

0110. We say u is a form with frequency 2 in S, so [0110; 2]S 

+ A pattern [u; k] of S is called maximal pattern – denoted 

[u; k]maxS – if and only if it doesn’t exist k’ such that [u; 

k’]maxS and k’ > k. With the above instance, [0110; 3]maxS 

Definition 3: P is representative set of S when P = {[u; 

p]maxS  ∄[v; q]maxS : (v  u and q > p)}. Each element in P is 
called a representative pattern of S 

Proposition 1: Let S be a set of size-m bit chains with 
representative set P, then two arbitrary elements in P do not 
coincide with each other. 
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Maximal Rectangle: If we present the set S in the form of 
matrix with each row being an element in S, intuitively, we can 
see that each element [u; k] of the representative set P forms a 
maximal rectangle with maximal height of k. 

For instance, given S = {1110, 0111, 1110, 0111, 0011}, 
the representative set of S: P = {[1110; 2], [0110; 4], [0010; 5], 
[0111; 2], [0011; 3]}. 

A 5x4 matrix: and [0110; 4]: 

1 1 1 0  1 1 1 0 

0 1 1 1  0 1 1 1 

1 1 1 0  1 1 1 0 

0 1 1 1  0 1 1 1 

0 0 1 1  0 0 1 1 

Fig.1. A 5x4 matrix for [0110; 4]. 

Figure 1 shows a maximal rectangle with boldface 1s and a 
maximal height of 4 corresponding to the pattern [0110; 4]. 
Other maximal rectangles formed by elements of P are: 

[1110; 2]:  [0010; 5]:  [0111; 2]:  [0011; 3]: 

1 1 1 0  1 1 1 0  1 1 1 0  1 1 1 0 

0 1 1 1  0 1 1 1  0 1 1 1  0 1 1 1 

1 1 1 0  1 1 1 0  1 1 1 0  1 1 1 0 

0 1 1 1  0 1 1 1  0 1 1 1  0 1 1 1 
0 0 1 1  0 0 1 1  0 0 1 1  0 0 1 1 

Fig.2.  Matrices for [1110; 2], [0010; 5], [1110; 2] and [0011; 3]. 

Definition 4 (Binary relations): 

+ Two size-m bit chains a and b is said to be equal – 

denoted a = b – if and only if ai = bi i  {1, … , m}, 

otherwise a  b 

+ Given 2 patterns [u1; p1] and [u2; p2]. [u1; p1] is said to be 

contained in [u2; p2] – denoted [u1; p1]  [u2; p2] – if and only if 

u1 = u2 and p1  p2, otherwise [u1; p1]  [u2; p2] 

+ Given 2 size-m bit chains a and b. A size-m bit chain z is 

called minimum chain of a and b – denoted z = a  b – if and 

only if zk = min(ak, bk) k  {1, … , m} 

+ Minimum pattern of 2 patterns [u1; p1] and [u2; p2] is a 

pattern [u’; p’] – denoted [u’; p’] = [u1; p1]  [u2; p2] – where u’ 

= u1  u2 and p’ = p1 + p2 

III. PRACTICAL ISSUE 

A. Presenting the Problem 

We have a set of transactions and the goal is to produce the 
frequent patterns according to a specific bias called min 
support. 

We can present the set of transactions as a set S of bit 
chains. For a chain in S, the ith bit is set to 1 when the ith item is 
chosen and otherwise. The representative set P of S is the set of 
all patterns in S with maximal occurrence time. 

We can calculate the frequent patterns easily according to 
P. 

So, the problem is transferred to rebuilding the 
representative set P whenever S is modified (add, delete or alter 
elements). 

B. Adding a New Transaction 

We just simply use the above algorithm to rebuild the 
representative set P when a new transaction is added. 

Algorithm for rebuilding the representative set when 
adding a new element to S: Let S be a set of n size-m bit 
chains with representative set P. In this section, we consider the 
algorithm for rebuilding the representative set when a new 
chain is added to S. 

ALGORITHM NewRepresentative (P, z) 

// Finding new representative set for S when one chain is 

added to S. 

// Input: P is the representative set of S, 

              z is a chain added to S. 

// Output: The new representative set P of S  {z}. 

1.  M =  // M: set of new elements of P 
2.  flag1 = 0 

3.  flag2 = 0 

4.  for each x  P do 

5.    q = x  [z; 1] 

6.    if q ≠ 0 // q is not a chain with all bits 0 

7.      if x  q then P = P \ x 

8.      if [z; 1]  q then flag1 = 1 

9.      for each y  M do 

10.       if y  q then 

11.         M = M \ y 

12.         break for 

13.       endif 

14.       if q  y then 
15.         flag2 = 1 

16.         break for 

17.       endif 

18.     endfor 

19.   else 

20.     flag2 = 1 

21.   endif 

22.   if flag2 = 0 then M = M  q 
23.   flag2 = 0 

24. endfor 

25. if flag1 = 0 then P = P  [z; 1] 

26. P = P  M 
27. return P 

The complexity of the algorithm: 

The complexity of NewRepresentative algorithm is nm22m, 
where n is the number of transactions and m is the number of 
items. (Of course, if we are more careful, we may get a better 
estimate, however the above estimate is linear in n, and this is 
the most important thing). 
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Proof: Let P be the representative set before adding z, and 
let Q the new representative set after adding z. Let |P| be the 
cardinal of P (i.e. the number of elements of P). 

The key observation is that |P| ≤ 2m. This is because we can 
not have two elements [z; p] and [z'; p'] in P such that z = z' and 
p ≠ p'. Therefore, the number of elements of P will always less 
than or equal to the number of chains of m bits, the latter is 2m. 

Fixed an x in P. 

In line 5, the complexity will be m. 

In line 7, the complexity will be m again. 

In line 8, the complexity is m again. 

In lines 9-13, the cardinal |M| is at most |P|, since from the 
definition of M on line 22 the worst case is when we add every 

thing of the form q = x  [z; 1] into M, here x runs all over P, 
and in this case |M| = |P|. Hence the complexity of these lines 
9-13 is less than or equal to |P|. 

Lines 18-24 the complexity is at most m. 

Hence when we let x vary in P (but fix a transaction z), we 
see that the total complexity for lines 5-24 is about m|P|2 ≤ 
m22m. 

If we vary the transactions z (whose number is n), we see 
that the complexity for the whole algorithm is nm22m. 

Theorem 1: 

Let S be a set of size-m bit chains and P be representative 

set of S. For [u; p], [v; q] P and z  S, let [u; p]  [z; 1] = [t; 

p+1], [v; q]  [z; 1] = [d; q+1]. Only one of the following cases 
must be satisfied: 

  i. [u; p]  [t; p+1] and [u; p]  [d; q+1], t = d 

 ii. [u; p]  [t; p+1] and [u; p]  [d; q+1], t ≠ d 

iii. [u; p]  [t; p+1] and [u; p]  [d; q+1]. 

Proof: From Proposition 1, obviously u ≠ v. The theorem is 
proved if the following claim is true: Let 

(a): u = t , u = d , and t = d; 

(b): u = t , u ≠ d , and t ≠ d; 

(c): u ≠ t and u ≠ d, 

only one of the above statements is correct. 

By the method of induction on the number m of entries of 
chain, in the first step, we show that the claim is correct if u 
and v differ at only one kth entry. 

Without loss of generality, we assume that uk = 0 and vk = 
1. The following cases must be true: 

- Case 1: zk = 0; Then min(uk, zk) = min(vk, zk) = 0, hence 

t = u  z = (u1, u2, ... , 0, ... , um)  (z1, z2, ... , 0, ... , zm) = (x1, 
x2, ... , 0, ... , xm), xi = min(ui, zi), for i = 1, … , m, i ≠ k; 

d = v  z = (v1, v2, … , 1, … , vm)  (z1, z2, … , 0, … , zm) = 
(y1, y2, … , 0, … , ym), yi = min(vi, zi), for i = 1, ... , m, i ≠ k. 

From the assumption ui = vi when i ≠ k thus xi = yi, so t = d. 
Hence, if u = t then u = d and (a) is correct. On the other hand, 
if u ≠ t then u ≠ d, therefore (c) is correct. 

- Case 2: zk = 1; We have min(uk, zk) = 0, min(vk, zk) = 1 and 

t = u  z = (u1, u2, … , 0, … , um)  (z1, z2, … , 1, … , zm) = (x1, 
x2, … , 0, … , xm), xi = min(ui, zi), for i = 1, … , m, i ≠ k; 

d = v  z = (v1, v2, ... , 1, … , vm)  (z1, z2, … , 1, … , zm) = 
(y1, y2, … , 1, … , ym), yi = min(vi, zi), for i = 1, … , m, i ≠ k. 

So, t ≠ d. If u = t then u ≠ d, thus the statement (b) is 
correct. 

In summary, the above claim is true for any u and v of S 
that differ only at one entry. 

By induction in the second step, it is assumed that the claim 
is true if u and v differ at r entries, and only one of the three 
statements (a), (b) or (c) is true. 

Without loss of generality, we assume that the first r entries 
of u and v are different, and they differ at (r + 1)-th entries. 
Applying the same method in the first step where r = 1 to this 
instance, it is obtained 

True statements 
when u ≠ v, and 

their first r entries 

are different: 

True statements 
when u ≠ v, and 

their first r + 1 

entries are 

different:  

True statements 
when combining 

the two 

possibilities: 

(a) (a) (a) 

(a) (b) (b) 

(a) (c) (c) 

(b) (a) (b) 

(b) (b) (b) 

(b) (c) (c) 

(c) (a) (c) 

(c) (b) (c) 

(c) (c) (c) 

Fig.3. Cases in comparison. 

Therefore, if u and v are different at r + 1 entries, only one 
of the (a), (b), (c) statements is correct. The above claim is true, 
and Theorem 1 is proved. 

Theorem 2: 

Let S be a set of n size-m bit chains. The representative set 
of S is determined by applying NewRepresentative algorithm to 
each of n elements of S in turn. 

Proof: We prove the theorem by induction on the number n 
of elements of S. 

Firstly, when applying the above algorithm to the set S of 
only one element, this element is added into P and then P with 
that only element is the representative set of S. Thus, theorem 2 
is proved in the case of n = 1. 

Next, assume that whenever S has n elements, the above 
algorithm can be applied to S to obtain a representative set P0. 
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Now we prove that when S has n + 1 elements then the 
above algorithm can be applied to yield a representative P for 
S. We assume that S is the union of a set S0 of n elements and 
an element z, and that we already had a representative set P0 for 
S0. Each element of P0 allows forming a maximal rectangle 
from S0, and we call p the number of elements of P0. 

The fifth statement in the NewRepresentative algorithm 

shows that the operator  can be applied to z and p elements of 
P0 to produce p new elements belonging to P. This means z 
“scans” all elements in the set P0 to find out new rectangle 
forms when adding z into S0. Consequently, three groups of 2p 
+ 1 elements in total are created from the sets P0, P, and z. 

To remove redundant rectangles, we have to check whether 
each element of P0 is contained by elements of P or not, 
whether elements of P contain other one another, and whether z 
is contained by an element in P. 

Let x be an element of P0 and consider the form x  [z; 1]. 
There are two cases: if the form of z covers the one of x then x 
is a new form; or if the form of x covers the one of z then z is a 
new form. In either case, the frequency of the new form is 
always one unit greater than frequency of the original. 

According to Theorem 1, with x  P0, if some pattern w 
contains x then w must be a new element which belongs to P, 

and that new element is q = x  [z; 1]. To check whether x is 
contained by elements belonging to P, we need only to check 
that whether x is contained by q or not. If x is contained by q, it 
must be removed from the representative set (line 7). 

In summary, first, the algorithm checks whether elements 
belonging to P0 is contained by elements belonging to P. Then, 
the algorithm checks whether elements of P contain one 
another (from line 9 to line 18), and whether [z; 1] is contained 
by elements belonging to P or not (line 8). 

Finally, the above NewRepresentative algorithm can be 
used to find new representative set when adding new elements 
to S. 

C. Deleting a Transaction 

Definition 5: Let S be a set of bit chains and P received by 
applying the algorithm NewRepresentative to S be the 

representative set of S. Given [p; k]  P, and s1, s2, … , sr  S 

are r (r  k) chains participating in taking shape p, i.e., these 
chains participate in creating a rectangle with the form p in S, 
denoted p_crd: s1, s2, … , sr, otherwise, p_crd: !s1, !s2, … , !sr 

For example, with Figure 1, the chains 1110 and 0111 are 2 
in 4 chains participating in creating [0110; 4]. Let s1 = 1110, s2 
= 0111 and p = 0110, we have p_crd = s1, s2. Besides, the chain 
s3 = 0011 does not participate in creating [0110; 4], so p_crd = 
!s3 

Theorem 3: 

Let S be a set of bit chains and P received by applying the 
algorithm NewRepresentative to S be the representative set of 

S. With an arbitrary s  S, we have: 

[p; k]  P  p_crd: s, s  p and [p’; k’]  P  p’_crd: !s, s 
! p’ 

Proof: Suppose to the contradiction that Theorem 3 is 
wrong. It has 2 cases: 

(1) [p; k]  P  p_crd: s, s ! p or  

(2) [p’; k’]  P  p’_crd: !s, s  p’ 

With (1), we have s ! p. According to the algorithm 
NewRepresentative, s can not participate in creating p, p_crd: 
!s, hence (1) is wrong. 

With (2), we have s  p’. According to the algorithm 
NewRepresentative, s have to participate in creating p’, p’_crd: 
s, hence (2) is wrong. 

To sum up, Theorem 3 is right. 

When having Theorem 3, modifying the representative set 
after a transaction was deleted is rather simple. We just use the 
chain/transaction deleted to scan all elements of the 
representative set and reduce their frequency by 1 unit if they 
are covered by this chain. The example for this situation will be 
showed in the section III.E Now the algorithm 
NewRepresentative_Delete are generated: 

ALGORITHM NewRepresentative_Delete (P, 

z) 

// Finding new representative for S when one chain is 

removed from S. 
// Input: P is the representative set of S, 

              z is a chain removed from S.  

// Output: The new representative set P of S \ {z} 

1. For each x  P do 

2.   if z  x.Form then  

3.     x.Frequency  x.Frequency – 1 

4.     if x.Frequency = 0 then P  P \ 

{x} 

5.   endif 

6. endfor 

D. Altering a Transaction 

The operation of altering a transaction is equivalent to 
deleting that transaction and adding new transaction with the 
changed content. 

E. Example 

Give the set S of transactions {o1, o2, o3, o4, o5} and the set I 
of items {i1, i2, i3, i4}. Figure 4 describes elements in S. 

 i1 i2 i3 i4 

o1 1 1 1 0 

o2 0 1 1 1 
o3 0 1 1 1 

o4 1 1 1 0 

o5 0 0 1 1 

Fig.4.  Bit chains of S. 

- Step 1: Consider line 1: [1110; 1] (l1) 

Since P now is empty means should we put (l1) in P, we 
have: 

P = { [1110; 1] } (1) 
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- Step 2: Consider line 2: [0111; 1] (l2) 

Let (l2) perform the  operation with the elements existing 
in P in order to get the new elements 

(l2)  (1): [0111; 1]  [1110; 1] = [0110; 2] (n1) 

Considering excluded: 

- Considering whether or not the old elements in P is 
contained in the new elements: We remain: (1) 

- Considering whether or not the new elements contain 
each other (note: (l2) is also a new element): We remain: 
(l2) and (n1) 

After considering excluded, we put the elements into P: 

P = { [1110; 1] (1); 

[0110; 2] (2); 

[0111; 1] (3) } 

- Step 3: Consider line 3: [0111; 1] (l3) 

Let (l3) perform the  operation with the elements existing 
in P in order to get the new elements 

(l3)  (1): [0111; 1]  [1110; 1] = [0110; 2] (n1) 

(l3)  (2): [0111; 1]  [0110; 2] = [0110; 3] (n2) 

(l3)  (3): [0111; 1]  [0111; 1] = [0111; 2] (n3) 

Considering excluded: 

- Considering whether or not the old elements in P is 
contained in the new elements: We remove: (2) because 
of being contained in (n1), and (3) because of being 
contained in (n3); we remain: (1) 

- Considering whether or not the new elements contain 
each other (note: (l3) is also a new element): We remove: 
(n1) because of being contained in (n2), and (l3) because 
of being contained in (n3); we remain: (n2) and (n3) 

After considering excluded, we put the elements into P: 

P = { [1110; 1] (1); 

[0110; 3] (2); 

[0111; 2] (3) } 

- Step 4: Consider line 4: [1110; 1] (l4) 

Let (l4) perform the  operation with the elements existing 
in P in order to get the new elements 

(l4)  (1): [1110; 1]  [1110; 1] = [1110; 2] (n1) 

(l4)  (2): [1110; 1]  [0110; 3] = [0110; 4] (n2) 

(l4)  (3): [1110; 1]  [0111; 2] = [0110; 3] (n3) 

Considering excluded: 

- Considering whether or not the old elements in P is 
contained in the new elements: We remove: (1) because of 
being contained in (n1), and (2) because of being contained in 
(n2); we remain: (3) 

- Considering whether or not the new elements contain each 
other (note: (l4) is also a new element): We remove: (n3) 
because of being contained in (n2), and (l4) because of being 
contained in (n1); we remain: (n1) and (n2) 

After considering excluded, we put the elements into P: 

P = { [0111; 2] (1); 

[1110; 2] (2); 

[0110; 4] (3) } 

- Step 5: Consider line 5: [0011; 1] (l5) 

Let (l5) perform the  operation with the elements existing 
in P in order to get the new elements 

(l5)  (1): [0011; 1]  [0111; 2] = [0011; 3] (n1) 

(l5)  (2): [0011; 1]  [1110; 2] = [0010; 3] (n2) 

(l5)  (3): [0011; 1]  [0110; 4] = [0010; 5] (n3) 

Considering excluded: 

- Considering whether or not the old elements in P are 
contained in the new elements: We remain: (1), (2), and 
(3) 

- Considering whether or not the new elements contain 
each other (note: (l5) is also a new element): We remove: 
(l5) because of being contained in (n1), and (n2) because 
of being contained in (n3); we remain: (n1) and (n3) 

After considering excluded, we put the elements into P: 

P = { [0111; 2] (1); 

[1110; 2] (2); 

[0110; 4] (3); 

[0011; 3] (4); 

[0010; 5] (5) } 

So, the frequent patterns satisfying min support = 40% (2/5) 
is listed: 

 i2, i3, i4 (2/5); i1, i2, i3 (2/5); i2, i3 (4/5); i3, i4 

(3/5); i5 (5/5)  

In addition, we also can list immediately the frequent 
patterns satisfying min support = 60% (3/5): 

 i2, i3 (4/5); i3, i4 (3/5); i3 (5/5)  

When the invoice o1 = 1110 is deleted, we need only scan 
through each element of P and examine whether their forms are 
covered by o1. If they are covered then we reduce their 
frequency by 1 unit. Specifically, we have: 

P = { [0111; 2] (1); 

[1110; 1] (2); 

[0110; 3] (3); 

[0011; 3] (4); 

[0010; 4] (5) } 
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To increase the speed of computation, we can realize 
intuitively that grouping the chains/transactions in the period of 
preprocessing data, before running the algorithms is a good 
idea. 

 

Form Frequency 

1110 2 
0111 2 

0011 1 

Fig.5. The result after grouping the bit chains of S. 

IV. EXPERIMENTATION 1 

The experiments of NewRepresentative algorithm are 
conducted on a machine with Intel(R) Core(TM) i3-2100 CPU 
@ 3.10GHz (4 CPUs), ~3.1GHz and 4096MB main memory 
installed. The operating system is Windows 7 Ultimate 64-bit 
(6.1, Build 7601) Service Pack 1. Programming language is 
C#.NET. 

The proposed algorithm is tested on two datasets: the Retail 
data taken from a small and medium enterprise in reality and 
the T10I4D100K data taken from http://fimi.ua.ac.be/data/ 
website. First 10,000 transactions of T10I4D100K is run and 
compared with 12,189 transactions of Retail data. 

Datasets 
No. of 

transactions 

The 

maximum 

number of 

items 

which 

customer 

can 

purchase 

The 

maximum 

number 

of items 

in the 

dataset 

Running 

time 

(second) 

No. of 

frequent 

patterns 

Retail 12,189 8 38 
0.900051

5 
44 

T10I4D1

00K 
10,000 26 1,000 

702.1381

6 
139,491 

Fig.6. The experimental results when running proposed algorithm on 2 

datasets. 

Figure 6 shows the experimental results. The running time 
and the number of frequent patterns of T10I4D100K are 
absolutely larger than Retail. The result shows that the number 
of frequent patterns in reality of a store or an enterprise is often 
small. T10I4D100K is generated using the generator from the 
IBM Almaden Quest research group so that the transactions 
fluctuate much and the number of frequent patterns increases 
sharply when adding a new transaction. 

The fast increase of number of frequent patterns leads to a 
big issue in computation: overflow. Although the large and the 
fast growth of frequent patterns, it is easy to prove that the 
maximum number of frequent pattern cannot be larger than a 
specified value. For example, if M is the maximum number of 
items in a store and N is the maximum number of items which 
a customer can purchase. The number of frequent patterns in 

the store is always not larger than 
N

MMM CCC  ...21
. It 

means the number of frequent patterns may increase fast but it 
is not big enough to make the system to be crashed. 

To reduce the running time of the algorithm, parallelization 
is one of good ways. Parallelization was applied to find 
frequent patterns from huge database in the past (Gupta and 
Satsangi 2012). The large amount of frequent patterns is a 
reason makes us apply parallelization method to the 
NewRepresentative algorithm. 

One of the big issues when developing an algorithm in 
parallel systems is the complexity of algorithms. Some 
algorithms can not divide into small part to run simultaneously 
in separate sites or machines. Fortunately, the 
NewRepresentative algorithm can be expanded for parallel 
systems easily. The following section introduces two ways to 
parallelize the algorithm: Horizontal Parallelization and 
Vertical Parallelization. The parallelization methods share the 
resource of machines and reduce the running time. It’s one of 
the efficient ways to increase the speed of algorithms having 
high executing complexity. 

V. THE PRINCIPLES OF PARALLEL COMPUTING 

Parallel computing is a form of computation in which many 
calculations are carried out simultaneously operating on the 
principle that large problems can often be divided into smaller 
ones, which are then solved concurrently. 

The parallel system of the NewRepresentative algorithm has 
the following structure: 

At first, the fragmentation will be implemented. The whole 
data will be divided into small and equal fragments. In 
Horizontal Parallelization, the transactions in data will be 
divided while the items are the information which will be 
divided in Vertical Parallelization. After the data is fragmented 
properly, all fragments must be allocated in various sites of 
network. A master site has responsibility for fragmenting data, 
allocating fragments to sites and merging the results from site 
into the final result. Sites will run the NewRepresentative 
algorithm with the fragments which are assigned to them 
simultaneously and finally, send the results into the master site 
for merging. 

VI. HORIZONTAL PARALLELIZATION 

Consider a set of n transactions S. If there are k machine 
located in k separate sites. Horizontal Parallelization (HP) will 
divide the set S into k equal fragments and allocate those 
fragments to k sites. The NewRepresentative algorithm is 
applied on n/k transactions in each site. After running 
algorithm, every site has its own representative set. All 
representative sets are sent back to master site for merging. 

Merging representative sets from sites in mater site is 
similar to find representative set when adding new transactions 
into dataset. 

ALGORITHM HorizontalMerge(PM, PS) 

//Input: PM: representative set of master site. 

             PS: the set of representative sets from other sites. 
//Output: The new representative set of horizontal 

parallelization. 

1.  for each P  PS do 
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2.    for each z  P do 
3.      PM = NewRepresentative(PM, z); 

4.    end for; 

5.  end for; 

6.  return PM; 

Theorem 4: 

Horizontal Parallelization method returns the representative 
set. 

Proof: We prove by induction on k. 

If k = 1, then the HP method is the NewRepresentative 
method, hence returns the representative set. 

If k = 2, then let the two sites be S1 and S2, and let (u1, p1), 
… , (um, pm) be the representative set for S1, and let (v1, q1), … , 
(vn, qn) be the representative set for S2. We need to show that 
the HP algorithm will give us the representative for the union 

of S1 and S2 (S1  S2). Let (w, r) be a representative element for 

S1  S2. We denote by (w1, r1) the restriction of (w, r) to S1, that 
is w1 = w and r1 = the number of when w appears in S1. 
Similarly we define (w2, r2). Then by definition we must have 
r1 + r2 = r. Also, there must be one of the representative 
elements in S1, called (u1, p1), so that u1  w and p1 = r1. In 
fact, by definition of representative elements, there must be 

such a (u1, p1) for which u1  w and p1  r1. We also have a (v1, 

q1) in S2 with v1  w and q1  r2. Now we must have p1 = r1 
and q1 = r2 because otherwise w will appear p1 + q1 > r1 + r2 = r 

times in S1  S2. Now when we apply the HP algorithm then 

we will see at least one element (w’, r) where w’ = u1  v1, and 
in particular w’ must cover w. Then w’ must be in fact w, 
otherwise, we have an element (w’, r) with w’  w but the 
frequency of w’ is strictly larger than of w, and hence (w, r) 
cannot be a representative element. Then we see that (w, r) is 
produced when using the HP algorithm as wanted. 

Assume that we proved the correctness of the HP algorithm 
for k sites. We now prove the correctness of the HP algorithm 
for k + 1 sites. We denote these sites by S1, S2, … , Sk, Sk+1. By 
the induction assumption, we can find the representative set for 
k sites S1, S2, … , Sk using the HP algorithm. Denote by 


k

i

iSS
1

 . Now apply the case of two sites which we proved 

above to the two sites S and Sk+1, we have that the HP 

algorithm produces the representative set for S  Sk+1, that is 
we have the representative set for the union of the k + 1 sites 
S1, … , Sk, Sk+1. Therefore we completed the proof of Theorem 
4. 

VII. VERTICAL PARALLELIZATION 

Vertical Parallelization is more complex than Horizontal 
Parallelization. While Horizontal Parallelization focuses on 
transactions, Vertical Parallelization focuses on items. Vertical 
Parallelization (VP) divides the dataset into fragments based on 
items. Each fragment contains a subset of items. Fragments are 
allocated into separate sites. In each sites, they run 
NewRepresentative algorithm to find out representative sets. 
The representative sets will be sent back to the master site and 
will be merged to find the final representative set. 

Vertical merging is based on merged-bit operation and 
vertical merging operation. 

Definition 6 (merged-bit operation ⊍): merged-bit 
operation is a dyadic operation in bit-chain space (a1a2 … an) 

⊍ (b1b2 … bm) = (a1a2 … anb1b2 … bm). 

Definition 7 (vertical merging operation ⇼): Vertical 
merging operation is a dyadic operation between two 
representative patterns from two different vertical fragments: 

[(a1a2 … an), p, {o1, o2, … , op}] ⇼ [(b1b2 … bm), q, {o1, o2, …, 
oq}] = [vmChain, vmFreq, vmObject]; 

vmChain = (a1a2 … an) ⊍ (b1b2 … bm) = (a1a2 … anb1b2 … bm) 

vmObject = {o1, o2 , … , op}  {o1, o2 , … , oq} = {o1, o2, … , 
ok} 

vmFreq = k 

At the master site, representative sets of other sites will be 
merged into representative set of master site. The below 
algorithm is run to find out the final representative set. 

ALGORITHM VerticalMerge(PM, PS) 

//Input: PM: representative set of master site. 

             PS: the set of representative sets from other sites. 
//Output: The new representative set of vertical 

parallelization. 

1.  for each P  PS do 

2.    for each m  PM do 
3.      flag = 0; 

4.      M =  // M: set of used elements in P 

5.      for each z  P do 

6.        q = m ⇼ z; 

7.        if frequency of q ≠ 0 then 

8.          flag = 1; // mark m as used element 

9.          M = M  q; // mark q as used  

                                                                           element 

10.         PM = PM  q; 

11.       end if; 

12.     end for; 

13.     if flag = 1 then 

14.       PM = PM  {m} 

15.     end if; 

16.     PM = PM  (P \ M); 
17.   end for; 

18. end for; 

19. return PM; 

Theorem 5: 

Vertical Parallelization method returns the representative 
set. 

Proof: We prove by induction on k. 

If k = 1, this is the NewRepresentative algorithm, hence 
gives the representative set. 

If k = 2, we let S1 and S2 be the two sites, and let S be the 
union. Let R = ({i1, … , in}, k, {o1, … , ok}) = (I, k, O) be a 
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representative element for S. Let R1 be the restriction of R to S1, 
that is R1 = (I1, p1, O1), where I1 is the intersection of {i1, … , 
in} with the set of items in S1, O1 is the set of transactions in R1 
containing all items in I1. We define similarly R2 = (I2, p2, O2) 

the restriction of R to S2. Note that if I1 =  then p1 = 0, 

otherwise p1 must be positive (p1 > 0). Similarly, if I2 =  then 
p2 = 0, otherwise p2 must be positive (p1 > 0). We use the 

convention that if I1 =  then O1 = O, and if I2 =  then O2 = 
O. Remark that at least one of I1 or I2 is non-empty. Now by 
definition, there must be a representative element Q1 = (I1’, p1’, 

O1’) in S1 with I1  I1’, O1  O1’, and p1’ >= p1. Similarly, we 

have a representative element Q2 = (I2’, p2’, O2’) in S2 with I2  

I2’, O2  O2’, and p2’ >= p2. When we do the vertical merging 
operation of Q1 and Q2, then we must obtain I. Otherwise, we 

obtain an element R’ = (I’, k’, O’) where I  I’, O  O’, and k’ 
>= k, and at least one of these is strict. This is a contradiction to 
the assumption that R is a representative element of S. Now that 
we proved the correctness of the algorithm for k = 1 and k = 2. 
Then, assume that we proved the correctness of the VP 
algorithm for k sites. We now prove the correctness of the VP 
algorithm for k + 1 sites. We denote these sites by S1, S2, … , 
Sk, Sk+1. By the induction assumption, we can find the 
representative set for k sites S1, S2, … , Sk using the VP 

algorithm. Denote by 
k

i

iSS
1

 . Now apply the case of two 

sites which we proved above to the two sites S and Sk+1, we 
have that the VP algorithm produces the representative set for S 

 Sk+1, that is we have the representative set for the union of 
the k + 1 sites S1, … , Sk, Sk+1. Therefore we completed the 
proof of Theorem 5. 

Example: Give the set S of transactions {o1, o2, o3, o4, o5, o6, 
o7} and the set I of items {i1, i2, i3}. 

 i1 i2 i3 

o1 0 0 1 

o2 0 1 0 

o3 0 1 1 

o4 1 0 0 

o5 1 0 1 

o6 1 1 0 

o7 1 1 1 

Fig.7. Bit-chains of S. 

Divide the items into two segments: {i1} and {i2, i3}. 

 i1 

o1 0 

o2 0 

o3 0 

o4 1 

o5 1 

o6 1 

o7 1 
Fig.8. The first segment. 

 

 i2 i3 

o1 0 1 

o2 1 0 

o3 1 1 

o4 0 0 

o5 0 1 

o6 1 0 

o7 1 1 

Fig.9. The second segment. 

Allocate two segments in two separate sites and run 
NewRepresentative algorithm on those fragments 
simultaneously.  

It is easy to get the representative sets from two sites: 

The site has {i1} fragment: 
}{ 1i

P ={[(1); 4; {o4, o5, o6, o7}]} 

The site has {i2, i3} fragment: 
},{ 32 iiP ={[(01); 4; {o1, o3, o5, 

o7}], [(10); 4; {o2, o3, o6, o7}], [(11); 2; {o3, o7}]} 

Merge both of them: 

[(1); 4; {o4, o5, o6, o7}] ⇼ [(01); 4; {o1, o3, o5, o7}] = 
[(101); 2; {o5, o7}] 

[(1); 4; {o4, o5, o6, o7}] ⇼ [(10); 4; {o2, o3, o6, o7}] = 
[(110); 2; {o6, o7}] 

[(1); 4; {o4, o5, o6, o7}] ⇼ [(11); 2; {o3, o7}] = [(111); 1; 
{o7}] 

The full representative set P is: 

P = {[(100); 4; {o4, o5, o6, o7}], 

[(001); 4; {o1, o3, o5, o7}], 

[(010); 4; {o2, o3, o6, o7}], 

[(011); 2; {o3, o7}], 

[(101); 2; {o5, o7}], 

[(110); 2; {o6, o7}], 

[(111); 1; {o7}]} 

VIII. EXPERIMENTATION 2 

The experiments of Vertical Parallelization Method are 
conducted on machines which has similar configuration: 
Intel(R) Core(TM) i3-2100 CPU @ 3.10GHz (4 CPUs), 
~3.1GHz and 4096MB main memory installed. The operating 
system is Windows 7 Ultimate 64-bit (6.1, Build 7601) Service 
Pack 1. Programming language is C#.NET. 

The proposed methods are tested on T10I4D100K dataset 
taken from http://fimi.ua.ac.be/data/ website. First 10,000 
transactions of T10I4D100K are run and compared with the 
result when running without parallelization. 
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Dataset 
No. of 

transactions 

The 

maximum 

No. of 

items 

which 

customer 

can 

purchase 

The 

maximum 

No. of 

items in 

the 

dataset 

Running 

time 

(second) 

No. of 

frequent 

patterns 

T10I4D100K 10,000 26 1,000 702.13816 139,491 

Fig.10.  The result when running the algorithm in single machine. 

Vertical Parallelization model is applied in 17 machines 
with the same configuration. Each machine is located in a 
separate site. 1,000 items is digitized into 1,000-tuple bit-chain. 
The master site will divide the bit-chain into 17 fragments (16 
60-tuple bit-chains and a 40-tuple bit-chain). 

Fragments 
Length of 
bit-chain 

Running 
Time 

Number of 
frequent patterns 

1 60 18.0870345s 899 

2 60 10.5576038s 535 

3 60 14.9048526s 684 

4 60 12.2947032s 548 

5 60 8.0554607s 432 

6 60 10.3075896s 560 

7 60 17.7480151s 656 

8 60 10.8686217s 526 

9 60 21.3392205s 856 

10 60 13.3007607s 682 

11 60 9.6135499s 617 

12 60 16.1179219s 736 

13 60 15.4338827s 587 

14 60 21.4922293s 928 

15 60 18.2790455s 834 

16 60 17.011973s 701 

17 40 4.4142525s 223 

Fig.11. The result of running the algorithm in sites. 

After running the algorithm in sites, the representative sets 
are sent back to master site for merging. The merging time is 
27.5275745s and the number of final frequent patterns is 
139,491. So, the total time of Parallelization is: 

max(Running Times) + Merging Time = 21.4922293s + 
27.5275745s = 49.0198038s 

It is easy to see the efficiency and accuracy of Vertical 
Parallelization method. 

IX. CONCLUSION 

Proposed algorithms (NewRepresentative and 
NewRepresentative_Delete) solved cases of adding, deleting, 
and altering in the context of mining data without scanning the 
database. 

Users can regularly change the minimum support threshold 
in order to find acceptable laws based on the number of buyers 
without rerunning the algorithms. 

With accumulating frequent patterns, users can refer to the 
laws at any time. 

The algorithm is easy for implement with low complexity 
(nm2m, where n is number of transactions and m is number of 
items).  

Practically, it is easy to prove that the maximum number of 
frequent patterns cannot be larger than a specified value. 
Because the invoice form is in accordance with the government 
(the number of categories sold is a constant called r), the 
number of frequent patterns in the store is always not larger 

than r

m

r

mmm CCCC  121 ...  

The set P obtained represents the context of the problem. In 
addition, the algorithm allows segmenting the context to solve 
partially. 

This approach is simple for expanding for parallel systems. 
By applying parallel strategy to this algorithm to reduce time 
consuming, the article presented two methods: Vertical 
Parallelization and Horizontal Parallelization methods. 
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Abstract—Universities, schools, and training centers are 

seeking to improve their computer-based [3] and distance 

learning classes through the addition of short training videos, 

often referred to as podcasts [4]. As distance learning and 

computer based training become more popular, it is of great 

interest to measure if students are attentive to recorded lessons 

and short training videos. 

The proposed research presents a novel approach to this 

issue. Signal processing of electroencephalogram (EEG) has 

proven useful in measuring attentiveness in a variety of 

applications such as vehicle operation and listening to sonar [5] 

[6] [7] [8] [9] [10] [11] [12] [13] [14] [15]. Additionally, studies 

have shown that EEG data can be correlated to the ability of 

participants to remember television commercials days after they 

have seen them [16]. Electrical engineering presents a possible 

solution with recent advances in the use of biometric signal 

analysis for the detection of affective (emotional) response [17] 

[18] [19] [20] [21] [22] [23] [24] [25] [26] [27]. 

Despite the wealth of literature on the use of EEG to 

determine attentiveness in a variety of applications, the use of 

EEG for the detection of attentiveness towards short training 

videos has not been studied, nor is there a great deal of 

consistency with regard to specific methods that would imply a 

single method for this new application. Indeed, there is great 

variety in EEG signal processing and machine learning methods 

described in the literature cited above and in other literature [28] 

[29] [30] [31] [32] [33] [34].  

This paper presents a novel method which uses EEG as an 

input to an automated system that measures a participant’s 

attentiveness while watching a short training video. This paper 

provides the results of a pilot study, including a structured 

comparison of signal processing and machine learning methods 

to find optimal solutions which can be extended to other 

applications. 

Keywords—Electroencephalogram; EEG; Signal Analysis; 

Machine Learning; Attentiveness; Training; Videos 

I. INTRODUCTION  

For the purposes of this experiment, the affective state of 
the participant watching the short training video is deemed to 
be attentive when the participant has a high positive affect, 
including feelings of satisfaction, engagement, interest, and 
involvement. This definition of short training video 
attentiveness is not the only possible definition, but it is 
justified by related research in similar applications. 

 In [20] the authors propose a brief and easy to administer 
mood scale called the Positive and Negative Affect Schedule 

(PANAS), where the orthogonal axis of emotion are “negative 
affect” and “positive affect” and high positive affect is 
associated with terms such as high energy, full concentration, 
and pleasurable engagement. 

In [21] affect is explored not from the point of view of the 
learner having an emotional response, but rather a 
computerized tutoring system having an avatar that uses facial 
expressions and body movements to communicate an affective 
state to the learner. With regard to the range of emotions 
expressed by the avatar, the researchers explain “…because 
their role is primarily to facilitate positive learning experiences, 
only a critical subset of the full range of emotive expression is 
useful for pedagogical agents.  

For example, they should be able to exhibit body language 
that expresses joy and excitement when learners do well, 
inquisitiveness for uncertain situations (such as when rhetorical 
questions are posed), and disappointment when problem-
solving progress is less than optimal. 

In [22] the authors defines a model of emotions and 
learning that explains the emotional state of the learner as being 
in one of four quadrants, depending on the positive or negative 
value on two axes. The first axis is “learning,” and the second 
axis is “affect.” The positive side of the affect axis is associated 
with terms such as awe, satisfaction, curiosity, and hopefulness.  

In [32] the researchers use machine learning to predict a 
participant’s self-assessed emotion when presented with the 
results of a quiz and personality test. The participant finds out 
the results, and then expresses their emotions by selecting one 
of the following words: disappointment, distress, joy, relief, 
satisfaction or fear-confirmed. 

In [26] researchers analyze the affective state of participants 
while they are performing a learning task with a computerized 
natural language tutor using both online and offline self-reports 
by participants as well as peers and trained judges observing 
facial features. Words that the study used in both self-reports 
and reports by observers are defined in TABLE I.  

It is useful to note that this study found the inter-rater 
reliability coefficient, Kappa, of trained judges who watch the 
facial expressions of the participants and code facial actions to 
provide affective judgments was only 0.36. Although Kappa is 
a conservative measure of agreement, it still shows that 
emotions are tough to judge even by those who are trained to 
do so. 
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Fig.1. Participant with single dry contact EEG sensor 

 

TABLE I.  DEFINITION OF AFFECTIVE STATES 

Affective state Definition 

Boredom State of being weary and restless 

through lack of interest 

Confusion Failure to differentiate similar or related 

ideas/ noticeable lack of understanding 

Flow State of interest that results from 

involvement in an activity 

Frustration Making vain or ineffectual efforts 

however vigorous; a deep chronic sense 

or state of insecurity and dissatisfaction 

arising from unresolved problems or 

unfulfilled needs; dissatisfaction or 

annoyance 

Neutral No apparent emotion or feeling 

Surprise Wonder or amazement, especially from 

the unexpected 

The Mathematical definition of Kappa is shown in Equation 
(1) where Pr(a) is the relative observed agreement among 
raters, and Pr(e) is the hypothetical probability of chance 
agreement, using the observed data to calculate the 
probabilities of each observer randomly saying each category. 

   
            

        
 

If the raters are in complete agreement then κ = 1. If there is 
no agreement among the raters other than what would be 
expected by chance, as defined by Pr(e), κ = 0. 

In [23] the researchers attempt to dive deeper into the 
affective state of the learner by gathering, in their own words, 
the definition of what they mean by “engagement in courses” 
and “What makes a course engaging to you?” The learners in 
this study were male and female freshman and sophomores in 
engineering, and the researchers were able to group the 
responses into categories, as well as give specific wording 
terms that the students used. Some notable popular categories 
and terms used include: active participation, hands on, faculty 
enthusiasm and interest, discussion, interaction between faculty 
and students, as well as other similar terms, and other less 
popular terms. 

So for the purposes of this pilot study, the definition of 
attentiveness is when the participant has a high positive affect 
towards a short training video. 

II. EXPERIMENTAL SETUP 

Recent research has demonstrated the use of a single dry 
frontal electrode for the capture of EEG in similar applications. 
For this research experiment, the MindWave Mobile device 
from  NeuroSky was used.  

In [28], the same make and model of EEG data collection 
device, showed a positive correlation between EEG data 
collected and participant self-reported attention during an 
experiment where the participant interacts with a computer 
generated three-dimensional avatar.  

Also using the same make and model of EEG data 
collection equipment is [17], where 78% of the time the brain 
wave data accurately identified the participant’s self-
categorization of affective state during an experiment which 
presented increasingly stressful mental challenges to the 
participant. [27] also used the same device to predict with 
accuracy levels significantly better than chance whether or not 
the participant was reading an easy or a hard sentence. Finally, 
the presentation related to [36] indicated that the correlation 
analysis could just as effectively use only the frontal contact. 

 In [25], the participant’s affective state while using an 
Intelligent Tutoring System (ITS) is measured using a single 
frontal lobe EEG electrode with earlobe grounds showing an 
accurate detection (82%) of affective state from the 
brainwaves. [25] was based on earlier work [31] which also 
used the same EEG sensor setup and revealed an ability to use 
brainwaves to accurately predict participant self-assessed 
emotion according to the Self-Assessment Manikin (SAM) 
scale. [33] also uses only a frontal electrode (two electrodes are 
used, however the difference in voltage between the two is 
used as the only single EEG data stream over time) to achieve 
an 85.7% accuracy in identifying if the participant is watching 
an interesting video versus an uninteresting video. In [35], the 
single electrode is placed at F3 or F4 alternatively in an 
experiment that also collected facial expressions when 
watching emotion inducing videos, revealing that noisy 
correlated EEG-facial expression data could also be correctly 
recovered to as high in 95.2% cases. 

A. Watching Short Training Videos 

Participants are fitted for the dry contact EEG, sitting in 
front of the data collection and video playback laptop as seen in 
Figure 1. The headset is adjusted until a strong signal is 
generated without interruption, and blinks can be seen on the 
EEG graph displayed in real-time. 

Once the setup is operational, the recording is started, and 
the video playback begins. The video starts with a relaxation 
segment that begins with a text message as in Figure 2. 
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Fig.2. Relaxing Intro Sequence 

 

Fig.3. Motion Picture Scene of a Worked Example  

 

 After 2.5 minutes of relaxing empty-beach photos with the 
sound of waves and seagulls in the background, the short 
training video plays for an additional 2.5 minutes. The training 
videos explain a hypothetical technical lesson regarding an 
imaginary device with components names such as “Alpha 
Module” and “Beta Module”. The participant must learn how 
to troubleshoot the device and decide whether or not to replace 
a component. The videos include enhanced podcast (essentially 
a PowerPoint slide show that is narrated) as well as worked 
example style training that asks the participant to act along with 
the still pictures and live video of the trainer. The participant is 
encouraged to act along with the instructor in the video. That 
acting may be to hold up their hand, or to grasp their thumb or 
grasp their index and middle finger. This is done as a memory 
aid because the fictional device purposely looks like the fingers 
of a hand. One scene is shown in Figure 3. 

 

B. Data Collection 

EEG signal is collected at 512 Hz in 1 second frames which 
can be concatenated to any length. To test some of the 
procedures and mathematical algorithms prior to the proposed 
research study, a set of seven participants were asked to 
participate, and detailed notes were taken during this testing by 
an observer who also sat in the room. After the videos were 
done, the participant removed the EEG headset and answers a 
second questionnaire, including a set of closed ended questions 
(yes or no) and a multiple choice quiz relating to the lesson 
provided. 

Once the EEG data is collected, the data is segmented into 
areas where the participant is expected to be inattentive (during 
the beach pictures) and where the participant is expected to be 
attentive (during the short training video). The goal is to collect 
exemplary data of attentive and inattentive epochs gathered 

from participants observing videos that are purposely designed 
to induce an inattentive or attentive state. Once the system is 
trained, it can then be used as an automated detection 
mechanism for attentiveness, because it has learned by 
example, what the EEG data contains in these situations. Even 
if the participants are not perfectly attentive for the entire 
duration of the training video, they are attentive for the 
majority of the time, and outlier data points will be in the 
minority. 

For the Pilot study, each participant has 150 seconds of 
inattentive EEG data (watching the beach photos), and 150 
seconds of attentive EEG data (watching the training video), 
for a total of 300 seconds (5 minutes) of EEG data. Since data 
collection is in 1-second epochs, a total of 2100 sample epochs 
are collected across 7 participants. 

III. ANALYSIS OF EEG DATA 

Analysis consists of windowing, transformation, data 
reduction, and machine learning and pattern recognition. 

A. Windowing 

Non-overlapping 512 sample one-second windows are 
used. While many possible windowing functions are available 
this Pilot Study uses the Hanning window shown in Equation 
(2) which reduces ripple in the frequency power spectrum.  

       

      
   

 
 

 
                          

B. Transformation 

After windowing is complete, the transformation of the data 
is required. This is done to extract important features that will 
be used by machine learning, and also in large part to remove 
instance by instance timing variations that are not important to 
the problem at hand.  

The Pilot study compares Discrete Fourier Transform 
(DFT) with Discrete Wavelet Transform (DWT). Both DFT 
and DWT provide banded spectrum information. Equation (3) 
shows the transformation of the sampled data xn into the 
frequency domain Xk using DFT and Equation (4) shows the 
magnitude of the Fourier transform |Xk| used to remove phase 
information leaving only the frequency information. 

         
     

 

    
                        

          
 
  

Each element |Xk| now represents the power of that 
frequency within the original signal, fk ranging from zero Hz 
(sometimes called DC for electrical signals) all the way up to 
the Nyquist frequency of the sampled data window of width T 
seconds, as seen in Equation (5). 

    
 

 
                  

 

 
   

Note that the sequence of values |Xk| are symmetrical about 
N/2 as shown in Equation (6). 
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Also used for comparison in the Pilot study is the DFT as 
shown in equations (7) and (8) where the original windowed 
signal x’n is transformed into two signals, each of half the 
duration (down sampled by a factor of two) called Xappn and 
Xdetn, the approximation coefficients and the detail 
coefficients, respectively. The signals hn and gn are a specially 
matched set of filters, low-pass and high-pass respectively 
(called Mallat wavelet decomposition), which are generated 
from the desired wavelet function. 

                
   
                   

                
   
                   

DWT can sometimes be a preferred transformation over 
DFT, because it preserves the sequencing of time varying 
events, and has greater resolution with regard to the timing of 
signal events (rather than only phase information). DFT can be 
made to approximate DWT benefits by using smaller window 
size with a tradeoff in low frequency resolution, and variations 
on such Short Time Fourier Transform (STFT) including 
window overlay and window averaging appear in literature. 
Similarly, a limitation of DWT is that it provides scale 
information, but not specifically frequency information. Here 
too, techniques described in literature show a means to extract 
frequency info from DWT based on the down sampling nature 
of the algorithm. For example, the selection of a window size 
that is a power of 2 (such as 512 samples used in the Pilot 
study) allows repeated iterations of the wavelet transform to 
focus on different frequency bands.  

DWT decompositions can be repeated again and again, 
saving the detail coefficients, and then taking the 
approximation coefficients and passing them through 
Equations (7) and (8) again. Each such repetition is called a 
Level of DWT, so the first level is on the original signal using a 
window size of N. The second iteration is Level 2, using a 
window size of N/2. The lth iteration is Level l, using a 
window size of N/2l. Equations (9) and (10) describe how the 
detail coefficients Xdetn of the Level l DWT decomposition 
represent a subset of the frequencies contained within the 
original signal. FNyquist is the Nyquist frequency of the 
sampled signal, and the range of frequencies in the detail 
coefficients range from a low of Fdet_L to a high of Fdet_H. 

         
        

     

         
        

   

In the Pilot study, windows of 512 samples are used, 
representing one-second of collected data (512 Hz sampling 
rate). The Nyquist frequency, FNyquist, is therefore half the 
sampling rate (256 Hz) and represents the highest frequency 
represented in the sample. Any frequency higher than 256 Hz 
that appears in the signal prior to sampling (analog to digital 
conversion) will result in aliasing, and so must be removed 
prior to sampling (using hardware filters in the EEG data 

collection device). In the Pilot study, a 6th level DWT 
decomposition was use employing the Daubechies db1 wavelet 
(equivalently the Haar wavelet, which is a step function with 
values 1 and -1 of equal duration). This was repeated six times, 
and the equivalent frequency ranges for each level are shown in 
Error! Reference source not found. 

TABLE II.  MAPPING OF DWT DECOMPOSITION LEVELS TO EEG 

FREQUENCY BANDS 

Decomposition 

transform 

Frequencies 

contained in the 

transformed data 

Common EEG Band 

Name (literature 

naming and ranges 

vary) 

Xdet1 128 – 256 Hz Noise [12] 

Xdet2 64 – 128 Hz Gamma+ [25] 

Xdet3 32 – 64 Hz Gamma 

Xdet4 16 – 32 Hz Beta 

Xdet5 8 – 16 Hz Alpha 

Xdet6 4 – 8 Hz Theta 

Xapp6 1 – 4 Hz Delta 

The Pilot study compares both DFT and DWT algorithms. 

C. Data Reduction 

Data reduction is needed to speed the machine learning 
algorithms, and to reduce the issues of high dimension data 
causes machine learning algorithms to over-fit on the training 
data. This causes them to have reduced ability for 
generalization (to correctly categorize data that is not part of 
the training set). This is sometimes called the curse of 
dimensionality. 

Data reduction can take place using transformation-
independent algorithms such as Principal Component Analysis 
or Fischer Discriminant analysis. These algorithms seek to find 
an optimal linear transformation that reduces the number of 
dimensions while keeping the data as spread out as possible, 
thereby keeping the dimensional information most useful to 
distance metric machine learning algorithms. Data reduction 
techniques can also be specific to the transformation algorithm, 
using the knowledge of the algorithm to find an optimal data 
reduction scheme. 

Data reduction of DFT is described in literature by 
throwing away frequency information, or by banding adjacent 
frequency power values by averaging them into a single band-
power value. The Pilot study compares different data reduction 
algorithms. For the DFT, frequency data is discarded at the 
high end in increments of the powers of 2, to compare machine 
learning accuracy with reduced data sets. So the Pilot study 
examines presenting the machine learning algorithm with data 
sets having dimensionality 256, 128, 64, 32, 16, 8, 4, and 2. 

Data reduction of DWT is described in literature as 
grouping the various detail coefficients and the approximation 
coefficients into one or more descriptive attributes regarding 
that set of data. For example, literature describes taking a set of 
detail coefficients and combining them into a set of parameters 
including Energy, Power, Median, Entropy, Mean, Min, Max, 
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Fig.4. Nested 10-Fold cross validation comparison of Machine 

Learning methods showing percentage of incorrect classifications with 
different DFT dimensionality presentation data.  

 

Fig.5. Nested 10-Fold cross validation comparison of Machine 

Learning methods showing percentage of incorrect classifications with 
different DWT dimensionality presentation data. 

 

and Slope. For the Pilot study, the DWT is examined at each of 
6 levels of decomposition, where at each level the detail 
coefficients are used to calculate the aforementioned eight 
parameters, and at the 6th level of decomposition, the 
approximation coefficients are also used to calculate these 
parameters. So the Pilot study uses 7 sets of coefficients each 
yielding 8 parameters giving the data sets the dimensionality of 
8x7 or 56. 

D. Machine Learning and Pattern Recognition 

The purpose of N-Fold cross validation is to put the 
problem solution through rigorous quality assurance using the 
data that is available. Nested N-fold cross validation adds the 
additional step of changing the EEG signal analysis parameters. 
So for example, if 10 different possible ways of performing 
EEG signal analysis are to be compared using 10-fold cross 
validation, then 100 different tests will be performed.  

Figure 4 shows such a nested 10-Fold cross validation 
comparison showing percentage of incorrect classifications for 
DFT across a number of dimension reduction options, and a 
number of machine learning algorithms. Shown in the figure is 
the DFT with the full 256 spectral power values, as well as a 
number of reduced dimensions achieved by keeping only the 
lowest frequency values (keeping only the lowest 2, 4, 8, 16, 
32, 64, and 128 power frequency values). Furthermore, a 
number of machine learning algorithms, some from the 
literature, and others used for comparison, are compared. They 
are, in order of listing in the graph key, kNN algorithm with k-
1 and k-5, the Random Tree algorithm, the Random Forest 
algorithm, a Multi-Layer Perceptron with the number of hidden 
layer neurons = (# attributes + 2)/2, and a Support Vector 
Machine using a Hinge loss function. 

Similarly, Figure 5 -  also shows a nested 10-Fold cross 
validation comparison showing percentage of incorrect 
classifications, this time for DWT, across a number of 
dimension reduction options, and a number of machine 
learning algorithms. Shown in the figure is the DWT with the 
full 7 Coefficient sets, as well as a number of reduced 
dimensions achieved by keeping only the lowest frequency 
coefficient sets (keeping only the lowest 1, 2, 3, 4, 5, and 6 
coefficient sets). As noted above, the coefficient sets for a sixth 
level DWT decomposition include Detail Coefficient Sets 1 
through 6, plus the Approximation Coefficient Set for level 6. 

Note that in the Pilot study, for each coefficient set, we 
calculate 8 parameters for each coefficient set. Just as in Figure 
4 - the same set of machine learning algorithms are compared. 

IV. CONCLUSIONS AND FUTURE WORK 

The results and review encourage the author to do more 
investigation in this area. The conclusions reached from the 
pilot study is that some future work on improvements is 
needed, which should not be very difficult to accomplish in 
order to achieve the goal of solving the problem of signal 
processing of EEG for the detection of attentiveness under the 
constraints of watching short training videos. 

A. Experimental Setup 

There were a number of improvements that will be needed 
on the experimental setup. These improvements were 
discovered as part of conducting the trial run of the 
experiments, and by having the educational podcasts (short 
training videos) reviewed by an expert in the field. The 
improvements planned include: 

 Beach scene may be made to induce further 
inattentiveness (more boring). May use single candle 
burning or other simpler video without audio. 

 Improve the training video based on feedback from the 
professional review. Have the videos instruct the 
participant to complete simple tasks that allow external 
measurement if the participant is on task or not. 

 Ask participants to go to the bathroom first.  

 Insist that cellphones have to be turned off. 

 Find a more quiet room to do experiment - occasional 
voices through the walls, and slamming doors outside 
distracting. 

 Rescale the "age" question. Negative reaction to having 
to check "45+" 

The post-experiment questions will be improved to include 
more data collected. Open-ended questions will be added. This 
will allow the proposed research, which is basic research and 
intended to produce an automated system, also collect data for 
applied research, such as may research that employs the final 
method and apparatus under direction of an educational 
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psychologist. Open ended questions may include formations 
such as "tell me what you were thinking when…?" and "what 
were you feeling when…?" 

Data collection improvements are also needed, with some ideas 
including: 

 Use a fresh AAA battery before every experiment or 
two, as the wireless EEG headset loses connection after 
2 or 3 uses. 

 Have a more precise time stamping method for 
synchronization of video playback and start of EEG 
collection (because sometimes the PC is slow to start up 
the video playback). Perhaps a stopwatch with lap timer 
separate from the experiment laptop, so it is unaffected 
by CPU usage dependency that might delay the 
recording of when the operator clicks a button. 

 Even though outside distractions will be minimized as 
per the above, there should still be a time stamping 
method of recording precisely when observed 
unplanned events take place (a cough, the time when a 
participant sighs or lifts their hand, etc.) 

B. Signal Processing 

There were some improvements needed for the proposed 
research that were discovered during the Pilot study. These 
include the application of Principal Component Analysis 
(PCA) and other methods of data reduction to ensure the 
maximum amount of useful information is obtained. Also, it 
may be beneficial to eliminate noise such as muscle and eye 
movement prior to feature extraction. Based on test results, the 
most suitable methods will be selected in terms of both 
performance and speed.  

Finally, the Pilot study confirms the need for a structured 
and orderly comparison using a nested n-fold cross validation 
in which all such options are tested, compared and optimized. 

C. Other Future Work 

A few of the references in this paper are older. These are 
wonderful foundational documents; however additional 
reference search will look for advances which can be helpful to 
the research. 

Also noted is the need for additional detail on the results 
obtained in comparison. This reaffirms the need for structured 
nested n-fold cross validation which not only provides an 
interpretation of the results, but also definitively reveals the 
optimal solution for the experimental problem through direct 
side-by-side comparison. 

REFERENCES 

[1] R. D. Bakera, S. D’Mellob, M. Rodrigo and A. Graesser, "Better to be 

frustrated than bored: The incidence, persistence, and impact of learners’ 
cognitive–affective states during interactions with three different 

computer-based learning environments," Int. J. Human-Computer 
Studies, vol. 68, p. 223–241, 2010.  

[2] R. H. Kay, "Exploring the use of video podcasts in education: A 

comprehensive review of the literature," Computers in Human Behavior, 
vol. 28, p. 820–831, 2012.  

[3] D. Sandberg, T. Åkerstedt, A. Anund, G. Kecklund and M. Wahde, 

"Detecting Driver Sleepiness Using Optimized Nonlinear Combinations 
of," IEEE trans. Intelligent transportations systems, vol. 12, no. 1, pp. 

97-108, 2010.  

[4] K. HAYASHI, K. ISHIHARA, H. HASHIMOTO and K. OGURI, 

"Individualized Drowsiness Detection during Driving by Pulse Wave 
Analysis with Neural," Intelligent Transportation Systems, 2005. 

Conference Proceedings., pp. 901-906, 2005.  

[5] B. J. Wilson and T. D. Bracewell, "Alertness Monitoring Using Neural 

Networks for EEG Analysis," Neural Networks for Signal Processing X, 
2000. Proceedings of the 2000 IEEE Signal Processing Society 

Workshop, vol. 2, pp. 814-820, 2002.  

[6] T. Jung, S. Makeig, M. Stensmo and T. Sejnowski, "Estimating 
Alertness from the EEG power Spectrum," IEEE Transactions on bio-

medical engineering, vol. 44, no. 11, pp. 60-70, 1997.  

[7] A. Subasi, M. K. Kiymik, M. Akin and O. Erogul, "Automatic 
recognition of vigilance state by using a wavelet-based artificial neural 

networks," Neural Computations and Applications, vol. 14, no. 1, pp. 
45-55, 2005.  

[8] V. Khare, J. Santhosh, S. Anand and M. Bhatia, "Classification of Five 

mental Tasks from EEG Data Using Neural Networks Based on 
Principal Component Analysis," The IUP Journal of Science & 

Technology, vol. 5, no. 4, pp. 31-38, 2009.  

[9] R. Palaniappan, "Utilizing Gamma Band to Improve Mental Task Based 
Brain- Computer Interface Design," Neural Systems and Rehabilitation 

Engineering, IEEE Transactions on Neural Systems and Rehabilitation 
Engineering, vol. 14, no. 3, pp. 299-303, 2006. 

[10] A. Chakraborty, P. Bhowmik, S. Das, A. Halder, A. Konar and K. 

Nagar, "Correlation between Stimulated Emotion Extracted from EEG 
and its Manifestation on Facial Expression," Proceedings of the 2009 

IEEE International Conference on Systems, Man, and Cybernetics, pp. 
3132-3137, 2009.  

[11] R. Khosrowabadi, M. Heijnen, A. Wahab and H. Chai Quek, "The 
Dynamic Emotion Recognition System Based on Functional 

Connectivity of Brain Regions," 2010 IEEE Intelligent Vehicles 
Symposium, pp. 377-381, 2010.  

[12] M. Murugappan, "Human Emotion Classification using Wavelet 

Transform and KNN," 2011 International Conference on Pattern 
Analysis and Intelligent Robotic, pp. 148-153, 2011.  

[13] S. H. Lee, B. Abibullaev, W.-S. Kang, Y. Shin and J. An, "Analysis of 

Attention Deficit Hyperactivity Disorder in EEG Using Wavelet 
Transform and Self Organizing Maps," International Conference on 

Control, Automation and Systems 2010 in KINTEX, pp. 2439-2442, 
2010.  

[14] F. De Vico Fallani and e. al, "Structure of the cortical networks during 

successful memory encoding in TV commercials," Clinical 
Neurophysiology, vol. 119, pp. 2231-2237, 2008.  

[15] K. Crowley, A. Sliney, I. Pitt and D. Murphy, "Evaluating a Brain-

Computer Interface to Categorise Human Emotional Response," IEEE 
International Conference on Advanced Learning Technologies, vol. 

10th, pp. 276-278, 2010.  

[16] C. Berka, D. Levendowski, M. Cvetinovic, M. Petrovic, G. David, M. 
Limicao, V. Zivkovic, M. Popovic and R. Olmstead, "Real-Time 

Analysis of EEG Indexes of Alertness, Cognition, and memory Acquired 
with a Wireless EEG Headset," International Journal of Human-

Computer Interaction, vol. 17 (2), pp. 151-170, 2004.  

[17] C. Lisetti and F. Nasoz, "Using Noninvasive Wearable Computers to 

Recognize Human," EURASIP Journal on Applied Signal Processing, 
vol. 2004, no. 11, pp. 1672-1687, 2004.  

[18] D. Watson, L. A. Clark and A. Tellegen, "Development and Validation 

of Brief Measures of Positive and Negative Affect: The PANAS Scales," 
Journal of Personality and Social Psychology, vol. Vol. 54, no. No. 6, 

pp. 1063-1070, 1988.  

[19] J. C. Lester, S. G. Towns and P. J. Fitzgerald, "Achieving Affective 
Impact: Visual Emotive Communication in Lifelike Pedagogical 

Agents," International Journal of Artificial Intelligence in Education, 
vol. (IJAIED) 10, pp. 278-291, 1999.  

[20] B. Kort, R. Reilly and R. Picard, "An Affective Model of Interplay 

Between Emotions and Learning: Reengineering Educational 
Pedagogy—Building a Learning Companion," Proc. Int. Conf. 

Advanced Learning Technologies, vol. 2002, p. 43–48, 2002.  



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No.3, 2013 

182 | P a g e  
www.ijacsa.thesai.org 

[21] R. S. HELLER, C. BEIL, K. DAM and B. HAERUM, "Student and 

Faculty Perceptions of Engagement in Engineering," Journal of 
Engineering Education, pp. 253-261, July 2010.  

[22] N. Garnefski, V. Kraaij and P. Spinhoven, "Negative life events, 
cognitive emption regulation and emotional problems," Personality and 

Individual Differences, vol. 30, no. 2001, pp. 1311-1327, 2001.  

[23] C. Frasson and P. Chalfoun, "Managing Learner’s Affective States in 
Intelligent Tutoring Systems," Advances in Intelligent Tutoring Systems, 

vol. SCI, no. 308, p. 339–358, 2010.  

[24] S. K. D’Mello, S. D. Craig and A. C. Graesser, "Multimethod 
assessment of affective experience and expression during deep learning," 

Int. J. Learning Technology, vol. Vol. 4, no. Nos. 3/4, pp. 165-187, 
2009.  

[25] J. Mostow, K.-m. Chang and J. Nelson, "Toward Exploiting EEG Input 

in a Reading Tutor," Proceedings of the 15th International Conference 
on Artificial Intelligence in Education, vol. 15th, pp. 230-237, 2011.  

[26] G. Rebolledo-Mendez, I. Dunwell, E. A. Martínez-Mirón, M. D. Vargas-

Cerdán, S. de Freitas, F. Liarokapis and A. R. García-Gaona, "Assessing 
NeuroSky’s Usability to Detect Attention Levels in an Assessment 

Exercise," Human-Computer Interaction, vol. Part I, no. HCII 2009, p. 
149–158, 2009.  

[27] H. Nagashino, T. Kawano, M. Akutagawa, Q. Zhang, Y. Kinouch, F. 

Shichijo and S. Nagahiro, "Application of Neural Networks to Dynamics 
Identification by EEG," Seventh International Conference on control, 

Automation, Robotics And Vision, vol. 1, pp. 554-559, 2002.  

[28] S.-i. Ito, Y. Mitsukura, K. Sato, S. Fujisawa and M. Fukumi, "Study on 

Association between User’s Personality and Individual Characteristic of 
Left Prefrontal Pole EEG Activity," 2010 Sixth International Conference 

on Natural Computation (ICNC 2010), pp. 2163-2166, 2010.  

[29] A. Heraz and C. Frasson, "Predicting the Three Major Dimensions of the 

Learner’s Emotions from Brainwaves," World Academy of Science, 
Engineering and Technology, vol. 31, pp. 323-329, 2007.  

[30] P. Chalfoun, S. Chaffar and C. Frasson, "Predicting the Emotional 
Reaction of the Learner with a Machine Learning Technique," 

Workshop on Motivaional and Affective Issues in ITS,, vol. ITS'06, 
2006.  

[31] A. Belle, R. Hobson Hargraves and K. Najarian, "An Automated 

Optimal Engagement and Attention Detection System Using 
Electrocardiogram," Computational and Mathematical Methods in 

Medicine, vol. 2012, no. Article ID 528781, pp. 1-12, 2012.  

[32] S. Selvan and R. Srinivasan, "Removal of Ocular Artifacts from EEG 
Using an Efficient Neural Network Based Adaptive Filtering 

Technique," IEEE Signal Processing Letters, vol. 6, no. 12, pp. 330-332, 
1999.  

[33] T. Green and K. Najarian, "Correlations between emotion regulation, 

learning performance, and cortical activity," in Proceedings of the 29th 
Annual Conference of the Cognitice Science Society, Nashville, TN, 

2007.  

[34] A. Chakraborty, P. Bhowmik, S. Das, A. Halder, A. Konar and A. K. 
Nagar, "Correlation between Stimulated Emotion Extracted from EEG 

and its Manifestation on Facial Expression," Proceedings of the 2009 
IEEE International Conference on Systems, Man, and Cybernetics, vol. 

2009, pp. 3132-3137, 2009.  

[35] P. A. Nussbaum, "LITERATURE REVIEW OF SIGNAL 
PROCESSING OF ELECTROENCEPHELOGRAM FOR THE 

DETECTION OF ATTENTIVENESS TOWARDS SHORT TRAINING 
VIDEOS," Advances in Artificial Intelligence, 2013 (Under Review, not 

yet published). 

 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 4, No. 3, 2013 

183 | P a g e  
www.ijacsa.thesai.org 

Camera Mouse Including “Ctrl-Alt-Del” Key 

Operation Using Gaze, Blink, and Mouth Shape 

Kohei Arai 
1
 

Graduate School of Science and Engineering 

Saga University 

Saga City, Japan 

 

Ronny Mardiyanto 
2 

Department of Electronics Engineering 

Institute Technology of Surabaya 

Surabaya City, Indonesia 

 
Abstract—This paper presents camera mouse system with 

additional feature: "CTRL - ALT - DEL" key. The previous 

gaze-based camera mouse systems are only considering how to 

obtain gaze and making selection. We proposed gaze-based 

camera mouse with "CTRL - ALT - DEL" key. Infrared camera 

is put on top of display while user looking ahead. User gaze is 

estimated based on eye gaze and head pose. Blinking and mouth 

detections are used to create "CTR - ALT - DEL" key. Pupil 

knowledge is used to improve robustness of eye gaze estimation 

against different users. Also, Gabor filter is used to extract face 

features. Skin color information and face features are used to 

estimate head pose. The experiments of each method have done 

and the results show that all methods work perfectly. By 

implemented this system, troubleshooting of camera mouse can 

be done by user itself and makes camera mouse be more 
sophisticated. 

Keywords—Camera Mouse; User Gaze; Combination keys 

function  

I.  INTRODUCTION 

Camera mouse that is a pointing device which utilizes only 
camera have recently been gaining a great deal of attention. 
Camera mouse likes usual mouse. However, no additional 
hardware is required except camera only. Recently, camera 
mouse is become good issues because of its function can be 
used for handicap person. Typically, mouse is controlled by 
hand, but the camera mouse can be controlled without 
touching anything. Only web camera is required for using this 
system. The function of the camera mouse is also same with 
typically mouse, but further function also can be used for 
handicap person who cannot use their movement organ. 
Mostly all types of mouse are always used as pointing tool. 
This pointing tool allows people with disability uses computer 
and also other tools. 

Typically, output of mouse can be divided into: (1) 
pointing value, (2) left click (making decision), (3) right click 
(showing menus), and (4) scroll. The problem of existing 
camera mouse methods are still cannot replace all functions of 
ordinary mouse. Most of them only yield pointing and 
decision values. Also, because of users cannot use their hand, 
it is necessary to create "CTRL - ALT - DEL" key in order to 
end task not responding program. This function allows users 
do troubleshooting by themselves. Moreover, camera mouse 
have to robust against various users, head movement, 
illumination changes, and accuracy. The published camera 
mouse methods can be broadly classified into following 

approaches, 

1) Motion based approaches [1][2][3][4][6], (method 

of using selected face image and then follow its motion), 

2) Gaze based approaches [5][8], (The pointing value is 

obtained from user gaze), 

3) Hybrid approaches [7][9], (Combination between 

motion and gaze). 
Mouse utilizes web camera have been proposed [1]. Mouse 

pointer follows face areas which have been selected first. 
Clicking is done when mouse pointer stops with specific time. 
Camera mouse that lets users move the cursor around with 
their head is proposed [2]. Camera mouse for people with 
severe disabilities is proposed [3]. The system tracks the 
computer user's movements with a video camera and translates 
them into the movement of the mouse pointer on screen. 
Visual tracking algorithm is based on cropping an online 
template of the tracked feature from current image and finds 
the new location of this by using template matching method. 
Mouse pointer controlled by gesture is proposed [4]. This 
system can be controlled by moving user's hand or face. 
Camera mouse controlled by user gaze is proposed [5]. This 
system uses eye tracking to find eye location. Infrared 
illumination is used to estimate dark pupil location and used to 
estimate user gaze. Camera mouse driven by 3D model based 
visual face tracking technique is proposed [6]. The human 
facial movement is decomposed into rigid movement, e.g. 
rotation and translation, and non-rigid movement, such as the 
open/close of mouth, eyes, and facial expressions. Camera 
mouse based on face and eye blinking tracking are proposed 
[7]. Face features and detect eye blinking are tracked using 
combination between optical flow and Harris corner detection. 
Camera mouse based on eye gaze is proposed [8]. The mean 
shift algorithm is used to track the detected eyes. Motion 
based camera mouse is easy to developed. The weakness of 
this approach requires user movement, it is difficult to use for 
users who cannot move their organs. Even though gaze 
approach is more difficult to developed, it has high sensitivity 
and is convenience. 

In this paper we proposed camera mouse based on user 
gaze with combination key: "CTRL - ALT - DEL". The 
objective of this research is to overcome troubleshooting when 
computer not responding by providing "CTRL - ALT - DEL" 
key. Moreover, we improve robustness against different users, 
illumination changes, head movement, and accuracy. Our 
proposed system utilizes single IR camera which put on top of 
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screen display. The IR camera will improve robustness against 
illumination changes. User gaze which used to control 
pointing value is estimated based on eye gaze and head pose. 
In order to create "CTRL - ALT - DEL" key, we use open-
closed mouth detection. When system runs in the first times, 
Haar-classifier is used to detect eyes location. After eyes 
location is found, roughly position of mouth estimated based 
on eye location. The detail position of mouth and eye corners 
position is estimated by using Gabor filter. After all face 
features are found, optical flow Lucas-Kanade method is used 
for tracking them. "CTRL - ALT - DEL" key is created by 
utilizing open-closed shape of mouth. When mouth is open, it 
means that SHIFT is selected. When mouth is open and left 
eye is closed, it means that CTRL, ALT, and DEL are selected. 
In order to avoid disturbance (noise when user talking), these 
conditions are selected when it is done within two seconds. 
Improvement of robustness against various uses is done by 
using pupil knowledge. Pupil knowledge such as shape, size, 
and color are used as first knowledge. When first knowledge 
fails, sequential of pupil location is used as next knowledge. 
Last, when all steps fail, pupil is estimated based on their 
motion. Also, improvement against head movement is done by 
estimating gaze also based on head poses. 

The camera mouse system by user gaze is proposed in 
Chapter 2. Moreover, blink and mouth detection methods 
which are the important component engineering of proposed 
system are explained in full detail. Chapter 3 shows the 
experiment method and a result, and show that a proposed 
system can work very well. Then, the remarks that finally 
relate to an experimental result are described. 

II. PROPOSED METHOD 

The problem of the utmost importance of a proposed 
system camera mouse system is combination keys function. In 
order to consider that it is free hand touch, it is important to 
create combination key: "CTRL - ALT - DEL" in order to 
avoid undesired computer condition. When PC system is halt, 
all programs will halts. The only way is press CTRL - ALT - 
DEL to end not responding program. Even though camera 
mouse program also possible halts, it is possible to setup our 
program using another memory location and make it always 
runs. Therefore, the camera mouse system to propose aimed at 
providing the combination key: "CTRL - ALT - DEL" using 
eye-mouth combination. 

A. System Configuration 

The configuration of the proposed system is shown in 
Figure 1. As shown in the figure, a user looking at the screen 
while camera put on top of screen display. Only camera which 
mounted on top of screen display is required. Optiplex 755 
dell computer with Core 2 Quad 2.66 GHz CPU and 2G RAM 
is used. We develop our software under C++ Visual Studio 
2005 and OpenCv Image processing Library which can be 
downloaded as free on their website. The specification of IR 
camera is shown in Table 1. The pointing value is determined 
based on head poses and eye gaze 

 

Fig.1. Camera mouse configuration. 

TABLE I.  SPECIFICATION OF IR CAMERA 

Pixel 

Resolution 

Frame rate 

 

Dimension 

Weight 

Operating 

condition 

Interface 
IR 

Illumination 

1.3 M 

1280×1024 

1280 x 1024：7.5fps, 640 x 

480：30fps 

52mm (W) × 65mm (D) × 

70mm (H) 

85g 

0 - 40deg.C 

 

USB 2.0 

7 IR LED 

B. Key Cadidate Selection and Determination 

Combination between eye gaze and head poses are used to 
obtain user gaze. The determination key is done by blink. 
Generally, we can use all windows programs. In order to 
typing, combination between Microsoft Word and windows 
screen keyboard can be used. Because of windows screen 
keyboard is used for typing, user may look at the desired keys 
and blinks in order to make selection. In special conditions, 
combination keys important to be provided. CTRL - ALT - 
DEL combination keys can be done by using eye and mouth 
shape. Unfortunately, user also may open their mouth 
unintentionally. 

 

Fig.2. Windows screen keyboard. This software allows user to type onto 
MS Word. 

For instance, when user become sleepy and open their 
mouth, when user says something, etc. In order to avoid 
conflicts with these situations, our mouth shape is created with 
sequential states.  

  

User

IR Camera Eye detection and tracking

Eye Gaze Estimation

Open-Closed Mouth 

detection

Blinking detection

Head Poses Estimation
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In our system, "CTR -ALT - DEL" key is done when 
mouth shape is closed-open-closed during for two seconds and 
end with left eye blinks. 

C. Gaze Estimation 

In order to analyze eye gaze, eye should be detected and 
tracked first. Figure 3 shows flow of eye detection and 
tracking. The published eye detection approaches can be 
broadly classified into two categories: the active infrared (IR)-
based approaches [10], [11], [19] and the traditional image-
based passive approaches [12], [13], [14], [15], [16], [17], 
[18]. Eye detection based on Hough transform is proposed 
[12], [13], [14]. Hough transform is used in order to find the 
pupil. Eye detection based on motion analysis is proposed 
[10]. Infrared lighting is used to capture the physiological 
properties of eyes (physical properties of pupils along with 
their dynamics and appearance to extract regions with eyes). 
Motion analysis such as Kalman filter and Mean Shift tracking 
are used. Support vector machine classifier is used for pupil 
verification. Eye detection using adaptive threshold and 
Morphologic filter is proposed [15]. Morphologic filter is used 
to eliminate undesired candidates for an eye. Hybrid eye 
detection using combination between color, edge and 
illumination is proposed [18]. Eye detection based on motion 
analysis [10], [11] will fail when eyes are closed or occluded.  

In our system, we cannot use this method. Our pupil 
detection have to works when eye shape changes. When 
eyeball moves, eyebrow and pupil will also move and yield 
two kinds of motion. Because of other eye components move 
when eye moves, the ambiguity problem to distinguish 
between eyebrow and pupil will happen. Eye detection based 
on Hough transform [12], [13], [14] is susceptible against 
noise influence. Eye detection using morphological filter [15] 
which eliminate noise and undesired candidate of eye will not 
robust against user variance. Morphologic method will not 
work when noises have same shape and size with pupil. Eye 
detection based on template matching [16], [17], segments of 
an input image are compared to previously stored images, to 
evaluate the similarity of the counterpart using correlation 
values.  

The problem with simple template matching is that it 
cannot deal with eye variations in scale, expression, rotation 
and illumination. Use of multi scale templates was somewhat 
helpful in solving the previous problem in template matching. 
When eye detector only relies on eye appearance [18], this 
method will fail when eye unseen or closed. This method also 
will be faced on variance user color skin. Basically, our system 
detects eye based on deformable template method [20]. This 
method matches between eye template and source images. We 
create template by using Gaussian smother onto this image. 
Deformable template method detects roughly position of eye. 
Benefit of deformable template method is that it takes less 
time than classifier methods.  

Although this method faster than classifier type, the 
robustness is still less. In our system, when deformable 
template fails to detect eye position, viola-Jones classifier will 
detects eye. It means that Viola-Jones method is used only 
when deformable template fails to detect eye. The viola-Jones 
classifier employs adaboost at each node in the cascade to 

learn a high detection rate the cost of low rejection rate multi-
tree classifier at each node of the cascade. To apply the viola-
Jones classifier onto system, we use viola-Jones function in 
OpenCV [21]. Before use the function, we should create XML 
file. The training samples (face or eye image) must be 
collected. There are two samples: negative and positive 
sample. Negative sample corresponds to non-object images. 
Positive sample corresponds to object image. After acquisition 
of image, OpenCV will search the face center location 
followed by searching the eye center location. By using 
combination between deformable eye template and Viola-
Jones method, eye location easier to be detected. Advantages 
of these methods are fast and robust against circumstances 
change. 

Fig.3. Eye detection flow 

After the roughly eye position is found, next position of 
eye is tracked using Lucas-Kanade optical flow method. It 
means that we do not repeat the eye detection again. Eye gaze 
is estimated based on pupil location. Because of this system 
rely on the pupil location, pupil detection with perfectly 
accurate and robustness is required. Pupil is detected by using 
its knowledge. Flow of pupil detection is shown in Figure 4. 
Three types of knowledge are used. We use pupil size, shape, 
and color as the first knowledge. First, adaptive threshold 
method is applied onto eye image. Threshold value T is 
obtained from average pixel value (mean) of eye image μ. We 
set threshold value is 27% bellow from mean. 
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Pupil is signed as black pixels on image. In the first case, 
when the pupil clearly appears on eye image, the result of 
adaptive threshold itself is able to detect pupil location. Pupil 
is marked as one black circle on image. By using connected 
labeling component method, we can easily estimate the pupil 
location. While noise appears on image, we can distinguish 
them by estimate its size and shape. Next case, when eye is 
looking at right or left, the form of eye will change. This 
condition makes the pupil detection is hard to find. Noise and 
interference between pupil and eyelid appear. This condition 
brings through others black pixels which have same size and 
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shape with pupil. To solve this problem, we utilize the 
previous pupil location. The reasonable pupil location is 
always in surrounding previous location. Last case, when all 
steps above fail to detect pupil location, we estimate pupil 
location by its motion. This situation happens when the black 
pixels mixed with other black pixel or no black pixels at all on 
image. We put this knowledge as last priority to avoid 
ambiguity motion between pupil and other eye components. 
We monitor pupil location using its previous location. We 
adopt Kalman filter [22] to estimate pupil location. A simple 
eye model is defined on Figure 5. The eyeball is assumed to be 
a sphere with radius R. Actually, it is not quite a sphere but 
this discrepancy does not affect our methodology. The pupil is 
located at the front of eyeball. 

The distance from the center gaze to current gaze is r. Gaze 
is defined as angle θeye between normal gaze and r. The 
relation between R, r and θeye is expressed in equation (3) and 
(4), respectively. 

r = R sinθ 

)arcsin(
R

r
eye   

(3) 

 

(4) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4. Flow of Pupil detection methods. Pupil detection works using three 

steps: (1) based on size, shape, and color, (2) based on its sequential position, 
and (3) based on the motion. 

 

 

 

 

 

 

 

 

 

Fig.5. Eye model. 

The radius of the eyeball ranges from 12 mm to 13 mm 
according to the anthropometric data [23]. Hence, we use the 
anatomical average assumed in [24] into our algorithm. Once r 
has been found, gaze angle θeye is calculated easily. In equation 
4 is shown that eye gaze calculated based on r value. In order 
to measure r, the normal gaze should be defined. In our 
system, when system starts running, the user should looks at 
the center. At this time we record that this pupil location is 
normal gaze position. In order to avoid error when acquiring 
normal gaze, normal gaze position is verified by compare 
between its value and center of two eye corners. 

D. Head Pose Estimation 

Head poses estimation is intrinsically linked with visual 
gaze estimation. Head pose provides a coarse indication of 
gaze that can be estimated in situation when the eyes of a 
person are not visible. When the eyes are visible, head pose 
becomes a requirement to accurately predict gaze direction.  

The conceptual approaches that have been used to estimate 
head pose are categories into[25] (1) Appearance template 
methods, (2) Detector array methods, (3) Nonlinear regression 
methods, (4) Manifold embedding methods, (5) Flexible 
models, (6) Geometric methods, (7) Tracking methods, and (8) 
Hybrid methods. Our proposed head pose estimation based on 
Geometric methods. Face features such as eyes location, the 
end of mouth, and boundary of face are used to estimate head 
pose. After eyes location are found, mouth location is presume 
based on eyes location. Two of end of mouth are searched by 
using Gabor filter. The boundary of face is searched based on 
skin color information. From eyes and two end of mouth, face 
center is estimated. Head pose is estimated by difference 
between face center and face boundary. Head pose estimation 
flow is shown in Figure 6. 

Head pose can be calculated with equation (5) to (8). 
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Fig.6. Head pose estimation flow, head pose is determined based on face 

and head centers. 

where fc is face center, eyeL and eyeR are locations of left 
and right eyes, mthL and mthR are left and right mouth 
locations, fh is head center, ftop, fbtm, fL, and fR are top, bottom, 
left, and right head boundary locations. rch is distance between 
face and head centers. Rhead is radial of head. θhead is head pose 
angle. 

E. Mouth Detection 

Open-closed mouth shape is one of feature that will be 
used to create "CTRL - ALT - DEL" key. When left eye closed 
while mouth is open (during for two seconds), system will 
send "CTRL - ALT - DEL" command. This combination keys 
is important when computer halt. Our mouth shape detection 
based on skin color information. Normalized RGB based skin 
color detection is used to extract mouth [26]. Because of 
mouth was surrounded by skin, mouth shape will easily to 
detect by removing skin color. 

F. Blink Detection 

Considering of the blinking application, the accuracy and 
success rate become important. Many techniques based on 
image analysis methods have been explored previously for 
blinking detection. Blinking detection based on Hough 
Transform in order to find iris location is proposed [27]. Eye 
corners and iris center based detector is proposed [28]. 
Blinking detection system uses spatio-temporal filtering and 

variance maps to locate the head and find the eye-feature 
points respectively is proposed [29]. Open eye template based 
method is proposed [30]. Using a boosted classifier to detect 
the degree of eye closure is proposed [31]. Lucas-Kanade and 
Normal Flow based method is proposed [32]. 

The methods above still did not give perfectly success rate. 
Also, common problem is difficult to implement in real time 
system because of their time consumption. Because of these 
reasons, we propose blinking detection method which able to 
implement in real time system and has perfectly success rate. 
Basically, our proposed method is measure percentage of 
open-closed eye condition by estimating the distance between 
topside of arc eye and the bottom side. Gabor filter is used to 
extract arcs of eye. By utilize connected component labeling 
method, top-bottom arcs are detected and measured. The 
distance between them can be used to determine the blinking. 
Blinking detection flow is shown in Figure 7. 

 

 

 

 

 

 

 

 

 

 

 

Fig.7. Blink detection flow. Gabor filter is used to extract arcs of eye. 

III. EXPERIMENTS 

In order to measure the performance of our proposed 

system, each block function is tested separately. The 

experiments involve eye gaze, head pose estimation, blinking 

detection, and open-closed mouth detection. 

A. Gaze Detection 

Eye gaze estimation experiments include eye detection 
success rate against different user, illumination influence, 
noise influence, and accuracy. The eye detection experiment is 
carried out with six different users who have different race and 
nationality: Indonesian, Japanese, Sri Lankan, and 
Vietnamese. We collect data from each user while making 
several eye movements. Three of Indonesian eyes who have 
different race are collected. The collected data contain several 
eye movement such as look at forward, right, left, down, and 
up. Two of Indonesian eyes have width eye with clear pupil. 
Numbers of images are 552 samples and 668 samples. Another 
Indonesian eye has slanted eyes and the pupil is not so clear. 
Numbers of images of this user are 882 samples. We also 
collected data from Sri Lankan people. His skin color is black 
with thick eyelid. Numbers of images are 828 samples. The 
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collected data of Japanese is bright with slanted eyes. 
Numbers of images are 665 samples. 

The first experiment investigates the pupil detection 
accuracy and variance against various users. We count the 
success samples followed by counting the success rate. Our 
method is compared with adaptive threshold method and 
Template matching method. The adaptive threshold method 
uses combination between adaptive threshold itself and 
connected labeling method. The template matching method 
use pupil template as reference and matched with the images. 
The result data is shown in Table 2. 

TABLE II.  ROBUSTNESS AGAINST VARIOUS USERS, THIS TABLE SHOWS 

THAT OUR METHOD ROBUST ENOUGH AGAINST VARIES USER AND ALSO HAS 

HIGH SUCCESS RATE 

User 

Type 

Nationality Adaptive 

Threshold 

(%) 

Template 

Matching 

(%) 

Our 

Method 

(%) 

1 Indonesian 99.85 63.04 99.99 

2 Indonesian 80.24 76.95 96.41 

3 Sri Lankan 87.80 52.17 96.01 

4 Indonesian 96.26 74.49 99.77 

5 Japanese 83.49 89.10 89.25 

6 Vietnamese 98.77 64.74 98.95 

Average 91.07 70.08 96.73 

Variance 69.75 165.38 16.27 

 
The result data show that our method has high success rate 

than others. Also, our method is robust against the various 
users (the variance value is 16.27). 

The next experiment measures influence of illumination 
changes against eye detection success rate. This experiment 
measures the performance when used in different illumination 
condition. Adjustable light source is given and recorded the 
degradation of success rate. In order to measure illumination 
condition, we used Multi-functional environmental detector 
LM-8000. Experiment data is shown in Figure 8.  

Data experiment show that our proposed method allow 
works with zero illumination condition (dark place). This 
ability is caused of IR light source which automatically adjust 
the illumination. Our proposed method will fail when 
illumination condition is too strong. This condition may 
happen when sunlight hit directly into camera. 

 

Fig.8. Illumination Influence, this figure shows that our proposed method 
allow works with minimum illumination. 

The next experiment measures noise influence against eye 
detection success rate. Normal distributed random noise is 
added into image. We add noise with mean is 0 and standard 
deviation of normal distributed random noise is changed. 
Robustness due to noise influence is shown in Figure 9. The 
experiment data show that our system robust enough due to 
noise influence. 

 

 

Fig.9. Noise influence against eye detection success rate 

The next experiment measures accuracy of eye gaze 
estimation. Users will look at several points which are shown 
in Figure 10 and calculate the error. Error is calculated from 
designated angle and real angle. The errors are shown in Table 
3. These experiment data show that our proposed system has 
accuracy 0.64o. 
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Fig.10. Experiment of eye gaze accuracy. Five points are used to measure 

the accuracy. 

TABLE III.  EYE GAZE ESTIMATION ACCURACY 

Point Error (
0
) 

1 0 

2 0.2 

3 0.2 

4 0.2 

5 3.12 

Average 0.64 

 

B. Head Pose Estimation 

This experiment measure accuracy of head poses in yaw 
and pitch directions. In order to measure head pose, head 
center is estimated first. Head center is estimated by using skin 
color information. RGB normalization method is used to 
detect skin color 

 

Fig.11. Head center estimation using skin color information 

Next is estimates face center. Face center is estimated 
using four face features (two ends of eyes and two ends of 
mouth). Face features are extracted using Gabor Filter.  

 

 

 

 

 

 

 

 

 

 

Fig.12. Face feature extracted using Gabor filter. Gabor image is shown in 

left side. 

By using head center and average position from four face 
features, head pose is estimated.  

Fig.13. Head pose estimation; head pose is estimated using center of four 
face features and head center. 

The complete experiment of head pose estimation is shown 
in Table 4. The result show that error will increase when yaw 
angle rises. This condition is caused by when head move with 
high angle, ear will visible. Because of ear color same with 
skin color, it causes result of head center estimation shift and 
obtains error. 

TABLE IV.   HEAD POSE ESTIMATION IN YAW DIRECTION 

Yaw angle (
0
) Error (

0
) 

15 6.41 

10 2.34 

5 0.33 

0 0 

-5 1.12 

-10 -2.18 

-15 -4.47 

Average 0.51 

TABLE V.  HEAD POSE ESTIMATION IN PITCH DIRECTION 

Pitch Angle (
0
) Error (

0
) 

-20 13 

-10 5 

0 0 

10 4 

20 4 

Average 5.2 

 

  

Yaw 10° Yaw 5° Yaw 0° Yaw -5°
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C. Blink Detection 

This measurement is conducted by counting the success 
and fail ones when position of user face is constant, but eye 
gaze changes. IR camera is put on the top of monitor display 
and the user face looking forward. Distance between camera 
and user is 30 cm. This experiment is shown in Figure 14. We 
recorded the success rate when user face position is constant 
and eye gaze angle changed. The result is shown in Table 6. 

 

Fig.14. Blink detection experiment. 

The results show that our method will give 100% success 
rate when pitch angle is below than 15o and the maximum of 
roll angle is 30o. When pitch angle of eye gaze exceed 15o, the 
success rate become decrease. It happens because method fails 
to distinguish between open and closed eyes images. 
Alteration of eye images when eye gaze changes are shown in 
Figure 15. This figure shows that when pitch angle become 
greater, eye will look like closed eye. This condition will not 
benefit for our method. 

Fig.15. Eye images when eye gaze changes 

TABLE VI.  BLI9NK DETECTION ACCURACY 

 

D. Mouth Detection 

Performance of mouth shape detection is measured by 
detecting open-closed mouth shapes. User does 10 times open-
closed condition while system analyzed it. Figure 16 shows 
the open-closed mouth shape. Experimental data show that our 
mouth states detection works very well. 

IV. CONCLUSION 

Each block of camera mouse with "CTRL - ALT - DEL" 
key have been successfully implemented. Estimation of eye 
gaze method shows good performance is robust to various 
users, illumination changes, and robust showing success rate 
greater than 96% and variance is small enough.  

 

 

 

 

 

 

 

 

Fig.16. Open-Closed Mouth Shape. Mouth shape is extracted by using 

Gabor filter. Left side is output of Gabor filter and right side is mouth images. 

Also, estimation of head pose is simple. However, it shows 
good performance when used to estimate in yaw and pitch 
directions. Furthermore, blinking and mouth shape detections 
show good performance when detect open-closed eyes and 
mouth conditions. Moreover, all of our methods do not require 
any previous calibration. Beside can be used for creating 
"CTRL - ALT - DEL" key, it also can be used to create other 
combination keys.  By implemented this system, camera 
mouse will be more sophisticated when it is used by disable 
person.   
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Abstract—Palmprint is a relatively new physiological 

biometric used in identification systems due to its stable and 

unique characteristics. The vivid texture information of 

palmprint present at different resolutions offers abundant 

prospects in personal recognition. This paper describes a new 

method to authenticate individuals based on palmprint 

identification. In order to analyze the texture information at 

various resolutions, we introduce a new hybrid wavelet, which is 

generated using two or more component transforms 

incorporating both their properties.  A unique property of this 

wavelet is its flexibility to vary the number of components at each 

level of resolution and hence can be made suitable for various 

applications. Multi-spectral palmprints have been identified 

using energy compaction of the hybrid wavelet transform 

coefficients. The scores generated for each set of palmprint 

images under red, green and blue illuminations are combined 

using score-level fusion using AND and OR operators. 

Comparatively low values of equal error rate and high security 

index have been obtained for all fusion techniques. The 

experimental results demonstrate the effectiveness and accuracy 
of the proposed method.  

Keywords—Hand-based biometrics; Hybrid wavelet; Multi-

resolution; Energy compaction, fusion;  

I. INTRODUCTION 

With increasing threat to security there is a grave need for 
identification in our society. Immense focus is in development 
of accurate and reliable security systems and to facilitate the 
development of such systems biometrics is considered as a 
highly effective automatic mechanism for personal 
identification. As each human being is unique [1], so are his 
physical characteristics like fingerprint, palmprint, ear, iris etc. 
and behavioral characteristics like voice, gait etc. These 
characteristics are considered as biometrics and can be utilized 
for such automated personal identification system. Palmprints 
are becoming more popular over fingerprints as biometrics as 
they offer more stable and reliable features; even the palm-
veins [2] are being analysed as separate biometrics. The main 
objective behind the automated systems is to extract the 
unique features of the biometrics and not treat the entire 
biometric-trait for identification. Feature extraction can be 
done in many possible ways. For palmprints the various 
approaches that can be used are: 1) Line-based approach: Palm 
lines are prominent and unique features of a palm. The 
extraction of these lines by using edge-based detection 

methods [3] and morphological operations [4] are quite 
common. 2) Subspace (appearance)-based approach: Principle 
component analysis (PCA), independent component analysis 
(ICA) and linear discriminant analysis (LDA) are used and 
their coefficients are considered as the features [5], [6]. 3) 
Texture-based approach: In this approach various filters like 
Gabor filter [7]-[9] and transforms like Discrete Cosine 
Transform and wavelets [10], [11] etc. are used to analyze 
texture based information of palmprints. Attempts have been 
made to combine the features [12] produced by few or all the 
techniques mentioned above.      

The texture features are supposed to contain more 
information and hence they have been successfully analysed 
using Gabor filter earlier. There exist 
verification/identification systems based on extracted features 
using various transforms such as Fourier Transform [13] 
(where Fourier range and angle features have been extracted to 
identify the palm-print image) and [14] (where cepstum 
coefficients are matched), Karhunen-Loeve transform [5], 
Discrete Cosine Transform, Walsh Transform [18] etc.  It has 
been observed that different transforms analyze the palmprint 
in different ways.  Attempt has been done by Kekre et. al. [17] 
to combine more than one transforms to generate hybrid 
transform and use it for palmprint identification. Properties of 
many transforms can be combined in hybrid transform and 
hence the results are better than those obtained using single 
transform. This was further extended to bi-resolution hybrid 
wavelets [18] which analyze palmprints at only global and 
local levels of resolution and were successfully used for 
identification purpose. In this paper we present multi-
resolution hybrid wavelets, which provide with palmprint 
image analysis at local, semi-global (at various levels) and 
global levels of resolution. Since palmprints have principle 
lines (less texture) which can be viewed at low resolution, 
minor lines (medium texture) which can be viewed at various 
resolutions at medium level and ridges and valleys (high 
texture) which can only be viewed at high resolution, it 
becomes essential to analyze the palmprint at various 
resolutions.  

The rest of the paper is organized as follows. Section II 
describes the generation of Hybrid Wavelet using Kronecker 
product and Hybrid transform. Section III illustrates the 
algorithm used in the proposed method for palmprint 
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identification for multi-spectral images. In section IV the 
fusion scheme used to combine scores for multi-spectral 
palmprints is explained and section V presents the results 
obtained using the proposed method. The paper is concluded 
in section VI. 

II. HYBRID WAVELET 

A. Generation of Hybrid Wavelet 

The hybrid wavelet transform matrix is generated using 
hybrid transform matrix, which can be produced using 
Kronecker product of two or more existing orthogonal 
transforms[15]. For any hybrid transform of size nxn = pqxpq 
(component transforms A and B of size pxp and qxq 
respectively), a hybrid wavelet HW, of size pqxpq can be 
generated. If r0, r1, r2,….rn-1(except 1 and p itself) are the 
divisors of p (for example, if p =32 then 2, 4, 8 and 16 will be 
r0, r1, r2 and r3 respectively), arranged in ascending order, then 
the hybrid wavelet is given by, 

 

    

 
 
 
 
 
 
 
 
 
 
 
 

            

       
               

 

       
               

 
 
 
 
 

     
    

    
                 

 

              
  

 
 
 
 
 
 
 
 
 
 
 

 

 
where Bq(i:j)  represents the rows i to j of B matrix of size q 

and Ap/r represents A matrix of size p/r. Here, the transform 
matrix A of size p and its lower order matrices of sizes p/r0, 
p/r1, ….p/rn-1 are multiplied (using Kronecker product) with 
certain rows of B transform matrix. Note that the rows of B 
are not repeated. The scaling operation used in the generation 
of existing wavelets like Haar, has been replaced by making 
use of lower order matrices of transform matrix A. The 
shifting operation is being realized by making use of the 
identity matrix (I) which is multiplied (using Kronecker 
product) with the lower order hybrid transform components. 
The lower the order of the transform matrix A, the higher is 
the order of I matrix by the same factor. 

For example, employing the component transforms Walsh 
and Kekre transform matrices of sizes p = 4 and q = 3 (Walsh 
4X4 and Kekre 3X3), a hybrid wavelet can be generated as in 
equation (2). 
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Here the first p (=4) rows represent global components, the 
next p rows represent semi-global and the last p rows represent 
local components of the hybrid wavelets.  

With A and B as component transforms, hybrid wavelet 
HW can be formed in the following different ways: 

1) p and q can take different values for the same value 

of n, both being the factors of n. 

2) A and B can be interchanged, if the transform 

matrices of the corresponding sizes exist. 

3) The values of i0 through in-1 can be varied such that 

size of HW remains pq x pq. 

B.  Properties of Hybrid Wavelet 

1)  Orthogonal: The hybrid wavelet follows the principle 

of orthogonality i.e. 
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where µW is a diagonal but may not be an  identity matrix 
and µA and µB are the diagonal matrices given by µA = AAT 
and µB = BBT. 

2) Hybrid wavelet coefficients: To calculate the hybrid 

wavelet coefficients F, of a one-dimensional discrete function 

f, we use,  
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The coefficients D of a two-dimensional function d are 
obtained by 

          
   (7) 

And the inverse is obtained by first calculating G matrix 
whose (i,j)th element is given by, 
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where µWij = µWii * µWjj for all values of i and j.  

Then, 

            (9) 

Energy in each transform coefficient D in frequency 
domain is given by 
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Thus the total energy in the function d is given by 
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III. ALGORITHM FOR PALMPRINT IDENTIFICATION 

The hybrid wavelet developed in the previous section has 
been used with various component transforms for the purpose 
of multi-spectral palmprint identification. As transforms and 
wavelets are known to show energy compaction in the lower 
frequency coefficients and higher frequency coefficients are 
minusculed, it is possible to discard these low energy (high 
frequency) coefficients. This is the basis for the reduction in 
feature vector size. The algorithm used in the process is as 
shown in the figure 1. 

A. Enrollment phase: 

Each ROI extracted palmprint image is transformed using 
the hybrid wavelet transform as generated in section II using 
equation (1). The hybrid wavelet transform is generated using 
transforms matrices A and B, which can be any of the existing 
orthogonal transforms like DCT, Walsh, Kekre, etc. The size 
of the hybrid wavelet matrix is the same as that of the 
palmprint image used; here the image is 128X128 (n = 128), 
the HW is of the same size and is generated with values of p = 
16, and q = 8 (or any other factor combination like p = 32 and 
q = 4). Various component transforms were tried and the best 
results were obtained using a hybrid wavelet with Walsh and 
DCT as component transforms.   

Energy in each transform coefficient is its magnitude 
squared and scaled by the energy matrix coefficient, µWij of 
hybrid wavelet as in equation (10). The coefficient energy 
matrices of all database images are averaged to generate mean 
energy matrix. This energy matrix is divided into blocks of 
4x4 and mean of each block is calculated, thus reducing the 
size to 32x32. This is primarily done to reduce the feature 
vector size. These mean energy values of mean energy matrix 
are arranged in descending order of individual component 
energy and those blocks are selected whose cumulative energy 
is more than threshold energy. The selected blocks form the 
Energy Map. The standard deviation values of the transform 

coefficients of these blocks are the Feature Vector.  Higher the 
threshold energy larger the feature vector size and better the 
identification rate. But beyond certain threshold energy value, 
there is negligible increase in the identification rate, though 
the feature vector size increases considerably. 

B. Identification Phase: 

The ROI extracted test palmprint is transformed and its 
energy matrix is generated. This is also divided into 4x4 
blocks and the mean energy of each block is calculated. Those 
blocks are selected which map to the energy map as generated 
in enrollment phase. Then the standard deviation values of the 
transform coefficients of these blocks of the test palmprint are 
its features.  

C. Matching criteria: 

Absolute Distance (AD) has been used as a distance 
measure to compare the FV of test image (FVt) with that of 
each image in the database (FVd). The mth AD between the test 
image and mth database image is given by equation (12) 

                        
  

     (12) 

where s is the number of enrolled images. A genuine 
match is defined as a match between the palmprints from the 
same palm and an imposter match is the match between the 
palmprints from different palms. If the AD is lower than a 
given threshold value, a match is obtained. This value of 
threshold is varied to obtain the genuine acceptance ratio 
(GAR) and false acceptance ratio (FAR). The performance of 
the proposed method is obtained by plotting the receiver 
operating characteristics (ROC) and calculating the equal error 
rate (EER).  
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Fig 1.    Flow diagram of algorithm for palmprint identification using the 
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D. Score Level Fusion Scheme 

Fusion of the scores obtained for multi-spectral palmprints 
under red, green and blue (RGB) illumination is done to 
combine the characteristics of palmprints under each 
illumination. The fusion rules aim at improving the 
performance of a system from that of a single palmprint. 
Fusion can be done at three general levels: feature level, score 
level and decision level. The score level fusion of feature sets 
has been used most commonly and gives significant 
improvement in performance. In this paper we have used score 
level fusion for multi-spectral palmprint images to combine 
the scores produced individually for multispectral palmprint 
images under red, green and blue illuminations [10] 
(henceforth referred to as R, G and B images) as shown in 
Figure 2. Three types of fusions schemes using AND and OR 
operators are used to combine scores and final matching 
decision can be taken for either of the three fusion strategies. 
Considering SR, SG and SB as the scores produced for R, G and 
B images respectively, they have been combined in the 
following three ways to obtain the final score SF: 

I. SF = SR OR SG OR SB 
II. SF = {SR AND SG} OR {SR AND SB} OR {SB AND 

SG} 

III. SF = SR AND SG AND SB 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

For different applications requiring different levels of 
security, various score level fusion strategies can be used. The 
fusion strategy using AND operator is more stringent, as it 
gives a match only when all R, G, and B images match and 
hence is used for applications requiring higher level of 

security whereas OR operator is more liberal in terms of 
security but better in accuracy.  In between these two extremes 
is the AND/OR based fusion rule which is a compromise 
between level of security and accuracy. 

IV. RESULTS AND DISCUSSION 

A. Database 

This experiment was performed on the multi-spectral 
palmprint database of Hongkong Polytechnic University, 
which consists of multi-spectral palmprint images under R, G 
and B illuminations. As different features of palmprints are 
captured at different wavelengths of light, multi-spectral 
palmprints are more effective in the analysis. Multispectral 
imaging in any area is supposed to preserve detailed radiance 
information and has great discriminative power[19]. 

The database [16] used here comprises of three sets of 
6000 (12 samples of 500 persons) ROI extracted palmprint 
images of size 128 x 128, each under red, green and blue 
illuminations. For the experiment purpose, each of these sets 
has been divided into 2 sets: 4800 (12 samples of 400 persons) 
as enrolled and 1200 (12 samples of 100 persons) as 
imposters’ palmprints. For genuine palmprint identification 
each of the 4800 palmprints of the enrolled set is individually 
treated as test image and matched against the remaining 4799 
palmprints. For checking imposter identification, each of the 
imposters’ palmprint set is treated as test image and matched 
against the enrolled set.  

B. Results  

For multi-resolution analysis of multi-spectral palmprints, 
many component transform pairs from DCT, Walsh, Kekre, 
Haar for generating hybrid wavelet have been tried. The best 
results obtained are using DCT (8x8) and Walsh (16x16 and 
lower order) as component transform matrices and have been 
discussed here.   The performance of the proposed method has 
been quantitatively evaluated using False Reject Rate (FRR), 
False Acceptance Rate (FAR) and Equal Error Rate (EER). 
For evaluation of FRR, each of the 4800 images of each of the 
R, G and B set is considered as a test image and identified 
against the remaining 4799 images. For calculation of FAR, 
1200 images of the test set are identified against 4800 images 
of the training set. Once the matching results are obtained, we 
get the complete palmprint matching score using rule based 
score-level fusion. The experimental results show that 
significant improvement in the performance can be achieved 
from the combination of scores of multi-spectral palmprint 
images. Figure 3 shows the plot of GAR vs. FAR for all the 
three fusion schemes and it can be observed that OR-based 
fusion scheme gives the best performance for GAR. The ROC 
plot for the three fusion scheme shown in figure 3, indicate 
that the EER obtained for OR-based fusion scheme is the least 
at 1.833%, whereas for AND-based fusion scheme it is 
2.604%. The value of threshold (static) at which EER is seen 
to be lower for OR-based fusion and is 375 and for AND-
based fusion technique the same is 810. The higher the value 
of threshold, more secure the system is. Another parameter 
called security index has been introduced, which can be used 
to judge the performance of a system with respect to security 
and can be defined as 
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    (13) 

where, TZ is the maximum value of threshold for which 
FRR is zero and TE is the value of threshold where EER is 
obtained. SP is security index and lies between 0 and 1 and if 
the value is 1 then it is an ideal system in terms of security at 
which EER becomes zero. For the proposed system, the values 
of SP for AND and AND-OR based fusion systems are 0.875 
and 0.887 respectively and for OR based fusion system it is 
obtained as 0.853, clearly indicating that AND based systems 
are highly secure.     

Hence it can be concluded that the proposed method, when 
used with AND-based fusion technique can be used for 
applications where high level of security is demanded and OR-
based fusion where higher efficiency is required with slight 
compromise in security. 
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Fig 3. Results for the proposed method: a) ROC for the fusion scheme at 

score level. FRR and FAR curves showing the values of EER for  b) OR based 

c) AND-OR based d) AND based fusion 

V. CONCLUSION 

In this paper palmprint identification using a new hybrid 
wavelet employing multi-resolution analysis is proposed.  The 
hybrid wavelet used here is a flexible wavelet which analyzes 
functions at all levels of resolutions where number of 
components at each level can be controlled and the wavelet 
itself can be varied by using different component transforms. 
The hybrid wavelet used here gives far better performance 
than the individual component transforms in various 
applications like image data compression, content-based 
image retrieval etc. Multi-spectral palmprints are identified 
using the features generated by energy compaction of the 
hybrid wavelet coefficients and fusion of the scores of each set 
of the red, green and blue images using OR and AND based 
techniques is used to find best system. The performance of the 
proposed method is analysed by calculating equal error rate 
and security performance index and the values of EER of 
1.833% suggests that system using OR-based fusion scheme 
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gives better performance efficiency, whereas SP of 0.887 and 
0.875 for AND-OR and AND fusion based system 
respectively indicate that these are highly secured systems. 
Future scope where hybrid wavelet with more than two 
different transforms can be used for palmprint identification. 
Application of this technique for other biometrics is open for 
further analysis and research. 
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Abstract—Method for psychological status estimation by gaze 

location monitoring using Eye-Based Human-Computer 

Interaction: EBHCI is proposed. Through the experiment with 

English book reading of e-learning content, relation between 

psychological status and the distance between the correct location 

of English sentence reading points and the corresponding 

location derived from EBHCI is clarified. Psych9ological status is 

estimated from peak alpha frequency derived from eeg signals. It 

is concluded that psychological status can be estimated with gaze 
location monitoring. 

Keywords—psychological status; gaze estimation; computer 

input by human eyes only 

I.  INTRODUCTION 

These experiments are aimed for measuring and 
monitoring the student attention. The student attention 
monitoring will be useful for a teacher evaluates the learning 
process under e-learning system. In the e-learning system, the 
interaction between teacher and student is limited. The 
occurred interaction is only under the content in the e-learning 
system. Hence, the student monitoring is being investigated to 
obtain the best way to monitor and evaluate the performance 
of a student. 

Computer key-in system by human eyes only (just by 
sight) is proposed [1],[2]. The system allows key-in when 
student looks at the desired key (for a while or with blink) in 
the screen keyboard displayed onto computer screen. Also 
blink detection accuracy had to be improved [3],[4]. 
Meanwhile, influence due to students' head pose, different 
cornea curvature for each student, illumination conditions, 
background conditions, reflected image (environmental image) 
on students' eyes, eyelashes affecting to pupil center detection, 
un-intentional blink, etc. are eliminated for gaze detection 
accuracy improvement [5],[6]. On the other hands, the system 
is applied for communication aid, having meal aid, electric 
wheel chair control, content access aid (e-learning, e-comic, e-
book), phoning aid, Internet access aid (including Web search), 
TV watching aid, radio listening aid, and so on [7]-[17].  

The method for key-in accuracy improvement with moving 
screen keyboard is also proposed [18]. Only thing student has 
to do is looking at one of the following five directions, center, 

top, bottom, left and right so that key-in accuracy is 
remarkably improved (100% perfect) and student can use the 
system in a relax situation. 

The following section describes the proposed method for 
psychological status estimation by gaze location monitoring 
using EBHCI followed by some experiments with English 
book reading of e-learning content. Then conclusion is 
described together with some discussions. 

II. PROPOSED METHOD 

A. System Configuration 

System configuration of the proposed method is shown in 
Figure 1. We create a software consisting function as follow: 
(1) Tracking the eye, (2) Estimating the user sight, (3) Sight 
trajectory and blinking logger, and (4) EEG signal logger. In 
Figure 1, it explains the methodology of our investigation. In 
our methodology, user/student access/use the e-learning 
content using personal computer. The used e-learning content 
consist of teacher voice (we recorded it using recorder and 
storage it as voice data) and the text shown on the screen. 
These two content are connected each other. The saying voice 
has same timeline with the text, so student could follow the 
teacher voice (hearing using ear phone) while he read the text 
on screen.  

The concept of our this experiment is how we could make 
a relation between the eye behavior to student attention, so we 
would measure the student attention by synchronizing between 
hearing voice and the student sight/gaze to text on the screen. 
We compare between the trajectory sight points on the text 
with the true one. We make assumption of the relation 
between student attentions and sight point as if student do not 
looking at the displayed text while the teacher voice speaking 
at, we judge it as student do not focus to the content. 
Otherwise, if student could follow the teacher voice by 
looking at on the same text, we judge it as student focus to the 
content. The difference between true trajectory text points and 
user sight trajectory point will be evaluated to determine 
whether the student is focus to the content or not. Also, we 
measure the happened blinking manually through the saved 
video file saved while experiment is conducted. We count the 
number of blinking and record it by time frame.  
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Fig.1. System configuration of the proposed psychological status 

estimation with EBHCI 

We measure the brain activity of student simultaneously. 
We record the raw EEG data by using Neurosky mindset EEG 
sensor. This EEG signal will represent the brain condition of 
student whether student under the stress condition or not. Such 
stress condition could be measure by using Peak Alpha 
Frequency of EEG signal.  

B. Hardware Configuration 

Major specifications of the proposed system including the 
eeg sensor used are as follows, 

1) Measures: 
We record the EEG signal by using NeuroSky Mindset 

EEG sensor and OpenVibe software. By using the openvibe 
software, we could record the EEG signal and process it to 
peak alpha frequency. 

• Raw-Brainwaves  

• EEG power spectrums (Alpha, Beta, etc.) 

• eSense meter for Attention and Meditation 

• Quality of data being collected (can be used to 
detect poor contact and whether the device is off 

the head) 

2) Signal and EEG: 

• Maximum signal input range: 1mV pk-pk 

• Hardware filter range: 3Hz to 100Hz 

• MS001: includes 60Hz environmental AC noise 
filtering 

• MS002: includes 50Hz environmental AC noise 

filtering 

• Amplification gain: 2000x  

• ADC resolution: 12 bits (-2048 to 2047)   

• Sampling rate: 512Hz   

• eSense interpretation update rate: 1Hz  

• 0% byte loss (ie packet loss)  

• 1Hz eSense interpretation rate 

• UART Baudrate: 57,600 Baud  

• SPP through put: 9600 Baud  

• S/N ratio: >70dB  

• Class 2 Bluetooth Radio Range: 10 m 6dBm RF 

max power 

• 250kbit/s RF data rate 

3) Bluetooth Dongle: 
 • Bluetooth Standard: V2.0+EDR (backward 

compatible with V1.1/V1.2)  

•   Profiles support: Serial Port, Dial Up Networking, 

Fax, Headset, Printer, PIM Item Transfer, PIM 

Synchronization,  

     File Transfer, LAN Access, Generic Object 

Exchange, Object Push, HCRP, HID, A2DP, AVRCP 

•   Frequency Range: 2.402-2.480 GHz / 79 Channel 
FHSS  

•   Transfer rates (Max): 3 Mbps(Max)  

•   Power Class: Class 2 (10M distance)  

•   Receiving Sensitivity: -80dBm at 0.1% BER  

•   Antenna: Integrated Antenna  

•   Current Consumption: Standby mode: 25mA / 

Transmission mode: 80mA  

•   Interface: USB A type  

•   LED indicator: Power on  

•   OS Support: Windows 2000 / XP / Vista / 7 

4) Power/Battery 
•   USB Jack Rating: DC5V 1A  

•   USB Jack Insertion Force: 2Kgf max.  
•   USB Jack Life: 5000 Cycles (INTERNAL ONLY. 

NOT FOR CONSUMER)  

•   USB Jack Size: Mini-B Type Jack 

(7.7×9.9×3.9mm)  

•   Rate Power: 30mW  

•   Max Power: 50mW  

•   Battery Run time: 7 hours  

•   Battery Capacity: 550mAh  

•   Battery Charging Time: 4 hours 

C. Eye Tracking and Line of Sight Estimation 

We use the eye tracking method utilizing adaptive 
threshold and pupil knowledge which is robust for various 
users and illumination changes. Our system utilizes IR camera 
mounted on glass to allow user`s movement. Pupil knowledge 
such as shape, size, location, and motion are used. This 
knowledge works based on the knowledge priority. Pupil 
appearance such as size, color, and shape is used as first 
priority.  

When this step fails, then pupil is estimated based on its 
location as second priority. If all steps failed, then we estimate 
pupil based on its motion as last priority. The eye tracking 
block diagram is shown in Figure 2. We develop our software 
under C++ Visual Studio 2005 and OpenCv Image processing 
Library which can be downloaded as free on their website. 
Our system utilize infrared web camera NetCowBow DC-
NCR 131 as real time data input. This camera has benefit 
when illumination changes. By using 7 IR LED, this camera 
will adjust the illumination. This will cause the input image 
has minimum influence against illumination changes. The 
camera is mounted on the glass. 

Outlook of the eeg sensor is shown in Figure 3. Meanwhile, 
example of the raw eeg signal and its spectral data as well as 
frequency component is shown in Figure 4 
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Fig.2. Eye tracking and line of sight estimation 

 

Fig.3. Outlook of the eeg sensor 

 

Fig.4. Example of raw eeg signal and its spectral data as well as 

frequency component 

D. Peak Alpha Frequency 

Peak Alpha Frequency: PAF is measured using NeuroSky 
and OpenVibe software. Peak Alpha Frequency: PAF of eeg 
signals 1  represent how relax do students during learning 
processes with e-learning contents [19]. 

In order to connect NeuroSky with OpenVibe, we installed 
OpenVibe v.7. First, OpenVibe is connected with neurosky by 
using openvibe acquisition server as depicted in Figure 5. 
After acquisition server is opened and start the connection, the 
streamed EEG data were ready for acquiring. We use openvibe 
designer to create scenario and play it. The used scenario for 
PAF measurement is depicted in Figure 6 and 7. 

                                                        
1 http://www.springerlink.com/content/pj62w726373h45x6/ 

http://www.carelinks.net/books/ch/memory.htm 

 

 

Fig.5. Connect between acquisition server and designer tool 

As depicted in Figure 6, we acquire streamed EEG data by 
using Acquisition client box. This box will take data from 
openvibe acquisition server. After streamed EEG data were 
taken, we use signal display box to display the signal as 
depicted in Figure 7. 

 

Fig.6. Scenario for recording EEG data 

 

Fig.7. Scenario for converting EEG signal spectrum frequency 
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 Also we use GDF file writer to save the streamed EEG 
data into file. After we save the streamed EEG data, next is 
selection of alpha band and show its spectrum frequency. We 
use temporal filter box (Filter method is set to Butterworth, 
filter type is set to Band pass, filter order is set to 4, Low cut 
frequency is set to 6 Hz, High cut frequency is set to 15 Hz, 
and Pass band ripple is set to 0.5 dB). After selection of alpha 
range, next is convert to power spectrum. We use spectral 
analysis (FFT operator) to convert this signal into power 
spectrum. The output of power spectrum then is saved into 
CSV file by using CSV File writer box. The power spectrum 
display is shown in Figure 8 and streamed EEG signal is 
shown in Figure 9. 

After we got alpha spectrum, next is determination of peak 
alpha. Next calculation was done by using Math Lab. We 
determine Peak Alpha Frequency by using command line of 
Math Lab and output will be saved into excel file as follow,  

clear 

fid = fopen('PAFronny1.txt', 'wt'); 

load ronny1.dat 

[n,p] = size(ronny1) 
t=0 

 

tmax=0; 

for step=0:(n/256-1) 

max=0; 

for t = 1+(256*step):256+(256*step) 

    if (max<ronny1(t,2)) 

        max=ronny1(t,2); 

        tmax=t-(256*step); 

    end    

end 
fprintf(fid, '%f    %f  %f\n', step,max,tmax); 

step 

max 

tmax 

end 

fclose(fid) 

 

Fig.8. Power spectrum display 

 

Fig.9. Streamed EEG signal 

As example of PAF, we conducted two experiments: (1) 
Resting condition by using closed his eye and (2) condition 
when user was reading. The PAF of resting condition is shown 
in Figure 10 and PAF of reading condition is shown in Figure 
11. 

 

Fig.10. resting condition 

 

Fig.11. Reading condition 
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The average of PAF of resting condition is 9.695 Hz and 
reading condition is 8.902 Hz. It is make sense that according 
to Klimesch journal that PAF will decrease when the task 
demand is increase. In the experiment data, PAF decrease 
about 0.793 Hz. 

E. Gaze Location Estimation 

In Figure 12, it is shown gaze location distribution. This 
distribution was taken while user was looking at 6 keys 
serially. While user looking at these key, we recorded the gaze 
result and created its distribution. This figure shows that at key 
5, the gaze result has more scattered than others. It was caused 
by the position of eye at this key little bit occluded and it made 
the gaze result become unstable (the instability become 
increase).  

 

Fig.12. Example of the estimated gaze location plots for six targeted keys 

3D distribution of gaze location is illustrated with Matlab. 
Figure 13 was calculated from distribution of gaze result of all 
keys. Normalization is required for the points (points 
coordinate – keys coordinate) of each key and calculate the 
distribution by using this code (matlab code as follows,):  

xd = inputx(:,1); %x input 
yd = inputy(:,2); %y input 

n = 49; 

xi = linspace(min(x(:)), max(x(:)), n); 

yi = linspace(min(y(:)), max(y(:)), n); 

xr = interp1(xi, 0.5:numel(xi)-0.5, x, 'nearest'); 

yr = interp1(yi, 0.5:numel(yi)-0.5, y, 'nearest'); 

% [yr xr]: Y then X because the plotting commands take 

matrices that look 

% like Z(y-coord, x-coord) 

Z = accumarray([yr xr] + 0.5, 1, [n n]); 
figure(1); 

surf(xi, yi, Z); 

xlabel('x'); 

ylabel('y'); 

zlabel('count'); 
 

 

Fig.13. Example of 3D distribution of gaze location estimated for the case 
of the aforementioned six targeted keys 

III. EXPERIMENTS 

A. Method of the Experiment 

The experiment is conducted by the following steps, 

1) User sit on the prepared seat 

2) User wears the glasses camera sensor 

3) User uses ear phone to hear the sound instruction 

4) User wear the Electroencephalograph (EEG, 

Neurosky mind set) 

5) All the sensor above were wear simultaneously 

6) Take a calibration of the sight estimation system 

7) Our system play the recorded voice representing the 

text on the screen 

8) Student has to read the text in the same time with the 

hear audio voice from ear phone 

9) We record the trajectory of user gaze, blinking, and 

the EEG signal 

10) We analyze the data 
Figure 14 shows the English book reading used for the 

experiment.  

 

Fig.14. Example of reading types of e-learning contents 
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Students read the English book by character by character, 
by word by word, by sentence by sentence, and by page by 
page. The location at which content creator would like 
students to look at is indicated with black circle while the 
location at which students is looking at is also indicated on 
display with green circle. Therefore, the distance between two 
locations can be calculated by frame by frame. In the 
meantime, eeg signal is acquired. Thus relation between 
psychological status derived from eeg signal and the distance 
between two locations results in estimation of psychological 
status with gaze movement. 

B. Modification of eeg Sensor 

The neurosky (eeg sensor) is replaced to the eye glasses as 
shown in Figure 15. The two positions of electrodes are used 
in the experiment to measure the difference between two 
points of head (one point is at center of two eyes and another 
one is at forehead).  The main goal of this experiment is for 
measuring signal to noise ratio (SNR). Unfortunately, the 
experiment was done using two computers separately. Due to 
this, the recorded signals are difficult to compared directly 
using raw signal. Fortunately, we already know that the 
glasses will be used for measuring the brain load activity. 
Therefore, I just made comparison in output of Peak Alpha 
Frequency (PAF). We could judge whether two points of 
electrodes have similar or same output through the PAF output. 
If the two points of electrodes have similar output, we could 
see it through the shape of PAF signal. Otherwise, if the two 
points of electrodes are different (noise is too high), we will 
see the different shape of PAF signal. The output signal of 
PAF is shown in Figure 16. 

 

Fig.15. eeg sensor attached to the glass. 

 

Fig.16.  PAF measurement result 

The output of PAF signals has different shape. It means 
that the placement of electrode at center of eyes is different 
with the placement of electrode at the forehead. So, my 
conclusion is the modification of neurosky to neuroglasses 
sensor has to put the sensor in the forehead (same 
point/location with the original neurosky sensor). 

C. Results from the Experiment 

We record three kind of data: (1) Blinking, (2) Sight 
trajectory point, and (3) EEG signal. By using these data, we 
would investigate the relationship/correlation between eye 
behaviors to user attention level.  

Blinking 

We count the happened blinking manually (from the saved 
experiment video). The blinking data by valuating the closed 
eye as “1” and opened eye as “0” we present the blinking data 
as shown in Figure 17. 

In the data above, it shows that increasing the time (in 
frame, 4 frame per second), the frequency of blinking 
occurrence increases. It shows that the blinking has a linear 
correlation to student attention. Such situation happen caused 
by student become tired follows the content under long 
duration and he need take a rest a while through closing the 
eye. After taking a rest (by closing the eye), student becomes 
fresh again to follow the content.  

 

Fig.17. Blink occurence 

To analyze student attention using the sight, we calculate 
the error by measuring the distance between the sight 
trajectory points and the real point (tracked manually). It is 
shown in Figure 18. 

 
Fig.18. The difference of Sight trajectory points to the true one 
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The time frame in Figure 18 is 8 frames per seconds.  
From the figure above, we can see that on the frame above to 
2800, the frequency of error increase. It is caused by student 
was looking at different point with the true one (the true one 
collected manually and used it as the true reference).  

Also, we investigate the correlation between student 
attentions monitoring to EEG signal. We acquired the EEG 
signal while student using e-learning system and calculate the 
peak alpha frequency. The PAF data is shown in Figure 19.  

In the figure above, it is not clearly when student focus to 
content or not. It may happen because a human has ability to 
recovery his brain performance by doing physiological action 
such as blinking, taking a rest for a while, etc.  

 
Fig.19. Student attention measurement using EEG 

Figure 20 shows the example of the location at which 
content creator would students like to look at and the location 
at which students are looking at one page of English reading 
book. 

 

Fig.20. example of the location at which content creator would students 

like to look at and the location at which students are looking at one page of 
English reading book 

As shown in Figure 20, the distance between two locations 
is sometime significant when the student take a long time to 
read and to understand the words. At that time PAF and alpha 
frequency component derived from eeg signal is decreasing 
results in student feels frustration.  

IV. CONCLUSION 

Method for psychological status estimation by gaze 
location monitoring using Eye-Based Human-Computer 
Interaction: EBHCI is proposed. Through the experiment with 
English book reading of e-learning content, relation between 
psychological status and the distance between the correct 
location of English sentence reading points and the 
corresponding location derived from EBHCI is clarified. 
Psych9ological status is estimated from peak alpha frequency 
derived from eeg signals. It is concluded that psychological 
status can be estimated with gaze location monitoring. 

From the investigation data, we can conclude that for 
monitoring the student attention to e-learning content, the 
blinking is most dominant parameter that could be used to 
determine whether a student focus to content or not. The 
second dominant parameter is sight trajectory point although 
the high performance of sight estimation method has to be 
used to avoid the error/noise. The last dominant (less 
dominant) parameter is peak alpha frequency of EEG signal.  
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Abstract—This study was aimed to examine the current 

environment and the demands and to make a marketing 

communications plan for WatPuttabucha Market to promote 

agricultural tourism through main media and online social 

network media. Moreover, it was aimed to build up working 

experiences for research with communities near the campus 

through the integration of course instruction and community 

service. The data were collected in the second term of academic 

year 2012 between January and February 2013 in 

WatPuttabucha Market and nearby communities. There were 2 

sampling groups as in King Mongkut’s University of Technology 

Thonburi students (50 persons) and WatPuttabucha Market and 

nearby community members (50 persons). In total, there were 

100 persons for the survey. This collection was based on an 

accidental basis. According to the data concerning the 

environment, WatPuttabucha Market had 9 interesting shops for 

agricultural tourism and 4 major tourist attractions. As for the 

demands, it was found that 47 students (or 94%) would like 

WatPuttabucha Market to be open as a site for agricultural 

tourism mainly on Saturday and Sunday. 47 persons from 

WatPuttabucha Market and nearby communities (or 94%) also 

would like it to be open mainly on Saturday and Sunday. As for 

the communicative plan, it was found that there were 7 kinds of 

main media. There were 5 kinds of online social network media 

for check-in special events. The majority of students (mean score 

of 4.89 and standard deviation of 0.86) agreed with the 

integration of research in their Marketing Communication 

course because it allowed them to get more familiar with 

communities near the campus and recommended continuing this 
similar project for the next year.  

Keywords—Environment; Marketing Communications Plan; 

Demands; Agricultural Tourism; Main Media; Online Social 

Network Media 

I. INTRODUCTION 

Department of Educational Communications and 
Technology, Faculty of Industrial Education and Technology, 
King Mongkut’s University of Technology Thonburi initiated 
an ETM 358 Marketing Communications course [1] based on 
theories and practical fieldwork. In this course, students are 
expected to be able to apply theories and practical knowledge 

for their research to make a marketing communications plan 
through the integration of course instruction and community 
service within the area near the campus. Simultaneously, the 
representative from WatPuttabucha Market committee Mr Sa-
ngiamNagasuthi, the host of E-Radio programme on 
agricultural tourism [2], asked for collaboration from the 
Department to use new kind of media, i.e. online social 
network media, along with main traditional existing media to 
promote agricultural tourism around WatPuttabucha Market. 
Hence, this research study on the survey of environment and 
demands as well as a marketing communications plan to 
promote agricultural tourism for WatPuttabucha Market and 
nearby communities. 

A. Research Objectives 

1) To examine the current environment and the demands 

as well as to make a marketing communications plan to 

promote agricultural tourism for WatPuttabucha Market and 

nearby communities through online social network media and 

traditional media. 

2) To build up working experiences for research with 

communities near the campus through the integration of 

course instruction and community service. 

B. Expected Outcomes 

1) There would be data about the current environment and 

the demands as well as the marketing communications plan 

for WatPuttabucha Market to promote agricultural tourism 

through main media and online social network media. 

2) Participants in this research would gain working 

experiences for research with the communities near the 

campus through the integration of course instruction and 

community service. 

C. Research Scope 

The data in this research were collected in the second term 
of the academic year 2012 between January and February 2013 
in WatPuttabucha Market and nearby communities only. 
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II. POPULATION AND SAMPLING GROUP 

To make a survey of the environment and the demands as 
well as a marketing communications plan, there were 2 
sampling groups as in King Mongkut’s University of 
Technology Thonburi students (50 persons) and 
WatPuttabucha Market and nearby community members (50 
persons). In total, there were 100 persons and the data were 
collected on an accidental basis. 

III. VARIABLES IN THIS STUDY 

Below are the variables in this study: 

A. The current environment of WatPuttabucha Market for 

agricultural tourism. 

B. The demands on WatPuttabucha Market for agricultural 
tourism. 

C. The marketing communications plan for WatPuttabucha 
Market for agricultural tourism through main media and 

online social network media. 

IV. RESEARCH METHODOLOGY 

Below are the tools used in this research: 

A. The data regarding the current environment of 

WatPuttabucha Market for agricultural tourism were 

collected through practical fieldwork for 2 months between 

January and February 2013 from WatPuttabucha Market 

and nearby communities. 

B. The demands on WatPuttabucha Market for agricultural 
tourism were collected through a questionnaire. 

C. The marketing communications plan for WatPuttabucha 

Market to promote agricultural tourism through main 

media and online social network media were collected 

through practical fieldwork and interviews with community 
leaders. 

V. RESEARCH RESULTS 

A. The current environment of WatPuttabucha Market for 
agricultural tourism 

1) Food and Dessert from 9 interesting shops. 

a) Curry noodle: Location At the beginning of 
SoiPracha-Utit69, Pracha-Utit Road, Chef’s dish:Meat curry 

noodle, Special flavour noodle, delicious curry soup, Price 

regular 20 Baht / special 30 Baht. 

 

Fig. 1. Curry noodle.  

b) Pork Noodle by Sister Sa: Location In front of Lotus 

Pracha-Utit Department Store, Chef’s dish: Pork noodle, 

Price: regular 15 Baht/Special 20 Baht/Takeaway 25 Baht. 

 

Fig. 2. Pork Noodle.  

c) Wooden House Restaurant: Location SoiPuttabucha24 

orRama II RoadSoi33, a few blocks from Rung-arun School, 

Chef’s dish  -Healthy food such as Mushroom salad, fried rice 

with gourami, grouper in chilli sauce, fried egg, fried rice with 

shrimp paste, tofu salad, Price 59-99 Baht. 

 
Fig. 3. Healthy food.  

d) Seafood Restaurant (Sister Priaw): Location Pracha-

Utit91, Chef’s dish:Crab meat fried rice and other kinds of 

seafood, Price from 40 Baht. 

 
Fig. 4. Seafood Restaurant.  

e) Bunnak Vietnamese Restaurant: Location Before 

PuttabuchaSoi 24, Chef’s dish:Vietnamese sausage salad,  
Prawn in tiles, Vietnamese fried cake, pork rice ball, Price 

between 30-150 Baht. 

f) Elephant’s Neck Noodle Shop: Location 

SoiPuttabucha45, Chef’s dish:Duck noodle, duck rice, pork 
satay, crunchy pork; Desserts include ladcheag, grilled sticky 

rice, Price regular noodle30 Baht/ special35 Baht/ with thigh 

40 Baht. 
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Fig. 5. Bunnak Vietnamese Restaurant.  

 
Fig. 6. Elephant’s Neck Noodle Shop.  

g) Duck Jelly Thanan: Location Pracha-Utit Soi54, 

Chef’s dish:Duck jelly with fragrant coconut, Price small box 

of 14 pieces 30 Baht/ big box of  42 pieces 80 Baht. 

 
Fig. 7. Duck Jelly Thanan.  

h) Dessert Shop Auntie Supaporn: Location Bangmod 

Housewife Community in SoiPuttabucha 36, Chef’s 

dish:Pandan cake (Sukothai royal palace), filled bun, 

auspicious desserts (for wedding and merit occasions), Price 

Large tray of pandan cake350 Baht/3 bags of filled bun10 

Baht/ Egg threads 250 Baht per kilogramme. 

 
Fig. 8. Dessert Shop Auntie Supaporn.  

i) Malabar tamarind Juice: Location Behind 

WatPuttabucha, near fish food shop at WatPuttabucha 

quayside, Recommended drink: malabar tamarind juice which 

could last for 2 months under the research by 

AjarnWannaphop Klomklieng, King Mongkut’s University of 

Technology Thonburi, Priceone bottle13 Baht/150 Baht per 

kilogramme. 

 
Fig. 9. Malabar Tamarind Juice.  

2) Major tourist attractions. 

a) Buddhism-Muslim Religious Centre: There are 3 old 
mosques: Darunnaeem, Al-Istikomah and Darul-Aeihsan 

(Sornsomboon). 

b) Trail of 4 temples in Bangmod Area: 

WatBangmodSothararam, WatLuangPorOpasi, WatYairom 

and WatPuttabucha. 

c) Community service around WatPuttabucha: Bangmod 

Massage Service Centre, Handmade Product by Government-

Samaggi Housewife Group, Spots for freeing and feeding fish, 

Bangmod Cruise service. 

d) Agricultural tourism spots: Mango garden of Uncle 

Praneet, Orchid garden of Auntie Saluay, Uncle Sawaeng, 

Orchid garden of Puttabucha, Orange orchard of Uncle Peed, 

Ideal orange orchard of Mr SupornWongjinda. 

B. The Demands on WatPuttabucha Market for Agricultural 

Tourism 

1) According to the survey on 50 King Mongkut’s 

University of Technology Thonburi students, 
It was found that there were 31 men or 62% and 19 women 

or 38%. The majority was in their first year (29 persons or 
58%). It was found that the majority of the sampling group (28 
persons or 56%) had never been to WatPuttabucha Market. 
However, the majority (47 persons or 94%) would like 
WatPuttabucha Market to be a site for agricultural tourism in 
Bangmod area.  

The majority or 62% would like a retro style of market and 
this was followed by 22% of the sampling group who would 
like a floating market. The majority or 52% would like the 
market to be open mainly on Saturday and Sunday. 

TABLE I.  SHOWS THE BEHAVIOURS OF EXPOSURE TO MAIN MEDIA 

Exposure to main media 
Number 

persons 
Percentage 

Printing materials 32 34% 

TV programmes 30 32% 

Radio programmes 16 16.5% 

Open area broadcasting 16 16.5% 

Others 1 1% 
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TABLE II.  SHOWS THE BEHAVIOURS OF EXPOSURE TO ONLINE SOCIAL 

NETWORK MEDIA OR ALTERNATIVE MEDIA 

Exposure to online social 

network media and other 

alternative media 

Number 

   persons 
Percentage 

Internet 39 53.42% 

Online social network such as 

facebook and twitter 
26 35.62% 

Community radio 5 6.85% 

Others such as word of mouth 3 4.1% 

TABLE III.  SHOWS THE DEMANDS ON SPECIAL ACTIVITIES IN THE 

MARKET 

Opinion 
Number 

persons 
Percentage 

Food and product festivals 30 50.85% 

Live bands 12 27.12% 

Tourist attractions 16 20.34% 

Others such as innovation 1 1.69% 
 

Further Suggestions: 1.It was expected that there would be 
more vegetable, fruit and organic food stalls than gift shop and 
clothes stall. and 2. This was a good project and it should be 
developed seriously. 

2) According to the survey on 50 WatPuttabucha Market 

and nearby community members, 
It was found that the sampling group consisted of 30 men 

(60%) and 20 women (40%). The majority were aged between 
41-50 years (15 persons or 30%). The majority or 56% earned 
less than 15,000 Baht per month. The majority (47 persons or 
94%) would like WatPuttabucha Market to become a site for 
agricultural tourism and the majority or 42% would like it to be 
open mainly on Saturday and Sunday. 

TABLE IV.  SHOW THE BEHAVIOURS OF EXPOSURE TO MAIN MEDIA 

Exposure to main media 
Number 

persons 
Percentage 

Printing materials 20 20% 

TV programmes 30 31% 

Radio programmes 29 29% 

Open area broadcasting 19 19% 

Others 1 1% 

TABLE V.  SHOWS THE BEHAVIOURS OF EXPOSURE TO ONLINE SOCIAL 

NETWORK MEDIA OR ALTERNATIVE MEDIA 

Exposure to online social 

network media and other 

alternative media 

Number 

persons 
Percentage 

Internet 14 21% 

Online social network such as 

facebook and twitter 
8 12% 

Community radio 37 56% 

Others such as word of mouth 7 11% 

TABLE VI.  SHOWS THE DEMANDS ON SPECIAL ACTIVITIES IN THE 

MARKET 

Opinion 
Number 

persons 
Percentage 

Food and product festivals 31 53.45% 

Live bands 7 12.07% 

Tourist attractions 16 27.59% 

Others such as innovation 4 6.89% 
 

Further Suggestions: 1.WatPuttabucha Market should be 
developed in terms of hygiene and order. and 2. If there is a 
development plan, it should be done seriously and in a concrete 
manner. 

C. The Marketing Communications Plan for WatPuttabucha 

to Promote Agricultural Tourism through Main Media and 

Online Social Network Media 

a)  Main Media could be classified into 7 kinds as 

follows:  

1) Production of TVC about Longka Market at 

WatPuttabucha (duration: 15 minutes). 

2) Production of radioSpot about Longka Market at 

WatPuttabucha (duration: 30 seconds). 

3) Production and Design of Mobile Advertisement. 

4) Production and Design of Booklet about Longka 

Market at WatPuttabucha. 

5) Production and Design of Leaflet about Longka Market 

at WatPuttabucha. 

6) Production and Design of Vinyl to promote Longka 

Market at WatPuttabucha. 

7) Production and Design of Brochure to promote Longka 

Market at WatPuttabucha. 

b) Samples of Main Media  

 

Fig. 10. TVC  aboutL Longka  Market  at WatPuttabucha.  

c) Details regarding Check-In (Event)/special activities 

through online social network and alternative mediacould be 

classified into 5 kinds: 

 Planning Check-in activitieson various Social Media 
networks. When visitors arrive at Longka Market at 
WatPuttabucha, they could use their mobile phone to 
confirm their arrival and registration process to get a 
souvenir (a miniature of giant doll for modern-day 
mobile phone users). This was a virus-based marketing 
type which makes use of online social network to 



(IJACSA) International Journal of Advanced Computer Science and Applications,  
Vol. 4, No.3, 2013 

211 | P a g e  
www.ijacsa.thesai.org 

reduce the cost in accordance with the strategy called 
‘Above the Line’. 

 Using Facebook to advertise main media such as TVC 
to invite visitors to come and to participate in the 
activities at the market. 

 Using Facebook to announce the auspicious events such 
as paying homage to Buddha images, Buddhist Lent, 
Magha Puja Day, and Vesak. 

 Using Facebook to announce other marketing 
promotion campaign for fruit season such as mango 
during the early year and orange during the end of the 
year. 

 Organising a photo competition event about Rongka 
Market at WatPuttabucha on facebook. 

 

Fig. 11. Booklet.  

d) Samples of online social network media and 

alternative media. 

 
Fig. 12. Online Social Network Media.  

 

 
Fig. 13. Alternative Media.  

e) Result from the integration of community research in 

the Marketing Communications course. 

The majority of the students (mean score of 4.89 and 
standard deviation of 0.86) strongly agreed with the integration 
of community research in the Marketing Communications 
course because it allowed them to get more familiar with the 
communities near the campus and they would like this project 
to continue in the next year. Moreover, the Department 
submitted a report about the survey results, demands and a 
marketing communications plan to the governmental 
organization in the community in March 2013. 

VI. DISCUSSIONS 

According to the research study, it was found that the 
sampling group looked forward to the development of 
WatPuttabucha Market through the collaboration from many 
relevant organisations. Such policy was in compliance with the 
Green idea proposed by Jacquelyn A. Ottman cited in 
WeeraManaruaysombat [3] in that the world is changing and so 
is the expense behaviour of the housewives. Therefore, there 
must be a campaign to raise awareness of environment. 
Moreover, internet has improved dramatically and with its high 
speed of data distribution, internet has become an interactive 
medium for people to share information and discuss various 
issues ranging from agriculture, tourism and the like. 
Therefore, all relevant bodies should be aware of this trend. 

VII. SUGGESTIONS 

A. Suggestions from Research Results 

The research results show that both students and 
community members would like WatPuttabucha Market to 
become a site for agricultural tourism. Therefore, the relevant 
governmental sectors and the private organizations should 
collaborate to develop it intensely in the retro form or a floating 
market. Moreover, online social network should be considered 
along with main media for distribution of information. 

B. Suggestions for Further Research 

There should be a survey study on the environment and the 
demands of agricultural products through main media and 
online social network media in the communities behind 
Thonburi Rom Park and around King Mongkut’s University of 
Technology Thonburi as a way to integrate it in the Marketing 
Communications course next year. 
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Abstract—The contribution deals with the dynamic teaching 

of students through blended learning and teaching online 

distance teaching which can be considered nowadays to be a very 

effective and dynamic education of students. Content of the 

article is focused on the sphere of programming with CNC 

machines and use Cax systems for the production of a particular 

shape complex part - shearing knife. The article presented also 

proposed effective teaching resources. The motivation for 

solution of this project is that dynamic education leads students 

to gaining experience and skills, individual identification of the 

issue, creativity, suggestion of problem solving variations. The 

achieved way of education and its confirmed and verified positive 

results can be applied for various target groups of students and 
their fields of study. 

Keywords—dynamic education blended learning; e-learning; 
CA systems. 

I. INTRODUCTION 

Latterly, is recorded growth of the use of information 
technologies that can be considered as tools for improving the 
efficiency of teaching students. In this regard, the most 
suitable technology of education through e-learning, e.i. 
electronic education can be considered appropriate [1].            
The multi-medial learning in the form of electronic teaching 
materials being available on the Internet has been concerned.  
One of the advantages of the e-learning way is a possibility of 
students to communicate with a teacher or other workers in 
a distance way what results in efficiency and speed of the 
education independently of the place of school [2]. Current 
trend in education has also been the so called blended learning 
– combined education which represents the conventional 
teaching students by a teacher in a classroom and the e-
learning education [3].  

The aim of this contribution is to present a proposal on-line 
dynamic teaching students of department Computer-aided 
manufacturing technologies for the production of a particular 
shape complex part - shearing knife, which is part of the 
rolling forming tool for the production of extrusion. Students 
propose a design and documentation process for the 
production by blended learning through classroom teaching 
and the realization of the knife follow the classroom through 
online distance teaching. In practical terms, it means to 
prepare for students e-learning instructional materials in the 
manufacturing of forming tools and work in specific CAD and 
CAM systems. Then use throughout the realization of shearing 
knife CAD and CAM systems - that automate the design and 

technological work and production, and ultimately use blended 
learning and on-line distance learning, in which students are 
able to follow the entire process of production shearing knife. 
The aim of teaching students is also achieved, to design a 
suitable method of making from the perspective of 
rationalization - that is, to design production of knife in 
achieving the in minimum time, in the required accuracy of 
product and minimize consumption of materials. In the 
dynamic e-learning and teaching is an advantage for students 
to have the opportunity to justify the steps taken with the 
possibility of asking questions of the real-time production 
knife.  

The project is carried out at field offices of STU MTF 
Dubnica nad Váhom, that does not have a machine park. 
Students thus solving technical proposal knife through CAD 
and CAM systems and production of knifes follow classroom 
using web camera in the workplace STU Trnava. On the 
present belongs to the advanced manufacturing technology 5-
axis machining. The 5-axis machining belongs at present to 
the most frequent used production methods for a single-part 
production as well as for a small-butch production. This is 
a progressive method which markedly reduces the production 
time and thereby the factory price. The 5-axis machining 
production requires qualified manpower from the point of the 
workshop programming as well as the CAM system 
programming. Therefore, the shearing knife production will 
also take place through the progressive machining methods. 

II. TOOLS OF DYNAMIC EDUCATION FOR STUDENTS AND 

BASIS FOR ITS IMPLEMENTATION 

Practical experiences confirm, that any   information   from 
internal and external school environment is necessary to 
consider, generalize, sort and analyze in the fastest possible 
way. Therefore the ground of dynamic education is to 
motivate students to  adopt techniques of active work with 
informations, ergo searching process ,relevant information 
sorting and combining of knowledge, which leads to creation 
and vindication of own opinion. The main difference between 
traditional educational approach , based on passive acceptance 
of knowledge and active dynamic education is , that the 
traditional education in form of lectures and seminars gives 
students ,,ready-made ‘’ theoretical studying materials, while 
practical-dynamical exercises gives space for gaining skills, 
acknowledging principles of team work, resp.  Solving of 
individually given tasks, when is necessary systematically 
search for and to gather the newest information about given 
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subject.  Combination of this two educational approaches is 
preferred to gain effective dynamic education model. 
Techniques of effective dynamic education leads students to  
individual identification of the issue, creativity, experiments, 
suggestion of problem solving variations, reevaluation of 
solutions, visualization, outcome testing and feedback.                                   
It’s implementation into educational process leads to 
transformation of student position from receivers of theoretical 
information to the problem solvers. Active action of students 
in education rise their motivation for gaining new knowledge 
and skills and experience and enable straight theory 
application on real conditions simulated in multimedia class 
[4].  

Currently accepted and worldwide implemented basic 
trends of applied designed dynamic education for students 
were also reflected in our project and can be summarized in 
the following aspects [4]: 

•  Allover system of education and practical education of 

students for all parts of component production 

implementation. 

•  Education and practical education continuity 
throughout all the study on university. 

•  Combining of education and practical education from 

engineering companies point of view (classes realized 

by companies, specialized practice for students offers 

and so on) with self-education of students. 

•  “Learning“ become a part of given tasks  and projects 

solving for students and is adequately appreciated , 

what is for them important motivation factor. 

•  Application of modern educational and training 

methods (like e-learning, learning-by-doing, visual 

learning etc.) through multimedia and internet 
technologies. 

Dynamic methods of education in general   is possible to 
divide in three groups [4]: 

1) Informational methods: Contains mainly lectures, 

seminars, conference, video projection, systematical 

observation, and instruction with computer assistance, 

creativity exercise. 

2) Simulation methods: Contains examples, program group 

exercises. 

3) Practical education:  Involves practical education of 

students while real problem solving, e.g. Production 

proposition. 

According to the authors, who conducted projects of 
dynamic teaching students, they considered as her effective 

and most used resources [4]: 

1) Multimedia e-learning: Concept multimedia in this case 
express connection of image, text or visual information- 
educational texts. Virtual education offers in electronic way 
many studying materials and information and by this form of 
education is maximally used IT and internet. 

2) Visualized education as part of e-learning : Visualized 
education might be defined as giving information via 
illustrations , photographs, graphs, symbols, pictures or other 
visual models. Goal and assignment of visualized education is 

to simplify and shorten the process of introduction of complex 
information, in other words, enable to understand the thought 
on first sight. Higher level of visualized education presents the 
presentation of dynamic visual information, for example 
instruction video, video-clips and animations, instead of static 
only visualization, as is defined above. 

3) „On the job training“ – OJT : Currently educationally 
promising developing area of teaching, is the use of on-line 
camera with high picture quality in solving of specific given 
tasks (projects), and troubleshooting. This is the solution of 
practical examples of manufacturing components in the 
presence of the teacher, providing advices to solve of given 
project, practical skills training, using the same techniques as 
in engineering practice, analysis of failure technique and the 
like. An on-line conference led by a teacher, team members 
communicate each other and suggest possible solutions to 
production of parts. These were used in our dynamic education 
for students of PPT proposition, and within were proposed and 
presented effective ways of education for reaching desired 
target – effective dynamic education for students of PPT (Fig. 
1). 

 

Fig.1. Illustration of Videoconferencing [4] 

III. THE STATE EDUCATION DEPARTMENT OF COMPUTER 

AIDED MANUFACTURING TECHNOLOGIES FOR FIELD 

OFFICES DUBNICA 

On the present our Detached workplace (hereinafter DP) 
does not possess any machineries which could be used for 
practical teaching of the mentioned section students.  

Most of such activity is substituted by a video-
demonstration of production of selected components or 
visiting engineering factories. Students thus miss the 
integrated viewpoint and practical skill with the design and 
production of e.g. a specific component where they could have 
a possibility of the self-realization, verifying their knowledge 
acquired at the practical example as well as the possibility to 
suggest the more potential effective production. Teaching the 
subject: Computer support of production technologies has 
been a key subject of the section named Computer support of 
production technologies which is offered by Slovak University 
of Technologies, Faculty of Material Science and 
Technologies (hereinafter STU MTF). Therefore, is this 
problem solved by the creation of on-line learning taking place 
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in the online classroom, which is interconnected in 
collaboration with the Center of Excellence for the MTF STU 
Trnava. It is a workplace that has a modern machine park. 

IV. CREATING TRAINING MATERIALS FOR CAD MODELING    

AND CAM PROGRAMMING 

Given the interest of teachers to provide students with high 
quality and up to date training materials for the teaching of the 
subject, the educational system has been oversaturated with 
technological (computer) information in the form of 
multimedial education texts trying to give students quality 
information and the latest knowledge for the concrete 
educational subject in the time as quickly as possible [5].                     
The offered educational materials in the framework of the 
subject: Computer support of production technologies 
alternate from each other depending upon their author, 
required tasks being solved, practical contribution, etc. That is 
why in the framework of soluting this project, the educational 
materials have been modified and reduced in such a way so 
that students can study the necessary problem of the 5-axis 
machining, modeling and programming in the relevant CA 
system and based on the obtained knowledge they are able to 
solve also given tasks within the framework of their self-study. 
Educational texts were necessary to create in regard to 
knowledge level of students and regarding their previous 
secondary school study or practical skills from the sphere of 
engineering production of components. 

The educational materials for students were created: 

1) Electronic textbooks : from time to  time are actualized, 
which contains simulations, animations and presentations. 
These are presented to students on the official page of faculty, 
where students can download it anytime or they have been 
send to academic information system in section ,,documents’’, 
where they can always check actualized materials and 
download it. Electronic textbooks are published mainly in 
hypertext form , and are appropriately elaborated even for self 
education of subject without a teacher. E- learning textbooks 
uses animations , voice guide, dictionary, text finder, cross 
reference related to the electronic publication theme on the 
internet. 

2) In the PowerPoint program: in the form of slides which 
included basic information from the sphere production 
components, design and manufacture of forming tools,  
modelling and by means of CA system programming whereby 
the most important information was highlighted with bold 
letters (Fig. 2). The information was contentually balanced for 
the needs of  soluting the given task. Materials are available to 
students on-line at a distance without physical contact and 
attendance at local schools, too. 

 

 

Fig.2. The slide created in MS PowerPoint 

3) In program “Notepad": was created the final test (Fig.3) 
in each teaching area to verify their own knowledge gaps and 
students. Its advantage is that it allows students to get 
immediate feedback on the ability to obtain new knowledge 
[6]. Test was created to positively motivate students to engage 
in self-study and the ability to understand the basic things that 
are expected of this test. That notepad is located on a server 
MTF - KAIA, and is available to students at any time and 
from anywhere (with Internet access), and outside the 
classroom, too. Testing of students in the program "Notepad - 
Notepad" took place at the beginning of each lesson to verify 
their knowledge acquired in previous hours of teaching [7]. 
Also the test was used in the final evaluation of the student. 

 

Fig.3. Test created using "Notepad" [11] 

4)  In programs MS OFFICE: were developed text-
pictorial procedures for modeling (Fig. 4) and programming of 
the knife in the relevant CA system. These were created for all 
areas of modeling and programming steps of knife. Materials 
are available to students on-line at a distance without physical 
contact and attendance at local schools. 
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Fig.4. Text-pictorial procedures for modelling of knife 

5) The video instructions: to create a text-pictorial 

procedures were created the video instructions (Fig. 5). As the 

component can be modeled several techniques - methods of 

modeling and programminng, were presented in video-all 

manual modeling techniques that offer a specific program 

design, in which the students drew. To enable students to 
understand the various techniques of painting. User-created 

video is also available to students on-line at a distance without 

physical contact and attendance at local schools. 

 

 
Fig.5. . Video-manual for programming 

     6) Supplemental materials: since not all students 
solving the project had experiences with an engineering 
component manufacturing, it was necessary for them to create 
even more extensive teaching background. These have been 

addressed in the form of presentation materials in PowerPoint 
that contain text with Internet connections for graphics and 
video-examples of text from a given field of design shaping 
tools, design and manufacture of engineering components 
using the CA system and 5-axis machining. Materials are also 
available to students on-line. 

V. PROGRAMMING PRODUCTION OF KNIFE USING                            

CAM SYSTEM 

When creating a program in NC machining module used 
CAD / CAM system based on the model drawing knife.              
The first step for the realization of the production was the 
creation of the technological process. After finishing 
programming, were all programs sent like as CL data using a 
post processor Tebis been sent to the server, where the staff at 
MTF Trnava searched, downloaded to a CNC machine and 
used for machining. From an economic perspective and the 
time it starts out where the use of CAM system very 
convenient. Most major CAD / CAM systems can cover 
almost the entire production cycle from idea creation, through 
engineering design, creating NC programs and technological 
processes [8]. 

Using such a system, in our case, reduce the cost and time 
required, especially in the creation of NC programs on the 
grounds that, given the complexity of the shape produced a 
knife manual programming would be very difficult to 
impossible. Teaching students by PPT is realized in the so-
called. multimedia classroom and focuses on teaching their 
own teaching methods for practical training in the field of 
engineering practice called. method OJT - on the job training. 

This is the adaptation and development program for 
students who are preparing for target of specific job position 

or area of expertise in the field of drawing machine parts 
using CAD systems, programming and simulation of 
manufacturing parts using CAM system for the production and 
implementation of manufacturing machines using remote 
transmission via webcam from Centre of excellence of 5-axis 
machining in Trnava. Within the frame of  the e-learning 
education, students were enabled to program the production of 
the knife on your personal computer in the  classroom,  in the 
presence of a teacher. There were two monitors in front of the 
students for better understanding of the programming 
procedures. The students could watch the teacher´s work and 
his/her visual demonstrations of the programming procedure 
on one monitor. On the other monitor, the students saw their 
own work and programming. The students thus could 
simultaneously understand the principle of the component 
programming by the teacher with their own activity whereby 
they could ask questions immediately and understand the 
principle of programming.  

This way of learning has approved to be a very effective 
method for understanding the given problem.  

After entering all necessary operations are generated 
graphical representation of machined with semi-attachment 
representation – simulation (Fig. 6). 
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Fig.6. Graphic display during production knife - a simulation 

VI. IMPLEMENTATION OF BLADE PRODUCTION AND  ITS 

EVALUATION 

1) Production of knife 3-axis and 5-axis machining 

Production of knife had to be carried out either directly on 
the machine tool. Since students have the opportunity to be 
directly in contact with the machine tools and directly see its 
production, this possibility was provided by them so. on-line 
learning in real time. On-line teaching students with software 
and hardware support to allow students to acquire required 
knowledge and skills at a distance without physical contact 
and attendance at local schools MTF in Trnava. Therefore, it 
can be seen in our case, a very effective and alternative way of 
teaching. Within this dynamic learning, students were 
provided a computer program Team Viewer (Fig.7).  

 

 

Fig.7. On-line monitoring of production of knife on the computer 

When it is activated on a computer student and computer 
teacher, to ensure video and audio data transmission over the 
Internet, in which students had the opportunity to see and hear  

the teacher's instructions and work on their monitors.                    
Since it was on track to manufacture blade machine tool, 
teachers connect to your computer web camera and directed it 
to the machine tool for students to see the whole process of 
programming and production knives. Teachers had the 

opportunity to explain to students adjust production machinery 
for manufacturing, and students could ask him any questions 
in real time. As part of the transfer was also simulated 
production knife with CNC and students to submit proposals 
to upgrade for innovation the programmed production. The 
aim of teaching students was the rationalization of work in the 
production of knife.  

Therefore, the way the strategy of design documentation 
and production tool has been chosen so as to ensure a 
minimum of preparation and production times, subject to 
compliance with the required quality [9]. However, the 
acquisition of programming skills and a better understanding 
of production Engineering components were intentionally 
selected component complex shapes that can be produced               
3-axis continuous cultivation methods (milling, drilling) and 
5-axis cultivation methods. This work was completed on the 
shearing knife, which its production shifted to the heat 
treatment hardening shops. Since no work in Trnava lacks 
such technology, the students were introduced to the heat also 
working with video and on-line teaching of business 
component that worked. Students have a unique opportunity to 
monitor the progress of hardening the knife and practically 
familiar with this technology. 

2) Manual machining and assembly tool in unveiling 

After burring the piece should be ready for further manual 
processing (Fig. 8), which were also able to see the students 
using the on-line transmission and learning. The first act was 
carried burring sites, whereas the complexity of the blade 
shape and the lack of non-conforming areas, it was not 
possible to choose the option clamping in a vice or with 
magnetic clamping the machine working. 

 

 
Fig.8. Removal base area – the burring 

After burring was necessary to achieve a flatness of at least 
90% of the area because poignancy perfect tool for folding and 
compacting reduction.  

Placing a tool in the kit has been carried out by qualified 
personnel, who have long experience in this field; after 
subsequent machining of the mold tool, further by 
incorporation of different grain grinding stones. After 
incorporation of the upper OT and lower UT part, molds were 
taken to the press, where it was being worked on. For this 
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work to eliminate the remaining allowance 0.05 mm on both 
parts by qualified professionals, which it used in abrasive 
bodies clamped straight grinder. This operation was the most 
important to get right and precision moldings produced by 
crimping tool. The result was a production made knife that 
meets all the required parameters (Fig. 9). We can state that 
the selected way of machining the component has met the 
required aims. Based on the performed strategy of the 
production and character of the selected component, the 
students could understand the strategies of the programming 
procedure 3-axis and 5-axis machining. They could think 
forwards with reference to minimization of the production 
costs and working time. 

 
Fig.9. The final shape of manufactured knife 

VII. CONCLUSION 

Conventional methods of education currently adequately 
reflect the requirements of the labor market and practical 
information to gain knowledge and skills in the field of 
engineering technology in their teaching [10]. Theoretical 
knowledge that students acquire in traditional education are 
not be able to apply in practice and at the same time, these 
data largely short-term in nature. Therefore, it is necessary to 
apply innovative forms of education in this area.                          
The contribution of the article was to present a dynamic 
learning design in the design and manufacture of complex 
shape parts, which in our view has brought efficiency in the 
acquisition of practical skills and the acquisition of new 
knowledge for students. The presented method of teaching has 
proved to be very beneficial in teaching effectiveness and 
meet our desired goals. Students expressed in solved project 
ambit rising interest in study. In comparison with classical 
way of education students showed their independence and 
creativity within production design of the component.  

They’ve gained practical experience, which they've wouldn't 
achieve with classical type of education. Through visual 
learning they can better connect informations and understand 
relations between them.  By that they can better understand to 
the new concepts, confidently link to previously achieved 
knowledge and in other similar projects solving, they didn't 
have problem to solve individual tasks. We are convinced that 
given dynamic way of education is great motivation for 
students and good base for their adaptation in engineering 
practice.  

This contribution is worked out in the frame of the KEGA 
047STU-4/2012 project - Realisation of On-line classroom 

for dynamic education of secondary technical schol and 
university students focused on design and manufacturing of 
freeform surfaces. 
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Abstract—In UMTS network, radio planning cannot only be 

based on signal predictions, but it must also consider the traffic 

distribution, the power control mechanism as well as the power 

limits and the signal quality constraints. The present work aims 

to optimize the number of base stations used in the WCDMA 

radio network. In this paper, we propose a mathematical 

programming model for optimizing the base station locations 

considered for the uplink (mobile to BS) direction, and which 

considers the typical power control mechanism of WCDMA. The 

two contrasting objectives of the optimization process are the 

traffic coverage maximization and the installation costs 

minimization. A mimetic algorithm (AM) (genetic algorithm+ a 

local search) is proposed to find good approximate solutions of 

this NP hard problem. The Numerical results are obtained for 

reels instances, and generated by using classical propagation 
models. 

Keywords—Ukumura-Hata model; UMTS; W-CDMA; Genetic 

Algorithms. 

I. INTRODUCTION 

Choosing the optimal location sites for WCDMA Network 
is a big challenge for a telecommunication vendor. Indeed, the 
deployment of a UMTS network represents a huge investment 
mainly related to infrastructure costs. In this context, an 
accurate and efficient optimization of radio access networks 
become essential to saving these investments, reduce the 
number of site deployed and to ensure a good quality of service 
to users [2 ]. 

Traditional models of planning adopted in TDMA cellular 
systems are based on the prediction of signal level and they do 
not take account of the effect of traffic on the capacity of a cell, 
or the impact of the control mechanism power on the overall 
interference level in the system. For UMTS, and due to 
technology CDMA access [6], the design takes into account the 
interference and tries to guarantee a certain quality target for 
each radio link. Although, the capacity will depend on the 
tolerable level of interference in the system because of strong 
correlation between coverage and capacity aspects, the choice 
of site locations must necessarily take into account both these 
aspects. 

Modeling optimization problems are a key step before 
defining the appropriate methods for their resolution. The 
problem we deal with is to look for sites to install from a 
number of potential sites while starting propagation models and 
well-defined Traffic [1], [3]. The choice of sites WCDMA 
positions can be formulated mathematically as an optimization 
problem under constraints, an objective function that involves 
financial costs and other costs related to the amount of power 
transmitted in the system. 

II. LOCATION MODEL FOR UPLINK DIRECTION 

Consider a territory to be covered by UMTS service. A is a 
set of candidate sites, A = {1, ..., s} where the base stations can 
be installed and T a set of  test point (TP), T = {1, ..., m}. TP is 
a relatively small region of the service area from which one or 
more connections can be initiated. 

Each site j has an installation cost noted Cj. We denote by 
ni the number of simultaneous connections by TP. Thus, it can 
match the number of simultaneous active connections or by TP. 
This is a feature that can be refunded after the study and 
analysis of traffic requested in the study area. 
Information propagation are also known. Indeed, let F = {fij} 1 
<= i <= m, 1 <= j <= s is the propagation gain matrix, where fij 
0 <fij <1, is the propagation factor [3], the radio link between a 
TP i and j a potential site. 

In the problem of locating sites WCDMA we wish to select 
a subset of the set A of potential sites where base stations will 
be installed, and assign the TPs suitable sites taking into 
account the requested traffic, quality of service terms of SIR 
and installation costs. 

The problem of the location of base stations in the context 
of UMTS in the direction uplink is modeled by the following 
optimization problem: 

 min s
j=1 Cj aj +  m

i=1 
s
j=1 ni (1/fij) bij (1) 

Under the constraints: 

 m
i=1 bij  =1 i  T (2) 
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 bij  <= aj  i  T ; j  A (3) 

 bij , aj  {0,1}  i  T ; j  A  (4) 

The first term of the objective function is the sum of the 
cost of installation sites. Thus, the ratio 1 / fij is proportional to 
the power emitted by a TP i assigned to the BS (Base Station) j, 

the second term corresponds to the total power emitted. > = 0 
is the parameter difference between the two objective 
functions. Constraint (2) ensures that TP can be connected to a 
single base station. Constraint (3) requires that the TPs are 
assigned only to sites where base stations are installed. Both 
decision variables, bij, aj, have binary values 0 or 1. 

In UMTS, the mobile is much more limited in power than 
GSM network [6]. The constraint of limited power states that 
TP cannot be connected to a site with a power greater than it 
can deliver. Another fundamental aspect is the quality of the 
signal received by each BS that identifies the ability of a site 
[4]. It defines the number of connections supported by a base 
station (BS). The criterion adopted for a TP to communicate 
with such a base station is based on the value of the SIR. 
Indeed, a TP is connected to a particular site if the value of the 
SIR is greater than or equal to a minimum value. For each 
connection it embodies this constraint by the following 
inequality [3]: 

SIR = SF * Preçue / Iintra (1+f)  >= SIRmin  (5) 

We assume that the interference caused by neighboring 
cells (Iextra) can be expressed by f factor interference caused by 
other connections of the same cell (Iintra). Received power 
Preceived by a base station j, for a TP assigned to this site, is 
equal to a power Ptarget. Our final model simplifies the problem 
of locating sites which is among NP-hard problems [1], [2], 
[7]. 

For the model more realistic, the interference must be 
explicitly extracellular and intracellular interference considered 
independently. However, for an uplink connection between TP 
i and base station j, there is no significant difference between 
the two types of interference [6]. With a received power based 
power control mechanism, the overall interference in the 

system for each potential site j  A, has the following 
expression: 

Ptarget / (
m

h=1 nh fhj 
s
t=1 (Ptarget/fht) bht  - Ptarget )  >= SIRmin aj    (6) 

Where the thermal noise is neglected. This constraint 
assumes that if a base station is installed at the site j (ie, j = 1), 
the value of the SIR resulting exceed the given value of SIRmin. 

III. OPTIMIZATION METHODS AND SOME COMPUTATIONAL 

RESULTS 

A. Basic principle of genetic algorithm 

The problem of locating base stations of a UMTS network 
is an NP-hard problem [1-2]. To solve this problem we propose 
an algorithm memetic (AM) based on genetic algorithms 
methodology and local search. 

Genetic algorithms rely heavily on a binary encoding string 
0/1 fixed length s*m represents a configuration (the problem) 
solution called individual. Genetic operators: crossover, 
mutation and selection [7], are defined to operate on a random 
person or two to generate new configurations. 
GAs are generally sensitive to the distribution of the initial 

population. The adaptation of genetic operators in our problem 
and hybridization with local search makes our method can 
produce good quality results. Indeed, the two genetic operators 
allow the AM to exploit and explore the search space 
effectively guiding the search towards the most promising 
regions.  

Rather than deterministically decide in favor of individuals 
best adapted, GAs do that by fostering probabilistic rules. This 
leaves little room for those less well to survive and reproduce. 
In order to better promote this principle, we have introduced 
the local search in each iteration of the genetic algorithm 
(Figure 1) with a probability pls. 

The step of evaluating the fitness function allows selection 
of the best individuals created, by ordering the best fitness of 
the worst individual in the population size of 100. The search 
stops when the number of iterations limit is reached. 

Fig.1. Optimization model using genetic algorithm and local search 

B. Numerical results 

In our simulation, we will focus on the basic model. The 
power control is important for the proper functioning of a 
WCDMA network. Indeed, it can meet the needs of users and 
minimize the overall interference in the network. For this, we 
assume that the power control mechanism is perfect and is 
based on the received power. 

We studied the case of an urban environment and multi-
service, voice service speed 12.2 kbps data service rate 64 kbps 
and 384 kbps. We model Okumara-Hata [3] as a model of 
propagation attenuation is given by the equation: 

Au = 69,55+26,16log(F) – 13,82log(Hb) – [(1,1log(F) – 0,7)Hm 

– (1,56log(F) – 0,8)] + [44,9 – 6,55log(Hb)]log(d) (7) 
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Where F is the frequency signal in megahertz, Hb and Hm 
are respectively the height of the base station and the height of 
the mobile in meters, d is the distance in kilometers. 

For the simulation, we consider the following parameters 
shown in Table 1 [1]:  

TABLE I.  SIMULATION PARAMETERS 

Parameters values 

frequency (en Mhz) 2000 

height of TPs (in meters) 2 

Height sites (in meters) 10 

Power target TPs (in dBm) -100 

Maximum power of TPs (in dBm) 30 

 SIRtarget for voice service (in dB) 6 

SIRtarget for data service  64 kbps (in dB) 3.2   

SIRtarget for data service 384 kbps (in dB) 1 

Number of connections by TP 1 

Distribution by a uniform law to location of TPs. The 
instances with medium-size are characterized by service area 
size of 400 * 400 m, m = 95 TPs and s = 22 potential sites. The 
cost of installation sites is constant Cj = C for all j of A. 
Minimum activated sites (Figure 2) among 22 potential sites 
are between 7 and 9 sites for 4 distributions ZU1 to ZU4 (urban 
area). Each ZUi is executed 20 times (Table 2). The required 
traffic is always satisfied. 

The dissimilarity of the number of connections in each site 
installed by our metaheuristic algorithm, due to the random 
distribution of the potential number of TPs in the area to be 
covered. The aspect of the quality of the signal received by 
each BS for identifying the ability of a site defines the number 
of connections supported by a given base station. The criterion 
adopted for a TP to communicate with such a base station is 
based on the value of the SIR, the results obtained with the SIR 
model for the uplink case with real instances generated and 
granted propagation model. Noting that in uplink, the number 
of sites installed is much more important than in downlink. 
Indeed, in downlink intra interference is less significant than in 
uplink because each BS uses these orthogonality codes and the 
entire couvrement is still obtained with a minimum number of 
BSs. Otherwise, in downlink direction we consider a diversity 
of variable power received by the TPs, whereas in uplink it is 
sufficient to consider a single received power for each BS. 

IV. CONCLUSION 

We studied a model to optimize the location of base 
stations in the UMTS standard and in the uplink case. Indeed, 
the hybridization of genetic algorithm and local search has 
allowed us to install an optimal number of base stations while 
satisfying the constraints of quality of service, power, capacity 
and total network coverage on the zone concerned.  

 

 

TABLE II.  RESULTS OBTAINED FOR m = 95, s = 22 

area # of BSs 
Execution time 

(mn) 
# average 

ZU-1 8 13 8.5 

ZU-2 7 12 7.4 

Z-U3 8 12 8.4 

ZU-4 8 13 8.6 

 

Fig.2. number of TP connected to each site j  

The memetic algorithm has shown high efficiency in order 
to don’t have a premature convergence and to avoid local 
optima. Our study focused on voice and data services with a 
classical propagation model. As perspective to this work, we 
aim to run simulations of larger instances, and study the same 
mathematical model with other algorithms. 
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Abstract—It has been recognized that semantic data and 

knowledge extraction will significantly improve the capability of 

natural language interfaces to the semantic search engine. 

Semantic Web technology offers a vast scale of sharing and 

integration of distributed data sources by combining information 

easily. This will enable the user to find the information easily and 

efficiently. 

In this paper, we will explore some issues of developing 

algorithms for the Semantic Web. The first one to build the 

semantic contextual meaning by scanning the text, extract 

knowledge and automatically infer the meaning of the 

information from text that contains the search words in any 

sentence and correlate with hierarchical classes defined in the 

Ontology as a result of input resources. The second to discover 

the hierarchical relationships among terms (i.e. discover the 

semantic relations across hierarchical classifications). The 

proposed algorithm will be relying on a number of resources 
including Ontology and WordNet. 

Keywords—Semantic Web; Ontology matching; WordNet; 

Information retrieval; web service 

I. INTRODUCTION 

There are many different design methodologies for 
software development, each having several advantages and 
disadvantages. To determine the best suited methodology for 
this research, an analysis was performed based on research 
into the various design methodologies. From the results of the 
analysis, the methodology chosen was the Object Oriented 
Design (OOD) methodology [2].  

This methodology provides a number of benefits. Firstly 
the OOD methodology takes a real world view a system and 
models it using objects. This provides a natural decomposition 
of a system into modules. In the OOD methodology, the 
analysis and design phases are closely coupled together which 
helps in developing a prototype of the problem domain a lot 
quicker compared to more traditional design approaches. The 
reason for this is that the initial foundation of the design phase 
will be the information developed in the analysis phase.  

The object oriented approach focuses more on data 
specifications, including the relationships between objects. 
One of the most important parts of the automatic annotation 

tool is data and so by using a design methodology that is 
strongly focused on data, it is hoped that there will be a greater 
chance of developing a successful design. In addition designs 
created from OOD approaches map directly into 
implementations using object oriented programming 
languages such as Java or C#. Henderson-Sellers & Edwards 
(1990) believe that more flexible can be provided to a system 
based on object representation as modifications at the 
implementation level did not require any changes to the 
systems design itself due to the easily accomplished [2]. 

However, the traditional model for software development 
and the Object Oriented approaches are both suffered from the 
lack of identifying the role of Human Computer Interaction 
(HCI).The automatic annotation system clearly needs to 
provide interactivity for the user through a simple interface 
and so a significant part of the design will need to be focused 
on this aspect [11].  

In addition, this paper describes how the methods of the 
system is developed for (i) a general algorithm to build the 
semantic contextual meaning by scanning the text, extract 
entity or knowledge and correlate with hierarchical classes 
defined in the Ontology as a result of input resources (ii) a 
specific algorithm to discover the hierarchical relationships 
among terms (i.e. discover the semantic relations across 
hierarchical classifications). The algorithms will be relying on 
a number of resources including Ontology and WordNet [9]. 

Knowledge Extraction can be used to automatically extract 
specific information from documents and this information 
could then be utilized to generate possible semantic 

annotations [10]. During the research stage of the author 
became aware of a powerful of WordNet component and Jena 
component which represent the foundation of the proposed 
system. This system was chosen to provide the Knowledge 
Extraction capabilities needed as it offered all of the features 
required including named entity recognition [4]. Another 
benefit of choosing WordNet and Jena components was that it 
has been designed to be easily incorporated into other 
applications and also there is a lot of documentation available 
explaining how to use it [12].  Figure 1 shows the layout of the 
main components of the system and also the input and output 
data. 
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Fig.1.  High level architecture of the system 

The explanation of these components shown in figure 1is 
as follows: 

1) Semantic Annotation Tool 
This component is the foundation of the system. It 

provides all the functionality required to create annotations 
automatically. This will include viewing Ontologies and 
browsing     web    pages. This     component developed as part 
of this research. 

2) Knowledge Extraction  
The knowledge Extraction component of the system will 

analyze web pages and extract specific information found 
within the text. This component developed using features 
provided by WordNet. 

3) Automatic Annotator 
This is the main component of the system. It will take the 

information extracted by the knowledge Extraction component 
and use it to generate possible annotations. These annotations 
will be presented to the user through a graphical user interface. 
This interface will also allow the user to create annotations in 
RDF and save annotations to a file. 

In the remainder of this paper we will first talk about the 
methodology and approach in Sec. II and then about the 
Senses Algorithm in Sec. II. In Sec. IV we will present how to 
build the Semantic Contextual Meaning. In sec. V the process 
design is discussed. Finally, we conclude our work 

II. METHODOLOGY AND APPROACH 

To move toward Semantic Coordination we proposed 
methodology based on the insight with the aim of managing 
conceptual structure and managing structures tag.  

The proposed system gives the ability to use the semantic 
organization implicit with complex level in the client way that 
uses the language taken by the tag. In this work, three different 

levels of semantic information are considered (i.e. knowledge) 
which are required to annotate structures tagged semantically 
with language:  

- Lexical data (Knowledge):  

Information on certain words (i.e. concepts) used in the 
tags and the relationship among them such as the word ‘right’ 
can give a meaning of correct  or opposite to left. 

Structural data (Knowledge): deriving information from 
the tags which are given in a certain structure. For example, 
the Entity London can be used to classify city, and London 
name (people with the name London). 

Domain: information concerning the relation among 
senses of tags in a specific domain. The sense term refers to 
meaning of a word in WordNet i.e. London represent both 
cities in South Western Ontario, Canada and a capital city of 
United King Dom. 

In this methodology we consider the hierarchical 
classifications method used for classifying particular text. The 
proposed algorithms must be clearly enriched with particular 
structure and principle functions to determine the semantic 
relation between the entities. This will improve the current 
information retrieval search anomalies.  

Ontologies also play an important role in research on 
computational linguistics, particularly for information 
extraction (IE) and natural language processing (NLP) [9]. In 
this application area, ontologies are used as knowledge bases 
which provide background information for machine 
processing of texts. They are usually not bound to a certain 
domain but capture universal knowledge, and thus resemble 
upper ontologies in this respect. Yet their focus is less on 
representing the essence of the world but on capturing 
linguistic behavior and lexical surroundings of concepts [7]. 
The structure of linguistic ontologies may differ from the 
typical structure of concepts, instances, relations and axioms 
as discussed for ontologies; although they typically use 
hyponymic structures as a backbone and enrich them with 
additional concept relations. Single linguistic ontologies have 
recently also been transferred to the OWL format. 

Used in combination with information extraction systems, 
linguistic ontologies can be applied in order to gather factual 
data for the semi-automatic construction of other (domain) 
ontologies [7]. They may further be used as synonym 
collections and dictionaries or as a major mapping reference 
vocabulary. Some projects also focus on supporting machine 
translation.  

Let us look at a further example, using the three semantic 
levels mentioned above, to determine the semantic relations 
tagged London as a capital  city  of England, and between  the 
entity (i.e. node) London city in Ontario, Canada, we can 
account the relations are different. Consider the mapping 
properties between the entities London England and London 
Ontario. 

The lexical data notifies that the sense of the two tags is 
similar and refers to city. Domain notifies, among other things, 
that London is a city in South-western Ontario region. Finally, 
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structural data derived the properties of the entities and intends 
meaning of the node. For example the structure knowledge of 
” London”  England will refer to all possible knowledge like: 
History, Middle Ages, Early modern,  Local Government , 
Geography, Economy, Tourism, etc. while the structure  of 
“London” Ontario may derive the following knowledge: 
Residents, Business, city Hall , City Life, E-Services, etc. 

Example 
The example shown in Figure 2 explains the category of 

the different levels of semantic information. 

 
 

 

 
 

 

 
 

 

 

 
 

 

 

 
 

 
 

 

 

Fig.2. Example of different levels of semantic information 

While structure data (knowledge) of ”London”, Canada 
could be represented as in figure 3. 

The conclusion from above that the most important step is 
to find the word description, using WordNet which provides 
complex word descriptions.   

III. SENSES ALGORITHM 

As mentioned, to produce automatic annotation, the first 
phase is to create an algorithm that obtains a description about 
text automatically [8]. The algorithm will consider the 
description of a word as a textual definition, more general 
terms, more specific terms, or a definition in a specific 
language or domain. The primary source is the web text where 
the aim is to divide the text into sentences which enables the 
extraction process step by step.  

To obtain the sense set for Ontology, the entire synonym 
words presenting in the text which are related to the semantics 
of the Ontology (i.e. concept) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Fig.3. Example of structure data (knowledge) 

will be extracted via the key functional requirements of 
WordNet. These main carriers of information will be analyzed 
based on lexical resource using the WordNet. The procedure 
below describes the system process manually of what 
WordNet needs to do, what synsets might be derived, and then 
how it will be annotated; our separate processes involved, 
namely: 

A. Preliminary Analysis Of The Input Source, 

This process will be the foundation phase of the system. It 
should provide all of the functionality required to create 
annotation, this will include: 

1) ESA system access web documents toallocate text 

sentence. 

2) ESA system accessdomain knowledge,Ontology 

document and WordNet interface. 

3)  ESA systemestablishes characteristics of the 

sentence, such as case, number, time and gender, etc. 
  

</owl:Ontology> 

<owl:Classrdf:ID="Country"> 

<rdfs:subClassOf> 

<owl:Classrdf:about="#UnitedKingdom "/> 

</rdfs:subClassOf> 

<rdfs:comment> United Kingdom of Great Britain 

and Northern Ireland </rdfs:comment> 

</owl:Class> 
<owl:ObjectPropertyrdf:ID=" London 

"> 

<rdfs:domainrdf:resource="#Capital 

City England"/> 

<rdfs:rangerdf:resource="#London 

England "/> 

 <owl:Classrdf:ID=" History " /> 

 <owl:Classrdf:ID=" Middle Ages " /> 

 <owl:Classrdf:ID=" Local Government " /> 

 <owl:Classrdf:ID=" Geography " /> 

 <owl:Classrdf:ID=" Economy " /> 
 <owl:Classrdf:ID=" Tourism " /> 

</owl:ObjectProperty> 

 

<owl:Ontologyrdf:about=""> 

<owl:versionInfo>Version 

0.1</owl:versionInfo> 

<rdfs:comment>Countries Ontology, 

</rdfs:comment> 
</owl:Ontology> 

<owl:Classrdf:ID="Country"> 

<rdfs:subClassOf> 

<owl:Classrdf:about="#Canada"/> 

</rdfs:subClassOf> 

<owl:disjointWith> 

<owl:Classrdf:about="#ProvincesandTerritories 

"/> 

</owl:disjointWith> 

<owl:Classrdf:about="#AssociatedState"/> 

</owl:disjointWith> 
<rdfs:comment>No government body 

exists</rdfs:comment> 

</owl:Class> 

<owl:ObjectPropertyrdf:ID=" Southwestern 

Ontario "> 

<rdfs:domainrdf:resource="#London

"/> 

<rdfs:rangerdf:resource="#London Canada 

"/> 

<owl:Classrdf:ID=" Residents" /> 

<owl:Classrdf:ID=" Business " /> 

 <owl:Classrdf:ID=" city Hall " /> 
<owl:Classrdf:ID=" City Life " /> 

 <owl:Classrdf:ID=" E-Services " /> 

</owl:ObjectProperty> 
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B. Analysis Of The  Sentence Structure, 

4) ESA system access Ontology and obtain related 

knowledge on syntax 

5) ESA implements syntactical analysis, in order to 

classify the syntactical structure of the paragraph. The entities 

and how they are arranged within the text will be analyze and 

describe via synset methods. 

6) ESA system parse the paragraph and sentences based 

on the syntactic patterns derived from the WordNet dataset. 

Prior to linguistic processing the extraction process will 

divide the web text into sentences; the tokenization take place 

once the text is loaded, then tokenizer split a web text into 

textual tokens. 

7) The internal structure level will be analyze and 

describe the relations among entities via tokenization process 

and pointer method ; 

8) At the sentence level, characteristics sentence 

structures will be analyze and describe via the scanner and 

lexer generator methods. 

9) ESA system will declare synonyms using annotation 

property, for example 
<owl:AnnotationPropertyrdf:ID="synonyms" > 

<rdf:typerdf:resource="http://www.w3.org/ 

2002/07/owl#DatatypeProperty"/> 

</owl:AnnotationProperty> 

From this process the text can be converted into a view 

tree after interpreting the structure of the text [1].  

C. Analysis of semantic, analyzing a semantic is a method of 

describing syntactic structure of sentences, clauses and 

phrases. 

10) ESA system will access Ontology and obtain related 

knowledge on semantics 

11) ESA system retrieves possible meanings of words and 

their proprieties from Ontology that generate a semantic 

descriptor of the sentence. 

12) Entities will be represented as object using string of 

characters to identify the resource known as Uniform 

Resource Identifier (URIs). The advantage of using URI 

representation is that the object can be used to create inters 

relation. The word entity refer to the class of things and sub 

entity refer to sub class, for example ”University” likely an 

entity.  

13) ESA system will be able to indicate subclassOf 

relations between entities, such as department and people.  

This will allow detecting connections, for example employees 

in a specific department.  

14) Semantic analysis of the entities will produce triples 

with two nodes. One to represent relations and terms and the 

other to represent the relation which describes the sort of 

connections among the nodes.  

15) The triples produced can be nested – which means 

they can further be utilized as node of the further triples. This 

allows for the facilitation of complex interrelations 

representations where and each different type of relation will 

describe a different linguistic phrases or keywords in text. 

When the triples are combined into the knowledge base, the 

knowledge from the texts is also transferred resulting in the 

generation of a more refined structure. 

16) Representing knowledge can be expressed by 

subtypeOf and subClassOfproperty which is relevant to RDF 

property Entity   relationships     are    expressed   by 

instanceOfrelations.  

17) ESA system will identify all the necessary 

classification of entity which is required to determine whether 

the entity belongs to the main class or subclass.  For example, 

to extract entities from the instance sentence “ASTON 

UNIVERSITY in the heart of BIRMINGHAM CITY” would 

refer to: ORGANIZATION situated in LOCATION, the 

outcome of extraction will be, “Aston University in 

Birmingham City”. This process is generating an automatic 

annotation which can be stored in a separate RDF or XML 

document. Furthermore, annotation properties will be used to 

represent the category of annotation properties in an Ontology 

language.  

18) The terms and concepts which have been extracted 

will be annotated since the ontology of original text is rolled 

bythem. The relations can be mapped in finer way and 

preserved due to using the ontology by the authors. It can also 

offer different levels of information details by creating an 

overview of the contents.  

19) The word relations and symbol will be schematics at 

the bottom will be complete. 

D. Incorporation the acquired results (i.e. relevant 

information).The information will then be built-in as a 

knowledge which is consisted of terms, concepts, and their 

interrelations. The Jena framework will be used to manage 

and store the information [4]. Finally, the system will 

provide significant support for the agent server which has 
responsibility for retrieving data. Figure 43 explains the 

system definition phases for the proposed system. 

IV. BUILDING THE SEMANTIC CONTEXTUAL MEANING  

The core task of this sub-section is to introduce the 
independent part of the algorithm called EXTRACT–
CONCEPT. The basis of this algorithm is to match the same 
topic in the sentence with entity / sub entity in the Ontology 
document 

http://www.w3.org/%202002/07/owl#DatatypeProperty
http://www.w3.org/%202002/07/owl#DatatypeProperty
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Fig.4. System Definition Phase Based Semantic Web

This algorithm designed to build the hierarchical 
relationships between words among concepts since the key 
elements of the knowledge is composed specifically an 
internal structure IST, an Ontology GO and a lexicon LO.  The 
key input source of the algorithm is the context. The context 
will be analyzed based on lexical resource using the WordNet 
methods and will be enriched with specific functions required 
to scan the text, extracts knowledge and building semantic 
contextual meaning. The concepts expressed by a generic 
entity e (i.e. node) in a general text to match the hierarchical 
classifications [3]. In addition, the algorithm consists of 
functions that are necessary for retrieving information in terms 
of supporting user query. 

In conclude the output will be the semantic relations 
among entity e and all terms belonging to internal structure. 
This relation represented as logical formulas (σ,ψ) that 
symbolize the relation among the individual concepts 
represented by entity and the other generic words in internal 
structure.  

We observe that the use of WordNet as major resources 
allowed providing structured information relating to semantic 
relations among words. WordNet employ as Lexical Ontology 
that contains word and world knowledge which considers 
analyzing the text as in linguistics.  The algorithm has many 
steps. Line 1 verifies the focus of entity e as a preliminary 

analysis of the input. The entities and how they are arranged 
within the text will be analyze and describe via synset methods 
[5]. This step is useful toextract the meaning of entity e as it 
determines whether the entity e in structure IST exists in 
structure SUBF. 

Lines 2 and 3 extract the sentence related to each entity in 
structure SUBF and provide a link between each entity for the 
synsets found in the Lexicon.  To obtain the sense set, the 
entire synonym words existing in the text which are related to 
the semantics of the Ontology (i.e. concepts) will be extracted 
via the key functional requirements of WordNet. 
Consequently, in support of the example mentioned the word 
‘London’ in WordNet has two different meanings ‘Capital city 
of United Kingdom’ and ‘City of Ontario, Canada’. These 
senses can be recorded by the array SynSet, so that, SynSet will 
have two different meanings as above. The array of senses 
SynSet must provide more attention before starting analysis of 
the corpus of the algorithm. The set of synonyms represented 
by synset is a collection of senses, such that concepts can be 
represented by expressions which use synset in a lexicon. In 
Lines 4 and 5 passes through a filter out the non-relevant 
concept associated to generic word in internal structure.   

A formula approximating the meaning can assist in 
building the function INDIVIDUAL–CONCEPT to be 
expressed by entity e. The defined classes in the ontology will 
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be correlated with the entity e. The function returns the 
relationships between the Ontology concepts, entities and 
objects. The combination of both domain in input to the 
function and the linguistic interpretation with structural 
knowledge (T) can assist in doing this. Finally, build the 
formula  (σ, ψ) which represents the relation among the 
individual concepts represented by entity and the local 
relevant axioms as shown in Fig.5.  

EXTRACT–CONCEPT ALGORITHM 

V. PROCESS DESIGN 

The automatic annotation system will allow an annotator to 
create new annotations for a specific web page automatically 
by using Knowledge Extraction techniques to generate 
possible annotations.  

A.  Proposed Implementation of the Algorithm 

In this stage, the most important step is to find the word 
description, using WordNet which provides complex word 
descriptions that infer meaning thus minimizing any 
ambiguity.  In this work the description of a word can be a 
textual definition, more general terms, more specific terms, or 
a definition in a specific language or domain. 

To implement the suggested algorithm Ontology needs to 
be created. It could be produced using the Jena Framework as 
Jena is able to query and store Ontology and the Jena method 

of OntDocManageraddAltEntry enables [4] relationships 
between stored Ontologies, thus identifying the location of 
Ontology inside the database. 

The procedure starts by reading a RDF/OWL document 
into a Jena model; that gives an API for handling the 
information [6].   Once the description of a word is recognized 
in the RDF document, the word available in a HTML 
document will be highlighted / underlined which in turn shows 
the description extracted from the RDF/OWL document.  For 
example ‘Dr Tony Beaumont’ is identified in HTML page and 
the description of ‘Dr Tony Beaumont’ is available in RDF 
document as shown in Fig.6. 

 

 

 

 

 
 
 
 

Fig.5. Example of Implementation Procedure 

From the above example we deduce the following should 
be available: 

 An HTML page P with some term T of interest. 

 An RDF document R which describes the term T 

from a set of one or more RDF descriptions. 
To find T of interest in P we have to parse P that says "the 

term T that appears on this page will be highlighted, italics, 
colour, and/or larger font i.e. Dr Tony Beaumont ".To find R 
of T if that term has RDF description, then it is possible to 
display the properties as annotation in a new page. Once 
parsing the HTML page to annotate ‘Dr Tony Beaumont’, it 
should: 

- display the description of ‘Dr Tony Beaumont’, the author 

and date of creation for that page in a tab or new window 

-    produce a new HTML page which is P with T annotated  

-   store specific metadata in a specific Ontology which will be 

achieved by adding new annotation rules. 

 
This work suggests the usage of Jena integrated with 

SPARQL [14] to create a rule-based system through 
GeneriRuleReasoner to store the derivation data.  The reason 
for this is to answer user's queries about the derivation of 
derived statements.   

The system will store the derivation data in the database as 
the reasoner run [13]. SPARQL is a query language for getting 
information from RDF graphs [14].   It provides the 
requirements for querying by triple designs, optional patterns, 
disjunctions, conjunctions and supports queries like “show me 
all the projects on semantic annotation”.  The projects will 
mapped by the semantic annotations. The resultant data from 
the project database related to the semantic annotation area 
will be used to identify only projects. The SPARQL queries 
results can be obtained and presented in several different 
forms [14]. 

Algorithm 1 EXTRACT–CONCEPT (EXC, e) 

      Context EXC = (IST, LO, GO), where IST is a   

                                internal structure 

       LO is a lexical Ontology – Lexicon  

                 GO is a General Ontology Concepts -   

                       Ontology 

      Sentence    finite list of words 

      entity e is a Generic Word 

 

Variable Identifications 
       Sentence    SynSet[ ][ ]           SynsetArray of   

         synonyms  

       Structure SUBF 

       Formula σ, ψ   

 

1      FIND- CONCENTRATE (e, IST) → SUBF; 

theconcentrate SUBF is a substructure of IST 

2      for each entity iinSUBFdo 

3      EXTRACT–CONCEPT(i, LO) → SynSet[i] ; 

extract the sentence related to each entity in  

the  structure SUBF 
4      for each entity iinSUBFdo 

5      NON-RELEVANT–CONCEPT(SUBF,GO,  

        SynSet, i) →  SynSet[i]; 

       difficult to deal with sentence are redundant 

6      INDIVIDUAL–CONCEPT (e, SynSet, SUBF,   

        GO) → σ; 

7      EXTRACT– RELEVANT-KNOWLEDGE  

        (SUBF, SynSet, GO) → ψ; 

8      Return (σ, ψ ) ; 

 

<rdf:RDF 

xmlns:rdf="http://www.w3. org/1999/ 02/22-rdf- 

syntax-ns#"  

xmlns:lib="http://keg.cs.aston.ac.uk/stfDtls/"> 
<rdf:Description about="Dr Tony Beaumont" > 

<lib:creator>Alaa Al Naimy</lib:creator> 

<lib:pages>10< /lib:pages> 

</rdf:Description> 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No.3, 2013 

227 | P a g e  
www.ijacsa.thesai.org 

Integrating semantic annotation within Ontology allows 
distinction between the same words in different contexts that 
give it different meanings e.g. the searching process will be 
easy to distinguish the word “Mississippi” the state, from 
“Mississippi” the river because the annotation will be with 
references to various concepts in the Ontology. This will 
improve the current information retrieval search anomalies.  

This work proposes a user application which connects to 
an annotation server through a web site and annotates web 
pages of user choice.  The proposed annotation server uses an 
Annotation engine with an embedded Jena repository, which 
then transfers the results of the annotation to the annotation 
server. The strength of this proposed work is to integrate a 
Knowledge Extraction platform and Ontology to provide 
flexibility for the formats and functions it uses.  It will also 
support the HTML browser to display an integrated open APIs 
of the Ontology browser along with the documents. From 
looking back at the functional requirements, it is clear that the 
system will need to provide the following functionality: 

VI. CONCLUSION 

This paper provides a description of the design of the 
automatic annotation system. The design stage of any research 
is arguably the most crucial part as it describes how the system 
will be structured to meet the requirements. A carefully 
constructed design will hopefully make the system easier to 
implement and will minimise the number of problems 
encountered. Our method focuses on representing the 
documents succinctly and explicitly through extracting only 
the related resultant semantics from the document.  The 
specific domain ontology will assist the extraction process. 
The guidance to the modelling process and decoupling of the 
knowledge base from the required documents is provided by 
the proposed framework. 

This paper describes how the methods of the system is 
developed for (i) a general algorithm to build the semantic 
contextual meaning by scanning the text, extract entity or 
knowledge and correlate with hierarchical classes defined in 
the Ontology as a result of input resources (ii) a specific 
algorithm to discover the hierarchical relationships among 
terms (i.e. discover the semantic relations across hierarchical 
classifications). The algorithms will be relying on a number of 
resources including Ontology and WordNet. 
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Abstract—The basic sensor node architecture in a wireless 

sensor network contains sensing, transceiver, processing and 

memory units along with the power supply module. Because the 

basic sensor network application nature is surveillance, these 

networks may be deployed in a remote environment without 

human intervention. The sensor nodes are also battery-powered 

tiny devices with limited memory capacity. Because of these 

sensor node limitations, the architecture can be modified to 

efficiently utilise energy during memory accesses by dividing the 

memory into multiple banks and including a memory switching 

controller unit and a power switching module. This modification 

conserves energy, so power can be supplied only to the bank or 

part of the memory being accessed instead of powering the entire 

memory module, thus leading to efficient energy consumption. 

Simulations have been performed on fragmented memory 

architecture by incorporating the M/M/1 queuing model. When 

the packets get queued up, energy utilisation and a packet drop at 

the sensor node is observed. The energy consumption is reduced 

by an average of 70%, and there is significantly less packet drop 

compared to the normal memory architecture. This leads to 

increase in node and network lifetime and prevents information 
loss.  

Keywords—modified memory architecture; switching power 

supply; sensor node; energy conserve; idle energy 

I. INTRODUCTION 

A wireless sensor network is an essential networking 
component in applications, including fire surveillance, 
underwater experiments and robotic flying sensors. Wireless 
sensor networks contain sensor nodes, where each sensor node 
has sensing, transceiver, processing and memory units, as in 
figure 1.The limited memory capability and energy utilisation 
nature of the sensor nodes has compelled many researchers to 
explore this area. The memory architecture of a sensor node 
usually has RAM with less memory capacity, which is used to 
store programs for processing (32 KB – 128 KB). Modern 
flash-based micro-controllers contain between 1 KB and 512 
KB of memory for program storage. This can be used as both 
program memory and for temporary data storage.  

The flash memory design influences the sensor node life 
span. Flash memory has recently become a popular alternative 
storage for many portable devices. Constructing memory 
architecture in a wireless sensor network depends on the 
application type. The traffic data size also varies from small to 
large based on the application. 

Fig.1. A typical Wireless Sensor Node 

Transmitting scalar data, e.g., temperature, humidity or 
pressure, resort to a smaller traffic size over the WSN; 
transmitting captured images, videos or audio requires more 
information to be sent over the WSN. When the sensor nodes 
are deployed for a specific application within the network and 
are switched on, power is also supplied to the memory unit 
attached to the nodes even if the sensors are idle. The energy 
consumed in this state is known as idle energy, as the sensor is 
not performing any useful operation. There is thus a need to 
modify the sensor node architecture by incorporating efficient 
memory or buffer management schemes.  

II. LITERATURE SURVEY 

The following section gives an insight into the work 
performed in this direction. The paper titled “Reducing Power 
Consumption for Mobile Multimedia Handsets” by authors 
Rong-Jaye Chen, Ting-Yu Lin, and Yi-Bing Lin [1] proposes 3 
techniques called wake-up techniques that reduce battery 
power consumption in a mobile multimedia handset. Using 
these approaches, the system switches to sleep mode when the 
memory queue for packet arrivals is empty. Various wake-up 
mechanisms are considered based on these concepts. First 
among the approaches is the threshold approach mechanism. If 
the number of packets that have arrived in the memory queue 
is above a threshold, the system is switched on; otherwise, it 
remains in sleep mode. The second approach, called the 
vacation approach, switches on the system after completing 
vacation time. The third approach, called the hybrid approach, 
combines the above two approaches. In this approach, the 
system is turned on when either the memory queue length goes 
over the threshold level or at the end of vacation time. A 
comparative study of these approaches sheds light on some 
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important system performance parameters. The threshold 
approach also reduces the system switch-on rate, whereas the 
vacation approach has the lowest mean packet waiting time. 
The hybrid approach must he selected to maintain lower values 
for both the system switch-on rate and the mean packet waiting 
time. There is a possibility to obtain a set of threshold values 
and determine a small switch-on rate and the probability for 
packet dropping for a threshold approach, while such a 
possibility does not exist for the vacation approach to obtain 
the vacation time range. 

The authors Tie Qiu, Lin Feng, Feng Xia, Guowei Wu, and 
Yu Zhou have published a paper titled “A Packet Buffer 
Evaluation Method Exploiting Queuing Theory for Wireless 
Sensor Networks”. They focus on optimising the performance 
of a large-scale wireless sensor network for improved QoS 
transmission when the hardware consumption is limited. Their 
paper [2] proposes a novel evaluation scheme based on the 
packet buffer capacity of nodes using a queuing network 
model. The packet buffer capacity parameter for the queue is 
analysed for each node type when it is in the best working 
condition. This method expands the queuing network model 
into the equivalent queuing network model by adding holding 
nodes to the existing network to evaluate congestion within the 
queuing network and obtain effective arrival and transmission 
rates. This work establishes an M/M/1/N-type open queuing 
network model with WSN holding nodes; it includes designing 
approximate iterative algorithms to calculate arrival rates when 
the system reaches a steady state. Experimental results indicate 
that the model is consistent with real-world data. This paper 
discusses modelling for only a single-server WSN model and 
proposes a method to calculate the packet buffer capacity size 
for nodes. Recent research focuses on the convergence of 
multiple processor nodes that can be used for M/M/m/N 
queues, which are also multi-server queues. For large-scale 
WSNs, prioritised clusters can effectively improve WSN 
performance, which will be our follow-up research. 

In the paper “Fundamental Lower Bound for Node Buffer 
Size in Intermittently connected Wireless Networks”, the 
author analyse the fundamental lower bound for the node 
buffer size in intermittently connected wireless networks. Due 
to some external constraints, there is a possibility that node 
inactivity may occur, which is the main cause for intermittent 
network connectivity. In a static random network, each node 
keeps a constant message generation rate. The buffer 
occupation in each node does not approach zero despite having 
infinite network capacity and node processing speed. A 
detailed analysis has been performed on buffer occupation 
when the channel capacity is infinite, and the results can be 
viewed as a lower bound for networks with finite channel 
capacity. The analysis show that when the probability of node 
inactivity is below the critical value, the network state is 
supercritical, and the fundamental achievable lower bound of 
the node buffer size is Θ(1). The minimum node buffer size 
requirements are asymptotically independent of network size, 
and when the probability of node inactivity is greater than the 
critical value, the network state is subcritical and the 
achievable lower bound on node buffer size shoots up as the 
network expands in the order of Θ(√n). 

The paper “Limiting the Power Consumption of Main 
Memory” focuses [4][5] on the peak power consumption by 
the hardware components. This affects the power supply, 
packaging and cooling requirements of the system's hardware. 
Higher peak power consumption by the hardware leads to 
bulky and expensive systems. If the components and systems 
actually require peak power, it becomes necessary to limit the 
power consumption to a less-than-peak power budget. This 
leads to intelligent provisioning of the power supplies, 
packaging and cooling infrastructures for the hardware 
components. This paper studies dynamic approaches to limit 
the power consumption by the main memories. It proposes 4 
techniques, i.e., Knapsack, LRU-Greedy, LRU-Smooth, and 
LRU-Ordered, in which the memory device power state are 
adjusted as a function of load on the memory subsystem. The 
simulations carried out from 3 benchmark applications prove 
that these techniques consistently limit the power to a pre-
established budget accompanied by low performance 
degradation. The simulation results indicate that limiting 
power using these techniques has the same effect as the 
conservation approach used in state-of-the-art techniques 
exclusively designed for performance-aware energy 
management. Limitations of this work include addressing 
issues related to selecting an ideal power budget in different 
scenarios and studying the effect of greater concurrency in 
memory accesses in the context of chip multiprocessors in 
future. 

Han-Lin Li, Chia-Lin Yang, and Hung-Wei Tseng have 
presented a paper titled “Energy-Aware Flash Memory 
Management in Virtual Memory System”, which revisits the 
design of virtual memory system using flash memory [7][8][9] 
for many portable devices due to its improvements in storage 
capacity, reliability and lower power consumption. This paper 
concentrates on the energy efficiency aspect, as power is the 
first-order design consideration for embedded systems. 
Frequent writes into the flash memory lead to frequent garbage 
collection, thus incurring significant energy overhead. This is 
due to the write-once feature of the flash memory. To address 
this issue in increased energy consumption and prevent excess 
energy lost, the authors have proposed 3 methods to reduce the 
number of writes occurring in the flash memory. They are 
HotCache scheme, Subpaging technique and Duplication-
aware garbage collection method. In the HotCache scheme, an 
SRAM cache is introduced to buffer frequent writes. In the 
subpaging technique, pages are partitioned into subunits and 
only dirty pages are written into the flash memory when a page 
fault occurs. The duplication-aware garbage collection method 
uses the data redundancy that exists between the flash and 
main memory to bring reduction in the writings that occur due 
to garbage collection. Intrapage locality, a type of data locality, 
is an inherent feature of flash memory and responsible for data 
allocation. This property of the flash memory should be 
carefully preserved while data are written from the storage 
buffer to flash memory.  Destroying this property leads to 
increase in the energy consumption by the flash memory. 
Experiments have been performed using the 3 techniques and 
the results show an average energy reduction of 42.2% using 
the combination of the 3 techniques. 
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Several papers [11] [12] [13] address the basic issues 
involved in architectural design and the S used in sensor 
network applications. These papers present open issues in the 
hardware design and software components in 
wireless/multimedia sensor networks. Authors also classified 
the off-the-shelf hardware and the research prototype currently 
used in different forms sensor network. Much research has 
been performed in cluster–based WSN, focusing on energy 
efficiency and scalability related to clustering protocols. To 
select the cluster head in statistical techniques [14], all sensor 
nodes in the network equally share the role of cluster head, 
which adds to the life span of the sensor node. The HEED 
Clustering algorithm [15] implements a hybrid model to select 
the cluster head based on the residual energy of the node and 
its proximity to its neighbours - an additional parameter 
involved the selection process. The issues related to the power 
of balanced energy consumption among the cluster head nodes 
have been discussed in [16, 17]. The ACE clustering algorithm 
[18] partitions a network into uniformly dispersed clusters. 
Another clustering technique known as autonomous clustering 
and uses the coverage estimation parameter [19][20][21]. 

III. MEMORY BANK ARCHITECTURE FOR A WIRELESS 

SENSOR NODE 

 In the heterogeneous network class, wireless sensor 
networks form the lower level of the Internet networking 
hierarchy, where energy utilisation due to various factors is the 
main issue that affects the lifespan of the wireless sensor 
network and must be considered during the design of the 
network architecture. One such energy-consuming factor is the 
memory access operations. Figure 2 shows the block diagram 
shows the modified sensor node along with Figure 3 modified 
memory architecture with switching power controller unit. 
Consider 128 KB flash memory that is equally divided into 4 
blocks of 32 KB each and are known as memory banks. The 
architecture also contains a memory switching controller unit 
that will select the memory block and amount of memory 
needed by the sensor node based on the traffic flow. This leads 
to energy conservation by the memory unit in the sensor node 
where only that part of memory that is currently in use is 
powered. 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.2. A typical Modified Wireless Sensor Node 

 

 

 

 

Fig.3. Block Diagram of Memory Bank Architecture of a Sensor Node 

The amount of traffic flow is application-specific. Let us 
consider Aibe is following cues… 

es. 
Case I:  Within the WSN, there are sensors that sense data, 

including temperature, humidity, and pressure.  Such data 
require less storage. 

Case II: WSN may also comprise multimedia sensors that 
capture multimedia information, such as images, video or 
audio, and process them. Processing of such data may include 
decision making, which is performed by the intelligent systems 
in the network. In such cases, the multimedia information 
requires large amounts of storage. 

It is thus up to the sensor node to activate the number of 
memory banks required in the system based on the application 
for optimised energy utilisation. 

In most wireless sensor network applications, we find 
variations in the traffic flow i.e., for some duration of the 
network operation the traffic flow is increased, while at some 
time the traffic flow is decreased. Thus an optimised way to 
achieve energy consumption is to divide the memory into a 
number of blocks and then use (power) only the part of the 
memory required for data storage. For example, let us say that 
amount of storage required for storing the data sensed by the 
node is only 20 KB out of total flash memory size of 256 KB. 
One approach is to consider the whole memory of 256 KB as 
one block and use only 20 KB. Though only 20 KB of space is 
being utilised but the power is supplied to the entire 256 KB 
memory. There is unnecessary wastage of excessive power in 
such a scenario, and this wastage can be avoided. Another 
alternative is to consider the memory unit consisting of a 
switching controller unit and divide the 256 KB memory into 8 
banks of 32 KB each and use only 1 memory bank to store 20 
KB of data; i.e., power is supplied to only 1 memory bank by 
the switching controller unit and the remaining 7 banks are 
switched off.  Because less memory is being utilised, the 
power required will also be reduced thus leading to the 
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conservation of energy utilisation by the memory unit in the 
sensor node. The power consumption in different scenarios is 
given as follows: 

Normal Scenario 1:  power consumption in normal memory 
architecture as shown in FIG. 4 

Pnormal   =Energy Dissipation (i.e., Pread,Pwrite, Pprocess )for 
usage space + Idle Energy  

 

 
 

 

 

 

 

 

 

 

 

Fig.4. Energy Dissipation in normal memory architecture 

 
Modified Scenario 2: power consumption in modified 

memory architecture from figure 5 

P=   {Number of Memory Bank} X Energy Dissipation 
(i.e., Pread, Pwrite, Pprocess ) 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Fig.5. Energy dissipation in modified memory architecture 

Figure 5 shows that ideal energy dissipation can be 
minimised, which conserves energy and leads to increases in 
the node lifetime. 

IV. SYSTEM MODEL FOR MEMORY ARCHITECTURE 

We have considered a simple queue system model in which 
packets arrive according to Poisson’s model at rate λ, so the 
interarrival times are independent exponential random variable 
switch mean 1/ λ.  In an M/M/1 model [10], the packet 

distribution is Poisson with rate λ or the interarrival time 
distribution is exponential using mean time 1/λ. Similarly, the 
service rate distribution is also based on a Poisson model with 
rate µ or is exponential with the mean time 1/µ. Interarrival 
and service times are independent variables. Assume that four 
packets, P1 through P4, arrive randomly and require service 
time S1 through S4. Ea is the energy dissipation for receiving the 
packet, Es is energy dissipated during servicing the packet and 
Eq is energy dissipation when the packet is in queue, as in 
figure 6. 

 

 

 

 

 

 

 

 

Fig.6. . Queuing Model 

A. Algorithm for modified memory architecture 

 

Input data: 
P1,P2,P3….Pn   : Arriving Packets 

S1,S2,S3 ….Sn  : Service Time for every Packet 

Ea   :   Energy Dissipation for packet arrival 

Es  :  Energy Dissipation for servicing the packet 

Eq   :  Energy dissipation for queuing or Storing in buffer 

n   : Number of memory banks in use     

 

Step 1: Traffic is generated  i.e., interarrival and service times 

are generated using random processes for all 

incoming packets.  

Step 2: if server is idle then 

  Packet is serviced 
 Else 

Based on memory requirement by the arriving packets, 
memory banks are allocated by the memory controller and 
power switching controller unit will supply power to only the 
allocated memory banks. 

        Packet is stored in queue 

 End if 

 
 Total Energy Consumption = Ea + n* Eq +Es         

Step 3: END 

V. SIMULATION ENVIRONMENT: 

We have considered the M/M/1 model to generate the 
traffic flow at the sensor nodes. In this process, the interarrival 
and service times are generated randomly using a Poisson 
distribution, and the total energy consumption is calculated for 
every event occurring in the sensor node. The analysis has 
been performed, varying both interarrival and service times. 
Figure 7 provides a sample snapshot with a graphical user 
interface created for the simulation.     
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Fig.7. GUI Snapshot 

VI. RESULT ANALYSIS 

In this section, we present the results obtained from 
simulations.  

Table I lists the parameters and their corresponding values 
considered in the simulations. 

Table I. Simulation Parameters: 

Parameters Value 

Energy Threshold 200 Joules 

Energy for Receiving 0.057 Joules 

Energy for Transmitting 0.033 Joules 

Idle Queue Energy 0.00012 Joules 

Interarrival Time 1-7 sec 

Service Time 1-7 sec 

Number of Packets 1000 Packets 

Queue Length 100 Packets 

 
The graphs in Figures 8 - 10 are the plots of Service time 

(sec) on the X-axis and Energy Consumption (Joules) on the 
Y-axis. 

Case I:   Interarrival time: 1 sec 

         Service time      : 1-5 sec 

 
Fig.8. Comparing the average energy consumption normal memory 

(static) with modified memory architecture (Dynamic) for an interarrival time 
of 1 sec 

Figure 8 shows that at service time 1 sec, there is a 
deviation in the energy utilisation curve for a memory-
modified architecture (green curve) from the energy utilisation 
curve obtained for the normal memory architecture (red curve) 
without the memory banks. The energy utilisation by the 
modified architecture is significantly less than that of the 
normal architecture.  

Case II:  Interarrival time: 1-2 sec 
          Service Time: 1-5 sec 

Figure 9 shows that the energy utilisation curves for both 
architectures are almost the same. At 2 sec of service time, the 
deviation occurs, i.e., the energy consumed during the memory 
operations in the normal memory architecture are much more 
than the modified memory architecture at the node. 

 
Fig.9. Comparison of average energy consumption normal memory(static) 

with modified memory architecture (Dynamic) for interarrival time between 1 
-2 sec 
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Case III: Interarrival time:  1-5sec 

       Service time :   1- 5sec 
Figure 10. Energy conservation is achieved using modified 

memory architecture.  

 
 

Fig.10. Comparing average energy consumption normal memory (static) 

with modified memory architecture (Dynamic); interarrival times between 1 
and 5 sec 

From Case-I to Case-III, the energy utilisation curve for the 
modified memory architecture clearly deviates from the normal 
curve. The energy consumed in the dynamic method is much 
lower than the original node memory architecture. During the 
simulations, this deviation occurs because the modified 
memory architecture increases in performance over the normal 
architect, as more packets get queued up to be serviced in the 
sensor node by consuming less energy during memory 
operations, which leads to energy saving and thus increases the 
network lifetime. 

The graphs in Figures 11 to 13 plot of Service time (sec) on 
X-axis vs. Number of Packets dropped on Y-axis. 

Case IV:   Interarrival time: 1 sec 

      Service time: 1-5 sec 

Case V:   Interarrival time: 1-2 sec 

          Service Time: 1-5 sec 

Case VI: Interarrival time:  1-5sec 

         Service time:   1-5sec 

 

 
Fig.11. Comparing the number of packets dropped in normal memory 

(static) with modified memory architecture (Dynamic) with interarival time 1 
sec. 

 
Fig.12. Comparing the number of packets dropped in normal memory 

(static) with a modified memory architecture (Dynamic) with interarrival 
between 1 and 2 sec 
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Fig.13. Comparing the number of packets dropped in normal memory 

(static) with modified memory architecture (Dynamic) with interarrival 
between 1 and 5sec 

From Case-IV to Case-VI, the packet dropped in the 
dynamic method is less than the original node memory 
architecture. During the simulations, a variation in packet 
arrival is observed, i.e., interarrival time, where more packets 
get queued up to be serviced and the modified memory 
architecture show less packet drop in performance as against 
the normal architecture. 

VII. CONCLUSION 

This work proposes a modification of the memory 
architecture in the sensor node. In this architecture, the 
memory module is divided into several blocks known as 
memory banks that are activated by the memory controller unit 
and power-switching module. Depending on the amount of 
traffic flow the memory banks are activated. Simulations have 
been performed for varying interarrival and service times using 
the M/M/1 queuing model.  

The graphs and simulations show a small difference in the 
energy utilisation at the initial stages when there are fewer 
packets in the queue and the service time is low. As the 
number of packets getting queued up and service time increase, 
the modified memory architecture performs significantly better 
than the normal memory architecture, considering the 
performance parameters energy consumption and packet drop. 
This increases the node lifetime and network lifetime.  
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Abstract—The paper presents a novel Optical Network on 

Chip (ONoC) relying on the multi-level optical layer design 

paradigm and called “OMNoC”. The proposed ONoC relies on 

multi-level microring resonator allowing efficient light coupling 

between superposed waveguides. Such microring resonator 

avoids using waveguide crossing, which contribute to reduce 

propagation losses. Preliminary experimental results 

demonstrate the potential of multi-level optical layer for reducing 

power consumption and increasing scalability in the proposed 

ONoC. 

 Keywords—3D-Optical network on chip, multi-level optical 

layer, optical control. 

I. INTRODUCTION 

The constant progression in computer and smartphones 
architecture and the continuous growth of the number of 
transistors on a chip involve an increasing need of high-
performance, low cost and low power consumption networks 
on chip. In the next future, electronic interconnections will no 
longer be able to fulfill these requirements.  

The numerous advances in silicon photonic integration and 
the successful realization and fabrication of micro-optical 
devices such as photo-detectors[1,2,4] ,modulators [5,6,12], 
buffers [21] and optical switches [8,9,13,16,22] push the 
studies on future generation of multiprocessor systems-on-
chip (MPSoC) using optical interconnections. Increasing 
importance is given to the architectures and topologies of 
optical networks on chip. Some of them use passive optical 
networks, such as Briere et al [7] and Vantrease et al[26]. This 
choice allows a 100% optical network using passive switches 
(preconfigured), but the challenge to overcome is to manage 
the complexity of static routing tables and to provide a large 
range of resonant wavelengths when increasing the number of 
cores. Others like A.Shacham et al. [10], Xu et al. [3], 
proposed the integration of active optical components, 
minimizing the number of optical resonators and waveguides, 
but requiring electrical command of the optical switches. In 
the same way, and in order to ensure reliable and efficient 
transmission of optical signals, many studies have been made 
to develop control protocols for packet routing that provide 
QoS [19] and synchronization or organization protocols of the 
optical traffic inside the network [18,19, 20]. 

The ONoC proposed in this paper relies on the multi-level 
optical layer design paradigm. As a main contribution, three 
waveguides level are used in order to implement two sub-
networks without any waveguide crossing: a network is 
dedicated to payload data and the other is for control flow. 
The data network is realized through two superposed 
waveguides and is a combination between two modified Fat-
H-Tree [11, 14]. 

Interactions between the waveguide levels are realized by 
a novel 3D microring resonator. The control network is Mesh-
based and is located under the data network. In section II, the 
overall architecture, including the ONoC and the control 
network are presented. Results on optical power loss, design 
complexity, set up latency and power consumption are 
presented in Section III. Section IV concludes the paper and 
gives perspectives to this work. 

II. NETWORK ARCHITECTURE 

In this section, we present how multilayer can be used to 
design an effective ONoC. For this purpose, we exploit all the 
possibilities of optical structures such as superposed, crossing 
and curved waveguides. 

A. Architecture Overview 

The proposed 3D architecture is composed by a processing 
(electrical) layer and multi-level optical layer dedicated to data 
and control flow, as illustrated in Fig. 1. In this example, 8x8 
processors are considered, resulting in 4x4 circuit interfaces 
(CI) and 3x3 control units (CU). The circuit-switched data 
network is implemented by two layers of superposed 
waveguides and adjacent to each other, as illustrated on the 
side view in fig. 1. The control network is composed by 
waveguides (implemented on a third dedicated layer) 
interconnecting control units located on the electrical layer. 
This optical network is efficiently implemented, without any 
waveguides crossing and realizing the shortest waveguide 
length between CU thanks to the multi-layer silicon deposit 
technology.  

The electrical (i.e. processing) layer and both data payload 
network, and control networks interact with each other 
through Reduced Optical TurnArround Router (ROTAR). 
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B.  ROTAR( Reduced Optical TurnAround Router) 

Each ROTAR is composed by 4 waveguides superposed in 
two layers, 4 two-level switch (microring resonators), a 
Control Unit (CU) and 4 Circuit Interfaces (CI), as illustrated 
in fig.2. Since each circuit interface is shared by 4 processors, 
ROTAR manages communications for 16 cores. The CU is 
dedicated to the management of packets in the control 
network. If a source processor has to send data to a destination 
processor not sharing the same interface, the CU requests an 
access to the ONoC. For that, a setup packet Psetup is injected 
into the control network (i.e. in the waveguide located on the 
first level), following an XY static routing policy. Once the 
optical signal reaches the adjacent CU, it is converted in the 
electrical domain. If the destination is not reached, the control 

packet is re- converted in the optical domain and is transmitted 
to the next CU, depending on the availability of the optical 
resources, etc. Similarly to the networks proposed in 
[3,10,15], optical resources in the data flow network are 
reserved all along the setup packet path. Once the destination 
CU is reached, an optical acknowledgment packet Pack is sent 
back to the source processor (it is transmitted similarly to 
Psetup). In order to avoid deadlock and to release optical 
resources as soon as possible, priority is given to 
acknowledgment packets. Once the Pack is received by the 
source processor, payload data are injected in the data flow 
network; the optical signals will then propagate along the 
waveguides located on the first and second level, depending 
on the configuration of the circuit interface. 

 

Fig.1. 4x4 3D optical network on chip (with a top view of optical network on chip ) and Mesh-based control network on chip architecture 

 
Fig.2. Reduced Optical TurnAround Router ROTAR
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ROTAR is a reduced version of OTAR, the optical router 
proposed by Huaxi et al [3]. In order to simplify the topology, 
ROTAR consider only X-and Y-hops (does not allow diagonal 
communications) thus reducing the number of microrings by 
30% compared to OTAR. This leads to a significant reduction 
of the power consumption, as detailed in the results section of 
the paper. The CI is formed by 6 superposed waveguides on 2 
layers and 8 microring resonators to interconnect 4 cores 
(fig.2). One of the 8 microring resonator should be turned on 
in order to eject wave to its output port. To inject payload 
data, the processors send the signal through one of the 4 ports 
located in the CI (see fig.2). The configuration of each 
microring resonators is driven through TSV connected to the 
CU 

Fig.3 illustrates a 2D view of the dataflow network layout 
with a chip size of 13mm×13mm, optical links between 
adjacent processors cores which are assumed to be 1mm by 
1mm have an approximate length of 5 mm. This layout allows 
communication between 64 processors which need 64 lasers 
and 64 photodetectors to be fully interconnected. 

 
Fig.3.  data payload ONoC (complete interconnections)  

To achieve the high modulation speeds that would make 
on-stack interconnects practical (typically 10Gb/s data rate), 
one would need to use vertical cavity semi conductors lasers 
(VCSELs) for direct modulation. Since VCSELs are built 
using III-V compound semi-conductors, they cannot be easily 
integrated in a CMOS-compatible process. One stack mode 
locked lasers are an interesting separate modulation 
alternative.  For that a one stack mode silicon locked lasers 
have been demonstrated [27].  

C. 3D switch design (microring resonator) 

In order to validate the interest of using multi-level optical 
layer for improving ONoC efficiency, a novel 3D 
implementation of the switching element (an active microring 
resonator) was realized using Comsol software. This switching 
element (fig. 4) is composed by two crossing and superposed 
waveguides (Si in SiO2) with a width of 440 nm and a height 
of 300 nm, and a resonant ring of 3.4 µm diameter. The ring is 
located under the upper waveguide and adjacent to the lower 
one with a gap of 100 nm between ring and guides. 

 

 
Fig.4. 2 waveguides levels based microring resonator (a)  in ON state (b) 

in OFF state 

The microrings resonators switches are configured to send 
the signal in the direction to be achieved. Basically, the 
configuration is achieved as follows: 

-ON state in the case of horizontal hop: the optical signal 
is coupled from a waveguide to another; 

-OFF state is configured otherwise: the optical signal 
propagates along the same waveguide. 

D. Multi-path communications 

Depending on the location of source and target processors 
in the network, the communications will occur through 
interlaced and external straight parts of waveguides (Fig.5). In 
order to reduce communication contention, each CI provides a 
dedicated ONoC access to its four attached processors P1, P2, 
P3 and P4. This is achieved by providing access to P1 and P2 
(resp. P3 and P4) through the top (resp. bottom) optical layer 
and by allocating a given waveguide to each processor. 
Similarly, each processor can receive data independently from 
each other.  

The waveguides located on the top (resp. bottom) layer are 
dedicated to propagate data from north to south (resp. south to 
north). Hence, data propagate along Y axis by using a same 
waveguide while communications along the X axis will 
require routing an optical signal from a waveguide to another. 

E. Control unit  

The control unit is one of the key elements to achieve a 
successful transmission; it is built from traditional CMOS 
transistors and it uses electrical signals to drive microring 
resonators; it deals only with control packets and it is formed 
by 4 optical/electrical converters, 4 multiplexers, 4 schedulers. 
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Fig.5. Possible communications paths between two different CI 

The first scheduler for λsetup uses FIFO algorithm for 
priority and the second gives priority always for λacq . Using 
optical waveguides in the control network affects directly the 
“End to End delay (ETE)” which will be much smaller than 
with the use of electrical buses The control unit is divided into 
two computing units, one for Psetup  and the other for Pacq. This 
strategy has been adopted to decrease delay and packet 
queuing in CU, considering that each kind of control packet 
has a different wavelength so they can follow the same path 
simultaneously without any deadlock. 

Each router is controlled by a control unit (CU) which 
processes electrical control packets. All control units are 
connected in an optical control network which commands 
microring resonators via TSV (through silicon via). The 
architecture of the control network for 256 cores is shown in 
fig.6. 

 The operation mode of the CU can be summarized as: 

 Browsing of the table of "adjacent queue. Status" and 
synchronization of the control packets according to its 
content, update of the table by decrementing the current 
queue size and incrementing the queue size of the next 
control unit. 

 Browsing the table of "path. Status”, updating it 
according to the routing decision, decrement the field 
containing the number of displacements in the control 
packet Psetup. 

 Command microrings at the slot time "Tn" if it is a 
horizontal hop, and increment the field of "time delay" 
in the control packet if the path is busy. 

 
A study of set up latency and maximum queue size is done 

with Network Simulator NS-2 respecting the next rules: 

 In each processor is implemented a routing protocol 
module developed with C++ due to its compatibility with 
NS-2. 

 The processor generates a control packet according to 
this algorithm. 

 The control packet is updated at each travel through a 
CU and is forwarded to the next CU until it reaches its 
destination. 

 If it is an X hop, the CU switches the microring in the 
adequate time slot. 

Results of this study is given in section III. 

 

Fig.6. Control network architecture implemented in NS-2 

F. Circuit interface 

The circuit interface (CI) is the component interfacing the 
optical network layer for payload data and the CMOS 
electrical layer by EO-OE interfaces. The CI is formed by 6 
superposed waveguides and 8 microrings to interconnect 4 
cores, just one microring should be turned on in order to direct 
the wave to its output port. Top view of the CI is shown in 
Fig.7 while the complete 3D implementation is shown in 
Fig.2. 

The CI processes only payload data, which means that 
after reserving path by control packets, the processor sends the 
payload data over the CI. The microrings in the CI are driven 
by the control unit and are switched on only if the current CI 
is linked to the processor's receiver of the final destination of 
the packet. 

 

Fig.7. circuit interface 
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   The connection between adjacent processors sharing a 

common CI is done electrically due to the short distance 

between them. Each processor has two ports, one for injection 

and a second for ejection. The injection is done directly 

through Y-waveguide while ejection requires driving on one 

of the microring resonators (Fig.8). 

 

Fig.8. Wave injection and ejection in CI 

Fig.8 shows the four possible paths that can be established 
between two different CI. Corresponding to injection port 
(processor 1, processor 2, processor 3, processor 4), the 
suitable path to the destination CI is defined (one of path 1, 
path 2, path 3, path 4). While in order to be driven to the 
corresponding processor , each time we command the 
microring resonator corresponding to the ejection port of this 
processor.( example from Fig.8 (scenario 1) ; for path 1, 
injection is from processor 1 in emitter CI and ejection is to 
one of processor 1 or  2  in receiver CI). 

G. Discussions 

Compared to the networks proposed by [3, 10, 15], the 
control flow is realized optically. In addition to allow a 
reduction of communication latency,  WDM is used in order 
to concurrently propagate setup and acknowledgment signals, 
respectively through λsetup and λacq wavelengths, which can 
help reducing contentions in the network. By using a single 
layer, the number of waveguides crossing would increase the 
propagation losses in the overall ONoC. With a two-level 
waveguide network, waveguides crossings are avoid and 
coupling losses as well as crosstalk can be minimized, leading 
to low latency and power efficient ONoC.  

We believe that multi-level optical layer design paradigm 
opens new researches directions in ONoC topologies. Indeed, 
related works intend to decrease propagation loss by reducing 
the number of waveguides crossings. This has led to the use of 
ring topology and its associated serpentine like layout. 
However, optical signals propagate along with a single 
dimension, which negatively increase the distance between 

source laser and destination photodetector, thus impacting the 
power consumption. By reconsidering n-dimensional data 
routing network such as Mesh or Torus, shorter distances will 
be considering, leading to lower power consumption in ONoC.  

III. EXPERIMENTAL RESULTS 

Maximum optical power loss and crosstalk are two critical 
figures of merit for an optical network on chip, which 
determine the feasibility and scalability of this ONoC, as well 
as the power consumption of E/O interface to generate and 
detect the optical signal. 

A. Optical Power Loss  

The total optical loss in the network is the sum (in dB) of all 
waveguide losses and of the wave coupling losses with 
transmitters and receivers: 

      LTOTAL=LEW+LLW+ LBW+ LCW+ LMR + LWR            (1) 

Where  

 LEW is the coupling loss from transmitter to 
waveguide through the Y-junction in CI (see figs 2 
and 7). 

 LLW is the propagation loss of a straight waveguide 
expressed as : LLW = α*waveguide length . 

 LCW is the loss due to waveguide crossings, proportional 
to the number of crossings over the path of signal. 

 LBW is the bending loss depending on radius and angle 
of curvature of the bent waveguide. 

 LMR is the loss due to the coupling between guides 
through the microresonators by evanescent field 
coupling; this loss is proportional to the number of 
switches over the path of signal. 

 LWR; the coupling loss from waveguide to receiver. 
The main loss occurring in a straight waveguide is due to 

the sidewall roughness, exactly parameters such as roughness 
correlation length and it increases with the index contrast. The 
estimated optical losses using Comsol software of both single 
and multi-level implementations of elementary optical 
component are summarized in Table 1. 

We first begin the performance evaluation study by 
demonstrating the potential of multi layer design in optimized 
standard network floorplans such as Mesh, Torus and passive 
lambda network. Analytical results of crossing waveguides 
number in longest path for M*N Mesh "CRmesh" and optimized 
Torus "CRoptimized_Torus"  topologies based network are 
proposed by K.Feng et al[23]. While Le-Beux et al [24] give 
the number of crossing waveguides in multi stage lambda 
network "CRλ": 
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TABLE I.  Optical Power Loss 

Optical device loss parameter Insertion 

loss 

Waveguides propagation "LLW " 

Waveguides crossing " LCW " 

Waveguides bend " LBW " 

Passing by ring (off)  

Coupling in one level switch (On) " LMR " 

Coupling in multi-level switch(On) " LMR " 

loss via Y junction  "LYW" 

Crosstalk in one level crossing 

Crosstalk in two level crossing 

Input coupling loss "LEW " 

Output coupling loss "LWR " 

6.5 dB/cm 

0. 5 dB 

0,05 dB 

0.5dB 

3.5 dB 

4.5 dB 

0,5 dB 

-13dB 

-23 dB 

3 dB 

0,6 dB 

Results shown in Fig.9 demonstrate that by using multi-
layer design and so avoiding waveguides crossings, optical 
power of about 4dB is saved in lambda network and 6 to 8 dB 
are saved in Mesh and Torus networks. 

 

Fig.9. Optical power saved by using multi-layer design paradigm for 

different network architecture 

For given photodetector and laser source devices, the 
maximum OMNoC size is limited by the worst case 
propagation loss LTOTAL. 

Assuming typical injected power of +5 dBm for on-chip 
integrable laser diodes and receiver sensitivity of -20dBm for 
10 Gbit/s operation, the maximum insertion loss in any 
network size should be less than 25dB (available power 
budget) while crosstalk should be (in absolute value) much 
higher than this level in order to obtain a good reception 
quality.  

Estimation of maximum optical power loss and crosstalk is 
done for different chip size in single and multi-layer 
implementations (Fig.10).  In one level optical layer 
implementation, network scalability  is limited to 64 cores, 
while by using superposed waveguides and so avoiding 
waveguides crossing loss, the cores number in one chip scales 
to 256. 

 

 

 

 

Fig.10. Worst case optical communications losses and crosstalk  in our 

proposed multi-layer ONoC 

The crosstalk in an overall communication is defined as 
the attenuation between the source processor and a processor 
which should not be the addressed processor. A higher 
crosstalk (in absolute value) involves less signal interference 
in the receivers. As shown in Fig.10, the use of the multi-layer 
design paradigm will satisfy this requirement with crosstalk 
25dB lower than with single layer design.  

B. Design complexity 

Because all the constructed optical components are 
centrally symmetric, each waveguide in the ONoC satisfies 
the rules mentioned above. There are totally 4X+7Y-4  
crossings for X horizontal and Y vertical hops number , Nr 
routers, 4((Nr)+(N/2)) microrings and 2N/4 waveguides for N 
lasers and N photodiode . For each optical link, only (X+1) 
Microrings are resonant at most, which can reduce the power 
consumption of the multi-level  optical network on chip 
ONoC , and the details can be found in Table 2. 

TABLE II.  Merits of the constructed N multi level ONoC 

Figure of merit Value 

Waveguide number 

CI number 

Microring number 

Waveguide crossings number 

Lasers number 

Photodiode number 

2N/4
 

√(N/4) 

4((Nr)+(N/2)) 

4X+7Y-4 

N 

N 

 
In table 3, a comparison is done between different ONoC 

topologies, one concerning the number of microrings in each 
router, including the microrings attached to injection and 
detection ports. The second parameter is the number of 
processors connected by optical waveguides in the route. 
Finally we calculate the number of driven microring 
resonators in the longest transmission scenario. 
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TABLE III.  Number of microrings and processors  required in OMNoC 

and related architectures 

 

 

Top- 

logy 

Number of 

microrings 

per router 

(Router+inj+

eje) 

Connected 

processor 

via router 

Switched 

microrings in 

the longest 

path 

Mesh [10] 14  1 6 

Torus [19] 8 1 6 

this work 36 16 5 

  
According to parameters values given in Table 3, for mesh 

topology based network 14*8 microrings are needed to 
interconnect 8 processors. For Torus based networks 8*8 
microrings are required for 8 processors too. While in our 
proposed multi-level ONoC, only 36 microrings are required 
to 16 processors (18 for 8 processors), leading to the lower 
number of used microrings. These results mean that OMNoC 
require lower chip area compared to Mesh and Torus based 
networks. 

C. Maximum Queue size and packet set up delay  

A study of packet set up latency and maximum queue size 
is done with network simulator NS-2. Contention may cause 
the packet to be blocked, leading to a path-setup latency on the 
order of tens of nanoseconds. For that the study of the 
maximum queue size is a key to avoid contentions in network.  
Once a path is acquired, the transmission latency of the optical 
data is very short, depending only on the group velocity of 
light in a silicon waveguide: approximately 6,6 10

7
 m/s, or 

300 ps for a 2-cm path crossing a chip . 

We consider a traffic with 12 control units and each link 
between two CU supports a rate of 12.5Gb/s, we consider also 
6 traffic generator that transmit 30 bits each 0.05ms during 
1.5ms, this traffic share a common link, so we will focus on 
the maximum size of the queue in the common node in order 
to avoid packet drop.  

The maximum queue size in the common traversed CU is 
found by comparing maximum queue size and queue lost and 
by decreasing each time data rate generating until reaching a 
curve of zero queue lost (without packet drop). According to 
that, the CU can deal with 19 packets without any network 
contentions (Fig.11).  

      The latency components are based on predicted individual 
latencies of electronic and silicon-photonic components in a 
future 45nm process. Results show a minimum set up latency 
of less than 50 ns for an offered load less than 0.2.While in 
overhead charge in the CU with an offered load up to 0.5, the 
set up latency increases to reach more than 350 ns per packet 
(Fig.12). 

 

Fig.11. Maximum queue size  

   
Fig.12.  set up latency in control unit  

D. Power consumption estimation 

In order to evaluate the power consumption of our 
OMNoC, one must take into account the energy required by 
the control network (Econtrol) and by the data flow network 
(Epayload) for sending and receiving optical signals and by CU 
(Ecu) for saving data, scheduling packets, arbitration and 
storing CI configuration. 

The total energy consumed to transmit a packet can be 
modeled analytically 
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Here n is the number of driven microring resonator in the 
network including those in the circuit interface. Pmr is the 
average power consumed by one microring resonator, in ON-
state it consumes 20µW [17], Lpayload is the size of payload 
packet which is taken to be 1024 bits. R is the data rate 
transmitted by interfaces which taken to be 12,5Gb/s, Dl is the 
distance traveled by the optical packet in the ON-state, it 
depends on the processor core size which is taken here to 
1mm by 1mm, and on the number of processor connected to 
each circuit interface. v is the light velocity. Eoe-eo is the 
energy consumed for 1 bit oe-eo conversion which is assumed 
to be 1pJ/bit, Jp is the number of hops made in the control 
network. Lcontrol is the sum of the size of control and 
acknowledgment packets which is 28 bits. ECU is the energy 
consumed by control unit, it was simulated by Cadence and is 
the sum of the energy consumed by buffers (0.003pJ/bit), the 
energy consumed by computation unit (1,5pJ) and by the 
schedulers using FIFO algorithm (0, 12 pJ/bit). For example, 
for a 256-core MPSoC and 128-byte packets, OMNoC 
consumes 1,032 nJ/packet in the payload data network and 
0,187 nJ /packet in the control network using a control packet 
size of 28 bit.  

IV. CONCLUSION  

In this paper, we propose an ONoC that relies on the multi-
level optical layer design paradigm. As a main contribution, 
three levels of waveguides are used in order to efficiently 
implement data flow and control networks. Interactions 
between the waveguides located on different levels are 
realized by a novel 3D microring resonator. Simulation results 
demonstrate the lower coupling loss of this 3D microring 
resonator compared to related works. The energy required by 
the resulting ONoC to send a packet is estimated to be 1,228 
nJ, resulting in low power architecture. 
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Abstract—We present in this paper a new approach for 

polyphonic music transcription using evolution strategies (ES). 

Automatic music transcription is a complex process that still 

remains an open challenge. Using an audio signal to be 

transcribed as target for our ES, information needed to generate 

a MIDI file can be extracted from this latter one. Many 

techniques presented in the literature at present exist and a few 

of them have applied evolutionary algorithms to address this 

problem in the context of considering it as a search space 

problem. However, ES have never been applied until now. The 

experiments showed that by using these machines learning tools, 

some shortcomings presented by other evolutionary algorithms 

based approaches for transcription can be solved. They include 

the computation cost and the time for convergence. As evolution 

strategies use self-adapting parameters, we show in this paper 

that by correctly tuning the value of its strategy parameter that 

controls the standard deviation, a fast convergence can be 

triggered toward the optima, which from the results performs the 

transcription of the music with good accuracy and in a short 

time. In the same context, the computation task is tackled using 

parallelization techniques thus reducing the computation time 
and the transcription time in the overall. 

Keywords—evolution strategy; polyphonic music transcription; 

FFT; electronic synthesis; MIDI; notes; frequency; audio; signal; 

fundamental frequency; pitch detection; F0; chords; monophonic; 

contours 

I. INTRODUCTION  

Automatic music transcription is the process that involves a 
computer in order to write partitures of a piece of music or an 
audio signal. In automatic music transcription, a piece of music 
or an audio signal is analysed in order to figure out the 
correspondent human representations of the perceived sound 
for a proper interpretation. As humans, we sense sound by 
noticing minute differences in the pressure of the air outside of 
our ears, hence these intensities can be reproduced by speakers 
and moreover they can be recorded by microphones. 

The audio signal can be composed of a succession of 
monophonic sounds over the time which involves a set of notes 
played individually but not at the same time; or polyphonic 
sounds which are a succession of notes played at the same time 
from the same instrument or even from different instruments.  

 A music transcriber program should be able to analyse the 
audio signal in order to figure out the different elements 

composing the given signal. Transcribing music is a very 
difficult problem that still remains unsolved in a computational 
view, however even in a musical view this knowledge belongs 
only to experimented and skilled musicians who have not only 
learned to transcribe melodies but who have developed their 
internal skills over the time through their experiences or their 
predispositions. A formal way to transcribe music is to 
represent this information as universal sheets of music 
containing specific information on what notes are played at a 
given time without saying what the result will sound like. 
Using a computer, a way to represent music information is to 
use for instance MIDI files which abstract most of the 
information composing a piece of music in order to interpret it 
on a computer or in the real world. Music transcription mainly 
relies on the use of digital signal processing techniques, but 
current approaches are not able to capture the rich diversity 
found in audio signal [15], and some approaches propose the 
use of semi-automatic transcription to get better results [16]. 

 The transcription problem can be also seen as a search 
space problem which consists to find optimal or acceptable 
representations of the music signal which are likely to be used 
directly or even as a starting point to find the optimal 
information. Due to the huge size of the search space, the use 
of evolutionary algorithms (EAs) in this context is the correct 
approach to deal with it since these algorithms start running 
with a small set of information going through the search space 
toward the optimal values. 

We introduce in this paper a new approach for music 
transcription using evolution strategies (ES), which are 
considered as belonging to the class of EAs. Although in the 
literature, some reported works used genetic algorithms (GA) 
to tackle this problem, this process being complex due the size 
of search space some questions are raised on the time needed 
for a full convergence to the optimum when GA are used. GA 
use binary representations to encode the individuals of a 
population. Operations on the different individuals that include 
recombination and mutation are applied on the chromosomes 
by means of permuting the positions of bits randomly or 
modifying the value of bit when mutation is applied, and 
exchanging set of bits information or blocks between two 
individuals when it comes to recombination. 

The use of ES can be more adapted for such problem since, 
the optimization process is done by evaluating information 
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which is presented in a way (frequencies, magnitudes, pitch, 
etc.) more adapted to deal with ES which contrarily to GA,  use 
real-valued representations. Moreover, ES use self-adapting 
parameters which adapt themselves during the evolution 
process. The experiments showed that by tuning these 
parameters the time needed for convergence toward the optimal 
values can be significantly reduced while the obtained results 
still remain acceptable.   

The rest of the paper is organized as follows: In section 2, 
an overview on ES is presented, in section 3 related work on 
the subject is discussed, in section 4 we discuss about the 
application of ES in music transcription, in section 5 we 
present and discuss about our experimental results while in 
section 6, we draw some conclusions talk about some future 
directions. 

II. EVOLUTION STRATEGIES 

ES are a sub-class of nature-inspired direct search methods 
belonging to the class of EAs which use mutation, 
recombination, and selection applied to a population of 
individuals containing candidate solutions in order to evolve 
iteratively better and better solutions [1]. They can be applied 
in all fields of optimization including continuous, discrete, 
combinatorial search spaces without and with constraints as 
well as mixed search spaces.  A first type of strategy includes 
directly the mutation strength for each attribute of an individual 
inside the individual. This mutation strength is subject to 
evolution similarly to the individual in a classic genetic 
algorithm. The encoded individual for this type of ES must 
include a strategy parameter as part of the individual. 
Rechenberg [9] and Schwefel [10], was the first to introduce 
them for optimizing real-vectors. They are considered as 
belonging to the class of EAs. Contrarily to GAs, ES do not use 
a binary representations to encode a chromosome. They use 
real-valued vectors to encode an individual. The emphasis is 
given to the mutation operator which applies to the 
chromosome a random noise from a normal distribution.  

ES abstract the evolution process by which genes are 
affecting the phenotype of individuals and are the external 
expression of those genes within an individual. The 
presumption for coding the variables in the ES is the realization 
of a sufficient strong causality (small changes of the cause must 
create small changes of the effect) [2]. Parameters in an ES 
self-adapt as the evolution process is happening.  They use a 
particular formalism to denote their different types. The 
simplest form of ES can be expressed as (1+1)-ES in which we 

have one parent       that will produce one offspring          by 
mean of mutation. Offspring need sufficient level of 
adaptability to survive to the next generation. A fitness value 
should be assigned to them in order to evaluate their 
adaptability level with respect to the problem we are dealing 
with. The individual with the best fitness value is selected for 
the next generation t+1 as the selection operation is 
deterministic. Equation 1 from [2], describes this process. 

      
                                  

                                                                          
     

Based on the way the selection operation is done, ES are 
differentiated as (1+ λ)-ES called “plus selection ES” in which 
the selection of best individuals is applied on both the parents 
and offspring, and (1, λ)-ES called “comma selection ES” in 
which the selection happens only on the offspring. The 
formalisms (µ/ρ, λ)-ES, (1+ λ)-ES, (1, λ)-ES are also used to 
describe ES. In the latter one, the symbol µ represents the total 
number of parents, ρ represents the number of parents that will 
be recombined and, and λ stands for the number of offspring. 

                                                                                
 

The mutation operation is performed on       using a 

random value            from a normal distribution with a 

mean of zero by applying the 1/5th-rule based on the rate of 
successful mutations. Successful mutations happen only when 
the fitness of the produced offspring is better than its parent 

while the global step-size            +) used during the 
mutation is itself adapted (Eq(2)).  

        

                                       

            
  

 
 
                                                          

     

 

The normal distribution with a mean of zero and standard 
deviation of 1 is represented by N (0,1) whereas     is the 
change rate of the global step-size. It is recommended to use 
values between 21/n and 2 for αES [2], where n is the dimension 
of the problem. Each element xi(t) should be initialized to a 
value xi(0) and α(t) to a constant value and  α(0) the value for 
this constant depends on the problem. αES represents the 
changing rate of the step-size [2]. 

III. RELATED WORK 

In the literature many works addressing music transcription 
have been presented. They all use different approaches to 
address this issue. In [3], using a degenerative process, pitches 
was estimated by the subtraction of note estimate from the 
frequency spectrum at a time. Although this model presented 
good results, it suffers from Imperfections in terms of results 
obtained when it comes to dealing with small perturbations in 
the audio signal, as they result in the imperfect subtractions that 
cause problems with the whole transcription.   

Masataka used an approach with every possible 
fundamental frequencies that could be guessed, and was able to 
transcribe a melody and the bass line among any numbers of 
instruments with good results [7]. In [8], Bayesian probability 
networks were used where bottom-up signal analysis could be 
integrated with temporal and musical predictions as polyphonic 
music can be addressed in a certain sense by considering the 
principles of human auditory organization. This probabilistic 
Bayesian networks was also used by Manuel Davy and Simon 
J. Godsill with variable-weight sound model as heuristic to 
transverse the large parameter space of music transcription [4]. 
This method however was only able to transcribe three 
simultaneous notes but could not do more.  

The apparition of the first work applying evolutionary 
algorithms for music transcription was in 2001, in which 
Garcia [12], showed that polyphonic pitch detection can be 
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seen as a search space problem in which the goal is to find the 
pitches that compose an acoustic signal. He used GAs for this 
purpose and instead of decomposing the frequency lattice 
which is almost impossible to do, his approach was to 
reconstruct it, thus considering it as a search space problem.  

Jorge dos Reis and Francisco Fernandez de Vega were able 
to successfully use GAs to transcribe polyphonic music with 
electronic synthesis [6]. However this approach suffers from its 
computationally intensive behaviour and the convergence time 
which is very long due to the application of GAs in the context 
of polyphonic music transcription. In [5], GAs was also used 
for polyphonic music transcription and moreover, they were 
applied to address multi-timbral music transcription.  

Gustavo Reis et al. also used GAs for automatic polyphonic 
music transcription by addressing the multiple fundamental 
frequencies problem and tracking [14]. Their approach was 
restricted to three cases which are: estimation of active 
fundamental frequencies on a frame-by-frame basis; tracking of 
note contours on a continuous time basis; tracking of timbre on 
a continuous time basis. 

IV. TECHNICAL APPROACH 

Musical transcription is still an open challenge for 
researchers. Although there exists a lot of works that address 
this problem, most of them are trying to conceptualize this 
process which in reality is still unknown. There is no standard 
approach to transcribe music. Experimented musicians use rare 
internal skills that they possess and acquired over the time to 
tackle it whereas a formal way to develop them cannot be 
guaranteed as a lot of factors that are not likely to be totally 
abstracted, are involved in this process of developing internal 
abilities within a particular human. Standard methods are trying 
to quantify a process which is computationally unknown and 
even skilled musicians cannot provide formal methods to be 
used in order to transcribe music. 

It is easy for a computer to go from a MIDI representation 
toward the synthesis of the specific audio signal; this 
representation can be understood by any program that can read 
a MIDI file. However going from an acoustic or an audio 
signal to a formal representation of that information raises 
concerns. This is a crucial issue that needs to be addressed in 
its context hence one has to discover who is playing what 
notes.  

To tackle it, we developed a synthesizer that uses a 
particular MIDI-like representation to produce an audio signal 
during the transcription process. This synthesized audio signal 
is then compared with the original audio signal from a WAV 
file that needs to be transcribed. The ES takes as input this 
MIDI-like information containing standard midi numbers 
representing pitches to encode individuals of the population. 

 The evolution process then evaluates the level of 
adaptation of the population by comparing the synthesized 
signal with the original one from a Wav file.  

In his work, Klapuri expressed the need for both a method 
for analysing the music and a mean of parameters for 
optimization [11]. A good optimization process applied to 
music transcription is likely to produce good results.   

The fitness function comparing the two audio signals 
returns the results of the evaluation whereas the ES algorithm 
returns the improved hypotheses. With regards to the 
polyphonic music transcription, complex frequency lattice 
computationally infeasible to deconstruct is created. The 
benefit of this approach is that, this lattice will not need to be 
deconstructed but rather will be reconstructed. This 
reconstruction process will start from less fit individuals 
evolving toward fittest ones by means of ES operators applied 
to the population to get closer to ideal transcription of the 
music. 

A. Indivuduals Encoding 

To encode individuals as primitives for our ES, a real-
valued vector is used. This latter one contains a set of randomly 
generated real numbers that are part of the chromosome. The 
transcription uses a set of three notes to compose a sound at a 
given time, thus forming a chord. In this approach we are not 
taking into account the timbre of the instruments that needs to 
be transcribed although this can be easily done by improving 
our algorithm in order to analyse the timbre information of the 
signal and generate the correct envelopes with a synthesizer. 
However, we investigate on what notes can reconstruct the 
played signal as well as their durations. Table 1 shows a 
generated individual encoded as a chromosome. 

TABLE I.  ENCODED CHROMOSOME FOR AN INDIVIDUAL 

59.98234 67.00242 64.03123 67.02345 71.36770 74.42356 

 

The above example can be considered as a vector of 6 
elements containing real values as they appear in the table. To 
encode a sound, we need three notes that should be played at 
the same time. Therefore, the example depicts a sequence of 2 
sounds (each composed of three notes) played at different 
times. MIDI numbers are integers that represent pitches, the 
frequency of each pitches can be obtained using the formula 
given in equation 4. However a question is raised on the way 
ES would be applied in the context of evolving those 
chromosomes containing MIDI numbers which are integers.  

The experiments have shown that by rounding the real 
number towards its closer midi integer gives very good and 
expected results.  As per the example presented in Table 1, 
“59.9834” will be rounded to “60” and “67.00242” to “67”. 
This rounding process is done only after the ES completed the 
optimization process and sends back the results. However 
depending on the context, one may need the algorithm to return 
real values as results for purposes of analysis or for a manual 
rounding which in some cases may improve the precision, and 
in some cases it is important to use directly these real numbers 
without any rounding process for transcription of music from 
acoustic instruments.  

The first 3 numbers are respectively representing notes “C 
(60)”, “G (67)”, “E (64)”. Played at the same time, they form a 
C major chord. The next three numbers respectively represent 
“G (67)”, “B (71)”, and “D (74)” and form a G Major when 
played at the same time. 
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Therefore, the optimization process will consist in finding 
the correct matching of notes to construct a signal that is closer 
to the target one from the WAV file. 

B. Time Division 

To deal correctly with our problem, we chose not to encode 
the timing information in the chromosome although it is 
possible to implement such approach. 

To get the duration of individuals, the target audio signal is 
analyzed and split using notes onset detection algorithms. The 
resulting information is a set of time segments. The length of 
these particular segments represents the duration of each sound 
that will be synthesized at each corresponding time from the 
audio signal. 

C. Fast Fourier Transform-FFT 

Applying a straight comparison between two acoustic 
signals by measuring the difference between the samples is 
likely to result in similar sounds being rejected because of 
minute differences in small factors like phase [6]. It would be 
more convenient to work in the frequency domain.  Therefore, 
phase will be thrown away by the power spectrum, thus 
enabling differences in the phase of the sine wave making up 
the signal to be not considered. During the submission of a 
particular segment of the sound to the ES process, the segment 
is split in smaller time slots and for each of these slots; a Fast 
Fourier Transform is applied to compare the magnitudes of all 
the frequencies with the corresponding slots in the original 
signal. This comparison happens during the evaluation process, 
to measure the level of adaptability of an individual.  

D. Fitness Function 

Our fitness function implements the process of comparing 
each individual with the original signal that needs to be 
transcribed. In order to do it, at the top level the original signal 
is first split according to the duration of each composing sound. 

 We address in this work equal length polyphonic sounds.  
Those segments are then submitted individually to ES 
algorithms instances.  At the initialisation step, since the audio 
signal has been split in small segments representing a sound 
played in a certain interval of time, with our approach the ES 
will not need to use large size chromosomes, but rather will be 
constituted of a real-valued vector of only 3 elements or more 
depending of the number of notes composing a particular 
sound. These latter ones will enable the ES strategy to optimize 
only the related segment of the audio signal representing a 
sound played at a certain interval of time. Therefore, improving 
the accuracy of the results compared to others methods, which 
need to encode the full audio signal in a chromosome [5], [6]. 
At the end of the execution, the results from all ES which took 
as input each audio segment are returned in the correct order 
along with their durations. 

Before calling the fitness function, the audio segment is 
again split in smaller time slots of approximately 93 ms by 
using a window size of 4096 with a samples rate of 44100, 
resulting in a set of smaller time slices (size 4096).  Now, a 
FFT is applied to each of these time slices along with a Han 

windowing function to ensure that there are no artefacts of 
unwanted frequencies as per equation 5. 

               
   

   
                                                         

 

The same process is applied to the original audio signal that 
we want to transcribe. The fitness function will then compute 
its value by summing the distance between each frequency in 
each time slice of the sound as per equation (6). Since we are 
minimizing the difference from the frequency magnitude of the 
original signal with the synthesized one, the closer it will get, 
the higher will be the level of adaptability.  

        

 
  
 

  
 
  

      

      

    

      

    

   

              

   
      

      

    

      

    

   

              

                   

 

The O(t, f) is the magnitude of frequency f at time slot t in 
the acoustic audio signal, and X(t, f) is the magnitude of the 
frequency f at time slot t for each of the synthesized individual. 
The fitness is computed from time slot t=0 to tmax, going 
through all times from the beginning to the end, and from 
fmin=27.5 to fmax=22050 which correspond respectively to 
the lowest frequency and the nyquist frequency of a 44100 HZ 
sample rate. The ES will adapt its parameters toward optimal 
values that will result in the correct transcription of the 
polyphonic sound.  

V. EXPERIMENTS & RESULTS 

The experiments were run using Matlab. We wrote the 
needed codes for this purpose using this latter one. 

The identified constraints of our ES was that the results 
should be in the interval going from 21 to 108 corresponding to 
the lowest piano note (MIDI numbers) to 108 which is the 
highest note of the piano. In order to run our experiments, we 
synthesized a set of WAV files that we used as our target audio 
signals needing to be transcribed. We made some assumptions 
to ease our experiments as follow: 

 The smallest duration of a note is 0.5 sec.  

 The duration of a sound may be either 0.5 sec., 1 
sec., 1.5 sec., 2 sec. 

 Notes played at the same time should have the 
same length. 

TABLE II.  ES PARAMETERS VALUES 

Parameters  Values 

Population size 100 

Offspring  80 

Initialization strategy [0.005, 0.05] 

Max number of generations 300 

Search space  [21, 108] 
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Fig. 1. Graphical Results of transcription of C major chord 

Using ES with our approach, the first experiment run was to 
transcribe a C Major Chord synthesized with the notes C (60)”, 
“G (67)”, “E (64)”. The transcription was perfectly done as Fig. 
1 shows; we got the best results after 9 generations in about 1.5 
minute. Figure 1 and Table III presents the best results returned 
by the ES although it was run for 300 generations without any 
further improvements of the results 

As EA do not guarantee to return the same results even 
when run different times with the same parameters, it is 
important to run them many times in order to compare the 
results as they can produce better ones.  Table IV shows the 
best results obtained after running a second set of tests for the 
transcription of the same chord (C Major). The results were 
obtained after 8 generations in approximately 1.5 min. 

TABLE III.  TRANSCRIPTION OF C MAJOR : SECOND RESULTS   

 Note 1 Note 2 Note 3 

Rounded 

numbers 

64 60 60 

Real values 

results 

63.9985 60.1580 60.2356 

 

We ran some other tests to transcribe a progression of 5 
chords as shown in Table V. The ES took only 14 minutes to 
successfully transcribe them with good accuracy. Compared to 
others methods using evolutionary algorithms, these results are 

very interesting. In term of applying machine learning 
techniques to music transcription, our work clearly shows that 
ES are also good tools to deal with such problems.  

In their work [6], Gustavo Miguel et al reported that the 
transcription of a progression of 5 chords took about 64 
minutes to complete using GAs whereas using ES this 
shortcoming in term of computation time may be significantly 
reduced as our results shows.  

By increasing the value of the initialization strategy 
parameter with our approach, a fast convergence with good 
accuracy can be triggered. Moreover, in our approach we do 
not submit the full audio signal to the ES which renders the 
computation very expensive, however we first identify using 
note onsets detection techniques the duration of each sound and 
then split the audio signal accordingly. Individual pieces of the 
audio signal are then submitted independently to ES instances 
which bring parallelization features to our approach, thus 
reducing the time for computation.  

TABLE IV.  CHORDS PROGRESSION OF A POLYPHONIC SOUND 

Chord 1 

(1 sec.) 

Chord 2 

(0.5 sec.) 

Chord 3 

(0.5 sec.) 

Chord 4 

(1.5 sec.) 

Chord 5 

(1 sec.) 

60  55 69 64 60 

 64 59 76 67  64 

 67  62 72 71  67 
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Table VI presents the best results we obtained for the 
transcription of a 5 chords progression as returned by the ES 
without applying rounding process. The results are presented as 
real numbers. And as we can observe, the transcription process 
returns the results with a good accuracy. The experiments we 
have done on the application of ES in polyphonic music 
transcription show that these machine learning tools are good 
tools that can be applied in polyphonic music transcription. A 
tradeoff therefore on the value of the strategy parameters exists 
as in certain conditions, this latter one should be increased to 
obtained good results while on the other side some problems 
will need to decrease this value to obtain good results in term 
of optimization. Different values of this parameter should be 
tested and tuned to an acceptable one. 

TABLE V.  RESULTS OF TRANSCRIPTION PROGRESSION 

Chord 1 (1 

sec.) 

Chord 2 

(0.5 sec.) 

Chord 3 

(0.5 sec.) 

Chord 4 

(1.5 sec.) 

Chord 5 

(1 sec.) 

60.0437 55.2045 68.8471 64.0000 60.3624 

63.9456 59.1467 76.0000 66.9162 64.0132 

66.8463 62.1978 72.4153 70.1457 66.2682 

VI. CONCLUSION 

We presented in this paper a novel approach for automatic 
polyphonic music transcription using evolution strategies. In 
this context, we showed through our experiments that the 
frequencies lattice of a perceived sound in an audio signal can 
be reconstructed by optimization procedures as the 
transcription of polyphonic sound can also be addressed as a 
search space problem. The application of ES  as learning tools 
in automatic polyphonic music transcription has proven itself to 
be adapted for such problem in comparison to other state-of-
the-art techniques. Moreover, using these machine learning 
tools, some shortcomings presented by other evolutionary 
algorithms approaches that include the long computation time 
and the high computation cost can be solved. As evolution 
strategies use self-adapting parameters for optimization, we 
showed that tuning the strategy parameter that controls the 
standard deviation, may trigger a fast convergence toward the 
optima while reducing the computation time. At the other side, 
the computation cost and time is addressed by mean of 
parallelization approach to ensure that the workload is 
distributed among the available resources, thus reducing the 
computation time. 

An interesting and potential direction will be to investigate 
on the behavior of those machine learning tools when it comes 
to acoustic sounds. A question can be raised at this level as 
MIDI numbers are integer values that represent the pitches. 
However, knowing that it is hard for an acoustic instrument 

which is manually tuned by a human to sound exactly as the 
correspondent target frequency, but only, it can get near the 
ideal frequency.  Investigating further on how ES can be 
improved to transcribe sounds from acoustic instruments 
constitute a potential challenge as its solution can only be seen 
in a search space that should include frequencies 
representations with their real values.  
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Abstract—Diabetic Retinopathy is a severe and widely spread 

eye disease which can lead to blindness. Hence, early detection of 

Diabetic Retinopathy is a must. Hard Exudates are the primary 

sign of Diabetic Retinopathy. Early treatment of Diabetic 

Retinopathy is possible if we detect Hard Exudates at the earliest 

stage. The main concentration of this paper is to discuss 

techniques for efficient detection of Hard Exudates. The first 

technique, discusses Hard Exudates detection using 

mathematical morphology. The second technique, proposes a 

Hybrid Approach for Detection of Hard Exudates. This 

approach consists of three stages: preprocessing, clustering and 

post processing. In preprocessing stage, we resize the image and 

apply morphological dilation. The clustering stage applies Linde-

Buzo-Gray and k-means algorithm to detect Hard Exudates. In 

post processing stage, we remove all unwanted feature 

components from the image to get accurate results. We evaluate 

the performance of the above mentioned techniques using the 

DIARETDB1 database which provides ground truth. The 

optimal results will be obtained when the number of clusters 

chosen is 8 in both of the clustering algorithms. 

Keywords— Diabetic Retinopathy; Hard Exudates; Clustering; 

Mathematical Morphology 

I. INTRODUCTION   

The term Diabetic Retinopathy (DR) consists of two words 
Diabetes and Retinopathy. Diabetes mellitus or simply 
diabetes, is a disease in which a person has high blood sugar, 
either because of low insulin production or low response to 
insulin produced. Retinopathy literally means damage to the 
retina. Hence, DR is a widely spread eye disease which is 
regarded as the manifestation of diabetes on the retina. DR is 
of two types. The first type is Non Proliferative Diabetic 
Retinopathy. In this condition, retinal capillaries get damaged 
and microscopic leaks form in these vessels. Leakage causes 
the retina to swell, which interferes with normal vision. The 
second type is Proliferative Diabetic Retinopathy. In this 
condition, the capillaries of retina shut down. This causes new 
blood vessel to grow in retina [1]. 

In order to study eye diseases like Diabetic Retinopathy 
ophthalmologists uses different retinal images, such retinal 
images are usually called as fundus images. One of the fundus 
image labeled, with various feature components of Diabetic 
Retinopathy is shown in Fig. 1. Microaneurysms are small 
saccular pouches caused by local distension of capillary walls 
and seen as small red dots. This may also lead to big blood 
clots called hemorrhage. Hard Exudates are yellow lipid 
deposits which appear as bright yellow lesions. The bright 
circular region from where the blood vessels emanate is called 

as optic disk. The fovea defines the center of the retina, and is 
the region of highest visual acuity [2]. For early detection of 
DR, detection of Hard Exudates  plays an important role. 

 

 

 

 

 

 

 

 

 

Fig. 1.  Illustration of various features of a typical Retinopathy image 

Over the past few years many techniques for detection of 
Diabetic Retinopathy are given in literature. V. Vijaya Kumari 
et al [1] uses mathematical morphology for extracting 
Exudates, optic disk and blood vessels. Here, Morphological 
opening and closing operations of different sizes are used to 
detect Hard Exudates, but one of the main drawbacks of 
morphological operation is the size of structuring element 
suitable for one image is not be suitable for another image. 
Saiprasad Ravishankar et al [2] also uses mathematical 
morphology to detect hard Exudates but it uses a linear 
classifier for classifying the patches based on their edge 
strength. Hussain F. Jaafar et al [3] introduced a pure splitting 
technique for detection of Exudates in retinal images. This 
technique uses an adaptive thresholding based on a novel 
algorithm for pure splitting of the image. S. Kavitha et al [4] 
uses mathematical morphology and pure splitting technique to 
detect faint Exudates. Sopharak et al [5] used a Naive Bayes 
classifier to detect Exudates. The main drawback of Naive 
Bayes classifier is it misses the faint Exudates. R. 
Vijayamadheswaran et al [6] proposed detection of Exudates  
using a combination of Contextual Clustering and Radial basis 
function. In this technique all the fundus images are 
transformed to a standard template image condition. Detection 
of Exudates is accurate when the fundus images are captured 
with good quality. Garcia et al [7] detects Hard Exudates  using 
neural network (NN) approach. Here Three NN classifiers were 
investigated which includes multilayer perceptron (MLP), 
radial basis function (RBF) and support vector machine 
(SVM). This paper presents two techniques for detection of 
hard Exudates. The first technique discusses a modified 
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approach based on mathematical morphology. In the second 
technique a hybrid approach for detection of Hard Exudates is 
proposed. Here, mathematical morphology is combined with 
clustering approach to improve the accuracy of Exudates  
detection. 

In this paper, a publicly available DIARETDB1 database is 
used to verify the result[8]. This Database is publicly available 
and it has the ground truth collected from several experts. The 
database consists of 89 color fundus images out of which 84 
contain at least mild non-proliferative signs of the Diabetic 
Retinopathy and 5 are considered normal that do not contain 
any signs of the Diabetic Retinopathy according to all experts 
participated in the evaluation. The images were taken in the 
Kuopio University Hospital. It also has a strict evaluation 
protocol. The protocol is demonstrated with a baseline method 
included in the available tool kit. This study provides the 
means for the reliable evaluation of automatic methods for 
detecting Diabetic Retinopathy. In addition to this, the fundus 
images related to the Diabetic Retinopathy are evaluated by 
using sensitivity and specificity. Sensitivity is the percentage of 
abnormal fundus images classified as abnormal, and specificity 
is the percentage of normal funds classified as normal by the 
screening. The higher the sensitivity and specificity values, the 
better the diagnosis [8]. 

This paper is composed of five sections. Section II 
discusses Modified Morphology based Exudates detection.  
Section III presents the proposed method for Exudates 
detection. In section IV, Experimental Results are presented 
while Conclusion is included in Section V. 

II. MODIFIED MATHEMATICAL MORPHOLOGY BASED 

HARD EXUDATES DETECTION  

Mathematical Morphology is a theory and technique for 
analysis and processing of geometrical structures (such as size, 
shape, and convexity), based on set theory, lattice theory, 
topology, and random functions [9]. The technique used here is 
a modification of morphology based technique given by Vijaya 
Kumari et al [1]. For detection of Hard Exudates three steps 
applied are extraction of the green channel, morphological 
processing, optic disk detection and removal. 

A. Extraction of Green Channel 

Here, Input image is initially resized to a standard size of 
768×576 pixels. Resized image is RGB image. So, from 
resized image we extract only green channel image. We select 
the green channel because fundus images are almost always 
saturated in the red channel and have very low contrast in the 
blue channel [2].  

B. Morphological processing 

Exudates are the primary sign of Diabetic Retinopathy. 
Initially dilation is performed on the green channel extracted 
image across two disc shape structuring elements. Dilation is 
an operation that grows or thickens object in a binary image 
[1]. It is defined in terms of set operation as given by (1). 

        (    )    
       

( ( -    - )   (    ))  (1) 

Here, A is an input image, B is the structuring element used 
for dilation. 

Once the Image is dilated across two structuring elements 
both the results are subtracted to get the boundary of Hard 
Exudates. In order to get exact boundaries the image is 
thresholded us ng Otsu’s thresholding technique. Then 
Morphological filling is done to get the closed regions. Once 
closed regions are obtained, morphological opening is 
performed to remove small bright details. Thus, the regions 
which are possible candidates for Hard Exudates are obtained 
in this step. 

C. Optic Disk Detection and removal 

In the morphological processing step the regions 
corresponding to possible Hard Exudates are obtained. But it 
was observed, that normally Hard Exudates and Optic disk are 
of the same brightness, color and contrast [1]. Hence, optic 
disk is sometimes misclassified as Hard Exudates. Therefore, 
Optic disk must be eliminated from the possible candidates. 
Here, Circular Hough Transform is applied to detect the optic 
disk. Once detected, it is eliminated and the Hard Exudate 
regions are obtained. 

III. PROPOSED ALGORITHM 

The proposed Algorithm consists of three main stages, 
Preprocessing, Clustering and Post processing. 

A. Preprocessing 

The main purpose of this stage is to remove unwanted 
details from an image and make the image suitable for 
applying next step. Here, Input image is initially resized to 
fixed size of 256×256. Green channel is extracted from resized  
image and then morphological dilation is applied by using disk 
shape structuring element.  

B. Clustering 

Once the image is dilated, clustering algorithm is applied 
on image to get Hard Exudates. Here two different types of 
clustering algorithms are implemented. 

1)  Linde – Buzo – Gray Algorithm  
The LBG Algorithm is an iterative clustering technique. For 
the purpose of explaining this algorithm, two dimensional 
vector space as shown in Fig. 2 is considered. In this figure 
each point represents two consecutive pixels. In this algorithm 
centroid is computed as the first code vector C1 for the training 
set. In Fig. 2 two vectors v1 & v2 are generated by adding 
constant error to the code vector. Euclidean distances of all the 
training vectors are computed with vectors v1 & v2 and two 
clusters are formed based on nearest of v1 or v2. The 
procedure is repeated for these two clusters to generate four 
new clusters. This procedure is repeated for every new cluster 
until the required size of the codebook is reached [10]. 
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Fig. 2. LBG for two dimensional case 

Modified LBG Algorithm derived from [10] is explained as 
follows 

1. Start. 

2. Read the input image A. 

3. Resize image A to a fixed size of 256×256. 

4. Divide the image into two 2×2 non overlapping 
blocks.   

5. Represent each block in the form of training vector  
space. Each block is converted to the training vector 
Xi= (xi1, xi2, xik). 

6. Consider entire training vector space as one cluster. 

7. Find the centroid of the cluster. i.e. code vector of 
codebook. 

8. Initialize error vector (E) which will be of the same 
size as codevector generated in step 7. 

9. Add and subtract constant vector i.e. error vector from 
codevector  generated in step 7 and get two new 
vectors as follows: 

        C1=C+E 

        C2=C-E 

10. Find Euclidean distance by considering each training 
vector in training vector space with respect to C1 and 
C2 as follows: 

         (       ) ∑     -    
 

 
      

       where, 

       Xi is the training vector, 

       Cj is the codevector of the codebook 

11. If training vector is closed to C1 put it in cluster 1 else 
in cluster 2 and form clusters. 

12. Repeat step 8 to 11 until codebook of the desired size 
is obtained. 

13. Stop. 

2)  k-means Algorithm 
k-means is an unsupervised clustering algorithm which is used 
to classify input image to k clusters based on the nearest mean. 

The modified algorithm for k-means derived from [11] is 
explained as follows 

1. Start. 

2. Read the input  image A. 

3. Resize image A to a fixed size of 256× 256. 

4. Divide the image into two 2×2 non overlapping 
blocks.   

5. Represent each block in the form of a training vector 
space X.  Each block is converted to the training 
vector Xi= (xi1, xi2, xik). 

6. Select k random vectors from the training set and call 
it as initial codebook C.  

7. Select training vector Xi from training vector space. 

8. Calculate squared Euclidean distance of Xi with the 
codebook C as follows: 

         (       ) ∑     -     
 

 
      

        where, 

        Xi is the training vector, 

        Cj is the codevector of the codebook 

9. Calculate value of minimum Euclidian distance as 
follows: 

           (       n)   n                  

10. Insert Xi vector to cluster corresponding to Cmin. 

11. Repeat steps 7 to 10 for all training vectors in training 
vector space. 

12. Compute the centroid for each cluster by taking 
column wise average of each codevector in the 
codebook. 

13. Generate the codebook by inserting the centroids 
obtained in step 12 and give it as input to the next 
iteration. 

14. Repeat steps 7 to 13 until codebook obtained in 
successive two iterations are same. 

15. Stop. 

C. Post processing 

Once clustering Algorithm is applied to Dilated Image, 
Hard Exudates Regions are obtained in any of the one cluster 
from k clusters. It has been observed that normally Hard 
Exudates and Optic disk are of same brightness, color and 
contrast.  

.So, sometimes optic disk is misclassified and must be 
eliminated from the Hard Exudates result obtained after 
applying a clustering algorithm to get accurate Hard Exudates. 
Here, Circular Hough Transform is applied to the result 
obtained by applying a clustering algorithm for detecting optic 
disk. Once the optic disk is detected it is eliminated and the 
Hard Exudates Result is obtained. 
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IV. RESULT AND DISCUSSION  

For Evaluation of proposed technique we have used 89 
Images provided in DIARETDB1 Database. This database is 
selected because this database is publicly available and it has 
the ground truth collected from several experts. This ground 
truth acts as a good mean for verifying the results of the 
proposed algorithm with the findings of ophthalmologists 
provided in DIARETDB1 database. All 89 Images were tested 
on Intel Core i5-2410M, 3GB RAM using Matlab R2011b. 
Image results were obtained in approximately 7 seconds. To 
evaluate performance of our proposed Algorithm values of the 
three parameters are calculated which includes Sensitivity, 
Specificity and Accuracy [12]. These parameters are calculated 
by using (2), (3) and (4) . 

 Sensitivity = 
  

     
           (2) 

         Specificity = 
  

     
               (3) 

         Accuracy = 
(     )

(           )
          (4) 

where, TP (true positive) is number of pixels classified as 
Exudates by both the ophthalmologist and the algorithm, FP 
(false positive) is number of non-exudates pixels which are 
wrongly detected as Exudates pixels by the algorithm, TN 
(True negative) is number of no Exudates pixels which are 
identified as non-Exudates pixels by both the ophthalmologist 
and the algorithm, FN (false negative) is number of Exudates 
pixels that are not detected by the algorithm but are considered 
as Exudates by ophthalmologist. 

The result is optimal for highest sensitivity, sensitivity and 
   ur  y’s v lue. Initially Hard Exudates detection was done 
using modified morphological approach. The result of 
Exudates detection using mathematical morphology is as 
shown in Fig. 3. After implementing morphology based 
detection technique it is observed that out of three evaluation 
parameters the value of specificity and accuracy is less in this 
case. Hence same database images were tested using LBG 
Algorithm. The result of Exudates detection using LBG is as 
shown in Fig. 4. In this case it is observed that the value of 
specificity was increased as compared to morphology based 
approach but the value of sensitivity was largely reduced. So, 
k-means algorithm was implemented. Result of k-means is as 
shown in Fig. 5. Here, the result obtained is good as compare 
to morphology based detection and LBG. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
                             (a)                                                      (b)                                         (c)                                      (d) 
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(i) 

 
Fig. 3. Hard Exudates using Morphology (a) Original Image  (b) Green  Channel Extracted Result (c) Dilated  Image1 (d) Dilated Image2 

                 (e) Subtracted Image (f) Thresholded Result (g) Filled Image (h) Result after Open (i) Final Hard Exudates 
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Summary of results obtained after applying all the three 
algorithms is as shown in Table I. From Table I it is clear that 
k-means gives better result as compared to other two 
techniques. 

One of the main parameters in clustering algorithm is choosing 
number of clusters which gives best result. Hence, here 
DIARETDB1 database is tested by considering the number of 
clusters as 4, 6 and 8 in k-means algorithm as shown in Fig. 6. 

It is observed that k-means with 8 clusters gives optimal 
results. Same Database is also tested by LBG algorithm with 
the number of clusters as 4 and 8 as shown in Fig. 7. Here, it is 
observed that for LBG  best results are obtained when the 
number of clusters is chosen as 8. For both k-means and LBG 
clustering when the number of clusters increased more than 8 
the Exudates were split into different clusters. Hence, the 
results are not accurate for more than 8 clusters. 
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Fig. 4. Hard Exudates using LBG (a) Original Image  (b) Green Channel Extracted Result (c) Dilated Image 
                         (d) LBG Result (e) Hard Exudates 

 

 
(a)                                                 (b)                                        (c) 

 

 
                                                                            (d)                                                  (e) 

 

 
Fig. 5. Hard Exudates using k-means (a) Original Image  (b) Green Channel Extracted Result (c) Dilated  Image 
           (d) k-means Result (e) Hard Exudates 
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8 cluster 6 cluster 4 cluster

Acuuracy 76 63 69

Sensitivity 77 69 81

Specificity 76 57 56
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TABLE I.  COMPARISION OF HARD EXUDATES RESULT  

Algorithm 
Evaluation Parameters 

Sensitivity Specificity Accuracy 

Morphology 

Based 

Approach 

91% 39% 67% 

LBG 80% 57% 68% 

k-means 77% 76% 76% 

 

 

 

 

 

 

V. CONCLUSION  

The main idea of detection of Diabetic Retinopathy is to 
detect Hard Exudates. In this paper, a fast method for detection 
of Hard Exudates is proposed. This method consists of three 
stages in the preprocessing stage image is brought to the form 
where clustering technique yields accurate results Second stage 
is clustering. Here, LBG and k-means clustering techniques are 

applied to detect Hard Exudates and third stage is Post 
processing where Optic Disk is removed from clustering 
results to get accurate Hard Exudates. The final results 
obtained from these techniques are compared with the results 
obtained from Morphology based detection and the ground 
truth provided in DIARETDB1 database. The performance of 
Algorithm is evaluated by calculating values of sensitivity, 
specificity and accuracy. Our result suggests that clustering 
using k-means produce best result as compared to other two 
techniques.  
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Abstract—This paper presents a new method which extends
the Standard Hough Transform for the recognition of naive or
standard line in a noisy picture. The proposed idea conserves the
power of the Standard Hough Transform particularly a limited
size of the parameter space and the recognition of vertical lines.
The dual of a segment, and the dual of a pixel have been proposed
to lead to a new definition of the preimage. Many alternatives
of approximation could be established for the sinusoid curves of
the dual of a pixel to get new algorithms of line recognition.

Index Terms—hough, transform, recognition, discrete.

I. INTRODUCTION

In an acquired (photography, satellite picture, scanner) or
synthetic picture, we can be interested in different colored
areas corresponding to the type of crops, extract the rivers
or, in the case of scanner images, determine the contour of
organs. To get these information, some manipulations are
needed such as the segmentation in region, the recognition and
the extraction of the geometric elements such as the border
of regions and other kind of processing that may depend
on human perception. In image processing, particularly in
pattern recognition, we are interested in new extraction and
reconstruction techniques in 2D, 3D or higher dimensional ob-
jects. Discretization is the transform that associates a discrete
object to a continuous one. Reconstruction is the transform
that associates a continuous object to a discrete one. There
are various ways of considering points in discrete geometry.
In this paper, where we focus on dimension two, we consider
that a discrete point is represented by a continuous surface
element (pixel). One of the question is how to recognize a
discrete line.

The Hough Transform, initially defined by Paul Hough in
1962 is very used in lines recognition in a noisy picture. It
uses an image space and a parameter space, associates a point
in an image space to a line in a parameter space. A lot of
methods [3], [4], [5], [6], [7], [8], [9] have been proposed to
extend or to improve the Hough Transform in order to permit
lines, circles, spheres recognition. An unified definition of the
Hough Transform has also been proposed by Maître in [8].
In [5], Martine Dexet introduced the generalized dual space,
that extends the Hough Transform to have analytical discrete
hyperplane (naive or standard) recognition.

In this paper, we define a new method, which extends the

standard hough transform for naive or standard discrete line
recognition. The standard Hough transform is based on the
polar coordinates of lines. It associates a point in an image
space to a sinusoïd curve in a parameter space. The proposed
method limits the size of the parameter space.

The starting point of this paper focus on basic notions as
the generalized dual space, naive and standard hyperplane
definitions and the standard Hough Transform, in the section
II. In the section III, we present the extended standard Hough
Transform : we define a new dual of a pixel and then the notion
of preimage that allows us to establish a recognition algorithm.
At the end of this paper, we discuss what still needs to be done
in perpectives.

II. PRELIMINARIES

In this section, we define some notions to facilitate the
understanding of the next sections. These notions concern the
generalized dual space, discrete hyperplane definitions and the
Standard Hough Transform.

A. Generalized dual space
In 1962, Paul Hough introduced the Hough Transform. The

method uses an image space and a parameter space and is able
to recognize objects in noisy pictures. The method has also
changed with improvements and extensions to the detection
of arcs, circles or sphere.

We define the Hough Transform by :
Definition 1: (Hough Transform) Let M(X0, Y0) be a point

in an image space(⊂R2). The Hough Transform of M is a set
of points(a,b) in a parameter space(⊂R2) verifying b=Y0-aX0.
Then, the Hough Transform of a point is a line. Let A(X1,
Y1a), B(X2, Y2), C(X3, Y3) be three points on an euclidean line
defined by the equation y=ax+b, where (a, b)∈R

2, in an image
space. Then, the coordinates of A, B, C verify respectively the
equations

b = Y1−aX1 (1)

b = Y2−aX2 (2)

b = Y3−aX3 (3)

The system of equations (1), (2), (3) determines the line
parameters (a,b) that crosses A, B, C. (see the below figure 1)
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Figure 1: Hough Transform

As you see in the figure 1, the coordinates (1, 0) of the
point I represent the value of the couple (a, b) with a=1 and
b=0. The line equation correponding to the couple (a, b) is
then obtained by substitution : y=ax+b with a=1 and b=0 ⇐⇒
y=x. When a→∞, we notice the difficulties to realize vertical
lines detection because of the problem to represent an infinity
number (a) as a data type that leads to the increasing size of
the parameter space. The recognition algorithm consists of the
determination of the couples (a, b) in the parameter space.

The Hough transform according to the definition1 in a
continuous space, can not be applied directly on analytical
discrete lines recognition because in discrete domain, we work
with Z

2 points and a discrete line can be seen as a sequence
of pixels that are squarre regions centered in Z

2 point.

In [5], Martine Dexet extends the Hough transform with
the generalized dual space that allows to establish analytical
discrete hyperplane (naive or standard) recognition and is
equivalent to analytical line recognition in 2D. That leads to
build a reconstruction method to obtain a euclidean line from
a discrete line .

Definition 2: (The dual of a point in 2D [5]) Let Pξ (x1,x2)∈
ξ2 (⊂R2) an image space and PP(y1,y2) ∈P2 (⊂R2) a param-
eter space be two points. The Dual of Pξ (respectively PP)
is defined by Dual(Pξ )={(y1,y2) ∈ P2|y2 = x2− x1y1} (respec-
tively Dual(PP)={(x1,x2) ∈ P2|x2 = y2 + x1y1})
As we can see, the definition 2 is equivalent to the Hough
transform one and it can be used to establish the dual of an
object as follows :

Definition 3: (The dual of an object [6]) Let O be an object
of ξn(⊂Rn) . The Dual of O is defined by Dual(O)=

⋃
pεO

Dual(p)

We conclude that the dual of a polytope[5] from the definition
3, particularly the dual of a pixel is the union of the dual of
each point.

The preimage[5] is also defined by :

Definition 4: (The preimage of n pixels [5]) Let
S={P1,P2,...,Pn−1,Pn} be a set of n pixels Pi in ξ2(⊂R2)
. The preimage of S is defined by P(S) =

⋂
1≤i≤n

Dual(Pi).

The following figure 2 illustrates the preimage of five pixels.

Figure 2: The preimage of five pixels [5]

According to [5], we know that the preimage of n (n ≥ 2)
pixels give a polygonal area representing a set of points whose
coordinates determine the parameters of Naive or Standard
lines. As we can see in the figure 2, the preimage of these
pixels is a polygon.

If the pixels are vertical, their preimage will be an unlimited
polygon [5]; we will need to have a wide size of the parameter
space to represent the polygon because the values of the coor-
dinates of the points in the polygon increase, particularly the
vertices coordinates. The problem of data types representing
these values happens.

One of the question is what is an analytical discrete line in
order to build algorithms to recognize them.

B. Analytical hyperplane models

The analytical hyperplane has been defined by Reveillès
[10], [11]. Many models of analytical hyperplanes have been
proposed : The bresenham discrete line (Bresenham (1965) –
Pitteway (1967)), Pythagorean hyperplanes, naive and standard
hyperplanes [1], [2].

For this paper, we are interested in naive and standard
hyperplane definitions.

Definition 5: (The Naive hyperplane [1], [2]) The Naive
hyperplane with the parameters (c0, ...,cn) ∈ Rn+1 is the set
of points (x1, ...,xn) ∈ Zn verifying :

−max1≤i≤n‖ci‖
2 ≤ c0 +∑n

i=1 cixi <
max1≤i≤n‖ci‖

2

where c1 ≥ 0, c1 = 0 and c2 ≥ 0 or c1 = c2 = ...= cn−1 = 0
and cn ≥ 0.
If n=2, we will have the naive line definition from the
definition 5. We obtains a naive line in considering the losange
of each pixel, crossed by an euclidean line as we can see in
the figure 3. The losange is also a squarre centered in Z

2 point
and can be seen as a pixel depending on the choice of the axes
of the repere in the image space.
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Figure 3: Naive discrete line

Definition �: (The Standard hyperplane [1], [2]) The Stan-
dard hyperplane with the parameters (c0, ...,cn) ∈ Rn+1 is the
set of points (x1, ...,xn) ∈ Zn verifying :

−∑n
i=1‖ci‖

2 ≤ c0 +∑n
i=1 cixi <

∑n
i=1‖ci‖

2
where c1 ≥ 0, c1 = 0 and c2 ≥ 0 or c1 = c2 = ...= cn−1 = 0

and cn ≥ 0.
When n=2, we will obtain the standard line definition from

the definition 6. We build a standard line in considering the
pixels crossed by an euclidean line as we can see in the figure
4.

Figure 4: Standard discrete line

Previously in the section II-A, we discuss of vertical line
detection problem in the euclidean space. The standard hough
transform is a solution to this problem.

C. Standard �ough Transform
The Standard Hough Transform uses the polar coordinates

of lines. It associates a point in a image space to a sinusoïd
curve in a parameter space [6].

Definition �: Let ξ and � be respectively an image space
(⊂R2) and a parameter space(⊂R2) in 2D dimension. Let
�(x, y) be a point in ξ . The standard �ough transform
of � is the sinusoid curve S(�) in � defined by S(�) ={
(θ ,r) ∈ R

2/r = x∗ cosθ + y∗ sinθ
}

.
The Standard Hough Transform is a sinusoïd curve with the
periode 2π . That means, we can consider θ ∈ [0,2π] to analyze
the function.

Let A(1, 3) be a point in R
2. The standard Hough Transform

of the point A is

r = cosθ +3∗ sinθ (4)

According to the definition 7, as we can see in the following
figure 5, the point A and its dual.

�

0

1

2

3

0 1

(a) point (1,3)

θ

r

0

1

2

3

4

-1

-2

-3

-4

1 2 3 4 5 � � � �

(b) standard hough transform of the point(1,3)

Figure 5: Standard hough transform

The recognition algorithm consists to determine the coordi-
nates of the intersection points in the parameter space. In the
following figure 6a, we see the points A, B, C on a euclidean
line, and in the 5b, their dual.

� A

� B

� Cy = x

0

1

2

3

0 1

(a) points

θ

r

0

1

2

3

4

-1

-2

-3

-4

-5

1 2 3 4 5 �

(b) Standard Hough Transform

Figure 6: Standard Hough Transform

If the point(θ1, r1) is an intersection point between two
sinusoïd curves then the point (θ1 +π , −r1) will be also an
intersection point between them because we have :

r = x∗ cos(θ )+ y∗ sin(θ )⇐⇒−r = x∗ cos(θ +π)+ y∗
sin(θ +π)

(5)

Then finally, we can retain θ ∈ [0,π]. That will be useful
forward to optimize the computing of the preimage.

The detection of vertical lines is possible, because we can
obtain x=α with α ∈ R from r = x∗ cos(θ )+ y∗ sin(θ ) with
(θ = π

2 modulo 2π) or (θ = 3π
2 modulo 2π).

We have extended the Standard Hough Transform into the
discrete aspect. The idea is to conserve the power of the
Standard Hough Transform and to have naive or standard line
recognition in the proposed method.

III. EXTENDED STANDARD HOUGH TRANSFORM

This section highlights the proposed method. Firstly, we
will analyse how to compute the dual of a pixel, what can
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be its approximation in order to build the preimage. At the
end of this part, we will present an recognition algorithm, the
advantages of the proposed method and some illustrations.

We consider here that the term Dual is equivalent to the
standard Hough transform.

We conserve the definition 3 of the dual of an object in
preliminaries that is the dual of an object O is the union of
the dual of each point of O.

A. Dual of a segment
The dual of a segment is the union of the dual of each point

on this segment. The introduced theorem 1 determines how to
compute the dual of a segment.

Theorem 1: The dual of a segment is an area limited by the
dual of its extremities

Proof:
Let us prove that. Let [AC] be a segment in an image space
with C(xc,yc) and A(xa,ya). Let M(xm,ym) be a point ∈[AC].
We know that the Dual(A), Dual(C), Dual(M) are respectively
a set of points (θ , ra), (θ , rc), (θ , rm) verifying respectively
the equations :

ra = xa cosθ + ya sinθ (6)

rc = xc cosθ + yc sinθ (7)

rm = xm cosθ + ym sinθ (8)

We have also
−−→
O� = �∗−→0A+(1−�)∗−→OC (9)

where k∈R, 0≤�≤ 1.
We obtain with (6) , (7) and (8) that

(9)⇒ xm = �∗ xa +(1−�)∗ xc (10)

and
(9)⇒ ym = �∗ ya +(1−�)∗ yc (11)

.
Then considering (10) and (11) we conclude rm = �∗
(xa cosθ +�∗ ya sinθ )+ (1−�)∗ (xccosθ + yc sinθ )
That implies rm = �∗ ra +(1−�)∗ rc.
That means ra ≤ rm ≤ rc or rc ≤ rm ≤ ra.
So, the curve of Dual(M) is between the curve of Dual(A) and
the curve of Dual(C).
Inversely, suppose N( θ1, r1) a point between the curve of
Dual(A) and the curve of Dual(C). We want to show that there
exists a point M ∈[AC] such as the curve of Dual(M) passes
through N.
We have rc(θ1)≤ r1 ≤ ra(θ1) or ra(θ1)≤ r1 ≤ rc(θ1)
That means ∃k∈R such as 0≤�≤ 1 such as

r1 = �∗ ra(θ1)+ (1−�)∗ rc(θ1) (12)

As ra(θ1) = xa cosθ1 + ya sinθ1 and rc(θ1) = xc cosθ1 +
yc sinθ1
Then, we obtain

(12)⇒ r1 = �∗ (xa cosθ1 + ya sinθ1)+ (1−�)∗
(xc cosθ1 + yc sinθ1)

(13)

So
(13)⇒ r1 = (�∗ xa +(1−�)∗ xc)cosθ1 +(�∗ ya+

(1−�)∗ yc)sinθ1
(14)

.
Finally (14) implies the point of coordinates ((�∗ xa +(1−
�)∗ xc), (�∗ ya +(1−�)∗ yc) ) is on the segment [AC].

In the following figure 7, we see a segment [AC] with M∈[AC]
in 7a, in7b, the dual of M between the dual of A and C and
in 7c the equivalent surface of the dual of [AC].
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(a) [AC]
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(b) Dual of A, M, C
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0
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2

-1

-2

1 2 3 4 5 � �

(c) Dual of [AC]

Figure 7: Dual of a segment

B. Dual of a pixel
A pixel is the unit squarre region centered in(p1, p2) a Z

2

point :
{
(x,y) ∈R

2 | |x− p1| ≤ 1
2 , |y− p2| ≤ 1

2
}

. The dual of
a pixel is then the union of the dual of each point(x, y). Its
definition is :

Definition �: Let p be a pixel centered in (p1, p2) in a image
space ξ . The Dual of p is a set of points of the parameter space
�, defined by Dual(p)={(θ ,r) ∈ �2/∀(α,β ) ∈ [−1

2 , 1
2 ]

2 ,r =
(p1 +α)cosθ +(p2 +β )sinθ}.
The figure 8 shows the standard Hough transform of vertices
of pixel (1,1) : Each colored vertex correspond to its colored
curve image.
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� �

��

(a) pixel(1,1)

θ

r

0

1

2
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(b) Standard hough transform of vertices

Figure 8: Extended standard hough tranform
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Let A, B, C, D be the vertices of a pixel p as ilustrated in
the figure 9. A pixel is a set of an infinity of vertical segments
(9a) or an infinity of horizontal segments (9b). We have also
the diagonal segments in (9c).

�

C B

AD

(a)

�

C B

AD

(b)

�

C B

AD

(c)

Figure 9: Sides of a pixel

Our aim is to determine the dual of a pixel in going with
the dual of its segments (vertical, diagonal or horizontal).

We propose the following theorem 2.
Theorem 2: Let p be a pixel in ξ2(⊂R2) . Its dual is a area

limited by the curve of the duals of its vertical sides. This area
is also limited by the curve of the duals of its horizontal sides
or by the duals of its diagonals.

Proof: Let us prove that. Let p be a pixel with its vertices
A, B, C, D in image space like in the figure 10.

Firstly, one shows that the dual of a pixel is an area limited
by the dual of its vertical sides [AB] and [CD]. The dual of
a segment is obtained by the theorem 1. Let N be a point in
a pixel p with vertices A, B, C, D where N /∈{A, B,C, D}.
There exists two points I, J such that N ∈ [IJ] where I ∈[CD],
J∈[AB]. We notice that [IJ] is a segment. According to the
theorem 1, the dual of N is a sinusoid curve between the duals
of I and J. As I ∈[CD], J∈[AB], the dual of I is between the
duals of the points C and D. The dual of J is also between
the duals of the points A and B. So, the dual of N is in the
surfaces limited by the duals of [AB] and [CD]. Inversely, let
N’ be a point in the surface limited by the dual of [AB] and
[CD]. N’ is between two sinusoïd curves, the duals of two
vertices X, Y with (X,Y) ∈{A,B,C,D}2. A pixel is convex,
so [XY] ⊂p. According to the theorem 1, there exists a point
s ∈[XY] in the pixel such as dual(s) is a sinusoïd curve that
pass through N’.

Secondly, one shows that the dual of a pixel is an area
limited by the dual of its horizontal sides [AD] and [BC]. By
analogy to the first case, we define a point N in a pixel where
N /∈{A, B,C, D}. There exists two points I, J such that N ∈
[IJ] where I ∈[AD], J∈[BC]. As I ∈[AD], J∈[BC], the dual of
I is between the duals of A and D. The dual of J is between the
duals of B and C. So, the dual of N is in the surfaces limited
by the duals of [AD] and [BC]. We can also notice that when
we apply on the pixel p, a central symmetry by the center of
the pixel, a horizontal side become a vertical side. Inversely,
let N’ be a point in the surface limited by the dual of [AD]
and [BC]. N’ is between two sinusoïd curves, the duals of two
vertices X, Y with (X,Y) ∈{A,B,C,D}2. A pixel is convex,
so [XY] ⊂p. According to the theorem 1, there exists a point

s ∈[XY] in the pixel such as dual(s) is a sinusoïd curve that
pass through N’.

Thirdly, we show that the dual of a pixel is a surface limited
by the diagonals segments [AC], [BD]. There exists two points
I, J such that N ∈ [IJ] where I ∈[AC], J∈[BD]. As I ∈[AC],
J∈[BD], the dual of I is between the duals of the points A
and C. The dual of J is between the duals of the points B and
D. So, the dual of N is in the surfaces limited by the duals
of [AC] and [BD]. Inversely, let N’ be a point in the surface
limited by the duals of [AC] and [BD]. N’ is between two
sinusoïd curves, the duals of two vertices X, Y with (X,Y)
∈{A,B,C,D}2. A pixel is convex, so [XY] ⊂p. According to
the theorem 1, there exists a point s ∈[XY] in the pixel such
as dual(s) is a sinusoïd curve which pass through N’.
We present an illustration of this proof in the following figure
10 where we can see the points N, I, J in the different cases
of sides and diagonals : in 10a, we have the vertical sides; in
10b, the horizontal sides, and in 10c, the diagonals.

�� �

N
I �

C B

AD

(a) [AB] , [CD]

�

�

�

N

I

�C B

AD

(b) [AD], [BC]

�

N
� �I �

C B

AD

(c) [AC], [BD]

Figure 10: Segments of pixels

Let p a pixel centered in (1,1) with the vertices A, B, C, D as
in the figure 10. The following figures 11,12, 13 illustrate how
we obtain the area of the dual of a pixel with the application
of the previous theorem 2 : we compute the dual of sides and
diagonals and we present their associated surface.
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(d) Surface

Figure 11: Horizontal sides
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Figure 12: Vertical sides
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(a) Dual of the diagonal [BD]
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(b) Dual of the diagonal [AC]
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Figure 13: Diagonals

We observe that in the previous figure 13, there does not
exist empty space between the dual of the diagonals. Then, the
dual of pixel is easy to be computed by the following theorem
3.

Theorem 3: the dual of a pixel is the union of the dual of
its diagonal segments.

Proof: Let us prove that. Let p be a pixel with its vertices
A, B, C, D and its diagonals [AC] and [BD]. In the previous
theorem 2, we proved that the dual of a pixel is a surface
between the dual of its diagonals. We are going to show
that this area is equivalent to the union of the dual of its
diagonals. That means, for a point in the dual of a pixel,
it must belong to the dual of [AC] or the dual of [BD].
[AC] and [BD] are a common point, the center O of the

pixel. So, the dual of O is a sinusoïd curve in the Dual([AC])
and the Dual([BD]) according to the theorem1. With θ ∈ [0,
2π], we can classify the Dual(A), Dual(B), Dual(O), Dual(C),
Dual(D) by the relation≤ or ≥. Dual(O) is in the middle of
the classification.

Then, we have Dual([AC])⊂ Dual([BD]) or Dual([BD]) ⊂
Dual([AC])

As a conclusion, the set of points N verifying the proposition
[N∈Dual(p) with N /∈ Dual([AC]) and N /∈ Dual([BD])] is φ .

� �
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(b) Dual of the pixel (1,3)

Figure 14: Extended standard hough tranform

We see in the figure 14, a pixel (1,3) and its dual : we can
notice that the dual of some points in the pixel is in the area.

1) Analysis of the dual : The purpose of this section is to
analyze the dual of a pixel and to obtain some remarkable
points that can be useful for an approximation of the dual.

Let p (p1, p2) be a pixel with its vertices : A(p1+
1
2 , p2+

1
2 ),

B(p1 +
1
2 , p2− 1

2 ), C(p1− 1
2 , p2− 1

2 ), D(p1− 1
2 , p2 +

1
2 ).

The Dual(A), Dual (C), Dual(B), Dual(D) are respectively
given by:

Dual(A) : rA = (p1 +
1
2
)cosθ +(p2+

1
2
)sinθ (15)
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Dual(C) : rC = (p1− 1
2
)cosθ +(p2− 1

2
)sinθ (16)

Dual(B) : rB = (p1 +
1
2
)cosθ +(p2− 1

2
)sinθ (17)

Dual(D) : rD = (p1− 1
2
)cosθ +(p2 +

1
2
)sinθ (18)

Considering (15), (17), (16), (18), with θ ∈ [0, 2π], we
have the intersection points

Dual(B)∩Dual(D) = �,L (19)

Dual(A)∩Dual(C) = I,� (20)

Dual(A)∩Dual(B) = O1,�0,�1 (21)

Dual(A)∩Dual(D) = �1,�0 (22)

Dual(B)∩Dual(C) = �0,�1 (23)

Dual(C)∩Dual(D) = O0,�1,�0 (24)

The below table I gives more details on the coordinates of
the points obtained in (19), (20), (21), (22), (23), (24).

Table I: Summary of intersections points

θ External points
0 O0(0, p1− 1

2 ), O1(0, p1 +
1
2 )

π
2 �0( π

2 , p2− 1
2 ), �1( π

2 , p2 +
1
2 )

π �0(π , −(p1 +
1
2)), �1(π , −(p1− 1

2 ))
3 π

2 �0(3 π
2 , −(p2 +

1
2) ), �1(3 π

2 , −(p2− 1
2 ) )

2π �0(2π , p1− 1
2 ), �1(2π , p1 +

1
2 )

θ Internal points
π
4 K ( π

4 , (p1 + p2)
√

2
2 )

3 π
4 I( 3π

4 ,
√

2
2 (p2− p1))

5 π
4 L( 5π

4 , −(p1 + p2)
√

2
2 ).

7 π
4 J ( 7π

4 ,
√

2
2 (p1− p2)).

As we can see, in the figure 15, we have the points I, J of
the intersection of the dual of A and C; in the figure 16, Those
of the duals of B and D with the points K, L, the figure 17
show all the points.
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Figure 15: Dual of segment
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Figure 16: Dual of segment
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(b) Sinusoïd curves of a pixel (1,1)

Figure 17: Sinusoïd curves

When we follow the values of θ in [0 2π ], we will establish
the following tables II, III, IV, V that compare in each interval,
the values of the dual of vertices.

Table II: θ ∈ [0, π
2 ]

θ 0≤ θ < π
4

π
4 ≤ θ < π

2
relation rC ≤ rD ≤ rB ≤ rA rC ≤ rB ≤ rD ≤ rA

Table III: θ ∈ [ π
2 , π ]

θ π
2 ≤ θ < 3π

4
3π
4 ≤ θ < π

relation rB ≤ rC ≤ rA ≤ rD rB ≤ rA ≤ rC ≤ rD

Table IV: θ ∈ [π, 3π
2 ]

θ π ≤ θ < 5π
4

5π
4 ≤ θ < 3π

2
relation rA ≤ rB ≤ rD ≤ rC rA ≤ rD ≤ rB ≤ rC

Table V: θ ∈ [ 3π
2 , 2π]

θ 3π
2 ≤ θ < 7π

4
7π
4 ≤ θ < 2π

relation rD ≤ rA ≤ rC ≤ rB rD ≤ rC ≤ rA ≤ rB
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When θ passes the values π
2 , π , 3 π

2 , 2π , we will observe
that the exteriors ri become the interiors ri′ and inversely.

According to

r = x∗ cosθ + y∗ sinθ ⇐⇒−r = x∗ cos(θ +π)+ y∗
sin(θ +π)

(25)

we will work on an interval [0, π], with the tables II, III
and the external or internal points of this interval. The others
exterior or interior points and the tables IV, V are deductions.

2) Approximation of the dual : Here, we propose an ap-
proximation of the area of the dual of a pixel. In computational
geometry, algorithms exists to compute the intersection of con-
vex polygons. A lot of methods of approximation possibility
could be studied forward.

In our method, we consider a polygonal approximation
based on a few points of the dual in the way to obtain some
parameters (θ , r) : the idea is that if an object O’ is an
approximation of an object O then Dual(O’) will be also an
approximation of Dual(O).

Moreover, if O’⊂O, we will have Dual(O’)⊂Dual(O). Some
points of the initial pixel are used to obtain its dual approxi-
mation.
Let p be a pixel centered in (p1,p2). The pixel p has the
vertices A(p1 +

1
2 , p2 +

1
2 ), B(p1 +

1
2 , p2 − 1

2 ), C(p1 − 1
2 ,

p2− 1
2 ), D(p1− 1

2 , p2 +
1
2 ).

Let pi be a pixel centered in (p1,p2) with its vertices Ai(p1+
1
2 − i∗ δ , p2 +

1
2 ), Bi(p1 +

1
2 , p2− 1

2 + i∗ δ ), Ci(p1− 1
2 + i∗ δ ,

p2− 1
2 ), Di(p1− 1

2 , p2 +
1
2 − i∗ δ ).

where i∈ N and δ∈[0,1] with the contraints i∗δ∈{0,1]. The
duals of the vertices of pi are :

Dual(Ai) : rAi = (p1 +
1
2
− i∗ δ )cosθ +(p2+

1
2
)sinθ (26)

Dual(Ci) : rCi = (p1− 1
2
+ i∗ δ )cosθ +(p2− 1

2
)sinθ (27)

Dual(Bi) : rBi = (p1 +
1
2
)cosθ +(p2− 1

2
+ i∗ δ )sinθ (28)

Dual(Di) : rDi = (p1− 1
2
)cosθ +(p2+

1
2
− i∗ δ )sinθ (29)

Then, pi is an approximative pixel of p where i ∗ δ is the
difference with the real vertice coordinates of p. The maximal
value of i∗δ must be inferior to the maximal of the tolerance
error.

We use the external points (see the table I) of the dual of
the pixels p0, p1, p2,... pn to get a polygonal approximation
of the dual of p with p0 = pn+1 = p.
We know that

pn+1 = p⇐⇒ (n+1)∗ δ = 1 (30)

Then (30)⇐⇒ δ = 1
n+1 .

Finally, we need to take δ = 1
n+1 to have the pixels p0, p1,

p2,...,pn.
As we know, we work in [0, π]; we determine the approx-
imation of the dual in this interval. We obtain the polygon

O1�1�1�0�0O0. with the pixel p0, (see the figure 17 for more
details). The following figure 18 shows the polygon (in red
color).
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(b) Sinusoïd curves of a pixel (1,1)
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(c) Sinusoïd curves of p

Figure 18: Approximative pixels Sinusoïd curves

The intersection points of vertices, with i ≥ 1 are
Dual(Ai)∩Dual(Bi)={Oi

1}, Dual(Ai)∩Dual(Di)={�i
1},

Dual(Bi)∩Dual(Ci)={�i
0}, Dual(Ci)∩Dual(Di)={Oi

0}.
As pi is close of p, these intersections points are close of

O1, �1, �1, �0, �0, O0 respectively.
The proposed polygon is then O1O1

1...On
1�1�1

1 ...�n
1�1

�0�n
0 ...�1

0�0On
0...O1

0O0.
Let Sn be the surface associated to this polygon. According

to the tables II, III, we know that the surface of the dual of a
pixel is :

I =
∫
[0, π

2 ]
(rA− rC)dx+

∫
[ π

2 ,π ]
(rD− rB)dx = 4 (31)

According to (31), the extimated error is then I−Sn = 4−Sn
and the percentage will be 4−Sn

4 .
If δ = 1

4 , we will obtain p1= p’(p1,p2), p2=p”(p1,p2),
p3=p”’(p1,p2) that are presented in the following figure 19.
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Figure 19: Approximative pixels

.

We illustrates step by step the proposed polygon in the
following figures 20, 21
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Figure 20: Sinusoïd curves
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Figure 21: Sinusoïd curves

C. Preimage
We present a new definition of preimage of pixels. Here, the

term Dual means the Standard Hough transform. The preimage
of n pixels is an intersection of n sinusoïd surfaces and differs
from the definition introduced in[?], by Martine Dexet in her
thesis.

Definition �: Let S={P1,P2,...,Pn−1,Pn} be a set of n
pixels Pi in ξ2. The preimage of S is defined by
Preimage(S) =

⋂
1≤i≤n

Dual(Pi).
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(b) Intersection of the Dual of pixels

Figure 22: Preimage of three pixels

In the figure 22, we see in 22a three colored pixels. In 22b, the
corresponding colored dual of each pixel. The intersection of
these three duals is a set of points representing the parameters
(θ , r) of line that cross each pixel.

The parameters (-r, cosθ , sinθ ) are equal to the parameters
(c0,c1,c2) of the analytical hyperplane in 2D dimension,
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presented in the section II-B. As you can see in the figure
22 the preimage of n pixels give two areas because

r = x∗ cosθ + y∗ sinθ ⇐⇒−r = x∗ cos(θ +π)+ y∗
sin(θ +π)

(32)

D. Recognition algorithm
In this part, we recall that the term dual indicates the

Extended Standard Hough Transform. We can see that when,
the dual of the losange of each pixel is considered, we will
be in the case of naive line recognition.

Moreover, according to the definition of the naive and
standard hyperplanes introduced in preliminaries and the ge-
ometry construction of these models, we see that the preimage
contains the parameters of analytical line that crosses the
pixels.

We propose the following algorithm :

Algorithm 1 Naive, Standard line recognition
Data : A set S of n pixels P1,..., Pn.
Begin

Preimage←Dual(P1)
i←2
while Preimage �= Ø and i≤ n do

Preimage←Preimage ∩ Dual(Pi)
i←i+1

End while
if Preimage �= Ø then

S belongs to a digital line
else

S does not belong to a digital line
End if

End

The Dual(Pi) could be replaced by an approximation (poly-
gon for example) in order to increase the performance of the
algorithm.

The Extended Standard Hough Transform has its particu-
larity to answer the question how can we recognize Naive
and Standard by the standard Hough Transform. It conserves
the properties of the Standard Hough Transform [6] as the
size of the parameter space is limited [6]:θ ∈ [0, π] and r
∈[0,

√
col2 + row2} with an image col x row. This leads to the

vertical line detection.

IV. DUAL OF A TRIANGLE

We are interested in how to compute the dual of a triangle.
In case of triangle grid, we need to know how to determine
the dual of a triangle. We establish the following theorem 4.

Theorem 4: The dual of a triangle is the union of the dual
of one of its two adjacent(consecutif) sides

Proof: Let [AC] and [AB] be two adjacents sides of a
triangle (ABC) as we see in the following figure 23. Let N be
a point in the triangle (if N is a vertex the proof is realized).
There exists two point I and J such that I ∈[AC], J∈[AB]
and N ∈[IJ]. By analogy with the proof of the theorem 2. We

have two consecutif sides [AC] and [AB] that are secants on
the vertex A of a triangle (ABC). Then, the surface between
the dual of [AC] and [AB] does not contains empty space.
Morover, we knows that the dual of I is between the dual of
A and C like the dual of J is between the dual of A and B.
As we know the dual of N is between the dual of I and the
dual of J, then the dual of N is in the union of the dual of
[AC] and [AB] .

� ��I �

N

�

A

� B�

C

Figure 23: Triangle

The below figure 24 shows the dual of a triangle, it contains
the dual of each point of the triangle : In 24b, the dual of the
vertex of a triangle in 24a, and in 24c, the dual of a triangle.
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(c) Union of duals

Figure 24: Extended standard hough transform

V. CONCLUSIONS

This paper establishs a new method based on the Standard
Hough Transform for the recognition of naive or standard lines
in a noisy picture. We introduced a new definition of preimage
that allows us to obtain an algorithm recognition. We obtained
that the dual of a pixel is an non polygonal area. That leads
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to propose an approximation. Others approximative methods
could be studied deeply forward in the objectif to improve the
algorithm. Some works still left to be done, particularly the
implemention on concrete pictures. The dual of a triangle has
been proposed. That could give interested perpectives in the
others grids. One of the remaining question is to extend the
method in 3D.
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Abstract—In this paper, we propose a new algorithm to make
a novel spatial image transformation. The proposed approach
aims to reduce the bit depth used for image storage. The
basic technique for the proposed transformation is based of the
modulus operator. The goal is to transform the whole image into
multiples of predefined integer. The division of the whole image
by that integer will guarantee that the new image surely less
in size from the original image. The k-Modulus Method could
not be used as a stand alone transform for image compression
because of its high compression ratio. It could be used as a scheme
embedded in other image processing fields especially compression.
According to its high PSNR value, it could be amalgamated with
other methods to facilitate the redundancy criterion.

I. INTRODUCTION

Image transformations have received a significant consid-
eration due to its importance in computer vision, computer
graphics, and medical imaging [1]. The transformed images
are information about the dissimilarities between input image
and the output image and trying to make these dissimilarities
as closely as possible [2]. Image transformations are the
extremely significant process in image processing and image
analysis. Image transforms are used in image enhancement,
restoration, reconstruction, encoding and description. A spatial
transformation is an image processing process that re-identifies
the spatial relationship between pixels in an image. This
procedure will make the manipulation of an image layout is
easier concerning image size and shape. The mathematical
concept of image transformation is a powerful procedure that
is recruited in various fields in image processing disciplines
and the most important one is image compression [3]. The
pixels pattern in natural images is not random, but has a
noticeable statistical regularity. This regularity is clearly may
be touched at the single pixel level or the block of pixels [4].
Redundancy in data is exemplary reachable through transform-
ing the original data from one representation to another [5].
The basic idea in image compression is that the new pixels
are almost smaller than the original pixels. Alternatively, the
decoder side enters the transformed pixels and reconstructs
the original image by implementing the inverse transform
procedure [3]. The image transformation could be imagined
as a mapping from one coordinates to another transformed
coordinates. It must be mentioned that, there are two types of
image transformations according to the reversibility procedure.
The first one is lossless transform and the other one is the lossy
transform. In case of lossless transform, the original pixels
are completely reversible. While in the lossy transforms, the
genuine pixels could not be obtained because lossy transfor-
mations are fully irreversible [6]. In principle, the idea behind
image transformation is the representation of the pixels in the

original image in terms of fewer bit length than the original
bit stream. Transformation of an image usually decreases the
entropy of the original image by eliminating the redundancies
of the image pixel sequence [5].

The remainder of the paper is organized as follows. Section
II discusses the spatial transformation for image processing.
The proposed k-Modulus Method (k-MM) has been introduced
by details in section III. Section IV presents the experimental
results when applying the proposed k-Modulus Method to
a variety of test images. The conclusion of this paper was
presented in section V.

II. SPATIAL TRANSFORMATION PRELIMINARIES

Spatial transformations are important in many aspects of
functional image analysis [7]. The main concept in spatial
transformation is to find a mapping for each pixel lies in
the original integer lattice to a new grid used to resample
the input pixels [1]. The relationship between the image and
its corresponding mapping is depending on the structure of
the images themselves [4]. Therefore, the selection of the
suitable representation of image is only part of the solution
for transforming the original image into a suitable mapping
for ulterior processing [6]. According to [1], the geometric
transformation is completely determined by the spatial trans-
formation because analytic mapping is bijective, i.e. one-to-
one and onto. The principle motivation behind transformation
could be summarized in two aspects. The firs aspect is that,
transformation yielding more efficient representation of the
original samples. On the other hand, the transformed pixels
must demand fewer bits [8]. Spatial transformation mappings
may take different forms and this is depends on the type of
application [1]. The choice of the mapping model is essential to
obtain reliable results; this choice must be considered seriously
and assessed before any processing. As mentioned above, the
transformation functions depend on the nature of the scene
and on the acquisition system used. However, under some
assumptions, and before applying a complicated model, it
may be useful to reach the idealistic mapping solicited by
consecutive less and less ’rigid’ mapping models [9].

The general mapping function can be given in the following
form. Let f be the original image and g is the transformed
image then there exist an operator T such that:

T : f −→ g, f, g ∈ RN×M (1)

and
g(x, y) = T [f(x, y)] (2)
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where N and M are the image dimensions. It must be
mentioned that the operator T is a one-to-one operator, i.e.
for each pixel in f there exist a corresponding one and only
one pixel is g. Moreover, the one-to-one transformation could
be shown in figure 2.

x x’

f(x,y) g(x,y)

T

T -1

Fig. 1. Spatial one-to-one transformation

Fig. 2. Test Images (Lena,Peppers, Allah, Boy1, and Boy2)

III. PROPOSED TRANSFORMATION

The proposed transform is actually a generalization of the
Five Modulus Method (FMM) proposed by [10]. The basic
idea behind FMM is to transform the original image into
multiples of five only. Hence, it was called Five Modulus
Method (FMM). Now, a question may arise and that is why
not to generalize FMM into k-Modulus Method (kMM). In
another words, instead of using number five only why not to
use any integer according to the desired precision?. Therefore,
the proposed transform has been established. According to

[10], the human eye does not differentiate between the original
image and the transformed FMM image. Moreover, for each
of the Red, Green, and Blue arrays in the color image are
consisting of pixel values varying from 0 to 255. The cardinal
impression of k-Modulus Method is to transform the all pixels
within the whole image into multiples of k. According to figure
4, it is clear that the k-Modulus Method transformation, up
to the 10-Modulus Method, does not affect the Human Visual
System (HVS). Now, to simplify the above idea, an illustrative
example will be presented. Suppose k=2, then the original
range of values 0 to 255 will be transformed as 0, 2, 4, 6,. . . ,
254. Similarly, when k=3, the transformed range is 0, 3, 6,
9, 12, . . . , 255. The same previous procedure may be applied
for any integer k. The k-Modulus method have been applied
to k=2,3,4,. . . 20 have been calculated and presented in figure
3. Obviously, increasing k will lead to high distortion in the
output image. Hence, by using try and error, we can see that
up to k=10 the human eye could not differentiate between the
original and the transformed images. According to figure 3, it
can be seen that a selective k values (2, 3, 5, 7, 10, 15, 20)
have been used to transform a random 6×6 block from Lena
image using k-Modulus Method.

A. k-Modulus Method Bit Depth

Bit depth refers to the color information stored in an image.
More colors could be stored in an image whenever there is
high bit depth in the image. In the case of black and white,
it contains one bit either 0 or 1. Hence, it can only show two
colors which are black and white. Furthermore, an 8 bit image
can store 28 which is equal to 256 possible colors, etc. It must
be mentioned that, the bit depth specify image size. As the bit
depth increase, image size also increases because each pixel
in the image requires more information [6]. One way to think
about bit depth is to consider the difference between having the
capability to make measurements with a ruler that is accurate
to the nearest millimeter, compared with one that can only
measure to the nearest centimeter [11].

In this paper, a general formula to extract the exact bit
depth for each of the k-Modulus Methods has been derived
as:

n =

⌊
256

k

⌋
+ 1 (3)

where k is an integer number (k = 2, 3, . . . ).

As with resolution, bit depth determines file size. The
higher the depth, the greater the file size. It must not be
confounded with the amount of actual colors within an image.
Therefore, an image with 25 colors may be created with 16
colors. Hence, we may have thousands instead of millions of
possibilities. This would obviously lead to increase in file size
and that may not be necessary. A versed understanding of bit
depth is essential to any graphic or multimedia application
[12].

IV. EXPERIMENTAL RESULTS

In this article, five test images have been tested using the
proposed k-Modulus Method. In figure 4, the implementation
of the k-Modulus Method was applied using k=2,3,,20 for
Lena image. It is clear that, the human eye could distinguish
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Fig. 3. A random 6×6 block from Lena image (Left) k-Modulus Method (k = 2, 3, 5, 7, 10, 15, and 20) (Right) The division of block by the corresponding k
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TABLE I. BIT DEPTH OF k-MODULUS METHOD

k-Modulus Method Range Binary representation Length of pixel
2-MM 0..128 10000000 8
3-MM 0..85 1010101 7
4-MM 0..64 1000000 7
5-MM 0..51 110011 6
6-MM 0..42 101010 6
7-MM 0..36 100100 6
8-MM 0..32 100000 6
9-MM 0..28 11100 5
10-MM 0..25 11001 5
11-MM 0..23 10111 5
12-MM 0..21 10101 5
13-MM 0..19 10011 5
14-MM 0..18 10010 5
15-MM 0..17 10001 5
16-MM 0..16 10000 5
17-MM 0..15 1111 4
18-MM 0..14 1110 4
19-MM 0..13 1101 4
20-MM 0..12 1100 4

dissimilarities up to k=10. Higher k may produce noticeable
distortion. Moreover, for more illustration, a magnified image
of Lena for k=3,5,7,10,15,20 have been presented in figure 6.
Also, according to figure 5, the image histogram for the same
previous k values k=3,5,7,10,15,20 have been obtained. Here,
the same assumption that was stated previously, and that is, up
to k=10 the shape of the histogram is approximately similar to
the original histogram. Finally, The Peak Signal to Noise Ratio
(PSNR) [13] was used to measure the dissimilarities between
the transformed and the original images, table (II).

TABLE II. PSNR VALUES OF k-MODULUS METHOD

k-MM Lena Peppers Allah Boy1 Boy2
2-MM 50.7787 50.4276 51.1058 50.9156 51.1518
3-MM 49.5941 49.1845 49.8984 49.6841 49.8853
4-MM 46.0309 45.7001 46.4233 46.1599 46.3588
5-MM 44.7639 44.4059 45.0469 44.9447 45.1021
6-MM 42.7984 42.4311 43.0906 42.9874 43.1331
7-MM 41.7680 41.4927 41.8433 41.9210 42.0895
8-MM 40.4774 40.0450 40.6093 40.6246 40.7477
9-MM 39.5383 39.2124 39.7726 39.9181 39.9031
10-MM 38.4859 38.1514 38.8397 38.7334 38.8230
11-MM 37.8295 37.4656 38.5854 38.2731 38.1404
12-MM 36.9491 36.7879 37.2798 37.0228 37.2974
13-MM 36.4654 35.8355 36.9229 36.5131 36.6772
14-MM 35.9254 35.3525 35.9268 35.9884 35.9164
15-MM 35.0014 34.8275 35.1099 35.4527 35.4560
16-MM 34.7193 34.4729 35.2276 34.6802 34.8957
17-MM 33.9161 33.7502 34.7368 34.3753 34.2375
18-MM 33.6590 32.9851 33.8404 33.7727 33.7870
19-MM 33.0598 32.7615 33.2398 32.9910 33.4654
20-MM 32.5316 32.3079 33.0107 32.8999 32.8903

According to [14][15], the typical values for the PSNR in
lossy image and video compression are between 30 and 50
dB, where higher is better . Hence, it is clear that the PSNR
values in table II are quite acceptable.

V. CONCLUSION

In this paper, a novel spatial image transform has been
presented. The proposed transform use modulus operator in
a way that transform the whole image array into multiples
of one and only one integer k. As a main conclusion from
this article is that, the k-Modulus Method could helps in
image compression as a scheme but not as stand alone image
compression technique. The graphical examples demonstrated
that the k-Modulus Method produce better results when k is
up to 10. Depending on the application used, the designer may

Fig. 5. Image Histogram (a) Original (b) 3-MM (c) 5-MM (d) 7-MM (e)
10-MM (f) 15-MM (g) 20-MM

control k. Therefore, higher k (more than 10) could be used
whenever there is a need to a low resolution images.
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Abstract—In this work we investigate the orbit-attitude pertur-

bations of a rigid spacecraft due to the effects of several forces

and torques. The spacecraft is assumed to be of a cylindrical

shape and equipped with a charged screen with charge density

σ. Clearly the main force affecting the motion of the spacecraft

is the gravitational force of the Earth with uniform spherical

mass. The effect of oblate Earth up to J2 is considered as

perturbation on both the orbit and attitude of the spacecraft,

where the attitude of the spacecraft is acted upon by what is

called gravity gradient torque. Another source of perturbation

on the attitude of the spacecraft comes from the motion of

the charged spacecraft in the geomagnetic field. This motion

generates a force known as the Lorentz force which is the source

of the Lorentz force torque influencing the rotational motion of

the spacecraft. In this work we give an analytical treatment of

the orbital-rotational dynamics of the spacecraft. We first use

the definitions of Delaunay and Andoyer variables in order to

formulate the Hamiltonian of the orbit-attitude motion under the

effects of forces and torques of interest. Since the Lorentz force

is a non-conservative force, a potential like function is introduced

and added to the Hamiltonian. We solve the canonical equations

of the Hamiltonian system by successive transformations using a

technique proposed by Lie and modified by Deprit and Kamel

to solve the problem. In this technique we make two successive

transformations to eliminate the short and long periodic terms

from the Hamiltonian.

I. INTRODUCTION

The motion of a rigid spacecraft is specified by its position,
velocity, attitude, and attitude motion. The first two describe
the translational motion of the center of mass of the spacecraft,
while the latter two describe the rotational motion of the body
about the center of mass, In general the translational and
attitude motions are independent as long as no resonance con-
ditions are assumed between the orbital and rotational motions,
where in this case attitude-orbit coupling results. A spacecraft
is in general under the perturbation effect of gravitaional
potential of the Earth, which includes both perturbations on the
orbital and the attitude motion of the spacecraft. Other forces

maybe added to the gravitational force, such as solar radiation
pressure, which is investigated analytically in [11] and [2]
. In this work we invesitgate analytically the perturbation
effects of both the gravitational force up to J2 and Lorentz
force on both the orbital and attitude motion. Following the
work of [2], this paper is organized as follows: we formulate
the Hamiltonian of the motion of the spacecraft under the
perturbing forces and torques, the problem is then tackled
using the straight forward Lie technique. This technique was
proposed by Lie and developed by Deprit and Kamel (see
[1] and [5]). In this technique we perform two successive
transformations to eliminate the short and long periodic terms
from the Hamiltonian, and hence the new canonical equations
are solved easily. The novelty of this work is that we obtain
an analytical solution of the problem. Despite the numerical
solution is accurate and can be applied in practise, analytical
treatments can lead to closed form solutions, and enables us
to analyze the problem.

II. COORDINATE SYSTEMS AND SYSTEMS OF
CANONICAL VARIABLES

Before starting to formulate the problem we first define
the coordinate systems and the canonical variables used to
describe the motion. Let the inertial coordiante system OXY Z
with origin at the Earth’s center and defined such that the
X−axis is toward the Vernal Equinox, the Y−axis is normal to
the X−axis and located in the equatorial plane and the Z−axis
coincides with the rotational axis of the Earth. Three unit
vectors (̂i, ĵ, k̂) are taken in the X,Y, Z directions respectively.
The body coordinate System O�X �Y �Z � is located at the center
of mass of the spacecraft with X �−axis, Y �−axis and Z �−axis
choosen along the principal axes of the spacecraft.The three
unit vectors (ê1, ê2, ê3) are taken in the X �, Y �, Z � directions
respectively. The orbital coordinate system O�ξηζ is located
at the center of mass of the spacecraft and with the ξ−axis
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along the radius vector of the spacecraft from the geocenter,
the η-axis is normal to the radius vector and in located in
the orbital plane and ζ-axis is normal to the orbital plane.The
three unit vectors (R̂, Ŝ, T̂ ) are taken in the ξ, η, ζ directions
respectively.

A. Sets of Canonical variables
There are two types of sets of canonical variables used,

one for the description of the orbital motion , and the other
describes the attitude motion. There are many sets of variables
for both types. Two of the most famous sets are Delaunay and
Andoyer sets of variables used to describe both orbital and
attitude motion respectively.

B. Delaunay variables
Delaunay variables are usually used to describe the orbital

motions of the Earth and of the Moon and Sun, assumed to
produce measurable tidal effects. They are usually defined as
:
l : Mean anomaly, g : Argument of perigee, h : Longitude
of the node, L =

√
µa , G =

�
µa(1− e2) and H =�

µa(1− e2) cos I . Where µ is the Earth’s mass, a is the
semi-major axis of the spacecraft, e is the eccenricity, and
I is the inclination.

C. Andoyer variables
Andoyer variables are the most commonly used for the de-

scription of attitude motion. [3] performed transformation from
the inertial frame to the body frame through the intermediate
invariable plane using 3− 1− 3− 1− 3 successive rotations.

The transformation matrix of this transformation is given in
terms of Andoyer variables as:

R(ha, Ia, ga, Ja, la) = [V 1 V 2 V 3] (1)

where Ia is the inclination of the invariable plane on the
reference plane, Ja is the angle between the invariable plane
and the body plane. The column vectors V 1,V 2 and V 3 are
given as:

V 1 =





(cha(cgacla − cJasgasla)− sha(−sIasJasla
+cIa(clasga + cgacJasla))

cha(−cJaclasga − cgasla)− sha(−clasIasJa

+cIa(cgacJacla − sgasla))
chasgasJa − sha(−cJasIa − cIacgasJa)





V 2 =





sha(cgacla − cJasgasla)
+cha(−sIasJasLa + cIa(clasga + cgacJasla))

sha(−cJaclasga − cgasla)
+cha(−clasIasJa + cIa(cgacJacLa − sgasla))

sgashasJa + cha(−cJasIa − cIacgasJa)





V 3 =




cIasJasla + sIa(clasga + cgacJasla)
cIaclasJa + sIa(cgacJacla − sgasla)

cIacJa − sIasJacga





Andoyer variables used in the previous transformation are
defined as: La ≡ Z � component of the angular momentum

vector (i.e. that normal to the body plane), Ga ≡ Total
angular momentum vector, Ha ≡ Z component of the angular
momentum vector (i.e. that normal to the reference plane). The
conjugate angle variables are :
la ≡ the longitude of the X � axis (of the body frame) with
respect to the node of the body plane on the invariable plane.
ga ≡ the longitude of the node N3 with respect to N2

(measured in the invariable plane).
ha ≡ longitude of the node N2 with respect to the X axis (of
the inertial frame).

III. FORMULATION OF THE HAMILTONIAN OF
THE ORBIT-ATTITUDE MOTION

The Hamiltonian of the orbit-attitude motion of the space-
craft is formulated using the prescribed Delaunay and Andoyer
variables. The total Hamiltonian consists of the Hamiltonian
of the gravitational potential, the Hamiltonian of the torque
free motion, and the Hamiltonian of the Lorentz torques.

A. Hamiltonian of the gravitational potential
As mentioned before the gravitational potential of oblate

Earth will be considered affecting on a spacecraft of a cylin-
drical shape and consisting of only one single body. The
gravitational potential of the Earth is given by [4] as

Vg = −
µm

Rc
{1 +

1

2
J2(

Re

Rc
)2(1− 3 sin2 φc)}Σ2)

−
µ

2R3
c

{(Σ1 − 3 +
3

2
J2(

Re

Rc
)2 × [(1− 5 sin2 φc)Σ1

−5(1− 7 sin2 φc)Σ2 + 2Σ3 + 20 sinφcΣ4]} (2)

where sinφc = sin I sin(f + g), J2 = 1.083 × 10−3 is the
coefficient of the second harmonic of Earth’s gravitational
potential and

Σ1 =
3�

i=1

Ii ,Σ2 =
3�

i=1

Iic
2
i3 ,Σ3 =

3�

i=1

Iic
2
ei3 ,Σ4 =

3�

i=1

Iici3cei3

and Ii are the principle moments of inertia of the satellite,
ci3 are the direction cosines between the principle axes and
the unit vector Ŝ along the radius vector Rc, and cei3 are the
direction cosines between the principal axes and the Earth’s
rotational axis.

The direction cosines ci3 and cei3 need to be evaluated
in terms of Delaunay and Andoyer variables. They were
evaluated in [2] and [6] as:
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c13 =
1�

i, j, k = −1
k �= 0

Aijk cos((f + g) + i(ha − h) + jga + kla) (3)

,

c23 =
1�

i, j, k = −1
k �= 0

Bijk sin((f + g) + i(ha − h) + jga + kla) (4)

and

c33 =
1�

i, j = −1

Cij sin((f + g) + i(ha − h) + jga) (5)

where the coefficients Aijk, Bijk and Cij are known functions of I, Ia and Ja arising from the transformations between frames.
Now after evaluating the direction cosines ci3 we proceed in evaluating their squares c2i3. We have

c213 =
�

i=0,2

2�

j, k,m = −2

Pijkm cos(i(f + g) + j(ha − h) + kga +mla) (6)

where

P0jkm = P2jkm =
1�

ν1, µ1 = −1
ν1 ± µ1 = j

1�

ν2, µ2 = −1
ν2 ± µ2 = k

�

ν3, µ3 = −1, 1
ν3 ± µ3 = m

Aν1ν2ν3Aµ1µ2µ3

2

,

c223 =
�

i=0,2

2�

j, k,m = −2

Qijkm cos(i(f + g) + j(ha − h) + kga +mla) (7)

where

Q0jkm = Q2jkm =
1�

ν1, µ1 = −1
ν1 − µ1 = j

1�

ν2, µ2 = −1
ν2 − µ2 = k

�

ν3, µ3 = −1, 1
ν3 − µ3 = m

Bν1ν2ν3Bµ1µ2µ3

2

−

1�

ν1, µ1 = −1
ν1 + µ1 = j

1�

ν2, µ2 = −1
ν2 + µ2 = k

�

ν3, µ3 = −1, 1
ν3 + µ3 = m

Bν1ν2ν3Bµ1µ2µ3

2

and

c233 =
�

i=0,2

2�

j, k = −2

Rijk cos(i(f + g) + j(ha − h) + kga) (8)

where

R0jk = R2jk =
1�

ν1, µ1 = −1
ν1 − µ1 = j

1�

ν2, µ2 = −1
ν2 − µ2 = k

Cν1ν2Cµ1µ2

2

−

1�

ν1, µ1 = −1
ν1 + µ1 = j

1�

ν2, µ2 = −1
ν2 + µ2 = k

Cν1ν2Cµ1µ2

2
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The direction cosines cei3 are evaluated as:

ce13 =
1�

i = 0,
j = −1

Aeij sin(iga + jla)

ce23 =
1�

i = 0,
j = −1

Beij cos(iga + jla) (9)

,

ce33 =
1�

i = 0

Cei cos(iga)

Here Aeij , Beij and Cei are functions of I, Ia, and Ja. Their squares are also evaluated as:

c2e13 =
2�

j = −1, k = −2

Ejk cos(jga + kla) (10)

where

Ejk =
1�

ν1, µ1 = 0
ν1 − µ1 = j

1�

ν2, µ2 = −1
ν2 − µ2 = k

Aeν1ν2Aeµ1µ2

2

−

1�

ν1, µ1 = 0
ν1 + µ1 = j

1�

ν2, µ2 = −1
ν2 + µ2 = k

Aeν1ν2Aeµ1µ2

2

,

c2e23 =
2�

j = −1, k = −2

Fjk cos(jga + kla) (11)

where

Fjk =
1�

ν1, µ1 = 0
ν1 ± µ1 = j

1�

ν2, µ2 = −1
ν2 ± µ2 = k

Beν1ν2Beµ1µ2

2

and

c2e33 =
2�

j=−1

Gj cos(jga) (12)

where

Gj =
1�

ν1, µ1 = 0
ν1 ± µ1 = j

Ceν1Ceµ1

2

The products ci3cei3 are also evaluated as:

c13ce13 =
1�

j=−1

2�

k,m=−2

Ujkm sin((f + g) + j(ha − h) + kga +mla) (13)
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where

Ujkm =
1�

ν1 = −1,
ν1 = j

1�

ν2 = −1,
µ2 = 0,

ν2 + µ2 = k

1�

ν3, µ3 = −1,
ν3 �= 0,

ν3 + µ3 = m

Aν1ν2ν3Aeµ2µ3

2

−

1�

ν1 = −1,
ν1 = j

1�

ν2 = −1,
µ2 = 0,

ν2 − µ2 = k

1�

ν3, µ3 = −1,
ν3 �= 0,

ν3 − µ3 = m

Aν1ν2ν3Aeµ2µ3

2

In the same way we get :

c23ce23 =
1�

j=−1

2�

k,m=−2

Vjkm sin((f + g) + j(ha − h) + kga +mla) (14)

where

Vjkm =
1�

ν1 = −1,
ν1 = j

1�

ν2 = −1,
µ2 = 0,

ν2 ± µ2 = k

1�

ν3, µ3 = −1,
ν3 �= 0,

ν3 ± µ3 = m

Bν1ν2ν3Beµ2µ3

2

and

c33ce33 =
1�

j=−1

2�

k=−2

Wjk sin((f + g) + j(ha − h) + kga) (15)

where

Wjk =
1�

ν1 = −1,
ν1 = j

1�

ν2 = −1,
µ2 = 0,

ν2 ± µ2 = k

Cν1ν2Ceµ2

2

B. Contribution of the gravitational potential to the total Hamiltonian
Considering the spacecraft is of a cylindrical shape and considering the dimensions of the cylinder to be of length ≈ 100m

then ρ
RE

is of order J2, where ρ is the radius vector of any point on the spacecraft relative to its center of mass, and
RE is the Earth’s radius. Now note that the principal moments of inertia Ii are directly proportional to the square of ρ,
sin2(φc) = sin2(I)( 12 −

1
2 cos(2g+ 2f)) and a = L2

µ . We then have a new form of the gravitational potential written in terms
of Delaunay and Andoyer variables as:

Vg = −
µ2

2L2
+

1

4

A2

L6

�
a

Rc

�3 �
(3s2 − 2)− 3s2 cos(2f + 2g)

�
(16)

−
J2
2

2!

µ4R2
e

2L6

�
a

Rc

�3 � j,k,m=2�

j, k,m = −2
i = 0.2

�B11
ijkm cos(i(f + g) + j(ha − h) + kga +mla)

�

−
J3
2

3!

3µ6R4
e

2L10

�
a

Rc

�5 � j,k,m=2�

j, k,m = −2
i = −2, 0, 2, 4

�C11
ijkm cos(i(f + g) + j(ha − h) + kga +mla)

�

(17)

where Rc is the distance from the center of Earth to the center of mass of the spacecraft, s = sin I , A2 = µ4R2
e and the

coefficients �B11
ijkm and �C11

ijkm are functions of Ia, Ja, I, Ii, Re and J2
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C. Contribution of Lorentz force to the Hamiltonian

If we consider the spacecraft is equipped with a charged cylindrical sheet with surface charge density σ, the total charge of
the spacecraft is Q =

�
S σdS, where S is the surface area of the screen. It was shown by [?] that when the center of charge

is off-center, the expression for Lorentz torque can be approximated by :

Nl = Qρ◦ × (v ×B)b (18)

where ρ◦ is the radius vector of the center of charge and is given by in the body coordinate system

ρ◦ = x◦ê1 + y◦ê2 + z◦ê3 =
1

Q

�

S
σρdS

v is the velocity of the center of mass of the spacecraft relative to the ECEF (Earth Centered Earth Fixed) frame and B is the
geomagnetic field intensity.

B = −grad Um (19)

where Um is the geomagnetic potential. We use here the inclined dipole model for the geomagnetic potential described in the
Cartesian coordinates. [?]

Um =
R3

e

R2
c

(g0
z

Rc
+ g1

x

Rc
+ h1

y

Rc
) (20)

where
g0 = −29615, g1 = −1728, h1 = 5186

Evaluating equation (18) in terms of Delaunay and Andoyer variables takes long calculations. The final form of the Lorentz
torque is then

Nl = Q(
RE

Rc
)3
�� i,j=3,k=2�

i, j = 0
k = −2

1�

m,n = −1
r, s = −1

�
X0

ijkmnrs

× cos(if + jg + kh+mga + nha + rla + sE)

+ �X0
ijkmnrs sin(if + jg + kh+mga + nha + rla + sE)

��
ê1

+

� i,j=3,k=2�

i, j = 0
k = −2

1�

m,n = −1
r, s = −1

�
Y 0
ijkmnrs cos(if + jg + kh+mga + nha + rla + sE)

+�Y 0
ijkmnrs sin(if + jg + kh+mga + nha + rla + sE)

��
ê2

+

� i,j=3,k=2�

i, j = 0
k = −2

1�

m,n = −1
r, s = −1

�
Z0
ijkmnrs cos(if + jg + kh+mga + nha + rla + sE)

+ �Z0
ijkmnrs sin(if + jg + kh+mga + nha + rla + sE)

��
ê3 (21)

where E is the eccentric anomaly, and the coefficients X0
ijkmnrs,

�X0
ijkmnrs, Y

0
ijkmnrs,

�Y 0
ijkmnrs Z0

ijkmnrs and �Z0
ijkmnrs are

known functions of I, Ia and Ja and arise from the transformations between coordinate systems.

D. Potential like function

Since Lorentz force is not conservative, i.e not derived from a potential function, we introduce the potential like function to
contribute to the Hamiltonian. The potential like function ϑl has the form

ϑl = −Nl.Rc = −Nl.Rc(c13ê1 + c23ê2 + c33ê3) (22)
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The potential like function is then evaluated in the form :

ϑl = −Q
R3

E

R2
c

�
i,j=4,k=3�

i, j = −2
k = −3

s = 1
m,n, r = 2�

m,n, r = −2
s = −1

�
A11

ijkmnrs

× sin(if + jg + kh+mga + nha + rla + sE)

+ �A11
ijkmnrs cos(if + jg + kh+mga + nha + rla + sE)

��
(23)

According to [?], the magnitude of the Lorentz torque acting on a spacecraft is

|Nl| = Q|ρ◦|Rc(ω◦ − ωE)|B| (24)

where ω◦ is the angular velocity of the rotation of the orbital coordinate system relative to the inertial system and ωE is the
angular velocity of diurnal rotation of the Earth. Thus if we take a practical example in which Rc = 7× 106 m, S = 100 m2,
the electric potential U = 3 × 105V and electric capacity cs = 10−11, so that the charge has a magnitude of 3 × 10−3.
ω◦ = 1.1× 10−3 and if |ρ◦| = 0.5 m then the Lorentz torque is of order ∼ 10−5, i.e. the order of Lorentz torque is close to
J2
2 . In terms of the small parameter J2 the potential like function can be written as:

ϑl = −
J2
2

2!

�
i,j=4,k=3�

i, j = −2
k = −3

s = 1
m,n, r = 2�

m,n, r = −2
s = −1

�
A11

ijkmnrs sin(if + jg + kh+mga + nha + rla + sE)

+ �A11
ijkmnrs cos(if + jg + kh+mga + nha + rla + sE)

���
a

Rc

�2 �QµR3
E

L2
(25)

where �Q = 2!Q
J2
2

.

E. Total Hamiltonian

Using the expressions of the gravitational potential and the potential like function, the total Hamiltonian is then written as:

H =
3�

n=0

Jn
2

n!
Hn (26)

where

H0 = −
µ2

2L2
+

1

2

�
1

I3
−

1

I1

�
L2
a +

1

2I1
G2

a (27)

where the second and third terms in H0 belong to the Hamiltonian of the torque free motion.

H1 =
1

4

A2

L6

�
a

Rc

�3 �
(3s2 − 2)− 3s2 cos(2f + 2g)

�
(28)
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H2 = −
µ4R2

e

2L6

�
a

Rc

�3 j,k,m=2�

j, k,m = −2
i = 0.2

�B11
ijkm cos(i(f + g) + j(ha − h) + kga +mla)

−

�QµR3
E

L2

�
a

Rc

�2
�

i,j=4,k=3�

i, j = −2
k = −3

s = 1
m,n, r = 2�

m,n, r = −2
s = −1

�
A11

ijkmnrs ×

sin(if + jg + kh+mga + nha + rla + sE)

+ �A11
ijkmnrs cos(if + jg + kh+mga + nha + rla + sE)

��
(29)

H3 = −
3µ6R4

e

2L10

�
a

Rc

�5 � j,k,m=2�

j, k,m = −2
i = −2, 0, 2, 4

�C11
ijkm cos(i(f + g) + j(ha − h) + kga +mla)

�
(30)

From the above equations we note that H0 is a function of L, La and Ga, hence l, laand ga are fast variables while the other
variables are slow ones.

IV. PERTURBATION APPROACH
Let � be the small parameter of the problem and let the canonical system of differential equations be written as :

u̇ = HT
U , U̇ = −HT

u

What is required is to construct two (or more) transformations (u, U ; �) → (ù, Ù) and (ù, Ù ; �) → (`̀u, `̀U) analytic in � at
� = 0 to eliminate in succession the short and long period terms from the Hamiltonian such that `̀U reduce to constants and
`̀u become linear functions of time.

The old and new Hamiltonians and the Generators are assumed expandable as

H = H0 +
�

n

�n

n!
Hn

H∗(−, ù2, ù3; Ù ; �) = H∗
0 (Ù1) +

�

n

�n

n!
H∗

n(−, ù2, ù3; Ù)

H∗∗(−; `̀U ; �) = H∗∗
0 ( `̀U) +

�

n

�n

n!
H∗∗

n (−; `̀U) (31)

W (ù; Ù ; �) =
�

n

�n

n!
Wn+1(ù; Ù)

W ∗(−, `̀u2, `̀u3;
`̀U ; �) =

�

n

�n

n!
Wn+1(−, `̀u2, `̀u3;

`̀U)

Elimination of Short period terms
Using the transformation equations we have the following basic identities

H∗
0 = H0

H∗
n = �Hn + (H0;Wn)

�Hn = Hn +
n−1�

j=1

��
n− 1
j − 1

�
(Hn−j ;Wj) +

�
n− 1
j

�
GjH

∗
n−j

�
(32)

Let u1 be the fast variable in H . We choose H∗
n to be the average of �Hn over u1; i. e.

H∗
n =< �Hn >u1 (33)

So that the periodic term is
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Pn = �Hn −H∗
n = (H0;Wn) (34)

from which

Wn =

�
∂H0

∂U1
1

�−1 �
Pndù1

After determining the generator, the elements of the transformation and its inverse are determined by

u = ù+
2�

n=1

Jn
2

n!
ù(n) , U = Ù +

2�

n=1

Jn
2

n!
Ù (n) (35)

ù = u+
2�

n=1

Jn
2

n!
u(n)(u, U) , Ù = U +

2�

n=1

Jn
2

n!
U (n)(u, U) (36)

where
ù(1) =

∂W1

∂Ù
, ù(2) =

∂W2

∂Ù
+ L1ù

(1) (37)

Ù (1) = −
∂W1

∂ù
, Ù (2) =

∂W2

∂ù
+ L1Ù

(1) (38)

and
u(1) = −ù(1) , u(2) = −ù(2) + 2L1ù

(1) (39)

U (1) = −Ù (1) , U (2) = −Ù (2) + 2L1Ù
(1) (40)

where L1 is the Lie derivative.
Note that in the last two equations the right hand sides are evaluated at ù = u and Ù = U .

A. Elimination of Long period terms
The second transformation to eliminate the long period terms proceeds in exactly the same way but replacing (u, U) by
(ù, Ù); (ù, Ù) by (`̀u, `̀U); H by H∗ ; H∗ by H∗∗ and W by W ∗

V. SOLUTION OF THE TRANSLATIONAL ROTATIONAL MOTION
In this section the translational rotational motion is solved using the Lie technique. As discussed in the previous section,

there will be two successive canonical transformations in order to eliminate the short and long period terms in succession.
secular and periodic terms will be retained up to O(J3

2 ) and O(J2
2 ) respectively.

A. Short Period transformation
we proceed to eliminate the short period terms (those depending on l, la and ga) from the Hamiltonian in equation (26)
1) Zero Order: Using equation (32) and equation (27) we find that :

H
∗
0 = H0 = −

µ2

2L2
+

1

2

�
1

I3
−

1

I1

�
L2
a +

1

2I1
G2

a

where all the variables in the right hand side are understood to be single primed, but the primes are removed from now on
for simplicity.

2) First Order: From equation (32) we have :

H
∗
1 = �H1 + (H0;W1) (41)

and

�H1 = H1 =
1

4

A2

L6

�
a

Rc

�3 �
(3s2 − 2)− 3s2 cos(2f + 2g)

�

we then choose H∗
1 to be the secular part of �H1. Thus we take the average of �H1 over the fast angles.

H
∗
1 =< �H1 >l,la,,ga=

1

8π3

� 2π

0

� 2π

0

� 2π

0

�H1dladgadl (42)

That is
H

∗
1 =

1

4

A2

L3G3
(1− 3

H2

G2
) (43)
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The Periodic part is given as

P = �H1 −H
∗
1 = (W1;H0) =

1

4

A2

L6

�
a

Rc

�3 �
(1− 3

H3

G3
)− 3s2 cos(2f + 2g)

�
−

1

4

A2

L3G3
(1− 3

H2

G2
) (44)

Since P is independent of la and ga, we have only ∂W1
∂l not vanishing.

thus

W1 =
L3

µ2

�
Pdl =

1

4

A2

µ2G3

�
(1− 3

H3

G3
)(f − l + e sin(f))

−3s2
�1
2
sin(2f + 2g) +

e

2

�1
3
sin(3f + 2g) + sin(f + 2g)

���
(45)

3) Second order: Again we use the perturbation equations.
The equations for the second order are :

H
∗
2 = �H2 + (H0;W2) (46)

�H2 = H2 + (H1 +H
∗
1;W1) (47)

Where H2 is given in equation(29) and the bracket (H1 +H∗
1;W1) is evaluated as:

(H1 +H
∗
1;W1) = −

3A2
2

16µ2L4G6

�
3s2 − 2

�2
−

3A2
2(4− 5s2)

16µ2L3G7

3�

i=1

K2
i,2 cos(if + 2g)

+
9A2

2s
2

8µ2L6G4
(4− 5s2)(f − l)

�
a

Rc

�3

sin(2f + 2g)

+
A2

2

256eµ2L11G8

�
a

Rc

�2 2�

j=−1

8�

i=0

�Hj,i cos(if + 2jg) (48)

where f is the true anomaly, K2
i,2 and �Hj,i are functions of e and s. Now �H2 is easily obtained. Now we take H∗

2 in equation
(46) to be the average of �H2

H
∗
2 =< �H2 >l,la,,ga=

1

8π3

� 2π

0

� 2π

0

� 2π

0

�H2dladgadl

In performing this averaging we use Hansen coefficients to express functions of the true and eccentric anomaly in terms of
the mean anomaly. �

a

Rc

�n

cos(mf) =
�

k≥0

a−n,m
k (e) cos(kl) (49)

and �
a

Rc

�n

sin(mf) =
�

k≥0

b−n,m
k (e) sin(kl) (50)

where the coefficients a, b are Hansen coefficients that many procedures has been developed to evaluate[?].
Upon averaging of �H2 we have

H
∗
2 =

2�

i=0

H∗
i cos(ig) +

j=2�

j = −2
i = 0, 2,−2

��B
11

0ij00 cos(ig + j(ha − h))−
�QµR3

E

L2
×

j=4,k=3�

j = −2
k = −3

n = 2�

n = −2

�
F 11
jk0n00 sin(jg + kh+ nha) + �F 11

jk0n00 cos(jg + kh+ nha)

�

(51)
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and the generator W2 is given as

W2 =
∞�

i=−∞

j=4,k=3�

j = −2
k = −3

m,n, r = 2�

m,n, r = −2

�
F 22
ijkmnr sin(il + jg + kh+mga + nha + rla)

+ �F 22
ijkmnr cos(il + jg + kh+mga + nha + rla)

�
(52)

where F 11
jk0n00,

�F 11
jk0n00, F

22
ijkmnr and �F 22

ijkmnr are functions of the action variables.
4) Third order:: The equations for the third order are

H
∗
3 = �H3 + (H0;W3) (53)

�H3 = H3 +
2�

j=1

��
2

j − 1

�
(H3−j ;Wj) +

�
2
j

�
GjH

∗
3−j

�

= H3 + (H2;W1) + 2G1H
∗
2

+2(H1;W2) +G2H
∗
1

= H3 + (H2 + 2H∗
2 − (H∗

1;W1) ;W1) + (2H1 +H
∗
1;W2) (54)

The bracket (H2 + 2H∗
2 − (H∗

1;W1) ;W1) is evaluated as

(H2 + 2H∗
2 − (H∗

1;W1) ;W1) =
∞�

i=−∞

j=4,k=3�

j = −4
k = −3

2�

m,n,r=−2

Q11
ijkmnr ×

cos(il + jg + kh+mga + nha + rla)

+ �Q11
ijkmnr sin(il + jg + kh+mga + nha + rla)

(55)

and the bracket (H1 + 2H∗
1;W2)

(H1 + 2H∗
1;W2) =

∞�

i=−∞

j=4,k=3�

j = −4
k = −3

m,n, r = 2�

m,n, r = −2

Q22
ijkmnr ×

cos(il + jg + kh+mga + nha + rla)

+ �Q22
ijkmnr sin(il + jg + kh+mga + nha + rla)

�
(56)

So that when using equation (30) we have

H
∗
3 =< H3 + (H2 + 2H∗

2 − (H∗
1;W1) ;W1) + (2H1 +H

∗
1;W2) >l,la,ga

After performing the averaging we have

H
∗
3 = −

3µ6R4
e

2L10

� j=2�

j = −2
i = −2, 0, 2, 4

�C11
ij00a

−5,i
0 cos(ig + j(ha − h))

�

+
j=4,k=3�

j = −4
k = −3

2�

n=−2

�
��Q
11

jkn cos(jg + kh+ nha) +
��Q
22

jkn sin(jg + kh+ nha)

�
(57)

where Q11
ijkmnr,

�Q11
ijkmnr, Q

22
ijkmnr,

�Q22
ijkmnr,

��Q
11

jkn and ��Q
22

jkn are all functions of the action variables and the previously
computed coefficients.

(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 4, No. 3, 2013 

282 | P a g e  
www.ijacsa.thesai.org 



B. Elements of Short Period transformation
The elements of the transformation are obtained following the same procedures used by Kamel[?]. The equations are :

ù(1)
i =

∂W1

∂Ùi

= W1i , ù(2)
i =

∂W2

∂Ùi

+ L1ù
(1)
i (i = 1, 2, 3) (58)

Ù (1)
i = −

∂W1

∂ùi
= W1,3+i , Ù (2)

i = −
∂W2

∂ùi
+ L1Ù

(1)
i (i = 1, 2, 3) (59)

where

L1ù
(1)
i =

3�

j=1

�
∂W1i

∂ùj
W1j +

∂W1i

∂Ùj

W1,3+j

�
(60)

L1Ù
(1)
i =

3�

j=1

�
∂W1,i+3

∂ùj
W1j +

∂W1,i+3

∂Ùj

W1,3+j

�
(61)

The derivatives of W2 in the above expressions were already computed while evaluating Poisson brackets.

C. Long Period Transformation
In the new transformation we consider that the new Hamiltonian is expandable in powers of J2 such that

H
∗∗ = H

∗∗
0 ( `̀L, `̀Ga,

`̀La) +
2�

n=1

Jn
2

n!
H

∗∗
n ( `̀L, `̀G, `̀H, `̀La,

`̀Ga,
`̀Ha) (62)

and the generator W ∗ is expandable as

W ∗(`̀g, `̀h, `̀ha,
`̀L, `̀G, `̀H, `̀La,

`̀Ga,
`̀Ha) =

2�

n=0

Jn
2

n!
W ∗

n+1(`̀g,
`̀h, `̀ha,

`̀L, `̀G, `̀H, `̀La,
`̀Ga,

`̀Ha) (63)

We use the same equations of transformation but now to transform the system associated with H∗ to H∗∗

H
∗∗
0 = H

∗
0

H
∗∗
n = �H∗

n + (H∗
0;W

∗
n)

�H∗
n = H

∗
n +

n−1�

j=1

��
n− 1
j − 1

�
(H∗

n−j ;Wj) +

�
n− 1
j

�
GjH

∗∗
n−j

�
(64)

but since W ∗ is a function of the slow variables only (`̀g, `̀h, `̀ha) then the bracket (H∗
0;W

∗
n) vanishes, and the last two of

equations (64) can be written in a single equation as

H
∗∗
n = H

∗
n +

n−1�

j=1

��
n− 1
j − 1

�
(H∗

n−j ;Wj) +

�
n− 1
j

�
GjH

∗∗
n−j

�
(65)

Now we solve for different orders as before.
1) Zero Order:: The identity for the zero order is

H
∗∗
0 = H

∗
0

thus
H

∗∗
0 = −

µ2

2L2
+

1

2

�
1

I3
−

1

I1

�
L2
a +

1

2I1
G2

a

where we will be omitting the double primes from now on for simplicity.
2) First order: From equation (65) the identity for the first order is

H
∗∗
1 = H

∗
1

from which

H
∗∗
1 =

1

4

A2

L3G3
(1− 3

H2

G2
) (66)
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3) Second order: : From (65) the identity for the first order is

H
∗∗
2 = H

∗
2 +

1�

j=1

��
1
0

�
(H∗

1;W1) +

�
1
1

�
G1H

∗∗
1

�

= H
∗
2 + (H∗

1;W1) +G1H
∗∗
1

= H
∗
2 + (H∗

1;W1) + (H∗
1;W1)

= H
∗
2 + 2(H∗

1;W
∗
1 ) (67)

so that

H
∗∗
2 = 2(H∗

1;W
∗
1 ) +

2�

i=0

H∗
i cos(ig) +

j=2�

j = −2
i = 0, 2,−2

��B
11

0ij00 cos(ig + j(ha − h))−
�QµR3

E

L2
×

j=4,k=3�

j = −2
k = −3

n = 2�

n = −2

�
F 11
jk0n00 sin(jg + kh+ nha) + �F 11

jk0n00 cos(jg + kh+ nha)

�
(68)

we perform the averaging over H∗
2 and the secular part in the right hand side is then chosen to be H∗∗

2

that is

H
∗∗
2 = H∗

0 +
��B
11

00000 −
�QµR3

E

L2
�F 11
000000 (69)

and then we evaluate W1 from the remaining part as

W1 =
j=4,k=3�

j = −2
k = −3

n = 2�

n = −2

�
R∗

jkn cos(jg + kh+ nha) + �R∗
jkn sin(jg + kh+ nha)

�

where as before the coefficients H∗
i ,

��B
11

0ij00, F
11
jk0n00,

�F 11
jk0n00, R

∗
jkn and �R∗

jkn are functions of the action variables and the
previously computed coefficients.

4) Third Order:: The equations of the third order are

H
∗∗
3 = �H∗

3 + 3(H∗
1;W

∗
2 ) (70)

�H∗
3 = H

∗
3 +

2�

j=1

��
2

j − 1

�
(H∗

3−j ;W
∗
j ) +

�
2
j

�
GjH

∗∗
3−j

�

= H
∗
3 +

3

2
(H∗

2 +H
∗∗
2 ;W ∗

1 ) (71)

the bracket (H∗
2 +H∗∗

2 ;W ∗
1 ) is evaluated as

(H∗
2 +H

∗∗
2 ;W ∗

1 ) =
j=8,k=6�

j = −6
k = −6

n = 4�

n = −4

�
S∗14
jkn cos(jg + kh+ nha) + �S∗14

jkn sin(jg + kh+ nha)
�

(72)

Proceeding, we then evaluate H∗∗
3 as

H
∗∗
3 =< �H∗

3 >g,h,ha= −
3µ6R4

e

2L10

�
�C11
0000a

−5,0
0

�
+Q11

000000 +Q22
000000 +

3

2
S∗14
000 (73)
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and

W ∗
2 = −

µ6R4
e

2L10

k=2�

k = −2
j = −2, 0, 2, 4

�C∗22
jk sin(jg + k(ha − h))

+
1

3

j=4,k=3�

j = −4
k = −3

2�

n=−2

�
Q∗44

jkn sin(jg + kh+ nha)− �Q∗44
jkn cos(jg + kh+ nha)

�

+
1

2

j=8,k=6�

j = −6
k = −6

n = 4�

n = −4

�
S∗16
jkn sin(jg + kh+ nha)− �S∗16

jkn cos(jg + kh+ nha)
�

(74)

D. Elements of Long Period transformation
The elements of the transformation and its inverse maybe obtained from the equations of short period transformation, but

with the replacement of Wn by W ∗
n , (u, U) by (ù, Ù) , Ln by L∗

n and (ù, Ù) by (`̀u, `̀U).

E. Secular perturbations and the computation of position and velocity
The equations of motion are now reduced to

d `̀U

dt
= −

∂H∗∗

∂ `̀u
= 0 ,

d`̀u

dt
=

∂H∗∗

d `̀U
= c (75)

where c are arbitrary constants so that they admit the solution

`̀U = `̀U0 , `̀u = `̀u0 + ct (76)

where the constants ( `̀U0, `̀u0) are to be determined from the initial conditions.
Let the elements (u0, U0) be known at a given initial epoch t0 then we can obtain the constants ( `̀U0, `̀u0) as follows:
1- From the elements of the transformation we can compute the initial values (Ù0, ù0) from

ù0 = u0 +
2�

n=1

Jn
2

n!
u(n)
0 , Ù0 = U0 +

2�

n=1

Jn
2

n!
U (n)
0 (77)

2- From the corresponding equations for the elements of the long period transformations

`̀u0 = ù0 +
2�

n=1

Jn
2

n!
ù(n)
0 , `̀U0 = Ù0 +

2�

n=1

Jn
2

n!
Ù (n)
0 (78)

Now having determined `̀u0 and `̀U0 we can evaluate H∗∗ = H∗∗( `̀U), and in turn the constants c are now known.
To compute the position and velocity at any time t we compute

ù = `̀u+
2�

n=1

Jn
2

n!
`̀u(n) , Ù = `̀U +

2�

n=1

Jn
2

n!
`̀U (n) (79)

then

u = ù+
2�

n=1

Jn
2

n!
ù(n) , U = Ù +

2�

n=1

Jn
2

n!
Ù (n) (80)

Having determined (u, U) at time t, we compute the position, velocity, attitude and attitude motion of the spacecraft.
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VI. CONCLUSION

In this paper we have obtained an analytical solution for the orbit-attitude motion of a charged spacecraft under the effect of
Earth oblateness (J2) and Lorentz force through Hamiltonian framework. The problem is tackled by means of Lie perturbation
technique. Two successive canonical transformations were performed in order to eliminate the short and long period terms in
succession. secular and periodic terms were retained up to O(J3

2 ) and O(J2
2 ) respectively.
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Abstract—Early detection of skin cancer has the potential to
reduce mortality and morbidity. This paper presents two hybrid
techniques for the classification of the skin images to predict
it if exists. The proposed hybrid techniques consists of three
stages, namely, feature extraction, dimensionality reduction, and
classification. In the first stage, we have obtained the features
related with images using discrete wavelet transformation. In
the second stage, the features of skin images have been reduced
using principle component analysis to the more essential features.
In the classification stage, two classifiers based on supervised
machine learning have been developed. The first classifier based
on feed forward back-propagation artificial neural network and
the second classifier based on k-nearest neighbor. The classifiers
have been used to classify subjects as normal or abnormal
skin cancer images. A classification with a success of 95%
and 97.5% has been obtained by the two proposed classifiers
and respectively. This result shows that the proposed hybrid
techniques are robust and effective.

Keywords: Skin cancer images, wavelet transformation, principle
component analysis, feed forward back-propagation network, k-
nearest neighbor classification.

I. INTRODUCTION

Skin cancer is a major public health problem in the light-
skinned population. Skin cancer is divided into non melanoma
skin cancer (NMSC) and melanoma skin cancer (MSC)
figure (1.1). Non melanoma skin cancer (MMSC) is the

Fig. 1.1. Types of skin cancer.

most prevalent cancer among light-skinned population. It is
divided into basal cell carcinoma (BCC) (75%), squamous

cell carcinoma (SCC) (24%), and other rare types (1%) such
as sebaceous carcinoma[19]. The critical factor in assessment
of patient prognosis in skin cancer is early diagnosis. More
than 60,000 people in the United States were diagnosed
with invasive melanoma in recent years, and more than 8000
Americans died of the disease. The single most promising
strategy to cut acutely the mortality rate from melanoma is
early detection. Attempts to improve the diagnostic accuracy
of melanoma have spurred the development of innovative
in-vivo imaging modalities, including total body photogra-
phy, dermoscopy, automated diagnostic system and reflectance
confocal microscopy. The use of computer technology in
medical decision support is now widespread and pervasive
across a wide range of medical area, such as cancer research,
gastroenterology, hart diseases, brain tumors etc. [10], [12].
Recent work [19] has shown that skin cancer recognition
from images is possible via supervised techniques such as
artificial neural networks and fuzzy systems combined with
feature extraction techniques. Other supervised classification
techniques, such as k-nearest neighbors (k−NN ) also group
pixels based on their similarities in each feature image [5],
[8], [9] can be used to classify the normal/abnormal images.
Therefore image processing become our choice for an early
detection of the skin cancer, as it is non-expensive technique.
The identification of the edges of an object in an image scene
is an important aspect of the human visual system because it
provides information on the basic topology of the object from
which an interpretative match can be achieved. In other words,
the segmentation of an image into a complex of edges is a
useful prerequisite for object identification. However, although
many low-level processing methods can be applied for this
purpose, the problem is to decide which object boundary
each pixel in an image falls within and which high level
constraints are necessary. In this paper, supervised machine
learning techniques, i.e., Feedforawd-Backpropagation Neural
Network(FP−ANN ) used as a classifier. Also unsupervised
classification techniques such as k−NNused as a classify images
into normal/abnormal as will be discussed in the subsequent
sections. Wavelet transform is an effective tool for feature
extraction, because they allow analysis of images at various
levels of resolution. This technique requires large storage and
is computationally more expensive [12]. In order to reduce the
feature vector dimension obtained from wavelet transformation
and increase the discriminative power, the principal component

(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 4, No. 3, 2013 

287 | P a g e  
www.ijacsa.thesai.org 



analysis (PCA) has been used; PCA reduces the dimensionality
of the data and therefore reduces the computational cost of
analyzing new data.
This paper is organized as follows: a short description of
the images preprocessing section (II), details of the proposed
hybrid techniques sections (III) and (IV), section (V) contains
simulation and results and finally the conclusion.

II. SKIN CANCER IMAGES PREPROCESSING

There are many types of the skin cancer, each type has a
different color, size and features. Many skin features may have
impact on digital images like hair and color, and other impacts
such as lightness, and type of the scanner or digital camera. In
the preprocessing step, the border detection procedure namely,
color space transformation, contrast enhancement, and artifact
removal, treated as follow [2]:

i) Color space transformation Dermoscopy images are com-
monly acquired using a digital camera with a dermo-
scope attachment. Due to the computational simplicity
and convenience of scalar (single channel) processing,
the resulting RGB (red-green-blue) color image is often
converted to a scalar image using one of the following
methods:

• Retaining only the blue channel (lesions are often
more prominent in this channel).

• Applying the luminance transformation, i.e.

Luminance = 0.299×Red+0.587×Green+0.114×Blue.

• Applying the Karhunen-Love (KL) transforma-
tion [18] and retaining the channel with the highest
variance.

ii) Contrast enhancement Delgado et al. [6], proposed con-
trast enhancement method, based on independent his-
togram pursuit (IHP). This algorithm linearly transforms
the original RGB image to a decorrelated color space in
which the lesion and the background skin are maximally
separated. Border detection is then performed on these
contrast-enhanced images using a simple clustering algo-
rithm.

iii) Artifact removal Dermoscopy images often contain arti-
facts such as such as black frames, ink markings, rulers,
air bubbles, as well as intrinsic cutaneous features that
can affect border detection such as blood vessels, hairs,
and skin lines. These artifacts and extraneous elements
complicate the border detection procedure, which results
in loss of accuracy as well as an increase in computational
time. The most straightforward way to remove these arti-
facts is to smooth the image using a general purpose filter
such as the Gaussian(GF), median(MF), or anisotropic
diffusion filters(ADF).

Images are processed to have the following starting features:
same size, color segmentations to remove hair if any as
discussed in the next subsection.

A. Segmentation

Segmentation refers to the partitioning of an image into
disjoint regions that are homogeneous with respect to a chosen
property such as luminance, color, texture, etc. ([3] and [20]).
Segmentation methods can be roughly classified into the
following categories:
• Histogram thresholding: These methods involve the de-

termination of one or more histogram threshold values
that separate the objects from the background.

• Clustering: These methods involve the partitioning of a
color (feature) space into homogeneous regions using
unsupervised clustering algorithms.

• Edge-based: These methods involve the detection of
edges between the regions using edge operators.

• Region-based: These methods involve the grouping of
pixels into homogeneous regions using region merging,
region splitting, or both.

• Morphological: These methods involve the detection of
object contours from predetermined seeds using the wa-
tershed transform.

• Model-based: These methods involve the modeling of
images as random fields whose parameters are determined
using various optimization procedures.

• Active contours (snakes and their variants): These meth-
ods involve the detection of object contours using curve
evolution techniques.

• Soft computing: These methods involve the classification
of pixels using soft-computing techniques including neu-
ral networks, fuzzy logic, and evolutionary computation.
Figure (2.1) shows a segmentation of Superficial Spread-
ing Melanoma (SSM) image.

III. THE PROPOSED HYBRID TECHNIQUES

The proposed hybrid techniques based on the following
techniques, discrete wavelet transforms DWT, the principle
components analysis PCA, FP-ANN, and k-NN. It consists
of the following phases: feature extraction, feature reduction,
and classification phase as illustrated in Fig. (3.1).
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(a) Original image.

(b) Filtered image.

(c) Black and white.

(d) Traced.

Fig. 2.1. Superficial spreading image segmentation.

A. DWT based feature extraction

The rationale of the approach proposed here implies two
steps. In the first step, signals (tissue samples) are trans-
formed into time-scale domain by DWT. In the second step
features are extracted from the transformed data by a principle
component analysis(PCA). The continuous wavelet transform
of a signal x(t) is defined as the sum over all time of the
signal multiplied by wavelets ψab(t) (see Eq. (2)), the scaled
(stretched or compressed) and shifted versions of the mother
wavelet ψ(t):

WTx(a, b) =
1√
a

∫ ∞
−∞

x(t)ψ∗
( t− b

a

)
dt, (1)

ψa,b(t) =
1√
a
ψ
( t− b

a

)
, a ∈ R+, b ∈ R, (2)
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Phase (3): Feature reduction using PCA 
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Classifier 1: based on FP-ANN Classifier 2: based on k-NN 
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Phase (1): Image preprocessing 

Normal Abnormal 

Fig. 3.1. Flow-diagram of the proposed technique.

where ψ∗(.) represents the conjugated transpose of the wavelet
functionψ(.). The time-wavelet resolution depends on the
scaling parameter a. For smaller c, ψab(t) has a narrow
time-support and therefore a wider frequency support. When
parameter a increases, the time support of ψab(t) increases
as well and the frequency support becomes narrower. The
translation parameter b determines the localization of ψab(t)
in time. The DWT is defined taking discrete values of a and
b. The full DWT for signal x(t) can be represented as

x(t) =
∑
k∈Z

µj0,kφj0,k(t) +

j0∑
j=−∞

∑
k∈Z

ωj,kψj,k(t), (3)

where φj0,k(t) and ψj,k(t) are the flexing and parallel shift of
the basic scaling function φ(t) and the mother wavelet function
ψ(t), and µj0,k(j < j0) and ωj,k are the scaling coefficients
and the wavelet coefficients, respectively. Generally, scales and
positions are based on powers of 2, which is the dyadic DWT.
Once a mother wavelet is selected, the wavelet transform can
be used to decompose a signal according to scale, allowing
separating the fine-scale behavior (detail) from the large-scale
behavior (approximation) of the signal [1]. The relationship
between scale and signal behavior is: low scale corresponding
to compressed wavelet, and to rapidly changing details, namely
high frequency; high scale corresponding to stretched wavelet,
and to slowly changing coarse features, namely low frequency.
Signal decomposition is typically done in an iterative fashion
using the scales a = 2, 4, 8, · · · , 2L, with successive approx-
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(a) forward 2D DWT.

 

LH1 

HH1 HL1 

HH2 HL2 

LH2 

HH3 HL3 

LH3 LL3 

(b) approximation and detail coefficient placement.
Fig. 3.2. Computation of a three-level 2D DWT via subband coding scheme.

imations being split in turn, so that one signal is broken
down into many lower resolution components. In practice,
signal decomposition can be implemented in a computationally
efficient manner via the fast wavelet transform developed by
Mallat [15], behind which the basic idea is to represent the
wavelet basis as a set of high-pass and low-pass filters in a
filter bank, as shown in figure (3.2). Figure (3.3) shows the
three-level DWT of SSM image. The first level consists of LL,
HL, LH, and HH coefficients. The HL coefficients correspond
to high-pass in the horizontal direction and low-pass in the
vertical direction. Thus, the HL coefficients follow horizontal
edges more than vertical edges. The LH coefficients follow
vertical edges because they correspond to high-pass in the
vertical direction and low-pass in the horizontal direction. As a
result, there are 4 sub-band (LL, LH, HH, HL) images at each
scale. The sub-band LL is used for the next 2D DWT. The
LL subband can be regarded as the approximation component
of the image, while the LH, HL, and HH subbands can be
regarded as the detailed components of the image. As the level
of the decomposition increased, we obtained more compact
yet coarser approximation components. Thus, wavelets provide
a simple hierarchical framework for interpreting the image
information. In our algorithm, level-3 decomposition via Haar
wavelet was utilized to extract features.

B. PCA based feature reduction

The Principal Component Analysis (PCA) is one of the
most successful techniques that have been used in image

(a) Superficial spreading image.

(b) DWT of the image.

Fig. 3.3. A three-level 2D DWT of the tissue image.

recognition and compression. The purpose of PCA is to
reduce the large dimensionality of the data space (observed
variables) to the smaller intrinsic dimensionality of feature
space (independent variables), which are needed to describe
the data economically. This is the case when there is a strong
correlation between observed variables. The jobs which
PCA can do are prediction, redundancy removal, feature
extraction, data compression, etc. Because PCA is a classical
technique which can do something in the linear domain,
applications having linear models are suitable, such as signal
processing, image processing, system and control theory,
communications, etc. Given a set of data, PCA finds the linear
lower-dimensional representation of the data such that the
variance of the reconstructed data is preserved ([13] and [14]).
Using a system of feature reduction based on a combined
PCA on the feature vectors that calculated from the wavelets
limiting the feature vectors to the component selected by
the PCA should lead to an efficient classification algorithm
utilizing supervised approach. So, the main idea behind
using PCA in our approach is to reduce the dimensionality
of the wavelet coefficients. This leads to more efficient and
accurate classifier. In figure(3.4) given below an outline of
PCA-algorithm.
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Input: Data set(matrix) Xm×n, (m ≡ # parameters and n ≡
# samples).
Output: Y = PX , P ≡ transformation matrix from X to Y ;
basis for X , s.t.,

the covariance matrix in this base is
diagonalized.

Step 1: Calculate the covariance matrix in the new basis

Cy =
1

n− 1
PAPT ,

A = XXT ; A is symmetric.
Step 2: Diagonalize the cov. matrix, i.e., A = EDET .
Step 3: Find the eigenvalues and eigenvectors from the
previous step;

A = EDET , where
D = diagonal matrix contains the

eigenvalues of A,
E = matrix contains the eigenvectors of

A.
Step 4: Dimension reduction:

• rearrange the eigenvectors and eigenvalues, i.e., sort
the columns of the

eigenvector matrix E and eigenvalue matrix D in
order of decreasing

eigenvalue.
• select a subset of the eigenvectors with higher values

as basis vectors,
project the data onto the new basis; of lower

dimensions.

Fig. 3.4. PCA algorithm.

Therefore, the feature extraction process was carried out
through two steps: firstly the wavelet coefficients were ex-
tracted by the DWT and then the essential coefficients have
been selected by the PCA (see Fig. 3.5).

Fig. 3.5. Feature extraction of image using DWT and reduction using PCA(`
is new feature vector dimension).

IV. SUPERVISED LEARNING CLASSIFICATION

Supervised machine learning is the search for algorithms
that reason from externally supplied instances to produce
general hypotheses, which then make predictions about future
instances. In other words, the goal of supervised learning is
to build a concise model of the distribution of class labels
in terms of predictor features. The resulting classifier is then
used to assign class labels to the testing instances where the
values of the predictor features are known, but the value
of the class label is unknown. In this paper two supervised
learning algorithms are employed for classification, the first is
k-Nearest neighbors and Artificial neural network, a details of
both will be given below.

A. k-Nearest neighbors(k−NN ):

One of the most straightforward instance-based learning
algorithms is the nearest neighbor algorithm.k−NN is based on
the principle that the instances within a dataset will generally
exist in close proximity to other instances that have similar
properties [4]. If the instances are tagged with a classification
label, then the value of the label of an unclassified instance
can be determined by observing the class of its nearest
neighbors. The k−NN locates the k nearest instances to
the query instance and determines its class by identifying
the single most frequent class label. Figure (4.1) shows a
description of the algorithm. The training phase for k−NN
consists of simply storing all known instances and their class
labels. A tabular representation can be used, or a specialized
structure such as a kd-tree. If we want to tune the value of k
and/or perform feature selection, n-fold cross-validation can
be used on the training dataset. The testing phase for a new
instance t, given a known set I is as follows:

1) Compute the distance between t and each instance in I .
2) Sort the distances in increasing numerical order and pick

the first k elements.
3) Compute and return the most frequent class in the k

nearest neighbors, optionally weighting each instance’s
class by the inverse of its distance to t.

Fig. 4.1. k−NN algorithm.

B. Artificial Neural Network (ANN):

An artificial neural network (ANN), usually called neural
network (NN), is a mathematical model or computational
model that is inspired by the structure and/or functional aspects
of biological neural networks. A neural network consists of
an interconnected group of artificial neurons, and it processes
information using a connectionist approach to computation.
In most cases an ANN is an adaptive system that changes its
structure based on external or internal information that flows
through the network during the learning phase [21]. The feed-
forward neural network was the first and arguably simplest
type of artificial neural network devised. In this network, the

(IJACSA) International Journal of Advanced Computer Science and Applications,  

Vol. 4, No. 3, 2013 

291 | P a g e  
www.ijacsa.thesai.org 



information moves in only one direction, forward, from the
input nodes, through the hidden nodes (if any) and to the
output nodes figure(4.2). There are no cycles or loops in
the network. The neural network which was employed as the

Fig. 4.2. Feed forward neural network.

classifier required in this study had three layers, as shown in
figure (4.2). The first layer consists of eight input elements in
accordance with the size of the feature vectors that selected
from the wavelet coefficients by the PCA. The number of
neurons in the hidden layer was five. The single neuron in
the output layer was used to represent normal and abnormal
tissue image (see Fig. 4.2). The most frequently used training
algorithm in classification problems is the back-propagation
(BP) algorithm, which is used in this paper too. The details of
back-propagation (BP) algorithm are well documented in the
literature [7]. The neural network has been trained to adjust the
connection weights and biases in order to produce the desired
mapping. At the training stage, the feature vectors are applied
as input to the network and the network adjusts its variable
parameters, the weights and biases, to capture the relationship
between the input patterns and outputs [7]. The performance
is measured by mean square error(MSE):

MSE =
1

n

m∑
(yt − yo)2, (4)

here yt is the target value, yo is the actual output, and
m is the number of training data, figure(4.3) shows ANN
Back-propagation algorithm.

V. SIMULATION:

In this section the proposed hybrid techniques are used for
the classification of malignant melanoma. The data set consists
of total 40 images (20 normal and 20 abnormal) images
downloaded from [11]. Figure (5.1 ) shows some samples from
the used data. The proposed approach was implemented in
Matlab 7.12[16], on a PC with the following configurations,
processor 2GHz; 2 GB of ram; run under MSWin. 7 operating
system. Figure (6.3) shows GUI of the implementation. The

Initialize the weights in the network (often randomly).
Do For each example e in the training set:

a) O = neural-net-output(network, e) ; forward pass,
b) T = teacher output for e,
c) Calculate error (T −O) at the output units,
d) Compute δwh for all weights from hidden layer to

output layer ; backward pass,
e) Compute δwi for all weights from input layer to

hidden layer ; backward pass continued,
f) Update the weights in the network.

Until all examples classified correctly or stopping criterion
satisfied.
Return the network.

Fig. 4.3. ANN Back-propagation algorithm.

images resized to smaller size of pixels 8 × 8, Haar wavelet
with the third level used, and the feature vector reduced to just
eight components. With those settings, the hybrid classifiers;
FP-ANN and KNN were run and an instance of the output
shown in Fig. (6.3).
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(a) Superficial
spreading.

(b) Nodular.

(c) Lintigo maligna. (d) Acral lentiginous.

(e) Basalcell carcinoma. (f) Squamous cell
carcinoma.

(g) Sebaceous gland
carcinoma.

Fig. 5.1. Samples of skin cancer.

A. Performance Evaluation

In this section, the performance of the proposed techniques
are evaluated for the skin cancer images. The proposed tech-
niques performance evaluated in terms of confusion matrix,
sensitivity, specificity, and accuracy. The three terms defined
as follow [17]:

a) Sensitivity(true positive fraction): the result indicates pos-
itively(disease).

Sen. =
TP

(TP + FN)

b) Specificity(true negative fraction): the result indicates
negatively(non-disease).

Spec. =
TN

(TN + FP )

c) Accuracy: the probability that the diagnostic test is per-
formed correctly.

Accur . =
(TP + TN)

(TP + TN + FP + FN)
.

Where,
TP (True Positives) ≡ Correctly classified positive cases,
TN (True Negative)≡ Correctly classified negative cases,
FP (False Positives) -Incorrectly classified negative cases, and
FN (False Negative)≡ Incorrectly classified positive cases.

Prop. Tech. TP TN FP FN Sen.(%) Spec.(%) Accur.(%)
ANN 19 19 1 1 95 95 95
K-NN 20 19 1 0 100 95 97.5

Fig. 5.2. Performance of the used techniques.

VI. CONCLUSION

In this paper, an automated medical decision support system
for skin cancer developed with normal and abnormal classes.
First the discrete wavelet transformation were applied on the
images to get the feature vectors, as the dimensionality of the
vectors quite large, one needed to reduce it through the prin-
ciple component analysis. The resulting feature vectors have a
few components; means, less time and memory requirements.
Afterwards, those vectors were used for classification either
with feed-forward neural network or k-nearest neighbor algo-
rithm. The results of the deployed techniques were promising
as, we got 100% for sensitivity, 95% for specificity , and
97.5% for accuracy.
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